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RESONATOR SELF-TEMPERATURE-SENSING USING A
DUAL-HARMONIC-MODE CRYSTAL OSCILLATOR

Stanley S. Schodowski

U.S. Army Electronics Technology and Devices Laboratory
Fort Monmouth, NJ 07703-5000

Summary In this paper a resonator self-temperature-
sensing method [4] using a pair of harmonical-

A thermometry method employing resonator ly related c-modes in a dual c-mode oscillator
self-temperature-sensing is described. Self- is presented. By employing an SC-cut, the c-
temperature-sensing, which provides for the modes are almost guaranteed to be free of
resonator to determine its own temperature as activity dips over the full operating tempera-
opposed to using external temperature sensors, ture range. The stress and thermal-transient-
permits the realization of high-accuracy compensated characteristics of the SC-cut can
Microcomputer-Compensated Crystal Oscillators then be exploited to their fullest extent.
(MCXO). Previously, the only means available
for resonator self-temperature-sensing was the The dual c-mode method overcomes the limita-
b-mode of an SC-cut crystal when used in a tions of existing temperature sensing methods,
dual b- and c-mode oscillator. However, the and makes possible a new generation of higher
b-mode has not proved to be reliable for accuracy crystal oscillators. It is par-
application in wide temperature range MCXO. ticularly suited for application in MCXO to

provide 10 to 100 times improvement in fre-
The new method uses a harmonically related quency-temperature stability when compared to

pair of c-modes of an SC-cut that is simul- conventional TCXO (5-7).
taneously excited in a dual-mode oscillator,
and then combined to produce a thermometric The Harmonic Effect
frequency having a monotonic and nearly linear
dependence on temperature. It avoids the Rotation of the apparent angle for an over-
activity dip problems of the b-mode and tone resonance frequency-temperature (f-T)
overcomes limitations of using external characteristic relative to that for its
sensors that are subject to thermal lag and fundamental, as shown in Figure 1, has been
temperature gradients. This method provides known for over 35 years. Ballato [8], in
a means of resonator temperature measurement 1975, explained the apparent angle change,
with high accuracy, limited only by the i.e., harmonic effect, to be due to a factor
stability difference between the c-mode G, or Onoe function, which multiplies the
frequencies. The concept for this dual c-mode temperature coefficient of coupling. The
thermometry method is presented and its effect gets progressively smaller with
implementation in MCXO discussed, increasing harmonic number. It manifests

Introduction

Intrinsic to all high-performance quartz
frequency- and- time sources is a precision
temperature-sensing device, i.e., a thermom-
eter, which detects crystal temperature to
effect either temperature compensation or
temperature control. The conventional method
for sensing crystal temperature in Temperature Af
Compensated Crystal Oscillators (TCXO), for T 0
example, makes use of a thermistor, or ther-
mistors, placed in close proximity to the
resonator. This method suffers from inaccura-
cies due to thermal lag stemming from a dif-
ference in crystal and thermistor effective
thermal time constants, thermal gradients, and
thermistor aging. To overcome these
limitations, Kusters [1], at the 1978
Frequency Control Symposium, proposed using
the b-mode of an SC-cut for temperature -100 -80 -60 40 -20 0 20 40 60 80 100

sensing in a dual b- and c-mode oscillator. AT (c)
However, excessive activity dips associated
with the b-mode, subsequently reported by Vig
(2) and Baltzer (3), have just about Figure 1. Frequency-temperature-harmonic
eliminated this method from current characteristics of temperature stable resona-
consideration in wide temperature range TCXO. tors.
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itself as a change in the first-order, i.0., Using tha f-T dependence of the two modes as
linear, temperature coefficient of the cubic given by (1), Eq, (3) can be rewritten solely
function: as a function of temperature

Af3 Af,(T) 3a,-na3  3b1-nb3  3ci-nc3
- = amT + bAT 2 + cAT3  (1) = - AT+ AT2 + - T3,(4)

f, fo 3-n 3-n 3-n

where the normalized frequency Afm/fx and the where a,, bl, cl and a3, b3, c3 are the tempera-
difference temperature AT are referenced at ture coefficients of frequency for the fun-
the inflection temperature and ax, bm, and cm  damental and third overtone, respectively.
are the first-, second-, and third-order Equation (4) then yields the temperature
temperature coefficients of frequency at coefficients for the beat frequency. The
harmonic number M. This "harmonic effect" translation process results in a small dif-
provides the basis for the self-temperature- ference between the multiplier and n, which
sensing method. has a profound effect on enhancing the linear

coefficient for the beat frequency.
The Thermometric Beat Freauency

By simultaneously exciting a pair of har-
monically related c-modes of a temperature-
stable resonator in a dual-mode oscillator and
combining their signals (Figure 2), a beat
frequency (fo) is obtained which can be used to Table I
compensate either one of the generated c-mode Typical SC-cut harmonic and beat frequency
signals. Several means for combining the temperature coefficients.
signals are possible.

FREQ a b C
(MHz) (10-/-C) (104/0C2) (10-.l/OC3)

I OUAL MODE
OSCILLATOR -4 f,

13 f 5.000 0.13 -1.69 5.45

S 3f-f f 14.843 1.15 -1.60 5.58

f 0.157 -96.33 -9.94 -7.24

Figure 2. Illustration of the dual c-mode
thermometry method.

Table 1 provides the computed temperature
coefficients of an SC-cut crystal (n = 2.97)
for the fundamental, third overtone and beat

In this illustration, the lower harmonic c- frequency. Equation (4) was used to determine
mode (M = 1), i.e., the fundamental frequency the coefficients for the beat frequency using
fl, is multiplied by three and then mixed with the coefficients for the fundamental and thizd
the higher harmonic c-mode (M = 3), i.e., the overtone that were computed from measured
third overtone frequency f3 to obtain a frequency-temperature data. It is noted that
difference product, or beat frequency f,, which the linear coefficient for the beat frequency
is is significantly larger than the first-order

coefficients of the two modes, and that it

fp = 3f, - f3. (2) also dominates its associated higher order

coefficients. In fact, it is so dominant that

The beat frequency may be described in norma- a nearly linear beat-frequency versus tempera-
lized form as: ture characteristic results. Evaluation of

(4), using the beat frequency temperature
Lf 0(,) 3 Af1(U) n Af3(V) coefficients listed in Table 1, produced no

- -- (3) zero derivative in the temperature range 150K

fo 3-n fl 3-n f3  to 450K. This indicates monoticity of the
beat frequency and suitability for practical

where n is the noninteger ratio of the fre- thermometric application over a wide operating
quencies for the harmonic pair at the temperature range.
reference temperature, i.e., n = f3/fl, and
where u is any variable, such as supply The resonator's fundamental and third over-
voltage, load, temperature, etc. A noninteger tone frequency are shown plotted against

ratio for n is conveniently available, since temperature in Figure 3. Since the tempera-
the frequencies of harmonic modes of actual ture reference is taken at 00C, the linear
resonators are rarely exact multiples of each rotation between the two curves is not im-

other. Values of n ranging from 2.94 to 2.98 mediately obvious. However, the angle change

were found to be typical for a variety of SC- is evidenced by shift of the turning point

cut designs inspected (9]. from +50C to approximately +45
0C.
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f-(ppm) 3rd OVERTONE Temperature Sensing Error

20i Common to all electrical temperature sensing
AT10) methods, the stability of the sensing device

-35 .115 25 45 1 65 8 and associated circuitry are the primary
0 causes of temperature sensing error. This

error, which manifests itself as a change in
calibration, determines the temperature

•20- measurement accuracy and limits the degree of
temperature compensation. For the dual c-mode

- method, changes in either or both mode output
frequencies at constant temperature can result

-40 -in temperature sensing error.

The temperature sensing error cT due to a
parameter variation, e.g., supply voltage
change, and expressed in Kelvin, can be deter-
mined by dividing (3) by the derivative

Figure 3. Fundamental and third overtone (slope) of (4). This results in the close

characteristics of a typical SC-cut resonator, approximation

A6
CT - - A6 X 10 9 mK (5)

Aa

MR where aS is the differential, or difference
f (ppm) stability, i.e., A6 = Afl/fi - Af3/f3, and Aa =

a, - a3, the difference between the first-order
5000 temperature coefficients of the two modes; Aa

is typically 1 x 10 . 6 K"i for practical SC-cut
designs.

Th i-35 15 25 5 6 85 This relationship tells us that the dif-
0 ference stability between the two modes essen-

tially determines temperature sensing error,
and that for a 1 x 10.9 difference stability
the temperature sensing error will be ap-
proximately 1 mK. We now have the stability

>3a00 ncriteria that is required to be considered in
SLOPE _- the design of a dual-mode oscillator. In the

3-n case of a 2 x 10"8 (-550C to +85 0 C) MCXO, the
temperature sensing error must be no greater

.10000 than 7 mK, as determined by the worst case f-
T slope of either mode for an optimum design
SC-cut resonator [9J. This corresponds to an

Figure 4. Temperature dependency of the beat allowable difference stability of about
frequency. 7 x 10'9 to be maintained under all conditions.

The Dual-Harmonic-Mode
Crystal Oscillator (DHMXO

Figure 4 shows the temperature dependency of Figure 5 shows one example of a dual-mode
the beat frequency for the same SC crystal oscillator capable of generating the two c-
unit. The f-T curve is clearly monotonic. mode frequencies. This DHMXO can be described
Its linearity is about 1.5 percent, comparable as two separate oscillators sharing a common
to that of a clean b-mode over the same crystal operating at series resonance. A
temperature range. The high degree of single section resembles that of the Butler or
linearity permits approximating the slope by Bridged Tee oscillator and falls into the
its first-order temperature coefficient which, family of crystal oscillators characterized by
from Table 1, is -96.3 ppm/0C. Since n may be the crystal current being essentially equal
practically realized in the range of 2.94 to the transistor emitter current. In this
2.98, the corresponding temperature configuration the crystal is grounded to
sensitivities for resonators having similar facilitate design. In each gain loop, emitter
harmonic first-order temperature coefficients degeneration provides negative feedback that
would range from approximately -60 ppm/0C to - is sufficient to reduce net loop gain below
150 ppm/0C. By inspection of the first-order unity for all frequencies except the desired
term in (4), it becomes evident that even c-mode frequency at which the crystal branch
greater temperature sensitivities may be impedance is a minimum. This condition is
realized simply by further reduction in the assured by the series tuned networks C,, L. and
denominator, i.e., (3-n). This can be C'1, Li', which also serve to decouple the
accomplished by using a noninteger multiplier adjacent mode signal. Using this circuit, the
to replace the times three multiplier. Or, coupled frequencies can be attenuated more
additional circuit processing, e.g., using than 50 dB below the primary output signal
double heterodyne conversion, can be used level. Positive feedback at each c-mode is
advantageously to tailor the sensitivity to provided by the phase shifting PI networks
any desired value. consisting of C1 , C2 and L3 and C1

1, C2
1 and 1,3.
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degenerative type), type).

Measured frequency-voltage stabilities for s
a ±1% supply voltage change provided a dif-,udm,,
ference stability of +5 x 10" . This perfor-
mance indicates that a naxinum 1 mK tempera-
ture sensing error due to supply voltage
variation is achievable by regulating the
supply voltage to a tolerance of +0.2%.
Difference stabilities due to load variation,
component and crystal aging and other para-
mneter changes require similar consideration. ,

Simultaneous excitation of the c-modes was •.s .s s 4 \ s e
also obtained in the single-gain-loop Colpitts
type DHMXO shown in Figure 6. Suppression of .10
undesired SC-cut b-node frequencies is ac-complished by the network C2, C2, 2

I, 1, which
is designed to appear capacitive, and provides

the correct phase shift for oscillation, at .0only the two c-mode frequencies. Inherent
nonlinearities in the transistor provide for
multiplication and mixing such that the beat
frequency is available at the collector .so
output, following filtering of the higher
frequency components. Either the fundamental
or third overtone frequencies can be extracted Figure 7. DHMXO f-T characteristic using an
at the emitter using a frequency selective external sensor (1ew rate - 0.256C/min).
amplifier. The single gain loop DHMXO
basically offers lower parts count and lower
input power than the double gain loop circuit.
However, it does trade off the flexibility for 40
separate control over crystal-mode-current-
adjustment and stability-coefficient
optimization. This limited capability can
prevent the single gain loop DHMXO from
achieving the same high level of performance
as the double gain loop design. However, its 20
use may be warranted in applications
permitting somewhat less temperature sensing
accuracy.- 0(¢Tests were conducted on a brassboard of the 4

sep rae ntolemveractue Perormancuent fun/ .is s i

dual-mode oscillator shown in Figure 5 to
demonstrate performance of the self-tempera-
ture-sensing method under therma] transient .2

conditions. Figures 7 and 8 show the DHMXOfundamental frequency plotted against its case
temperature, measured by an external tempera-
ture sensor, for a complete temperature cycle
at air temperature slew rates of /4°C/minute .40
and 2 wC/minute, respectively. In one case,
the crystal temperature lags the external
sensor by about 2°C (Figure 7) and in the Figure 8. DHMXO f-T characteristic using an
other, by about 10 C (Figure 8). The curves external sensor (slew rate - 2C/min).

5



40
f3

20 "X .

•.20 Figure 10. Typical implementation in an MCXO.

bits. This number, or temperature word, is
read by the microcomputer and is used to
compute a second number N2 that programs the
correction circuitry. Correction algorithms

Figure 9. DHMXO f-T characteristic using may require either evaluation of a higher
self-temperature-sensing (slew rate - order polynomial or a look-up table using
0.250C/min and 20C/min). coefficients or table entries, respectively,

that were previously stored in memory during
the calibration process.

illustrate, in somewhat exaggerated form, the Summary of Characteristics
thermal lag which might occur between the
crystal and its compensating sensor due to The dual c-mode thermometer circumvents the
their unequal effective thermal time con- need for a separate temperature sensor in MCXO
stants. Figure 9 is a plot of fundamental applications. Since the crystal determines
frequency versus the thermometric beat fre- its own temperature, thermal lag errors resul-
quency for the same two temperature runs. All ting from unequal effective thermal time
four frequency curves superimposed over a constants of the resonator and sensor are
broad temperature range, verifying the non- eliminated. Thermal-gradient-related errors
existence of thermal lag between the crystal due to the physical location and self-heating
and its thermometry. However, there are of an external sensor are dispensed with.
residuals in the data among these curves that
primarily reflects resonator hysteresis The c-modes of the SC-cut are stress and
(9,10]. thermal transient compensated. Therefore,

thermometry errors due to either temperature
Implementation gradients across the crystal or to induced

stresses under dynamic temperature conditions
Implementation of the self-temperature- are minimized.

sensing method is shown by the MCXO simplified
block diagram of Figure 10. The MCXO is A high level of stability results since the
defined as a microcomputer-based system that c-modes have Q's greater than 1 million and
corrects for the temperature sensitivity of are relatively insensitive to circuit com-
the quartz crystal unit's frequency by using ponent changes. Also, a high order of unifor-
external compensation means [11]. External mity and reliability is assured since the c-
compensation requires "no pulling" of the modes are virtually free of activity dips.
crystal frequency. Instead, it employs tech-
niques such as pulse deletion [5), phase- The method has a capability to limit tem-
locked-loop summing (6], digital phase shift- perature-sensing error to 1 mK over extended
ing (12], and single-sideband mixing (13]. periods of time. In fact, pK sensing appears

possible if the difference stability between
In this illustration, the thermometric beat the two modes can be sufficiently minimized to

frequency is obtained by dividing the dual- the extent where the limiting mechanism is
mode oscillator's third-overtone output fre- oscillator noise.
quency by three and then mixing the divided
signal with the fundamental output frequency. Conclusions
Although f. is now one-third of the value it
had in the initial example, it retains the A thermometry method of using stable c-modes
same temperature coefficient as previously, in a dual-mode oscillator has been described.
Also, fp is further divided by M to obtain a Its potential is now being realized in the
convenient value for gating a reciprocal development of high-performance MCXO having
counter, which uses the third-overtone stabilities 10 to 100 times greater than
frequency as a time base. The reciprocal analog TCXO. The method overcomes the limita-
counter produces a number N1 that represents tions of existing temperature-sensing methods,
the temperature of the crystal. The divisor is easy to implement, is microprocessor com-
M serves to scale the Nl counter range patible, and makes possible a new generation
consistent with the required temperature- of inexpensive, higher-accuracy, temperature-
sensing resolution and the number of counter compensated crystal oscillators.
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Summa c. high Q, and

A novel oscillator, based on dual c-mode self-temperature d. small hysteresis.
sensing, is described by Schodowski elsewhere in these proceedings.
Whether or not the promise of Schodowski's novel method could be
realized depended on whether or not a resonator could be developed The Resonators Studie
which is well-behaved on two c-modes. Therefore, the goal of the The characteristics of a variety of 5 MHz fundamental mode,
resonator development program discussed in this paper was to 5 MHz 3rd overtone, and 10 MHz 3rd overtone SC-cut resonators,
develop dual c-mode resonators which have: a. frequency vs. which had been fabricated for previous experiments,3-5 were
temperature (f vs. T) characteristics that are free of significant examined. The resonator plates were 14 mm diameter, piano-
anomalies, b. the minimum possible f vs. T slopes for the tempera- convex, and were mounted in a four-point mounting structure, as
ture ranges of interest, c. high Q, and d. small hysteresis. was described previously. 4 The electrodes were pure gold and 5

mm in diameter.
Well-behaved dual c-mode SC-cut resonator designs have

been successfully developed. Plano-convcx resonators of the proper Anomalies of the b-mode
contour are shown to be well-behaved on both the third overtone, at
10 MHz, and on the fundamental mode over, at least, a -55*C to Figures 1 and 2 illustrate activity dips which are frequently
+85"C temperature range. Such resonators are shown to be suitable encountered in the b-mode of SC-cut resonators. During the f vs. T
for microcomputer compensated crystal oscillators of a few parts in measurement shown in Fig. la, the frequency was "lost" at the
108 stability, temperature indicated by the arrow. A careful measurement of the R

vs. T of the same resonator indicates that at the temperature where
Introduction the frequency was "lost," the resistance had increased from 146 Q to

more than 6,000 0, as is shown in Fig. lb. Examination of the
The best overall accuracy available in a wide temperature residuals of the f vs.T data (after subtracting the least-squares-fit to

range (e.g., -55 0C to +85"C) temperature compensated crystal the data from the data) shows that, in the vicinity of the activity dip,
oscillator (TCXO), has remained at about 1 ppm for the past 30 there had been a significant departure from the b-mode's nearly
years. In 1978, Kusters et al.1 described a dual-mode oscillator linear f vs.T characteristic, as is shown in Fig. lc. Figure 2 shows
which seemed extremely promising as a means of overcoming the the R vs. T for the b-mode of another 10 MHz 3rd overtone SC-cut
limitations of conventional, analog TCXO. Today, eleven years resonator.
later, there are no such dual-mode oscillators on the market. The 0 +1903 1 1 I
best TCXO's overall accuracy (including hysteresis, trim effect, and EL
one year of aging) is still about I ppm.

That the promise of dual-mode oscillators has not been
realized is due to the fact that the b-mode, which had been suggested '0 +0.00
by Kusters et al. as the temperature sensing mode, is not well a
behaved. When measured over a wide temperature range, the
b-mode has been found to exhibit a high incidence of frequency
versus temperature (f vs. T) and resistance versus temperature (R vs. t; -1903
T) anomalies. Moreover, the b-mode of SC-cut resonators is neither j-
stress nor thermal-transient compensated. 1 (' i + + + +

Temperature (0C)
A different, even more promising dual-mode oscillator, Figure la - Frequency vs. temperature characteristic of a b-mode.

based on dual c-mode self-temperature sensing, is described by +6255 1 ', ,
Schodowski2 elsewhere in these proceedings. Whether or not the
promise of Schodowski's novel method could be realized depended
on whether or not a resonator could be developed which is well- U
behaved on two c-modes. Therefore, the goal of the resonator '

4)development program discussed in this paper was to develop dual ,
c-mode resonators which have:

a. frequency vs. temperature (f vs. T) characteristics that are
free of significant anomalies, +146.00 1 ± I I I A A

WO t t V", - q t
in C9) + CU ' c o Cb. the minimum possible f vs. T slopes for the temperature i a + + + + +

ranges of interest, Temperature C C)
Figure lb - Resistance vs. temperature characteristic of a b-mode.US GOVERNMENT WORK IS NOT PROTECTED BY US COPYRIGHT 8



+2.6 Curvatur fp drptdT r3!fI C11  C13

11 2.5 157 -13 2.954 2.84 0.156

4.0 200 -15 2.943 2.60 0.125
' 5.5 225 -18 2.932 2.26 0.106

-12.66 I I I I I I I I j *

Temperature (°C) 4am 1
Figure Ic - Frequency vs. temperature residuals of a b-mode.

Table I - MCXO resonator characteristics.
+552.00 -r- -- , -i, - I '

mode, however, was found to decrease at contours below 2.5
diopters. At 1.0 diopter, for example, the Q's were typically Lss
than 300,000. Above 2.0 diopter, the Q's were typically in the 1.2 to
2.8 million range, with no obvious dependence on contour.

Li

Freguency Ratio and Beat Freouecx

The third overtu.'e to fundamental mode frequency ratio
+99.00 W_.n--n-W-.,.-- V- decreases (nearly linearly) from 2.974 at 0.5 diopter to 2.927 at 7.0Ifl In In bI) t/ In I h '

inT + cu q W W diopter, i.e., the ratio is less than 3.0 at all contours. The
Temperature (°C) thermometric beat frequency fp, where fp = 3f1 - f3, increases

Figure 2- Resistance vs. temperature characteristic of a b-mode. correspondingly with increasing contour. As an interesting aside,
for piano-plano resonators, the ratio can be varied from less than 3.0

MCXO Resonator Desians to greater than 3.0 by adjusting the electrode dimensions. As the
electrode becomes larger, so does the ratio.6

Several 5 MHz fundamental mode and 10 MHz 3rd overtone
designs were found to be "well-behaved" over the -550C to +85*C The Motional Canacitances
range, on both the fundamental and the third overtones. No 5 MHz
3rd overtone design was found to be well behaved at the fundamen- As can be expected, the motional capaitanco of the
tal mode frequency (1.7 MHz). It appears that, for the fundamental fundamental mode, C11, and of the third overtone, C13 , both

mode of the 5 MHz 3rd overtone to be well-behaved, the plate decrease with increasing contour. More important for the stability

diameter would need to be significaly larger than 14 mm. of the MCXO, however, is the difference between C1I and C13. An
important consequence of this difference is the difference in

The investigations of resonator properties concentrated on sensitivities of the two modes to load reactance changes (which
the 10 MHz 3rd overtone designs, primarily because: 1. everything needs to be considered in the design of dual-mode oscillators).
else being equal, 10 MHz 3rd overtone resonators are generally of
higher stability than 5 MHz fundamental mode resonators, and 2. the The C11 to C13 ratio increases slighty, from 18 to 21, as the
lower the frequency, the lower the power required by the digital contour increases from 2.5 diopters to 5.5 diopters; i.e., everything

(CMOS) circuitry in the microcomputer compensated crystal else being equal, the fundamental mode is about 20 times more

oscillator (MCXO) that was to utilize the resonators. The major sensitive than the third overtone to reactance changes in the

variable studied was the plate contour. The range of contours oscillator circuitry.

extended from 0.5 diopters to 7.0 diopters (and included 0.5, 1.0, Freuuency vs. Temerature Characteristics
2.0, 2.25, 2.5, 3.0, 3.87, 5.0, 5.25, 5.5, 6.0, and 7.0 diapters).

Table I shows a summary of the "good" MCXO resonator The f vs. T characteristics of SC-cut resonators for TCXO

designs and the corresponding salient characteristics. Acceptable applications were investigated previously.7 The f vs. T characteris-

performance was found over a wide range of contours. In the range tics appear to be parabola-like because the inflection temperature of

of 2.5 to 5.5 diopters, the achievable Q's were greater than 1.2 SC-cut resonators is above the upper limit of the "normal" TCXO

million for both the fundamental and the 3rd overtone, and the f vs. temperature ranges. (See Fig. 3.)
T characteristics were free of significant anomalies.

Figure 4 shows the typical relationship between the third

MCXO Resonator Properties overtone and the fundamental mode f vs. T of the same resonator.
The apparent 0-angle difference, A0, is about 31 minutes for 3.0

Fundamental and Third Overtone O's diopter plano-convex resonators. Since the fundamental mode's
apparent angle-of-cut varies with contour more than the third

In the range of 1 to 7 diopters, the Q of the third overtone overtones does3 , AID varies with contour from about A9 = 26

mode showed no systematic variation with contour; Q's greater than minutes at I diopter to AO = 38 minutes at 5 diopters.

1.0 million can be achieved in this range. The Q of the fundamental

9



20 In MCXO applications, for reasons discussed in the next
section, the optimum resonator f vs. T characteristics are the ones

o80 where the maximum f vs. T slopes of the two modes are minimized.
a This condition is satisfied when the absolute value of the slope of
"-4 the fundamental mode at the upper temperature extreme equals the

. 40 slope of the third overtone at the lower temperature extreme. See
.4 ' for example, the optimum f vs. T for the -55C to +85C temperature

, range shown in Fig. 6. The sbsolute values of the maximum slopes
0 T0 'too 1 0 ,00 250 are 2.7 ppm per C, which occur when the turnover temperature of

T rr.40 the 3rd overtone is at about +20"C. The exact condition for
.40 optimum f vs. T is that the maximum f vs. fp slopes be minimized,

L however, since fo vs. T is nearly linear, the difference between the
LT. .80 two conditions is small.

412025

Figure 3 - SC-cut f vs. T, -50C to +250"C. 20

?o 3rd overtone

50 

0
30Fundamental mode 50

-E Maximum slope ±2.7 pp/ CM0.

S 35 -15 5 25 45 65 85 -55'5 -A -I A 85 4 6b 85.10 Temperature (* Temperature (C)

Typical apparent AO = 30 minutes Figure 6 - Optimum resonator f vs. T for -55C to +85C MCXO.
-10 

1 Freauencv vs. Temoerature vs. Angles of Cut Characteristics
Figure 4 - Fundamental mode and 3rd overtone of an SC-cut

resonator. The f vs. T vs. angles-of-cut characteristics of SC-cut TCXO
and MCXO resonators were investigated previously.7 It was shown

The beat frcquency, fp and the change of the beat frequency that the necessary angle-of-cut tolerances can be readily achieved
with temperature, dfp/dT, are also functions of contour, as is shown with conventional cutting technology. For example, for the
in Table I. A typical f vs. T characteristic is shown in Fig. 5. The optimum resonator for a -55C to + 85*C MCXO, for which the
relationship is nearly linear. For example, for a -550C to +85'C lower turnover temperature is at +200C, a cutting error of 5 minutes
temperature range, the maximum deviation from the best fit straight results in an 8C shift in the lower turnover lemperature. For such
line is about 2 percent of the total frequency change. When the data an MCXO resonator, the rate of change in f -s. T slope with lower
is fit to a quadratic expression, the ratio of the linear coefficient turnover temperature is 0.043 ppmC at -5,*C. Therefore, a
(80.19) to the quadratic coefficient (0.0978) is 820. -5 minute error increases the lower turnover temperature to +28C,

which ir'creases the slope at -55C from the optimum 2.7 ppnVC to
172300 10 MHz 3rd SC-cut, 3 diupt. 3.0 ppm/*C. A +5 minute error causes a smaller maximum slope

change (at +85C), as the rate of change in f vs. T slope is -0.029
ppm/*C2 at +85C. Therefore, in many MCXO applizations, the

df _ angle-of-cut tolarence requirement may be loose enough for x-ray
14Hz/C orientation and angle-correction to be unnecessary.

~~Conseauces 
of Usinirf

35 .:5 5 5 That the beat frequency, fp = 3f, - f3, is nearly linear with
Temperature (0C) temperature is a consequence of the fact that:

fl(T) = f1(T0 ) +AIAT+ BIAT 2 +CAT 3 +...

and f3(T) = f 3(T0 ) + A3AT + B3AT 2 + C3 AT 3 +

where the A's, B's, and C's are constants, To is a reference
170301- temperature, and AT = T - T0 .

Figure 5 - Beat frequency vs. temperature.
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Therefore, 40

fp(T) = fj(T 0 ) + (3A, - A3)AT + (3B1 - B3)AT 2 + (3C1 - C3)AT 3... 30

The first order term is much greater than the higher order terms for 20

at least a 250C ± 1000C temperature range. Therefore,

fp(T) -fp3(T 0) + (3A, - A3)AT,
and, therefore, Afp(T) - kAT for all the customary oscillator / f3 (Hz)
temperature ranges, where k = 3A, -A3. -10

Some consequences of measuring frequency vs. ft3 instead of -20

frequency vs. T are:
-20

1. Since the resonator acts as its own thermometer,
problems due to thermal lag between the resonator and an external
temperature sensor are eliminated. To illustrate, Fig. 7 shows the Figure 8 - Frequency vs. beat frequency shows no thermal lag.
frequency of a c-mode, from -55"C to +85'C and back to -55"C,
plotted as a function of temperature, where the temperature was
measured by means of a (HP quartz) thermometer in the temperature 1 0 Fundamental Mode
chamber. Figure 8 shows the data for the same temperature run; .
however, this time, the frequency is plotted as a function of f0. o 1,.

2. When frequency is measured as a function of temperature, 5., i - - -
frequency and temperature are independent variables. When there is LLOW OtliP. LIMIT ' "*$SC

an abnormal excursion in the frequency (e.g., an activity dip), the R ICH TEMP. LIMIT I$SC
temperature is unaffected. However, when frequency is measured as 2 TEMP S0EP lotOVIL TIME • ,oto 20,
a function of f since f3 is a function of both c-mode frequencies, an
anomaly in either c-mode frequency affects fp, i.e., anomalies distort .1 0 3rd Overtone
the fp scale. Two important consequences of this, derived in the t
appendix, are: 9 0 __L&

a. Aftr the data is fit to an approximating function, and that I o -
function is s- tracted from the actual data, the fundamental mode
residuals are e ,ual to the third overtone residuals; i.e., from the point
of view of MCO stability, there is no advantage to using one mode Figure 9 - Frequency residuals vs. fo for the fundamental mode
as opposed to the other - either mode can provide the same stability and third overtone of the same resonator.
as the other. Figure 9 shows an example of the frequency residuals
vs. f for the fundamental mode and the third overtone of a 10 MHz b. In the residuals, deviation of one mode from the approxi-
3rd overtone resonator. No differences are visible in the residuals. mating function is scaled by the slope of the other mode at the same3rd (i.e., a deviation in the fundamental mode at an fp is scaled by the

s ope of the third overtone at the same fo3, and a deviation in the third
40 overtone at an ft3 is scaled by three times the slope of the fundamen-

tal mode at the same ft3.) For example, if an excursion from the
approximating function in one mode takes place at the turnover
temperature of the other mode, there will be no evidence of this

20 anomaly in the residuals. If, on the other hand, the anomaly takes
place where the slope of the other mode's f vs. T is maximum, the
anomaly will be amplified by the slope of the other mode. To

Eillustrate, as is mentioned above, the worst case slopes for resonators

o5 2 optimized for the -550C to +85 0C temperature range are ±t2.7 ppm.3 . 25 45 *"per °C, or ±27 Hz per °C at 10 MHz. The slope of fo vs. T for aTemperature (°Q (3 diopter piano-convex) 10 MHz 3rd overtone SC-cut resonator is

r -14 Hz per °C. Therefore, the worst case amplification factor, at
-20 -550C and at +850C, is 27/14 = 1.9. The normalized amplification

factor at the fundamental mode is the same.

3. The slopes of the f vs. fp curves are related by
.40

Figure 7 - Frequency vs. temperature shows apparent hysteresis 3df/dfo - df3/df,. = 1;

due to thermal lag. therefore, the amplification factor discussed in the previous
paragraph is always greater than one.

11



4. Wht.. uirve-fitting the f vs. fp data, to prevent the careful to ensure that, in so doing, the activity dips do not change the
systematic deviations from the approximating function from monotonicity of the fp vs. T characteristic. The f vs. T relationship
exceeding I x 10-8, a simple sixth-order polynomial function is not must be monotonic for proper operation of the MXO.
sufficient, in general. A better curve-fitting proccdure must be used,
such as a higher-order polynomial fit, a segmented polynomial fit, Hysteresis
etc. For example, in Fig. 9, the simple 6th-order polynomial fit that
was used was clearly inadequate. Figure 10 shows the residuals vs. MCXO resonator hysteresis was measured with the
f1 for another resonator after fitting the data to a 6th-order polyno- fl-network measurement system illustrated in Fig. 12. The
mial function. Figure 11 shows the results for the same resonator synthesizer's resolution was 1 mHz; the vector voltmeter's was 0.1
after the data was fit to a three-segment 6th order polynomial. A degree. Data was collected during two temperature cycles: -55'C to
significant improvement can be seen in the vicinity of fp = +3,000 + 85"C to -55"C to +85"C to -55"C. The temperature steps were
ppm, where there had been a systematic deviation from the I*C, and the dwell time at each temperature ranged from 10 min at
approximating function. The "noise" in the vicinity of f = -5,000 -55'C to 2 min at 20"C and above. At each temperature, five
ppm was due to measurement-system limitations (see next section), frequencies were recorded sequentially: f3, fl, f3, fl, and f3. The first
together with the fundamental mode having a steeper than optimum f, and the average of the first and second f3 measurements were
slope near +85 C. recorded as one data point set, and the second f, together with the

+. 04 average of the second and third f3 measurements were recorded as
another data-point set.

+. VECTOR VOLTMETER

C.[ A 8
a

.+e. oo rTMERTR

"o1 CHAMBER

-. ISYNTHESIZER i

Figure 10 - Residuals vs. f13 and hysteresis after a fit to a 6th order
polynomial. T  RONETERK

Figure 12 - Frequency vs. temperature teasurement system.

After a least-squares fit to a polynomial function, the
+. 02 residuals were plotted as a function of f1. Typical results are shown

in Figures 9 to ll. The measured hysteresis ranged from parts in

CL 109 for the best units, to about 2 X 10.8 for the typical "good' unit,Wto several parts in 10.8 for the "bad" units. Further hysteresis results,
.+o.Oe_ for dual-mode oscillators and complete MCXO's, are presented
0 elsewhere in these Procedings. 8

re Hysteresis is not well understood. 9, 10 The major
-. mechanisms responsible for hysteresis are likely to be similar to

those responsible for aging: mass transfer to and from the resonator
surfaces due to contamination, strain relief due to stress relief in the
resonator's mounting structure, changes in the oscillator circuitry,

.0 I I and, possibly, changes in the quartz (as is implied in references 9
+6000 +3000 +0 -300B -6000ppm and 10).

Figure I - Residuals vs. f1, and hysteresis, after a fit to a three
segment 6th order polynomial. Comments on Differential Stability

Ideally, the curve fitting should make the systematic contri- Since f1 is a function of both f, and f3 , if the two modes,
butions to the residuals much smaller than the random contributions; e.g., age differently, f1, and, consequently, the compensation of the
i.e., the f vs. T stability of the MCXO should be limited primarily by MCXO, also change with time. Hence, the factors that can affect
the hysteresis. Although a "good" curve-fitting algorithm will be the two modes differently have been of concern. 2

able to fit f vs. f1 curves that contain activity dips, one must be

12



Some inherent differences exist between the two modes during plating is chosen so as to ensure that the resonator frequency
which can affect the relative stabilities. One, already discussed, is is above the nominal clock frequency at all temperatures. Since the
the difference in C1. Oscillator circuitry changes, which can affect resonator's frequency excursion is greater than 100 ppm over the

both the resonator load reactance and the drive level, will affect the typical MCXO temperature ranges, and since no frequency pulling is

two modes differently. These differences can be minimized through used in the MCXO, there is no need to specify a tight plating

proper oscillator circuit design. tolerance. In fact, the accuracy achievable with "rough" plating may
be sufficient; i.e., no frequency adjustment should be necessary if

One of the major aging mechanisms is mass transfer due to the rough plating is reasonably well controlled.
surface contamination. To first order, since Af/f = Am/m, where m
is the mass loading due to the contamination, mass transfer will have The hysteresis and aging are lower for MCXO resonators

the same effect on the two modes. However, since the fundamental because 3rd overtone SC-cut resonators are inherently more stable

and third overtone mode shapes are different, contamination in the than the (usually) fundamental mode AT-cut resonators used in

region where the mode shapes differ will affect the fundamental wide-temperature-range TCXO. Another possible reason is that the
mode more than the third overtone. The difference is likely to be interface between the rough plating and the fine plating can be

negligible in 10.8 f-T stability MCXO's that use precision eliminated in MCXO resonators.
resonators.

Hysteresis is the major limitation on the f-T stability that is

Another significant aging mechanism is strain relief due to achievable with the MCXO. Although the majority of resonators

stress relief in the resonator's mounting structure. Again, due to the exhibited hysteresis at the low 108 level, some were in the 109

difference in mode shapes, the effect of strain relief will be range. This shows that MCXO's with an f-T stability in the 10-9 . or

somewhat higher on the fundamental mode frequency than on the better, range is a reasonable goal for the future. For that goal to be

third overtone frequency. This difference is also likely to be small met, further research is needed on gaining a better understanding of,

in properly mounted precision resonators. and on methods of controlling, the mechanisms responsible for
hysteresis.

Evidence that differential stability is not a significant
problem in 10.8 f-T stability MCXO's is presented elsewhere in Acknowlediement
these proceedings.
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SC-cut resonator otigns for the MCXO have been
developed. Piano-convex rsonators of the proper contour are APPENDIX
well-behaved on both the third overtone, at 10 MHz, and on the
fundamental mode over, at least, a -55°C to + 85"C temperature RESIDUALS of DUAL-MODE APPROXIMATING FUNCTIONS
range. Since the goal of the MCXO resonator development program
was to develop resonator designs for high stability, low-power By definition,
MCXO's, and since these goals were met, higher frequency MCXO
resonators were not investigated. It is likely, however, that at higher fp (T) = KfI (T) - f 3 (T) (1)
frequencies, plano-plano resonators exist that are also well-behaved
on both the fundamental and third overtone modes. (where K=3 for the current MCXO implementa-

tion; however, K can be other than 3).

Table II shows a comparison between resonators for the

MCXO and for precision analog TCXO. Not only is the We approximate f1 and f3 with polynomials in
angle-of-cut tolerance looser for MCXO resonators, but so are the fp:
blank frequency and plating tolerances. For example, in one MCXO
implementation, 11 pulse deletion is used in order to generate an fl(T) -F 1 (fo = Z Cj(fo) j  (2)
accurate time corrected pulse train. The resonator target frequency

f 3 (T) - F3 (fO) = z C3j(fp) j  (3)

Parameter MCXO TCXO We substitute Eqs. (2) and (3) into (1) to
obtain:

Cut, overtone SC-cut, 3rd AT-cut, fund.
f~F = KFI(f 2 ) - F3 (f,), (4)

Angle-of-cut tolerance Loose Tight

which can be rewritten as
Blank fand plating tolerance Loose Tight f = Z (KClj - C3j) (f) J  (5)

Activity dip incidence Low Significant In Eq. (5), we equate terms of like order in

Hysteresis(-55*Cto+851C) 10-9to 10-8 10-7to 10-6 fp; therefore, only the coefficient of theterm w).1th j=l is nonzero.

Aging per year 10-8 to 10-7  10-7 to 10-6
KCij - C3j = 0 ; j = 0, 2, 3, ... (6)
KC11 - C31 = 1

Table II - MCXO-TCXO resonator comparison.
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We define the residuals at each data point, as and

the difference between the actual data point
and the approximating function at the same fp, f'3 - f3 + Af3. (19)
i.e.,:

In general, the two error terms are unknown.
r11 - f11 - E C1j(f,,)

j  (7)
The measured value of f. is

r 3 l - f 3! - E C3 j(fl) |  (8)
f - Kf' 1 - f' 3 - fp + Afo. (20)

where
fp! = Kf11 - f31  (9) where

Using Eq. (6) in Eq. (8) we have, AfP - KAfl - Af3. (21)

r 3! = f31 + fpj - E KCj(fo!) J. (10) The error we want to determine is the differ-
ence between the measured value of fl, i.e.,

Substituting for f3! from Eq. (9) in Eq. (10) f', and the value of the function F evalu-

we obtain ated at f'.,

r3l = Kf11 - f,1 + f,6 - E KCj(f,) J, (11) el = f' 1 - F (f') (22)

which, using Eq. (7), can be rewritten as and the corresponding error for f3

r3 = Kr11 . (12) e3 = f' 3 - F3 (f'p). (23)

We normalize to get If we assume small deviations, we can express
F(f') as the first two terms of a Taylor

r 3!/f 3 = Krlt/f 3. (13) series, i.e.,

Since we choose K such that F(f') = F(fp + Aft) - F(fp) + Af3(dF/dfo). (24)

Kft - f3 r 
(14) Therefore,

we arrive at the fact that the normalized el = f' 1 - FI(fp) - Afp(dF/dfp) (25)

residuals are equal e 3 = f' 3 - F3(fP) - Afp(dFh/dfp). (26)

ril/f 1 - r 31/f 3. (15) Using Eqs. (16), (17), (18), and (19) in (25)

Noise or Hysteresis and (26) we have, after subtracting

Assume a set of data (fI,f 3) is taken. A et = Af1 - Afp(dF/dfo) (27)

pair of functions is determined to approximate e3 = Af3 - AfD(dF3/dfp). (28)

that data

F11 = F(fp) + r1 ! (16) Using Eq. (21) in (27) and (28) we have

and el = Af, - (KAf1 - Af3) (dF1/dfp) (29)

F31 = F3 (fP1 ) + r 31  (17) e 3 = Af3 - (KAf l - Af3)(dF 3/dfp), (30)

where the r's are the residuals determined which can be rewritten as

above. For simplicity we will assume that the

residuals are zero. The residuals can simply e1 = tf1 -KAf 1 (dFt/dfP) + Af3(dF 1/df ) (31)
be added to the final error result. e 3 = Af 3 - KAf (dF3/dfp) + Af3 (dF3/dfp). (32)

If, on a su',sequent determination of f1 and
If, n a sul..e t deviationtion suc as noie oWe take the derivative of Eq. (4) with respectf3, a deviation such as noise or hysteresis to f. to obtain

occurs, we seek the effect of the deviation on

the residual error. K(dF1/df) - (dFS/df) = 1. (33)

The disturbed or "noisy" measurements are Using Eq. (33) in (31) and (32) we have

denoted by primes. Let us assume that

f 1 = fl + Af1  (18) el = Af, - Af1 (l + dF3/dfe) + Af3 (dF1/df,) (34)
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e 3 = Af3 - K!f 1(dF3/df ) + Af 3 (dF 1/df p - 1) (35) 8. R. L. Filler, J. A. Messina and V. J. Rosati, "Frequency-
Temperature and Aging Performance of Microcomputer-

which can be reduced to Compensated Crystal Oscillators," elsewhere in these Proceedings.

el = Af3 (dFi/dfp) - Afl (dF3/dfd) (36) 9. D. L. Hammond, C. A. Adams, and A. Benjaminson, "Hysteresis
Effects in Quartz Resonators," Proc. 22nd Ann. Symp. on Frequency

e3 = K(Af 3 (dF 1/df0) - Af 1(dF3/df0)). (37) Control, pp. 55-66, 1968.

From Eqs. (36) and (37) we see that 10. J. A. Kusters andG. S. Kaitz, "CharacteristicsofNatural, Swept
Natural, and Cultured X- and Z-Growth Quartz Material in High

e 3 = K el, (38) Temperature, High Stress Applications," Proc. 39th Ann. Symp. on
Frequency Control, pp. 223-229, 1985.

which can be normalized, in analogy with the
residuals from the previous section, to give 11. M. Bloch, M. Meits, and J. Ho, '"The Microcomputer

Compensated Crystal Oscillator (MCXO)", elsewhere in these

el/f I = e 3/f 3 = E (39) Proceedings.

where

E = (Af 3/f 3 ) K (dF1/dfo) - (Af/fj) (dF3/dfp) (40)

i.e.,the normalized errors are the same. It
can be seen from Eq. (40) that the error in
one mode is multiplied by the "slope" (in f#
space) of the other mode. Since fp is a func-
tion of both modes, the errors are not inde-
pendent. It can also be seen from Eqs. (29)
and (30) that if KAf = Af3, both el and e 3 are
independent of the slopes.
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ABSTRACT OPERATION OF THE MCXO

The MCXO uses a new technique to achieve temperature The MCXO uses two modes of an SC-eut crystal, which are
compensation without use of ovens or conventional simultaneously energized. This technique is fully
temperature-compensating components. The crystal os- explained in references I and 2. The MCXO uses the
cillator in the MCXO, whicn is free to vary with tem- relationship between one of the "C" mode frequencies
perature, operates on two modes simultaneously -- the (f or f .) and the beat frequency (B) , as shown infundamental (f1) and the third overtone (f 3) The Figure 1, to obtain a digital correction.
fundamental is multiplied by 3 (3I) and subtracted
from f3c to produce a beat frequency (fB). This beat
frequency is used as a temperature indicator to correct A simplified block diagram of the MCXO is shown in
the frequency of the fundamental or the third overtone, Figure 2. The two outputs of the dual-mode oscillator
either of which may be used to generate the output (fo) are the crystal frequency (fundamental f1  or third
of the MCXO. overtone f30) and fB, a beat frequency derived by mixing

3fic and f c. The beat frequency is used as aFive MCXOs were delivered to the U.S. Army by FEI. thermometer o indicate the actual temperature of the
Their testing showed that the units provide the resonator One of the crystal frequencies will be used
following performance: as the basis for the output pulse train and will be cor-8 rected before outputting from the MCXO.

Frequency vs. 5 x 10-
8 over the temperature range

temperature of -55 to +850C The fB signal is counted, with fic or f3c as the
Aging 1 x 10-10 per day interval timing reference. The count is applied to the

microprocessor, which determines, based on this count
Input power 41 mW and on the known frequency/temperature characteristics

of the crystal, the number of pulses that must be
The output of the MCXO is a pulse train from which deleted in each unit of time. The crystal oscillator
pulses have been deleted under microcomputer control, frequency (fl, or fc^) is selected so that, at all
The beat frequency is counted and the microcomputer, temperatures, it is always greater than the required
which stores the relationship between the oscillator output frequency. This ensures that pulses can always
output (f, or f3c ) and fB, determines the number of be deleted from the pulse train to provide the required
pulses tha must be deleted from the pulse train per number of palses in each interval. Typical values
unit of time. are: f = 338+ MHz, fft 10 MHz, fB = 150 kHz, and

fo Z 3.1 MHz. If the caculated correction includes a
Several advantages accrue because this method of fraction of a pulse, the fractional value is stored in
temperature compensation does not resort to frequency memory, and an additional pulse will be deleted when the
pulling. In many applications, the MCXO will replace memory, incremented in subsequent cycles, has reached or
conventional temperature-compensated crystal oscil- exceeded a full pulse.
lators, providing an order-of-magnitude improvement in
frequency vs. temperature performance. In applications Figure 3 is a more detailed Digital Control Block
requiring low power consumption, the MCXO will replace Diagram. The gate period and reading of the f counterOCX~s. Diga.Tegt eidadraigo h 3Cconedata are controlled by a microcomputer. The

microcomputer additionally extends the gate time
This paper presents the details of how the MCXO operates (multiple gate times) generating a period of
and the details of the performance of the delivered approximately I sec. Upon completion of the period, the
systems, frequency count is input to the microcomputer. The

microcomputer solves a polynomial equation and, duringINTRODUCTION the next period, generates the correction required to
Because of limitations related to thermal hysteresis in the output frequency.
AT-cut crystal units, lack of precision in analog
compensating networks and the trim effect, efforts to
improve the frequency accuracy of conventional tem-
perature-compensated crystal oscillators (TCXOs) over a
wide temperature range have proved unsuccessful.

The impetus for the development of the MCXO was the need L
for a low-power, high-accuracy timekeeping and frequency z
control in application _jch as tactical spread spectrum M o
systems. w

This requirement is reflected in the initial 20-
specifications fog the MCXO: Frequency stability of
less than 5 x 10-  over the tem perature range of -55 to 0.40-
+850C; hysteresis of I x 10- over that temperature
range; aging of 1 x 10-10 per day and 3 x 10 per year; .-
and power consumption of less than 50 mW.

560 .2500 0 2500 500
The development of the MCXO is continuing, but has
already succeeded in meeting or exceeding most specif- BEATFREQUENCY(ppm)
icatlons. Five units have already been tested by the Figure I.' Oscillator Output Frequency vs. Beat
U.S. Army. Frequency
CH2690-6/89/0000-016 $1.00 C 1989 IEEE 16
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Figure 2. MCXO Block Diagram

SYSTEM EQUATIONS For Stability of IxI10 8

The system equations for the resolution and accuracy Enhancement Required - iO0xiO-6 =10,000
under static and dynamic conditions are show below for T 1 i-T

an fe ouput requncy:FB Temp Coef - 10,000 x 10-6 from -550C to +850C
I.,Beat Frequency.

FB - x~lC-F3CUsing FB Temp Coef

Measurement Resolution Required
Where FB -Beat Frequency =1O,OO0xlcr

6 - lxl0-6

FIC FudametalFreqenc, C ode10,000
FIC FudametalFreqenc, C ode(Required Enhancement)

F3C - 3rd Overtone Frequency, C Mode Count F3C (10+ MHz) for 1 sec period

Il. Count Resolution Required: System Measurement Resolution l x10-7

F3C Temp Coef - IOx1O-6 from -55*C to +850 C Yields Accuracy of 0.1x10-8

PERIOD RES

PERIO END FINALCOUNT

CRYSTALUTE
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III. Maximum Temperature Slope Requirement: PERFORMANCE

F3C Slope Max - 2x1O 6 /9C The power consumption of the MCXO has been reduced since
the early periods of development until it is now well

F3C Slope Avg - (10O)x(lO
-6 ) - O.7x10-

6 /C below the objective of 50 mW. The power consumed in

140 each of the major assemblies for an flu output is:

or Dual-mode oscillator 8 mW

Fly, Max - 2xlO-6/C = 2.8 Microcomputer 18 mW

F3c Avg .7xlO-T/QC Gate array 15 mW
Total 4l mW

F3C Max - 2.8 F3C Avg
The frequency versus temperature, hysteresis, and aging

..For F3C Max Slope, Resolution Required characteristics of the MCXO were determined as part of
the U.S. Army's testing of the five delivered units.

Yields Accuracy of 0.28x10- 8  Their data are presented in another paper (ref. 3).
Their evaluation has verified the feasibility of
ach eving frequency vs. 10temperature stability of ± 5 x

IV. Maximum Temperature Slew: 10N, aging ef 1 x 10- /day, and hysteresis of no more

Max Rate - 20C/Min - 3.33x1O-2C/Sec than 3 x 10-
" .

Max Slope - 2xO-6/oC PHYSICAL DESIGN

Max Slew - (3.3xlO-2*C/Sec) x (2xlO-
6 /*C) The existing MCXO units have been supplied in a 3.3 x

= 6.6xO-
8 /See 2.1 x 1.75 inch package (5.2 cubic inches). This

package is seen in Figures 4 and 5. A newer package is

Max Change - (6.6xO-8/Sec) x (107 counts) being developed to reduce the dimensions to 1.45 x 1.3 x

- .66 Counts/See 1.2 inches (2.2 cubic inches).

SYSTEM BUILDING BLOCKS ADDITIONAL FEATURES

1. SC-cut quartz crystal. A calibration input from a more accurate frequency
standard can be applied to the MCXO to automatically

An SC-cut lateral-field quartz crystal is used recalibrate the unit and provide improved accuracy. The

in this application. The advantage of using
the lateral field is that the unwanted "B"
modes, which are 8% higher in frequency than
the "C" modes, are suppressed. This allows the dA
use of wide-band, low Q electronic circuits
with less pulling effect upon the final output
frequency. The quartz crystals used for the
five units tested by the U.S. Army were in C
holders. Future units are planned using
ceramic flatpacks, which will have the advan-
tage of providing even better aging than has
been achieved to date.

2. Dual-mode hvurid oscillator.

A custom hybrid has been manufactured in a
1 x 1 inch assembly. Internal to this hybrid
are the dual-mode oscillator, a multiplier that Figure 4. Top View, Cover Removed
multiplies the fundamental by 3, a mixer that
provides an output at the beat frequency, and
amplifiers for the beat frequency output and
either the fundamental or third overtone.

3. Microcomputer.

A CMOS microcomputer is used to perform the
computations to determine the pulse deletions
required. The frequency vs. beat frequency
curve is stored as a 5th order curve-matching
algorithm in the microcomputer. II

4. Gate array. *
A custom gate ar"ay with approximately 2550
gates was developed to perform all of the
additional digital functions not performed in
the microcomputer. This gate array performs
the high frequency counting and pulse deletion
and provides the interface to the computer. Figure 5. Bottom View, Cover Removed
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calibration input is counted and compared with the temperature-compensating components whose temperature
output pulse count to generate an additional correction characteristics would be used to correct those of the
that gives the MCXO the accuracy of the frequency input, crystal over a limited temperature range. This MCXO

approach, unlike temperature compensated crystal oscil-

The basic MCXO already described provides a precise lators, does not result in frequency pulling of the
pulse train output that is ideally suited for timing oscillator. Instead, in the MCXO, the dual-mode oscil-
reference applications. As seen in the block diagram in lator signals are free to vary with temperature. How-
Figure 6, a sine wave cutput at almost any frequency can ever, the temperature characteristics of the crystal in
be provided, use have been determined and stored in the micro-

computer. Frequency compensation is achieved under mi-
A spectrally pure sine wave output is generated by crocomputer control by deleting pulses from an output
locking a VCXO to the MCXO. A submultiple of the VCXO pulse train derived from the fundamental or third over-
is compared to a submultiple of the MCXO to develop an tone signal.
error frequency. This error is converted to a voltage
that controls the VCXO.
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Abstract The Frequency Mode Compensation System

Temperature compensation to date has been performed by using The MCXO system is driven by two oscillators operating on a single
analog correction operating through a varicap to control a crystal oscillator. SC-cut resonator.' 2 One oscillator excites the third overtone C-mode, while
The system described uses microcomputer-controlled compensation wherein the second excites the fundamental C-mode. Since both modes have
the correction is implemented by adding a computed offset frequency to the essentially identical temperature characteristics except for their first-order
output of a stable oscillator. Temperature sensing is done by the use of a terms, the difference in frequency between the overtone mode divided by
dual-mode oscillator system employing two C-modes of an SC-cut crystal, three and the fundamental mode is a nearly linear function of temperature.
which are combined to produce a temperature-sensitive difference Figure 1 shows a plot of seventh-order polynomials which have been least-
frequency. System accuracies of ±20 ppb have been achieved over a squares-fitted to the two frequencies (with the fundamental multiplied by
temperature range of -55 to +85 degrees Celsius. three) versus N, a number derived from the period of the difference

frequency. The 3*ff curve has been normalized so that its ik..ercept of N, = 0
Introduction is at the same point as the fo intercept of N, = 0. A normalized plot of N,

versus temperature is shown in Figure 2 to illustrate the excellent
This paper describes a 10 MHz MCXO (microcomputer-compensated performance of this temperature sensing technique. The crystal is plated so

crystal oscillator) using an SC-cut resonator in a dual-mode oscillator that maximum frequency of the third overtone (fo) is about 200 Hz below 10
without varicap control. The resonator vibrates at two C-mode frequencies MHz. This produces a fundamental frequency (if) at about 3.384 MHz. As
simultaneously. The difference in frequency between the two modes is suggested above, the frequency difference is a nearly linear function of
utilized as a temperature indicator. An initial calibration run from -55 to temperature and serves as the thermometer for the compensation system.
+85 degrees Celsius provides frequency versus temperature data. The
calibration results are stored in the form of coefficients for a least-squares- As indicated in Figure 1, the third overtone frequency varies more
fitted seventh-order polynomial which models the data. The microcomputer than 700 Hz over the temperature range of-55 to +85 degrees Celcius. The
then uses this model to perform frequency correction calculations. Since the MCXO system is designed to reduce this variatiol by a factor of I part in
temperature information is obtained directly from the resonator itself rather 3500 to a value of less than 0.2 Hz. The block diagram of the system is
than from an external sensor, temperature offset and lag effects are shown in Figure 3.
minimized. Temperature velocity effects are also minimized by the stress
compensation characteristics of the SC-cut resonator. Overall system error In Figure 3, the oscillators are represented by the two boxes at the far
is less than ±20 ppb over the temperature range of -55 to +85 degrees left of the block diagram. The digital output of the overtone mode (OXO) is
Celsius. divided by three and mixed with the digital output of the fundamental mode

(FXO) using an exclusive-or gate. A sampling latch is used to remove the
Four modes of operation are available in the MCXO: Frequency sum frequency, leaving only the difference frequency. This frequency is

Mode, Clock Mode, Aging Correction Mode, and Calibration Mode. The further divided by 26 to produce f 't which is applied to a period-measuring
Frequency Mode produces both a corrected 10 MHz output and a I pps counter. The clock for the counter is derived by dividing the output of the
clock output. The Clock Mode operates with reduced power and produces third overtone oscillator by two. These divisions provide range scaling as
only the I pps clock output. The Aging Correction and Calibration modes well as integration and smoothing of the temperature indication number N,
are special modes used for setting the correction values into the unit. derived from the period of the difference frequency.
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N1 can be expressed as the ratio of the two frequencies applied to the While in the Frequency Mode, the clock output is derived by dividing
period counter, where: down the VCXQ output. The division is done in two stages, first by 2500

and then by 4000, ultimately yielding a one pulse per second digital output.
NS =fo/(2 fi) where fi = (f/2-f/ 6)/216 The division is done in two stages so that the division by 4000 can be shared

with the Low-Power Clock Mode.
Njis used as the independent variable, representing temperature, for

the seventh-order polynomial which is used to predict the actual frequency
of the third overtone. The polynomial coefficients are derived from a least- The Low-Power Clock Compensation System
squares curve-fitting routine using data taken during a temperature calibra-
tion run. In the Low-Power Clock Mode, the PLL and VCXO are always shut

down and the synthesizer is driven from the fundamental-mode oscillator
The microcomputer solves the polynomial duing each correction followed by a division by 24. Measurement of N and computation of N2 are

cycle and subtracts the resulting frequency from the target 10 MHz done in a fashion similar to the one used in Frequency Mode. The differ-
frequency to get the difference Df0 . The microcomputer then computes a ence is that a second set of polynomial coefficients describing the frequency
second number N2 which is used to control a direct digital frequency versus temperature characteristic of the fundamental oscillator is used to
synthesizer (DDS) operating from the third overtone divided by 2 . The calculate the actual frequency of the fundamental. N2 is then computed so
DDS produces a correction frequency which equals Dfo to within the DDS's that the DDS produces a precise 4 KHz at its output despite the fact that the
resolution of 0.02 Hz. The DDS resolution establishes the resolution of the fundamental frequency is varying by as much as 600 Hz. The DDS output
system. is then divided by 4000 using the shared portion of the clock divider chain.

Switching between divider chains when changing modes is done in a nearly
In the Frequency Mode, a phase-locked loop (PLL) is employed to synchronous manner so as to reduce phase jitter in the one pulse per second

establish the final output frequency at 10 MHz. A VCXO (voltage-con- output.
trolled crystal oscillator) using a 10 MHz AT-cut resonator is phase-locked
to the sum of f0, the actual third overtone frequency, and Dfo, the computed The Low-power Clock Mode also employs a sleep period. During the
frequency error. The loop gain of the PLL is more than adequate to slave the Low-Power Clock Mode's sleep period, the microcomputer shuts down the
VCXO to the sum frequency under all operating conditions. The phase- third overtone mode (OXO) oscillator and portions of the digital logic and
noise spectrum beyond the PLL bandwidth (nominally 10 Hz) is dominated then enters a reduced power mode itself. At the end of the sleep period the
by the spectrum of the VCXO, but within that band the stable third overtone microcomputer powers up and re-enables all the digital logic and the OXO.
oscillator controls the phase noise and short-term stability. It then waits a short period of time to allow the OXO to stabilize before

measuring N1 for the next correction cycle.
A "sleep period" between correction cycles is used to conserve power

during frequency mode operation. During the sleep period the microcom- The microcomputer software compares the calculated value of N2 with
puter shuts down portions of the digital logic and then enters a reduced- the value calculated during the previous measurement cycle. If the absolute
power mode itself At the cnd of the sleep period the microcomputer powers difference is greater than I ppm, the sleep period is reduced to zero. If the
up, re-enables the digital logic previously shut down, and proceeds with the difference is less than I ppm, the sleep time is set to one second and doubles
next correction cycle, every measurement cycle (as long as the difference is still less than I ppm),

until a limit of 128 seconds is reached. Results of each measurement are
During each cycle the microcomputer software compares the newest utilized for correction even if the difference is below the 1 ppm threshold.

calculated value of Dfo with the last value calculated. If the difference ex- This allows the system to follow a very slow drift even while operating with
ceds 0.2 Hz, the sleep period is reduced to zero. If the difference is less maximum sleep periods.
than 0.2 Hz, the sleep time is set to one second and doubles every measure-
ment cycle (as long as the difference is still less than 0.2 Hz), until a limit of
128 seconds is reached. The results of each measurement are utilized for The AQ,|nQ Corretion System

correction even if the difference is below the 0.2 Hz threshold. This allows
the system to follow a very slow drift even while operating with maximum The effects of crystal aging are represented by changes in the constant
sleep periods, term of the polynomial which predicts die crystal's actual frequency. To
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make adjustments in the constant term the system is placed in Aging A bridge oscillator circuit was selected for the third overtone oscillator
Correction Mode. An external 10 MHz reference standard is fed into the and is shown in Figure 4. This design is based on the original Meacham
unit. The unit operates as if in the Frequency Mode but also monitors a bridge oscillator in which the resonator is treated as a series-tuned circuit in a
digital phase comparator which looks at the slippage between fout and the resonance bridge that is precisely balanced in phase and partially balanced in
external reference. If the slippage indicates an error in fout of greater than 10 amplitude. The sustaining amplifier magnifies the residual amplitude signal
ppb the constant term is adjusted and the process is repeated. When the to provide drive for the bridge, as well as the load. A narrow-band tuned
error is less than 10 ppb, the new value of the constant term is saved and the circuit produces the necessary phase reversal at the frequency of operation
Aging Correction Cycle is complete. This method is used because it only, rejecting the B-mode and all other modes and overtones.
evaluates the actual output of the unit, is fully automatic, and is self-
contained (with the exception of the external reference standard). The configuration selected for the fundamental mode is an impedance-

inverting oscillator. This is basically a Colpitts oscillator preceded by a
lumped circuit quarter-wave line. The line inverts the low senes-resonant

The Calibration Mode and Procedures impedance of the crystal to present a high impedance to the sustaining
amplifier. Additional reactive elements are added to filter out the signal

Calibration is performed on complete units, with the crystal and its from the other oscillator and to prohibit oscillation in other modes.
supporting electronics henceforth treated as a matched pair, so that the
corrective measures applied will take into account all sources of error. Series-mode oscillators were selected for use in the dual-mode system
Performance data is collected on each unit as it is exposed to temperatures because the crystal impedances and voltages at the sustained frequencies are
ranging from -55 to +85 degrees Celsius in an environmental test chamber. at a minimvm. This helps to reduce crosstalk between the circuits. The
These temperature tests, undertaken for each system, accumulate the values resonant impedance of the third overtone is typically 75 ohms, while that of
of N1, the variable used to represent temperature, and Dfo, the deviation of fo the fundamental is less than 10 ohms. The two oscillator circuits were
from an external 10 MHz reference standard. A least-squares curve fit of a selected on the basis of these values, since the bridge oscillator is better
seventh-order polynomial is performed on the data. The resulting constant suited for high impedance resonators than the Colpitts design is, and vice
term and coefficients for Frequency Mode are stored in the unit. The data is versa.
then manipulated to extract information for the fundamental mode alone,
another curve fit is done, and the constant term and coefficients for Clock While the Colpitts circuit is satisfactory as the low-frequency
Mode are stored in the unit. oscillator, it does not produce as much output power as the bridge oscillator.

Additional power gain and load isolation were achieved using the Isolated-
The measurement data is taken by digital logic within the actual unit. Colpitts configuration shown in Figure 4. This design channels the

N. data is taken from the same logic used in Frequency Mode. Dfo is taken collector current through a grounded-base amplifier so that the oscillator
from an additional logic system very similar to the N, logic. The processor signal flows directly to the tuned load to achieve the necessary 3 volts peak-
in the unit collects both numbers and transmits them via a serial link to an to-peak, with the excellent isolation afforded by a grounded-base circuit). 4

external IBM-PC. The IBM-PC which records the data also controls the
environmental chamber. When the temperature run is completed, the IBM- The low crystal impedance of the fundamental mode can easily be
PC performs the curve fitting and sends the results back to the MCXO unit degraded by the AC resistance of the series inductor. Therefore, only stable
via the serial link. The MCXO unit stores the results for future use and the high Q coils are used to maximize the loaded Q and stability of the
calibration procedure is complete. oscillators.

ALC (automatic level control) was also added to the bridge oscillator
Desln of the Dual-Mode Oscillators to increase the loaded Q of that oscillator. A characteristic of bridge

oscillators is that the loaded Q increases as the bridge approaches balance.
The sustaining amplifiers used in a dual-mode oscillator system must The sustaining amplifier gain, however, must also be increased to offset the

be designed to provide regeneration for their respective modes only, while reduced output from the bridge. When self-limiting action is used, the
rejecting all other modes and overtones. Since the impedance of the resona- bridge must be unbalanced in favor of high loop gain to ensure start-up.
tor at the fundamental mode is also much lower than it is at the third over- Subsequent limiting action then reduces the amplifier gain and the loaded
tone, the oscillator circuits were selected to provide maximum stability on Q. In the MCXO, power restrictions limit the available gain, so that ALC is
each mode. used to maximize the gain and thus the loaded Q. ALC also provides

significant collateral benefits: it controls crystal current, and also reduces
AC jfo the starting time of the oscillator. The use of ALC may also mitigate the

0 effects of radiation on crystal resistance.

Since the output level of bridge oscillators is high, only one cascode
amplifier stage was needed to implement the ALC and provide the necessary

,-- isolation. This amplifier stage provides buffering between the bridge oscil-
; T lator and the first CMOS gate, and also provides high-level drive for the

VC ALC rectifier. The ALC circuit is fairly simple. It uses a JFET in place of
the bridge feedback resistor, plus two each of Schottky diodes, resistors, and
capacitors. The amplifier output is set at 3-4 volts peak-to-peak to ensure
adequate drive for the CMOS logic.

0 f The third overtone oscillator must be shut down during the Clock
Mode, without disturbing the fundamental oscillator (which runs
continuously). This is done by opening the base-emitter circuits of the
overtone oscillator and its amplifier. The open drain terminals of a CMOS
inverter are connected to the emitter circuits of the oscillator and amplifier.
When the gate output is low, the drain-source path provides a low resistance

T -to ground of about 30 ohms. When the gate output is high, the drain-source
_path is open. The emitters are then floating, and no base-emitter diode

action occurs to degrade the FXO performance. Testing has shown that
FXO frequency changes no more than I ppb when the OXO is turned off.

Figure 4. Dual-Mode Oscillators
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Figure 6. Analysis of Bridge Oscillator Figure 8. Noise Characteristics of Bridge Oscillator

With ALC, the overtone oscillator turns on in less than 20 millisec- the necessary inductors to be smaller and sometimes to be made without
onds. The ALC unbalances the bridge in favor of fast oscillation buildup, iron cores.
until the controlled level is reached and the bridge stabilizes.

Lowering oscillator current reverses the situation forcing the use of
A micropower voltage regulator provides a regulated 4 volts DC to iron-cored coils, particularly at lower frequencies. Minimizing total current

the two oscillators, the VCXO and their amplifiers. It provides sufficient also forces a reduction in the number of stages employed, and this too
voltage regulation to isolate the oscillators from the power source, while affects stability by reducing load isolation.
drawing only about 75 microamperes of quiescent current at a supply volt-
age of 5 ±0.5 volts DC. Dual-mode operation requires the use of inductors to aid in separating

the modes. The number in use has been reduced by careful design, but three
critical inductors remain that cannot be eliminated without serious

Oscillator Stability Considerations compromises in circuit design.

These new circuits have been designed very carefully in an attempt to Oscillator frequency variations with temperature are also induced by
meet the conflicting MCXO goals of low oscillator power consumption and changes in the values of inductance and capacitance in the oscillator
maximum stability over a wide temperature range, while running on two circuits. The capacitors used in critical areas have a TC (temperature
modes simultaneously. coefficient) of ±30 ppmn per degree Celcius, and the inductors have a TC

ranging from +20 to +50 ppm pcr degree, with air-core inductors having a
Much of the analysis was done using CODA,' a new software pro- lower TC than the iron-L~ore units. These variations are not serious as long

gram now available for Crystal Oscillator Design and Analysis. Examples as they are repeatable, since the calibration run takes them into account.
of CODA output are shown in Figures 5 through 10. CODA allows the
designer to evaluate quickly and accurately the effects of component While iron-core coils might seem to pose a greater problem than air-
changes on oscillator performance. core coils, in practice it is not their TC itself that causes trouble but rather

hysteresis in the TC curve. Both air-core and iron-core coils have been
High stability requires the use of moderately high transistor current to measured. The air-core coils do exhibit lower TC but no less hysteresis than

increase transconductance and permit the use of larger capacitors that can the iron-core units. In this regard the iron-core units seenm to perform as
swamp out circuit strays and raise operating Q. Large capacitors also allow well as the air-core units.
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Figure 9. Analysis Circuit for Fundamental Oscillator Figure 10. Open-loop Response of Colpitts Oscillator

Hysteresis, in either these reactances or the resonator, is a limitation The combination of Isolated-Colpitts and Grounded-Base amplifier is
on repeatability. Total circuit hysteresis (excluding the resonator) has been similai to a Cascode configuration and as such provides good isolation from
less than 400 ppm per degree (measured at 25 degrees Celcius). changes in loading effects, using only two transistors. Since the AC

collector current flows directly through the grounded base amplifier to the
CODA analysis of the oscillators has shown that a one percent change high impedance L-C circuit and inverter, high voltage and power gains are

in inductance will change the bridge oscillator frequency by 1*10 1 (see obtained. The isolation also reduces crystal loading so that all that remains
Figure 7), and the Colpitts oscillator by less than 7*10 -1 (see Figure 10). is the loading produced by the input and output impedances of the
This suggests that a 400 ppm change in inductance will pull the overtone sustaining amplifier.
frequency by 4*10 .20, and the fundamental frequency by about 2.5* 10 9.

Since the VCXO is phase-locked to the sum of fo and Dfo by the
The FXO is less stable because it operates on the fundamental mode digital phase-frequency detector (PFD), it will assume the stability of these

and at a lower collector current than the OXO. signals within the 10 Hz bandwidth of the PLL filter.

Much more data will be needed to show the extent of component At about 10 Hz there is a transition from the spectrum of the VCXO to
aging in these circuits, and how it might compare with resonator aging over that of the third overtone oscillator whose short-term stability dominates the
this wide temperature range. Hysteresis, however, does not seem any worse close-in phase noise through the operation of the PLL. The noise floor for
in iron-cored coils than in air-cored units. Keep in mind that copper wire is the system is about 140 dBc.
common to all the coils, and that it has a positive TC. It may very well be
the dominant factor, since it is very difficult to suppress the expansion and The AT-cut crystal used in the VCXO has the high value of motional
contraction ot the copper. A solenoid that is wound on a stable form, such capacitance (12 fFd) and the low resistance (less than 10 ohms) needed for a
as ceramic, should have the wire stretched nearly to its elastic limit to force VCXO. These values permit operation with tht; limited capacitance range
the wire to conform to the form. In a toroid, however, it is very difficult to of the varicaps available for low-voltage operation (about 15 to 22 pFd).
stretch the wire and this may result in hysteresis and aging due to movement The pulling r-nge must be large enough to compensate for the TC of the AT-
of the wire itself. cut crystal only, since the output frequency is fixed at IG MHz. It must

include about 400 Hz for deviation in frequency due to the temperature co-
efficient of the AT-cut, plus 200 Hz for initial frequency tolerance, plus a

The Phase-Locked-Loop reasonable margin for reliable operation.

The PLL circuit uses an edge-triggered digital phase-frequency detec-
tor followed by a very low-powered BIMOS Op-Amp. The Op-Amp acts as The Direct Dieital Synthesizer and Phase Noise
an integrator and lag-lead filter creating a Type-2 third-order control loop.
It also includes an additional R-C network to increase sideband suppression A Direct Digital Synthesizer (DDS) is used to generate the correction
in the PLL. frequency required to offset the temperature variations of the oscillators

The circuit elements can be seen in Figure 3. The DDS is composed of a 24-
The Aotegrating action of the PLL forces the VCXO to track the sum bit adder coupled with a 24-bit register. It adds the frequency word N2 to the

of the third overtone oscillator and synthesizer frequencies without error to register output R once each clock cycle so that R+N2 approaches R in mod-
produce the temperature-corrected output. ulo 2 arithmetic. The register will overflow, on average, once every 211/ N2

clock periods, thus producing an output whose frequency is:
An algorithm was developed to enable the optimization of the loop for

maximum suppression along with good loop stability. A unity-gain fd = N2 * fin /22
frequency of 10 Hz was selected as a compromise between sideband
reduction and a low PLL noise floor. The output is available as a square wave at the most significant bit

(MSB) of the register. Its frequency is controlled by the processor to
An lsolated-Colpitts circuit was selected for the VCXO, since the precisely match Dfo, the temperature offset of the third overtone oscillator.

fundamental mode AT-cut resonator also has a low crystal resistance. The The required value of N2 is obtained from the following equation.
impedance-inverting design used in the FXO was not used here since the
VCXO does not operate at its series-resonant frequency but requires a pull- N2 = fd ( 2- ) / 107- Dfo)
ing capacitor for frequency control.
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The resolution is constant and defined by fin / 224 which, with the Digital Circuit Implementation
values shown in the figure, is 0.0186 Hz, or less than 2 / 101 at 10 MHz.
The maximum value required of N2 will be less than 211 in the frequency The MCXO system under development will have all of its digital
mode and 211 in the clock mode. circuitry contained in three chips: an Intel 87C51 microcomputer; an ICT

93C46 serial EEPROM used as non-volatile RAM; and a custom ASIC
The DDS generates spurious sidebands, however, whenever the (application-specific integrated circuit) engineered to hold all the remaining

number N, is other than a simple power of 2. For all other numbers the digital functions.
circuit behaves like a fractional divider with a sequence of non-uniform
periods, which repeat with a definable pattern to give an average period The Intel 87C51 microcomputer was chosen because it offers the
equal to the desired period. The level of the spurious sidebands that are following benefits:
created by this periodic phase modulation can be calculated by:

* Small 44 pin surface mount device has sufficient EPROM and RAM on
As = 20 log ( Dffin) dBc board to implement the MCXO software.

0 Instruction set ncludes a multiply instruction, which is heavily used in
and at the maximum correction frequency of I KHz, the sideband level will solving polynomials.
be less than -50 dBc at the output of the DDS. At the minimum correction 9 CMOS technology and "sleep mode" decrease power needs.
frequency of about 200 Hz it falls to -64 dBc. 0 Military temperature and package version is available.

Additional filtenng in the phase detector and in the following active The software which runs on the microcomputer is written in the "C"
lead-lag filter reduces the spurious levels to those levels predicted below for language supplemented wi'th function calls written in the 87C5 I's native
three sideband frequencies: assembly language.

EM M&= idrM . In addition to the EPROM and RAM on the 87C51, the MCXO also
10 Hz -90 dBc -76 dBc takes advaniage of the on-board interrupt controller, counter/timer unit and
100 Hz -96 dBc -82 dBc UART serial port. The ICT 93C46 was used as a convenient way to store
I KHz -116 dBc -102 dBc the polynomial coefficients. It allows the coefficients to be electronically

stored and altered after the unit is assembled and yet not invalidate them if
power is lost. The 93C46 is an eight pin surface mount CMOS device
which consumes very little power. Radiation hardness may pose a problem

Freguencv Accuracy and Temperature Tracking Performanre for this type of part in military applications, In such cases a "one time"
PROM or battery bicked-up RAM would have to be substituted.

While the FXO is less stable than the OXO, it must provide high
stability at the temperature extremes to accurately predict the temperature. The ASIC will contan all the digital control logic, the divider chains,
It is most cntical at -55 degrees Celcius, where the slope of the stable mode mixers, period measiremet counters, and the DDS. It will be built from a
is typically about 20 Hz per degree. This indicates that the temperature gate array utilizing 1.5 micron CMOS technology. Power consumption is
signal must be repeatable to 0,01 degree to maintain the required accuracy minimized by thu zmall geometry of the process technology and by the fact
of 2*10 %, This in turn leads to a stability requirement for the FXO of that having all the logic in one chip eliminates printed wiring board capaci-
I *10 1 at -55 degrees Celcius (assuming the OXO is absolutely stable). tances which must be overcome when signals change state.

Since both oscillators are involved in the determination of tempera- The ASIC will be in a 44 pin surface mount package similar to :he one
ture. there will be no temperature hysteresis error if they deviate at the same for the microcompoter. This one package replaces the equivalent of an entire
rate. Temporal drift, however, will produce an aging e.ror. If a ti fferential cir,uit board full of discrete logic chips. The demonstration version will use
drift occurs, then the temperature deviation enor curve will rotate about the a comme ia! -. ersion of the gate array, however, military versions up to and
turning point of the resonator. The problem also exists at +8f degrees Ccl- including ful' radiation hardened devices can be fabricated using the same
cius but is less severe by a factor of about two. design inputs.

c4410 vs c7_410 40- cs'18 v 6&03

20 20,

P 0
B 8

-202-

-40

-60 -40 -20 0 20 40 60 80 -60 -4 -20 0 20 40 60 80
Tmperature deg.C Teopwiture deg.C

Figure 11. Data point deviation versus polyomial Figure 12. Data point deviation versus polynomial
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Power Prolectionl The Future of the MCXO Prolect

The MCXO uses an assortment of tchniques including low-power Now that the interim prototype has been tested, the development of a
oscillators, CMOS circuits, an ASIC, and power sequencing to reduce the gate array has begun. Upon completion it will be integrated into a final
overall power consumption. Using measurements where available and surface mount version of the MCXO. The interim prototype system will be
projections in situations like the gate array ASIC, it is estimated that the used with the calibration software to continue crystal calibration and test
MCXO will operate on approximately 62 milliwatts in Frequency Mode and efforts. The crystals on hand, manufactured by Piezo Crystal Co. and
21 milliwatts in Clock Mode. These estimates assume that the temperature Colorado Crystal Co., need to be temperature-cycled long enough to
is stable or changing slowly. determine their aging and hysteresis characteristics. Since the resolution of

the digital system is better than the overall specification by a factor of 10,
the stability of the crystals is expected to limit the system's accuracy.

The MCXO Interim Prototvne System
Research must also be continued into the design of simpler and more

The MCXO test system (see Figure 13), currently operating, does not stable dual-mode oscillator circuits. Smaller resonator packages and
yet have a custom gate array ASIC. In its place, a Logic Cell Array (LCA) resonators with reduced hysteresis should also be pursued. The impact of
has been used. This device mimics a gate array in that it allows large resonator frequency on size, power consumption, and aging will need to be
amounts of custom logic to be implemented in a single chip. Additionally, considered as different applications for MCXOs develop.
the user can program and re-program it without spending time or money on
outside vendors. This allows logic circuits to be changed and tested without
even the cost of altering the printed wiring board. This encourages circuit Acknowledgement
improvements and allows extensive testing before committing the design to
a gate array. While the LCA is a dream come true for testing, it is both The authors wish to acknowledge the support of the U.S. Army's
larger physically and much more power-hungry than a true gate array of Electronic Technology and Devices Laboratory under Contract Number
similar complexity. DAAL0I-88-C-0804.

The interim prototype also differs from the final unit in that it is built
with through-hole rather than surface mount components and in that there is References
more circuitry on the board. The additional circuits to provide signal level
conversion to RS-232 and to aid in debugging in general hae been added to 1. S. Schodowski, "Resonator Self-Temperature-Sensing Using a Dual-
the interim prototype. Harmonic-Mode Crystal Oscillator," in Proceedings of the 43rd

Frequency Control Symposium, 1989.

Summary of Performance Achieved 2. R. Filler and J. Vig, "Resonators for the Microcomputer-Compensated
Crystal Oscillator," in Proceedings of the 43rd Freguency Control

A group of crystals are currently under test using two of the interim Symposium, 1989.
prototype systems. The aim is to determine the long-term effects of
repeated temperature cycling on overall performance. 3. M. M. Driscoll, "Low Noise Microwave Signal Generation Using

Bulk and Surface Acoustic Wave Resonators." in Proceedings of the
The systems are cycled daily over the temperature range of-55 to +85 42nd Frequency Control Symposium, 1988. pp. 369-379.

degrees Celcius. Resonators are being replaced after about two weeks of
cycling. Daily comparisons are made between the new data and the original 4. A. Benjaminson, "A Crystal Oscillator With Bidirectional Frequency
polynomial fit. Typical results are shown in Figures II and 12. The last Control and Feedback ALC," in Proceedings of the 40th Frequency
three digits in the name refer to the date of calibration. Control Symposium, 1986, pp. 344-349.

The width of the hysteresis loop, including a degree of random 5. A. L. Bramble, "Direct Digital Frequency Synthesis," in Proceedings o
variation, is usually less than 10 ppb. the 35th Frequency Control Symposium, 1981, pp. 406-414.

Obviously, much more data must be accumulated on different systems 6. The CODA software program was developed under U.S. Army Contract
and different resonators to achieve reliable performance specifications. It is Number DAALOI-88-C-0804. For additional information, contact the
our aim to do this. Frequency Control & Timing Branch of the U.S. Army Laboratory

Command, Ft. Monmouth, NJ 07703-5000. or General Technical Serv-
ices, 105 Clermont Avenue, Alexandria, VA 22304.

Figure 13. The MCXO Interim Prototype System
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FREQUENCY-TEMPERATURE and AGING PERFORMANCE of MICROCOMPUTER
COMPENSATED CRYSTAL OSCILLATORS

R. L. Filler, J. A. Messina, and V. J. Rosati
US Army Electronics Technology and Devices Laboratory (LABCOM)

Fort Monmouth, NJ 07703-5000

3. A dual-mode oscillator design using a thick-
Sness-field re:onator.4 We will refer to this

oscillator as the TFR dual-mode oscillator. We
Evaluation of five (5) samples of the Micro- tested two samples of the TFR dual-mode oscil-

computer-Compensated Crystil Oscillator built lator. Each sample was tested with two resona-

during a development program has verified the tors, one each from two manufacturers.
feasibility of achieving frequency vs. tem-

perature stability of +5 x 10 .8, aging of 1 x f-T PERFORMANCE

10" 8/day, and hysteresis of no worse than +3 x

108, with an input power of 45 milliwatts. Temperature Profile
In addition, a simulated compensation was

performed on several samples of each of two All of the f-T data in the paper were ob-

dual-mode oscillator designs. One design uses tained using a quasi-static "step and soak"

a lateral-field resonator and the other uses a temperature-time profile. The test was always

conventional, thickness-field resonator. The initiated with storage at the low temperature

frequency could be compensated to better than extreme. p'ter the first measurement, the tem-

+2 x 10'a for a -55'C to +850C temperature range perature w.as increased by the preselected step.
for both designs. After thi selected neriod of time (the "soak"

time), the. next measurement was made. This
INTRODUCTION proceduie was repeated until the high tempera-

ture extreme at which time the direction of the
The previous four papers in these proceedings step was reversed and the process was continued

describe the concept of resonator self-tempera- until the low temperature extreme was reached.

ture sensing,1 and the practical implementation Figure 1 is a graphic representation of the f-

of both the dual-mode oscillator and the Micro- T profile.

computer-Compensated Crystal Oscillator 85
(MCXO)."' In this paper we describe the fre-
quency vs. temperature (f-T) and the frequency C5

vs. time (aging) performance of one version of U
the MCXO, as well as the f-T performance of two 0

versions of the dual-mode oscillator. Aging

and f-T are probably the two most important W 25

performance parameters for a clock driver, D

which is the intended application of the pres- a 5

ent MCXO. wo-15
w

CONFIGURATIONS TESTED - -35

The three configurations tested were: -55 -. _ . . ._____ 8___ |______
0 2 4 6 8 10 12

1. A packaged MCXO manufactured by Frequency TIME (Hours)

Electronics, Inc, consisting of a dual-mode Figure 1 - Temperature vs. time for f-T mea-

oscillator, a microcomputer, and a gate array. surement.

A complete description can be found elsewhere

in these proceedings.3 We shall refer to this MCXO f-T

device as the MCXO. We will report results for

five samples. Figure 2 shows the experimental setup for

measurement of the f-T performance of the MCXO.

2. A dual-mode oscillator design using a later- One to five devices were measured during each

al field resonator and hybrid circuit construc- temperature run.

tion. The lateral field resonator was designed Figures 3-7 show typical results for the five

to eliminate the requirement for the b-mode MCXO's. Each device was tested between 11 and

suppression circuit in the oscillator.
5 We will 17 times with various step and soak parameters.

refer to this device as the LFR dual-mode These curves, and all that follow, depict f-T

osjillator. The LFR dual-mode oscillator is a stability.6  The center frequency can be ad-

component in the MCXO described above. justed by an auto calibration circuit without

any trim effect.
6
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Dual-Mode Oscillator f-T

It can be seen, especially from Figure 7, +0
that the compensation of most of the samples
can be improved with a simple "rotation," that

is, a change in the first order temperature
coefficient in the compensation algorithm. The ECL +30-
necessary frequencies are available from the
MCXO. Therefore, it was decided to attempt to
simulate compensation of the devices -xternally oa
on a desktop computer. Observation of the C +0

output of the dual-mode oscillator enabled us rE
to determine that the high temperature anomaly or
in SN 16724 was in the digital circuitry, not 4.

the analog circuitry. -30

Figure 8 shows the experimental setup for the
collection of data for external compensation of
the dual-mode oscillator. A true MCXO has one
counter with one of the dual-mode frequencies -60
as the time-base and the other as the counter -40 -20 0 20 40 60 80( C)

input. We used two counters in this measure- Figure 9 - f-T of the fundamental mode of a

ment, with a cesium standard as the time-base, dual-mode oscillator.

We converted the data to be equivalent to the
true MCXO by software (the variation of the
time-base frequency is small enough so that the
results are identical with or without the +4100
conversion).

It was important that both counters be trig-
gered simultaneously. This eliminated any error
due to temperature fluctuations which change a +2050
the frequency of one mode while the other mode

is being measured. E

E

0
CONTROLLERI

-2050

DUAL DUAL-4 100'
MOD MODE -WITC -40 -20 0 28 40 60 80(°c)

Figure 10- f. vs. temperature.

TEMP' CHFR 
+60

Figure 8 - Experimental setup for data collec-
tion for external compensation of dual-mode E

+30
oscillators.

E
Figure 9 is a typical f-T curve for the 0

C
fundamental mode (fl) of a dual-mode oscillator. 4- +

Figure 10 is a plot of fo vs. temperature, where E
f, is the difference frequency between three 0o
times the fundamental mode and the third over- c

tone.1 There is an obvious temperature offset 1-3
between the "up" and "down" segments of the
cycle, i.e., "apparent hysteresis."1

7

Figure 11 is a plot of fj vs. fp. Note that

both the "up" and "down" segments are superim- -6. ...
posed, i.e., the "apparent hysteresis" has +4100 +2050 +b -2050 -4I0ppm

vanished. Figure 11 - f, vs. fp.
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To perform the "simulated" compensation we
made a least square fit of the set of data
(f 0,fI) to a 6th order polynomial. +.10

6
F(fp1 ) = Z Cp (fP)P (i)

p=O
We then conputed the residuals, R1 , +.85-

Ri = fli - F(fp,) (2)

A plot of the residuals vs. temperature is, -6 +8.8
assuming a perfect technique for applying the _'
calculated correction, e.g., pulse deletion or
numerical synthesis, equivalent to an MCXO f-T
stability plot.

LFR Dual-Mode Oscillator f-T

Figures 11-15 are plots of the residuals from 0
a 6 order polynomial for the 5 LFR dual-mode 40 -28 0 28 40 6 C)

oscillators. These can be directly compared to Figure 14 - Residuals vs. temperature for the
Figures 3-7, respectively. The hysteresis is dual-mode oscillator in MCXO 16725.
identical in each corresponding pair of curves.

+.10

+.10

i +. O5

Ix

0

-480 -28 8 20 48 68 0 a0( 0C)

-40 -20 0 28 40 68 s Be( Figre 15 - Residuals vs. temperature for the
Figure 12 -Residuals vs. temperature for the dual-mode oscillator in MCXO 18236.
dual-mode oscillator in MCXO 16723.

+.10__ _ _ _ __ _ _ __ _ _ _ +.18

+.05
+.05

E

-. 000

.2 +e.8o

-. 1 0 -1 } 28 0 2 0 B e ( c -40 -2 0 0 2 0 4 0 so 8 00C)

Figure 13 - Residuals vs. temperature for the Figure 16- Residuals vs. temperature for the

dual-mode oscillator in MCXO 16724. dual-mode oscillator in MCXO 18237.
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The algorithm does not take into account ther-
mal history, therefore, it cannot eliminate CONCLUSIONS
hysteresis.

Even including the hysteresis, the f-T sta- A new era in temperature compensation is a
bility is +2 x 10*8. The probable cause for the reality. Whereas analog TCXO accuracy has
difference between the MCXO results and the remained at about 1 ppm for the past 30 years,
"simulated" compensation is that the ::CXO was the MCXO now allows a temperature stability of
compensated midway in the manufacturing pro- 0.02 ppm and an overall accuracy of <5 x 10.8.
cess. Subsequent processiing steps caused a Future effort should be expended on improving
change in the required compensation coeLfi- the modeling of the f-T function and further
cients, possibly by changing circuit strays. reducing thermal hysteresis in the resonator.
In the future, improved manufacturing tech-
niques should allow realization of the "simu-
lated" compensation. +.10

TFR Dual-Mode Oscillator f-T

Figures 17-18 are plots of the residuals of +.05

the two TFR dual-mode oscillators. The large

difference in behavior between the two samples
prompted us to interchange the resonators " +0.0 .A,0 .-. ....
between the two circuit boards in order to
determine if the resonator or some circuit 3

component was the cause of the lesser perfor-
mance of SN A36. When the resonators were W -.

interchanged, the results followed the resona-
tors. The excellent results shown in Figure 17
indicate that it is possible to reduce hystere-
sis to an extremely low value. 104---
The function used to calculate the residuals - 40 -20 0 20 40 60 B0 C C)

plotted in Figure 17 was a three-segment poly-
nomial with free boundary conditions on each Figure 17 - Residuals vs. temperature for the
segment. The three segments were used to TFR dual-mode oscillator SN AP7.
better accommodate the anomaly at -300C.

AGING

+.10
All five MCXO's were placed into a tempera-

ture chamber and put through the sequence
depicted in Figure 19. The duration of the
aging segments was approximately 30 days. +.05
Figures 20 - 25 show the aging data. The
dashed line is a linear approximation of the
last several days of data. The value of the
slope of the dashed line is given in each +o.oo.
figure. (The pP in 16723 was reset at day 20)

f-T Repeatability
-05

Figure 25 is the suprerposition of 13 f-T runs
on MCXO 16723 taken over the course of six
months. Two different temperature ranges (-550C
to +850C and -460C to +680C), two step sizes (2K -.1£
and 3K) and three soak times (4, 12, and 30 -40 -20 0 20 40 60 AOC C)

minutes) were used. The performance of the Figure 18 - Residuals vs. temperature for the
MCXO appears to be independent of temperature TFR dual-mode oscillator SN A36.
range, soak time, and step size. Most impor-
tantly, there is no evidence of any f-T aging
(which would occur e.g., if the aging of the
two modes differed significantly). RGING T- AGING +-T

60% 60 0 C
PERFORMANCE SUMMARY

A performance summary is given in Figure 26. Figure 19 - Aging sequence.
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Figure 20 - Aging data for MCXO 16723.
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Figure 21 - Aging data for MCXO 16724.
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8. W. H. Press, B. P. Flannery, S. A. Teukolsky
and W. T. Vetterling, Ngmerical Recipes: The

MCXO PERFORMANCE SUMMARY Art of Scientific Computing. Cambridge, Cam-

-7 1 bridge University Press, 1986, pp 498-546.

Manu Res. I of (int) (ext) Hyst RgIng8 1.0 -8 e- 10_t /

FEI 17 12.5 3.2 2 2.0

FEI 16 5.5 - 1 0.6

FEI LFR 13 5.0 2.5 1 1.0

FEI 12 11.6 5.7 4.5 0.3

FEI 12 8.5 3.2 1.5 0.7

GTS 11 - 1.1 0.5 -

TFR
GTS 11 - 3.1 2 -

Figure 26 - Performance Summary.
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ABSTRACT OCXO

A low power timing system has been developed that can 300
achieve the following performance: logo

Power Consumption From 5 to 4l mW 250

Timing Accuracy Within 5 to 70
milliseconds in 24
hours

Size Less than 3 cubic
inches E

Operating Temperature Range -55 to +850C.

The system achieves this performance by usirg a Micro-
computer Compensated Crystal Oscillator (MCXO) to peri- MCXO LOW- LOW-
odically update a low power oscillator clock system. POWER POWER
This timing system was developed by FEI in conjunction 41 MCXO CLOCK

with the technical staff at LABCOM. A breadboard model 25 22
of the system has been built and demonstrates the a
capability. %; 0 --_

Figure 1. Power Consumption in Different Approaches

Clocks are presently available that operate at very low to a Low-Power Clock
power (less than a few milliwatts) and maintain good ac-
curacies (less than 100 milliseconds per day) and at The next possibility is the use of an MCXO to control
relatively low cost. The disadvantage of these clocks the clock, It would provide the accuracy over the
is that they can maintain their timing accuracy only temperature range without the need for an oven. As
over a very narrow temperature range. Over any substan- pointed out in a previous paper in these Proceedings
tial temperature variation, especially those that can be (ref, 1), the development of the MCXO has reduced its
expected in a military environment, the frequency varia- power to 41 mW. This is a few orders of magnitude
tion becomes quite large and the timing error increases greater than the watch, but has the advantage of much
considerably. Improvements can be made to the frequency improved accuracy across the much wider temperature
accuracies by using a higher precision oscillator with range.
better temperature coefficient such as TCXO or OCXO, but
these have the disadvantages of requiring considerably The third approach indicated in Figure 1, w-power
more power, size and weight than the original simple MCXO, extends the time between frequency .urements
clock, and has the MCXO operating in idle (sta.uw.) between

calibration times. With extended intervals between
calibrations, the minimum power can be reduced to the

These disadvantages are overcome by combining a simple idle power of the MCXO.
clock oscillator with the MCXO to periodically correct
both frequency and time within the digital clock. This The fourth approach, the low-power clock, keeps the MCXO
technique does not substantially increase the power turned off except when it is performing calibration. If
dissipation because the MCXO is turned on only for a few the duty cycle is sufficiently low, the total power con-
seconds each time to recalibrate the clock oscillator sumed will be almost independent or MCXO power. In this
frequency. 6Using this technique, a clock oscillator of approach as in the previous one, 1.-perature variations
+/-50 x 10-6 over the emperature range can be made to between calibrations will affect the frequency, reduc-
approach the +/-5 x 10- accuracy of the MCXO. ing the accuracy of the clock. Thus, there will be a

trade-off between power consumption and accuracy.

INTRODUCTION OPERATION OF THE LOW-POWER MCXU

The quartz wristwatches that are common these days
represent accurate very-low-power timekeeping. The tem- The low-power MCXO approach is illustrated in the block

perature range over which watches would remain accurate diagram (Figure 2). In this application, the MCXO pulse-

however is very limited, train frequency output is divided to provide a 1 pps
signal.

Several designs could be considered for extending the To keep the power consumption in the low-power MCXO as
temperature range while approaching the power con- low as possible, the microprocessor and the read-only
sumption of an ordinary watch. For comparison, the memory (which are the circuits consuming most of the
desired accuracy could be achieved over the temperature power) are operated in standby (idle) except during the
range by placing critical circuit elements in an oven-, time required to perform a measurement. While these
controlled environment isolating those elements from circuits are in standby, the correction factor is held
temperature variations. Of course, the oven could not constant. This permits the designer some flexibility in
be considered in many applications because it requires a trading off the duty cycle for these circuits against
large power source. See Figure 1. the clock accuracy.
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TABLE I. STANDBY AND OPERATING POWER CALCULATIONS FOR LOW-POWER MCXO

MCXO
CAL Average Power

DUAL-MODE INPUT Circuit (W)

CRYSTALOSC 20% 5%
Idle Peak Duty Cycle Duty Cycle

fic o Dual-mode crystal 6.5 6.5 6.5 6.5

o110 f oscIllator

ASIC 15.0 15.0 15.0 15.0

MICRO POWER Microprocessor 2.5 50.0 12.0 4.85PROCESSORCOTL

Read only memory 1.0 35.0 7.8 2.7

Total Power 25.0 106.5 41.30 29.05PULSEDIVIER 1ppe
DELETION OUTPUT 60-

40 \

Figure 2. Low-Power MCXO Block Diagram 
40.

LOW-POWER-." MOXO

The power consumed by each circuit element in idle and 0 '. .

when oper.ting are compared in Table 1. The total power 29mW

during the idle periods is less than one-fourth of the
total when all circuits are operating. I
The effect of changing the duty cycle of the idled cir-

cults can also be seen in Table 1, w-ich cnompares the
power consumed with a 20% duty cycle (normal MCXO 0 7
operation) with that consumed with a 5% duty cycle. The

effect on power consumption of extending the interval 4- ERCLOCK soW
between up-dates is shown in Figure 3. At long update
intervals, the power approaches the power consumed in ----- '--V
the idle mode. 1i_10 20 30 40 6000 102 0 0 40 5060

INSECONDS IN MINUTES

OPERATION OF THE LOW-POWER CLOCK Figure 3. DC Power Consumption vs. Up-date Interval

The low-power clock approach is illustrated in Figure
4. The low-power clock advances one step beyond the The 1 pps output of the MCXO determines the time

low-power MCXO. Instead of keeping the MCXO in idle in interval for the counter that counts the output of the
the time between frequency measurement and updates, the low-power uncompensated crystal oscillator. The digital
entire MCXO and additional calibration circuits of the count from the counter is compared with the desired
low-power clock are deenergized between updates, and the count, stored in PROM. The comparator provides an error
low-power clock oscillator is used as the flywheel. signal whose amplitude is proportional to the difference

MCXO CRYSTAL
OSCILLATOR

ippe

COUNTER I

FREUENCY PROGRAMMABLE

COMPARATOR PCOUNTER I-pp
CP TDIVIDER

I DIVISION
FACTOR

I COUTATION

ASIC

Figure 4. Low-Power Clock Block Diagram
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between the actual oscillator frequency and the desired - -

one and whose sign depends on whether the actual
frequency is above or below the desired one. In]

The error signal is used to determine the division that
is required to convert the actual uncompensated crystal
oscillator frequency to a 1 pps output. This calculated .4,MHT AAII

division factor is applied to the programmable counter CRYSTAL
divider, where the frequency division is accomplished. I
The duty cycle for the calibration circuits (MCXO, etc.)
determines the average power consumption of the low-
power clock.

The lower curve in Figure 3 is a plot of the average i_
power in the low-power clock as a function of the time _ L

between up-dates. Here, the limiting value is the power
consumed in the low-power crystal oscillator and divider
circuit; the MCXO and other circuits in the ASIC and
microcomputer, when off for prolonged periods, do not 14
contribute significant amounts to the limiting value of
average power consumption. F

ACCURACY tLTAK3 ~
The frequency change that can occur between periodic

updates in the low-power MCXO and in the low-power clock A __ U A

is a function of the duty cycle. Thus the timing error HYBRIDOSC.
can be plotted directly against power consumption
(Figure 5). As seen in Figure 3, the low-power MCXO
approaches a lower limit of power of 29 mW; in Figure 5, 1.3

this corresponds to a timing error of approximately 12 F & R

milliseconds in a 24-hour period. The low-power clock
can reduce the power consumption to 5 mW, but accuracy
continues to decrease as shown in Figure 5, reaching 70 INPUT
milliseconds in 24 hours. FILTER

PACKAGING DESIGN IF _ _ L

The production low-power clock will be packaged by Figure 6. Low-Power Clock Internal Layout
adding a low-power (32 kHz) clock oscillator to the
existing low-power MCXO pac,<age and using a modified
ASIC. Thus the components of the low-power clock will circuit); the 32 kHz oscillator is the low power clock
be housed in a compact package (Figure 6) that is oscillator.
separated into three pc boards.

The dual-mode oscillator and the ASIC (application-
The flatpack crystal on the upper board in Figure 6 will specific integrated circuit) and microcomputer hybrid
be connected to tne dual-mode oscillator (hybrid will be mounted on the second pc board.

The power conditioning filter and input/output connec-
100- tions will be located on the last board.

SLOW .*._ LOW _.4
POWER POWER

50 . CLOCK MCXO UMR
60-o-pwrtmeepn SUMMARY

. Low-power timekeeping methods have been developed that

0... -- provide improved accuracy over the full military

temperature range. These methods provide trade-offs of

50- accuracy vs. power consumption dependent upon the appli-

cation.
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TRANSIMPEDANCE CRYSTAL OSCILLATOR

L. S. Ferriss
Kearfott Guidance & Navigation Corpration
1225 McBride Avenue, Little Falls, NJ 07424

Abstract The role of the oscillator elec-
tronics in this process is to vibrate the

Adapting quartz beams to force resonators at frequencies that would be mapped
sensors with coupling structures unavoidably by force changes without introducing frequency
degrades Q requiring careful electronics changes due to the circuit components or
design to preserve transducer performance. In variations. Since C is the dominant force-
this application, an inertial quality acceler- varied element of the resonator, it makes
ometer, restructuring the bridge-stabilized sense to operate the crystal right on series
oscillator (1] reduces oscillation frequency resonance, f , defined by L and Cm only,
sensitivity to circuit element variations and rather than Rome other frequelcy such as the
changes in the motional resistance, R_, of the antiresonance f , influenced also by CO and
resonator. The transimpedance osciltator (2] R.. Therefore he choice of a series mode
is developed in steps beginning with the ocillator is most appropriate in this case.
bridge oscillator, through transposition of However C and other circuit capacitances do
bridge elements, frequency compensation of the affect the frequency of oscillation, as does
resonator arm, and then mechanization of the R, in many configurations. Frequency
transimpedance configuration. The analytical sability is further exacerbated by lower Q
basis for performance improvement is shown and lower figure of merit, N [6], of the
along with the results of simulations of resonator brought on not only by the
modeled oscillator circuits and actual circuit attachment of force couplers but also from
tests. In conclusion a means to compensate operation of the beams in the presence of a
for the effect of crystal shunt or "clamp" viscous gas introduced into the interior of
capacitance variation is suggested. the accelerometer cavity. This is purposely

done to dampen resonances associated with the
Introduction proof mass, its flexure hinge, and coupling

The Vibrating Beam Accelerometer structures.
[3], shown schematically in Figure 1, exer-
cises the force-frequency properties of a pair Resonator Characterization
of quartz beam resonators mechanically
attached to a pair of proof masses producing The change in properties of thereaction forces due to acceleration of the resonator due to fettering and gas damping caninstrument. The resonators, coerced in be appreciated from a comparison of two reso-

opposite sense, are connected with oscillator nators, shown in Table 1 (7]. The crystals
electronics producing output frequencies are x-cut tuning forks identical in con-
related to the stress along the major axes of struction except that the "V" resonator is
the vibrating beams. For the sense of the housed in an evacuated, hermetically sealed

input acceleration shown, the lower resonator, ceramic package whereas the H" resonator is

in tension, produces an oscillator output sealed at 1 atmosphere.
frequency increase due to alteration of the
motional capacitance, C , in the series branch TABLE 1. COMPARISON OF PROPERTIES OF
of the electrical equilalent circuit of the LOW-FREQUENCY QUARTZ CRYSTALS
crystal (4]. The upper resonator, in com-
pression, produces a decrease in frequency. V-Hermetic Seal, Evacuated

The operational output frequency of the H - Sealed at 1 Atmosphere

accelerometer is Property Value UnIts

fd = fb(1 + SA) (1) V H
Frequency 40 40 kHz

where f is the so-called bias frequency, S is Rm 20 100 Kohm
the scaie factor, and A is the input accel-
eration (5]. In operation, A is estimated from Cm 2.0 2.0 IF
models of the systematic effects of environ- Q 100,000 20,000 -
mental influences on fb and S. Co 1.4 1.4 pF

Rnato Proof M 140 28
(Beam) Mae

As shown above, Q suffers a 5-to-i
reduction for the nonevacuated device.

Flexure Although it is possible to achieve the re-
quired amount of damping of vibrational

Damping resonances of the accelerometer with gas
Gap pressures less than 1 atmosphere, it is

mn reasonable to expect the degradation of Q, due
to the effects of both mechanical losses and

Oclaoviscous damping in the accelerometer, can be
represented by that factor.

Input Figure 2a is a plot of the impedance
Axis mof the V crystal showing the series and

of the Vibrating Beam Accelerometer parallel resonances. The plots were made from
Pitorial i circuit models of the resonators constructedFigure 1 from the values listed in Table 1.
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As a result of lowered Q and less
i .peduice dI Phean-de certainty of the stability of its value the

160 100 requirements for the oscillator electronics
o.i000 a become more stringent. Not only must the

Cris design exhibit reduced sensitivity to R. but
also greater care must be exercised if the

Z design to minimize phase shifts to reduce

120 0 resultant frequency sensitivity.

TransimDedance Oscillator

The circuit topography of the

f transimpedance configuration which addresses
o .- 100 the extended performance requirements for the
39.9K 40K 40.1K electronics can be developed from the Meacham

Frequency - Hz bridge-stabilized oscillator circuit, shown in
Figure 4 with the same circuit element desig-

Impedance of High-Q Resonator nations as in the original paper (1].
Figure 2a

In Figure 2b, expanded about series
resonance, the slope of the phase is steep V
implying good frequency stability for circuit Ampifieor
phase variations as would be expected in -

applying the well-known relationship
dw = 1 dO (2) Z4 no

o  2Q
This equation, valid for resonators having RH
moderate figures of merit, is a result of R2
approximations. A derivation that includes M R1 E
and limits for approximation is contained in
the Appendix.

Bridge-Stabilized Oscillator

Impedance-do Phn-dog Figure 4
160 100

Q-,0100 By rotating the bridge one-quarter
("V-cnria A turn to the right and reorienting it in mirror

image , replacing the full differential-input
differential-output amplifier with a high-gain
wide-band amplifier of the "op-amp" variety,

1 0 and exchanging the locations of the amplitude
Z control element Rl and fixed resistor R3, the

schematic diagram of Figure 5 is obtained. The
exchange of these circuit elements follows
Meacham's own assertion of that point. The
location of the amplitude control element, the

s0 -100 drain-source resistance of a field effect39.995K 40K 40.005K transistor in this application, in series with

Frequency-Hz the crystal, brings about one of the
desireable performance attributes of the

High-Q Resonator With Frequency Scale Expanded circuit: reduced sensitivity to Rm variation.
Figure 2b

Figure 3 is the corresponding plotX-1
for the H crystal. The slope of the phase at aR
resonance is one-fifth that of the V reso-
nator as would be expected from the ratio of E
Q's. 3A -

mpedance. dB Phee - dog
160 1000 20,00

120 a Oscillator of Figure 4 With Control Element RI
Z/ Exchanged With R3

Figure 5

Figure 6 is merely an associative
redrawing of Figure 5 clearly showing the

so -00 half-bridge comprising the resonator and
3995K 40K 40.005K control element, and a noninverting feedback

amplifier with gain-determining resistors R2
Func-Hz and R3. The component identifier for the

Impedance of Lower Q Resonator amplitude control device has been changed to
Figure 3 Zl in anticipation of adding a shunt capacitor

38



to frequency-compensate that arm. The value In practice the crystal is usually shielded,
of that capacitor can be determined by and the bridge is scaled to reduce phase
imposing Barkhausen's criterion [8] on the shifts produced by absolute capacitance
circuit along with the further constraint that changes across the lower arm. In a like
oscillation take place at the series resonance manner the gain-determining resistor values
of the crystal. for R2 and R3 are chosen two orders of

magnitude or less than bridge impedances re-
ducing phase-induced frequency errors to
levels of insignificance. Taking the last
step to the transimpedance configuration

Z4 substantially reduces the effect of circuit
capacitances with respect to ground or shield

A - ground. Rearranging Equation 5b results in

I11 R3- = (7)
El Z4 R3

Equation 7 suggests the direct implementation
of the oscillator with a pair of cascaded
inverting amplifiers, shown in Figure 7.

An Association of R2 and R3 With 
Amplifier A

Figure 6

The closed-loop gain of amplifier A, applying
the usual assumptions of very high gain and
input impedance, and low-output resistance is

E'R1+ R3 (3) All 14

El R3 (3) + +A

The gain of the half-bridge is

El Zi

E' Z4 + Z1 (4) Transimpedanee Oscillator

Fquating the qain around thfi loop to 1, Figure 7

Two advantages are derived from this( Zi R2 +R3 = 1 (5a) configuration. The most dramatic is that
\Z4 + Z1 R3 capacitance changes introduced at the current

summing point of Al with respect to ground are
This reduces to in parallel with the small impedance at that

/ R3 node, thus producing little phase shift. The
ZI = R) Z4 (5b) other advantage is that A2 and Al, configured

82 as inverting amplifiers, suffer no common mode

errors in that one input terminal is at ground
Now, at series resonance the crystal, Z4, potential.
appears as a resistor R. with capacitance C
in parallel. By placing fixed capacitor Cl 
(R2/R3)C in parallel with control element Rl, TABLE 2. CIRCUIT SIMULATIONS
the requirements for steady-state sinusoidal
oscillation at series resonance are satisfied
when R1 takes on a steady-state value R1 =4.6ad)
(R3/R2)Rm. Moreover, as Rm varies due to Q
changing as a result of a variety of environ- Desctption Value

mental and mechanical effects, R1 tracks R Lm 7515.72 h

proportionately through the action of thf Crytal Cm.
2 .0fF

amplitude control loop of the oscillator. The 4 Rm. lOOKohm

time constants o£ the upper and lower legs of Co -A pF

the half-bridge remain equal to one another
because of the fixed capacitance ratio Bldgel.o RI. 10.0Kohm*

producing no phase shift from the half-bridge. 2 C .144 pF

This permits the oscillator to operate at the
crystal's series resonant frequency even as it Components R2 - 100 K 0hm

is varied by force-producing acceleration R3 = 10KOhm
inputs. AplAAf10Of~O

The last source of frequency error Ampifer(s)A A - 150x1091&90

to be addressed is that produced by circuit f -40 KH
capacitance changes. The greatest sensitivity Ffequnw
is at the crystal and half-bridge of Figure 6. *Initial Values of Program-Iterated Variables
The magnitude of the frequency sensitivity is
the same to fractional capacitance changes
whether or not the changes occur across the
crystal or across the lower arm. The Circuit Simulations
equation, also derived in the Appendix, is To aid in analyzing oscillator

d _ 1 dC (6) performance, each of the oscillator types was
modeled to the configurations of Figures 4, 6

Wo 2QM C and 7. The circuits have been entitled
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"Meacham Bridge", "Transposed Bridge" and closed-loop with an H crystal at 40 KHz. A
"Transimpedance", respectively, following the schematic diagram of the breadboard is shown
evolution of these configurations. The parts in Figure 9. Amplifiers Al, A2 and the
list for each oscillator is identical. The crystal form the oscillator loop with A3
equivalent circuit values for the resonator serving as a buffer stage to a frequency
were computed from the properties for the H counter. A4 is configured as a precision
crystal as listed in Table 1. The op. amp. is half-wave rectifier with A5 functioninq as a
based on VTC's wideband 700-series amplifiers, filter, integrator and amplitude control
The gain-bandwidth model was simplified to a stage, operating the gate of an N-channel FET
simple 1/f gain slope crossing unity gain at control device. The ratio of the neutralizing
150 MHz. Model and component values are capacitor (15 pF) to C (1.4 pF) is about 10:1
listed in Table 2, with initial conditions for after including FET aain-source capacitance
the program-iterated variables. The circuits and strays across the crystal. Gain stage A2
were solved for the frequency of oscillation is configured as a lead-lag broad-band filter
for changes in the values of Co, m, and C , (to suppress crystal overtones) with a gain of
the latter being circuit dpacitange -10 at 40 KHz. These scalings, by Equation 7,
introduced between the output end of the result in operation at the series resonance of
crystal and ground. Solutions were obtained the crystal. Because the input impedance of
b opening the oscillator loop at the output Al and the output impedance of A2 are
of the crystal drive amplifier, introducing a comparatively small due to heavy negative
voltage source having an output of l+j0, then feedback, the effect of capacitive loading to
measuring the output of the drive amplifier, ground on frequency of oscillation is also
much in the same way one would bench test an small.
oscillator open-loop as in Figure 8.

A 1k V, 
Al 

te 
1 K A

- E=11+10 __0._2.K __

the control element to force the in-phase Schematic Diagram of the Transimpedance Oscillator
component of V to unity, using a convergence Figure 9
algorithm under program control. The results
of these simulations are contained in Table 3.

Two tests were performed with thecystal running at 1 microwatt. In the first
TABLE3. SIMULATION RESULTS a 10% increase in the value of the compen-

sation capacitor was introduced and the sensi-
tivity factor was computed from the test data;Circuit Configuration Senstivity it compares well with the simulation and

Meacham *frnspoaed TnsImbalance Factor theory. In the second experiment a capacitanceBridge Bridge of 14pF was introduced at the output side of
the crystal to ground. That value, equal the

co/poen value of the neutralization capacitance Cl,8.go 8it0 8.8X 1 Cc had little perturbing effect on the output

frequency, also in agreement with the simu-
-B 1x0 - 104  .8.1x0' d /i lation results and theory.

-.8x10h -.8xnOs r .2x10'4  Fa / Cs The transimpedance configuration, an

adaptation of the bridge-stabilized oscil-
lator, exhibits properties suited to operating
crystals having low Q's and M's, conditionsAs is expected, sensitivity to CO is under whcl environmental influences on the

identical for each of the circuits. For the electronics often compromise transducer per-
Transposed Bridge and Transimpedance circuits, rmance. By the design of the the circuit
sensitivity to R variation is reduced by an the crystal can be operated accurately atorder of magnite. For changes in Cs, the series resonance over a wide range of varia-
Transimpedance circuit is highly imune. bility of notional resistance, in general not

achievable with parallel-mode oscillators.That condition is forced by eualizing the
Circuit Tests ratio of the neutralizing capacitor to crystal

clamp capacitance with the ratio of the gain-
A simplee cir as dene tocthe determining resistors, stated succinctly in

transimpedance configuration and operated Equation 8.
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Cl _ R2

A simplified schematic diagram of

the transimpedance oscillator is shown in

Figure 10 with the components whose ratios are C c

important shown enclosed within boxes.

Equivalent Electrical Circuit of Crystal
Figure Al

For the resonator equivalent circuit
the impedance of the series arm can be written

AC ZS Rm[1+iQ(- - (A2)
0

Transimpedance Oscillator With where
Component Compensation

Figure 10 coo = (LmCm)' (A2a)
and

By fabricating Cl as a fixed,
quartz-dielectric capacitor on a section of WoLm 1
the transducer structure intended for that - =2b)
purpose and depositing neutralization and Rm WoRmCm
resonator electrodes simultaneously, virtual
similarity between C and Cl could be expected ( - o
from the monolithfc capacitors in close Define 6 =
thermal proximity with resultant good tracking o (A3)
characteristics. Ratio-matched resistors with
close-tracking temperature coefficients are Now - = 6 + 1 (A3a)
available, which can also be laser trimmed to Wo
achieve the equality of ratios.

Because of insensitivity to capa- _o 1
citive loadings, transimpedance oscillators and TT+ (A3b)
can operate with the crystal connected to the
electronics through several feet of a pair of
coaxial cables with shields grounded, effect- Near w 0 where - Wo) < w. and 6 4 1
ively placing an electrostatic shield between
the terminals of the crystal, with little (A3c)
effect on frequency or performance. This has -- -6 A
permitted independent temperature testing of 5 + 1
the electronics and resonator while
functioning as an oscillator. Using that approximation,

For applications where the crystal's
series resonant frequency is the desired Zs = Rm(1 +j2Q6) (M)
frequency of oscillation with small errors
contributed by the electronics, the trans- The other arm of the resonator, Co, has a
impedance configuration offers attractive reactance
performance advantages.

1 1Xo0 - (A5)
A0endix jwCo jwoCo(1 + 5)

Fractional Frequency Stability of the Ouartz A definition of the figure of merit is
Resonator. Including the Figure of Merit. M

Cm

The equation, M=Q- (A6)

dc, 1 and substituting for Q from Equation A2b, M
=- dO (Al) can be expressed
¢o 20

W 2QM =(A7)

is well known and used to estimate the effect woRmCo
of phase variation on the oscillator
frequency. It results from assuming a moderate The quantity 1/Rm Co has units of radian
figure of merit, M. Here we derive an frequency. Thus M can be interpreted as the
expression that includes M. ratio of two frequencies.
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-m Performing the differentiation and evaluating
M WO (AS) at 6=

where do =1 20M
19 d8 M+ 1  (Al5b)m=RmCo (A9) S = o M

is the corner frequency of R in parallel with Now 6 = - and d 6 = dw
C and 1o is the fre.uency of series O d o
resonance. By combining Equations A5 and A3 Solving A15b for "o
the reactance X becomes WO

MRm (AlO) dw ( M- d cX° 0 (1_ + 6) o1 -20M d

The current flowing in the resonator due to Arranging Al5a in the form of Equation Al but
voltage V across it is with a multiplier containing M, for Q >> M,

(All) M ( A

V+ V +=10 + 8)_ 'a =(M + _L) (_20 )do A6
Zs X 1 +j208 * I

J The multiplying factor has a value of 0.9 for

where I is the current that would flow in M=3, and is greater than 0.99 for M=10. Hence
the series branch at resonance. Multiplying the approximation
the first term of All by the complex conjugate
and expressing terms over the common dc = 1 do (Al)
denominator, wo 2Q

(A12)
is in error by less than 1% for M > 10. Also

1_ + 6 [1 -20M) + 624Q2 + 63 12  Al has been signed positive, reflecting the
1 +(- M- general application of the expression to theM + phase of loop voltages or impedances. Since

1 + 624Q2 the derivation of A16 was performed in terms
of current and admittance, the sign is

Neglecting terms containing squared and negative.
higher-order powers of a Fractional Freauencv Stability of the Ouartz

Resonator to Series Arm Capacitance Chances in
i = [ [M + j(1 + 6[1 - 2QM])] (Al3a) Neutralized Applications

M Consider the arm %1 of the half-
bridge of Figure 6 or of Figure 7. The phase

-=tan' 1 (1 + 6(1 -2QMJ) (Al3b) of Zl is

M= tan "1 (-.R1C1) (A17)

and at series resonance where 6 = 0
and the differential of phase with respect to
the fractional capacitance Cl

a +j (Al4a)

0 =1 + 2R2C1
do __________ dQI~- (A1S)

Oo = tan-l
1  ( _ (Al4b) + W2R1

2C / C i

With the circuits neutralized and operation atseries resonance, RICI = RmCo , CO = o0
Equation Al4a suggests another interpretation and therefore
of M as a ratio of currents in the two
branches at series resonance. That is 1

io do de1

M = a (Al4c) 1 +( ) dC (A19)0~ M2

The frequency sensitivity to phase Substituting A19 into A16
shift is the slope of k

d - d tan 1  + 6 0 -20M) (Al5a) WO M + 2 +

d6 d6 M M
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Abstract
The principle of operation of the TE cooler

It is well known that the performance of the is based on the Peltier effect which involves
conventional Oven Controlled Crystal heat absorption or emission when direct
Oscillator (OCXO) degrades significantly when current flows through a PN junction. The
operated at ambient temperatures above 700C thermal nature of the effect stems from the
since the internal oven temperature, which is transition of electrons from a specific
limited by the reliability of the electrical energy level in one material to a different
components to about 80*C, must be at least energy level in another material. Heat is
100C higher than the external ambient absorbed by the junction whenever electrons
temperature. transition occurs from a lower energy level
This paper describes a new development that to a higher one, and is emitted by the
enables the operation of OCXO's for military junction whenever the transition occurs in
or special applications over the extended the opposite direction. The amount of heat
temperature range of -550C up to 120 0C in a absorbed or emitted is proportional to the
moderately sized case, and with moderate level of direct current passing through the
power consumption, junction. As a result, hot and cold
The implementation of a device with the above junctions are obtained, and these can be
features is achieved by using a attached on both sides to substrates. A
Thermoelectric (TE) Cooler component which is diagram of a TE cooler junction is shown in
a plate, one side of which is cold and the Figure 1.
other hot. The cold side is attached to the
device to be cooled, and the hot side to a
heatsink. The amount of absorbed heat or the
cooling level are proportional to the direct (HEAT ABSORBED FROM DEVICE BEING COOLED)
current passing through the component. Go
Changing the current polarity causes an To (COLD SIDE)
inversion of the hot and the cold sides, in ALOMINA
this manner enabling heating of the attached
device. Hence, it becomes possible to COPPER COLD JUNCTION
stabilize the internal temperatire of the SOLDERING
Thermoelectric Cooler/Heater Controlled ALLOY THERMOELECTRIC
Crystal Oscillator (TECXO) at any level COUPLE
independently of the external ambient
temperature.
In order to evaluate the potential advantages type type HOT JUNCTION
of the TECXO, a basic prototype has been
developed in the laboratories of TFL. The
performance of the device has been measured
and analyzed. The conclusions drawn are
detailed in the paper. (HEAT OISSIPTED TO HEAT SW 1 (CURRENT)

Introduction I

The conventional Oven Controlled Crystal DCSOURCE
Oscillator (OCXO) operates with poor
performance at ambiex- temperatures above INPUT POWER P-V I
70°C. This limitation is due to the fact that COLEREFFCENCY COPA.p
the reliability of the electrical components
used in the internal oven degrades
significantly at temperatures higher than
800C, while this internal oven temperature Figure 1. Diagram of a Thermoelectric Cooler
must be at least 10°C above the external Junction.
ambient temperature in order to enable proper
oven operation.
A new development, using a Thermoelectric An array of several junctions will produce a
(TE) Cooler component, permits operation of plate, one side of which is cold and the
OCXO's, for military or other special other hot. An array of junctions is shown in
applications, over the extended temperature Figure 2. The cold side is attached to the
range of -550 C to 1200 C, with moderate power device to be cooled, while the hot side is
consumption, and in a moderately sized came. attached to a heatsink.
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Design Approach

COLD SIDE The potential advantages to be attained by

this novel type of oscillator over the
conventional OCXO seemed to be as follows:
a. Operation at particularly high ambient
temperatures and over a wide temperature

' [ ' range - due to the above explained operationFl I Iprinciple.
b. Shorter warm-up periods feasible - due to
the fact that the internal temperature
stabilization is carried out using both

UCLARENT) heating and cooling processes which reduces
HOT SIDE the thermal overshoot damping period.

V c. Better aging characteristics - due to the
fact that the oscillator is operated at lower
temperatures and since higher operating

DC SOURCE temperatures accelerate the detrimental aging
process.
d. Lower phase noise - due to the fact that

Figure 2. Thermoelectric Cooler Comprising the oscillator is operated at lower
an Array of Junctions. temperatures and since higher operating

temperatures lead to increase the phase
A typical curve, describing the variation of noise.
the cold side temperature versus current when e. Lower power consumption (despite the fact
no heat is pumped from the cold side (Qc-O), that the Thermoelectric Cooler is not
is shown in Figure 3. particularly efficient) - due to the fact

that it is possible to set the internal
temperature in the middle of the range of
external temperature variations, and then the
heating or cooling are carried out over only

-40 half of the range, while in the conventional
OCXO only heating over the whole range may be
performed.

0In order to test the validity of the above

assumptions concerning the potential
advantages of the TECXO and confirm them, a

-20 basic prototype oscillator of this type has
been developed in the laboratories of TFL.
The oscillator contained an Sc-cut type

Wcrystal that was designed especially to have
-10 a relatively low turnover temperature (the

temperature at which the frequency is the
most stable and at wiich the oven is

.j generally kept), a proportional temperature
0 0controller which controls the current fed

Tb27C into the TE cooler, as used in the
00 conventional OCXO's, and a temperature sensor

connected to the temperature controller.
Since the internal temperature was lower than
the external ambient temperature, it was
necessary to be particular about the correct

20 insulation of the oscillator and the crystal
from the surroundings. Factors that were
liable to adversely affect the insulation

0 0.5 1.0 15 2 included the connecting wires to the TE
cooler, the fastening screws and even the TE

CURRENT, I[AMPS] cooler itself that come between the internal
oscillator (the cold side) and the external

Figure 3. Cold Side Temperature Tc versus surroundings (the hot side). It is possible
Current for constant Hot Side to overcome the first two factors but not the
Temperature T. and Qc-0 last, which reduces the cooling efficiency.

Changing the current polarity causes an Results and Performance
inversion of the hot and cold sides, thus
enabling heating of the attached device. TE The TECXO prototype was constructed with a
coolers, which are relatively cheap, are mechanical structure and associated circuitry
produced by several manufacturers for various similar to those used with an existing OCXO
uses. having an excellent known performance (built
Hence, using a thermoelectric hoater/cooler in a double oven configuration and consisting
creates the possibility of stabilizing the of an Sc-cut type crystal). The performance
internal temperature of an oscillator at any of both devices has been measured and a
level independently of the external ambient comparative analysis has been performed.
temperature. We have called this device a
Thermoelectric Cooler/Heater Controlled There was no degradation as compared with the
Crystal Oscillator (TECXO). OCXO and some slight improvement in
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performance was noted. Some of the temperature range; in fact it is required to
measurements made to assess performane of the met it closer to the upper range limit in
TZCXO compared to the OCXO performance are order to save the cooling energy. For
given below : example an internal temperature of 400C is

recommended for an external temperature range
of -400C to 850C. In order to heat the

Stability over temperature range oscillator in the low ambient temperatures, a
heating element appears to be required which

TZCXO (-300C to 85°C) OCXO (-30*C to 600C) would be more efficient than the TE heating
*2-10 "' *2.10' (despite the fact that TE heating is more

efficient than TE cooling). Such an
additional heating element also saves the

Warm-up time (at 250C) need for switching the TE current polarity.
TECXO OCXO Some advantage may be the fact, that at 250C

within ±1-10-' 5 minutes 8 minutes external ambient temperature (the normal
within *3-10' 15 minutes 30 minutes operating temperature) the power consumption

of the TEXCO is minimal.

Long-term stability The following additional conclusions were
TECXO OCXO drawn:

*5"10"/day ±5"10"'/day f. It is required to minimize the volume
being cooled in order to reduce the amount of
heat to be pumped and so decrease the power

Short-term stability consumption.
Averaging Time Allan Deviation g. Several TE elements in parallel are

TECXO OCXO required, distributed around the volume to
Immec 1.10 "* 2-10"' be cooled to achieve the cooling continuity

lommec 5.10"' 7-10 '11 and uniformity similar to a spiral heating
l00mmec 1.10 "  1"10"'s element wound around the volume.
I sec 5"10 "  5-10-12 h. The TECXO requires the attachment of a

heatsink to dissipate the heat pumped away.

Phase noise Referencen
Offset from carrier Phase Noise

TECXO OCXO [I] A.D.Kraus and A.Bar-Cohen, "Thermal
10Hz -l30dBc/Hz -125dBc/Hz Analysis Control of Electronic

100Hz -140drc/Hz -l35dBc/Hz Equipment". ch. 18, pp. 435-465.
1kHz -lrSdBc/Hz -l5OdBc/Hz

10kHz -l60dBc/Hz -l60dBc/Hz [2] E.S.Rittner, "On the Theory of the
Peltier Heat Pump". J.Appl. Phys, vol.30,
PP. 702-707.

Maximum power consumption (after warm up)
(3] P.Kartaschoff, "Frequency and Time".

TECXO (at 850C) OCXO (at -300C) Academic Press, 1978, ch. 3, PP. 37-43.
8.0 watts 8.1 watts

(41 "Detector Cooling Systems". ch. 12.2.4,
pp. 544-557.

Conclusions
(5] R.Marlow, "Estimating Heat Loads for

The conclusions drawn concerning the Thermoelectric Coolers". Marlow Indus-
achievement of the potential advantages of tries.
the Thermoelectric Cooler/Heater Controlled
Crystal Oscillator mentined above, are as (6] "Guide to Thermoelectric Heat Pumps".
follows : Marlow Industries.
a. The TECXO can operate at an unprecedented
high temperature of 120 0C, and over a very [7] "Solid State Cooling with Thermo-
wide temperature range, -550C to +120 0 C. electrics". Melcor.
b. The warm-up time obetained is indeed
shorter but the improvement is not of a
significant order.
c. The aging characteristics were found to
be without major change.
This may be attributed to the fact that the
aging is expected to improve at very low
operating internal temperatures, which after
all were not found feasible for the
oscillator, for the reasons mentioned in e.
below.
d. The phase noise and the short term
stability were both improved but not by a
significant order, for the reasons mentioned
in c. above.
e. The power consumption was found to be
similar to the conventional OCXO. Moreover,
the Thermoelectric Cooler is not efficient
enough to enable setting the internal
temperature in the middle of the external
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RESULTS OF LONG TERM TESTING OF TACTICAL
MINIATURE CRYSTAL OSCILLATORS

J. MESSINA, D. BOWMAN, R. FILLER, R. LINDENMUTH, V. ROSATI, S. SCHODOWSXI
U.S. Army Electronics Technology and Devices Laboratory

Fort Monmouth, NJ 07703-5000

Summary and engineering-model TMXOs were subjected to
This paper describes the results of long- long-term testing. These tests focused on

term testing of the Tactical Miniature Crystal input power aging, frequency aging, turn-
Oscillator. The TMXO employs high-vacuum ther- on/turn-off testing, and temperature stre-
mal insulation, microelectronic packaging, and ssing. The experimental methods,2 the ceramic-
a precision ceramic-flatpack-enclosed SC-rut flatpack-enclosed resonators,3 and the TMXOs

4

crystal. used in these tests have been described pre-
viously.

Engineering models and pilot-production
models, delivered under a Manufacturing Meth- Input Power Aging
ods and Technology effort with the Bendix Twenty-five TMXOs were monitored for
Division of Allied Corporation, were subjected changes in input power. Five units were engi-
to a variety of tests that included turn- neering samples (made in 1985) that had under-
on/turn-off at temperature extremes, input- gone several temperature cycles (-550C to
power aging, and frequency aging. One of the 750C). Ten of the units were pilot-line models
primary goals of the testing was to verify the (made in 1986) that had previously been tested
ability of the TMXO to maintain vacuum in- for retrace (off/on) at -550C and 700C.5 The
tegrity over a reasonable lifetime (10 years). remaining ten units were pilot line models

(also made in 1986) that had been tested only
during manufacture and acceptance.

Twenty-two of 25 oscillators tested for
input-power aging showed less than an eight Heater current and ambient temperature
percent increase over the one-year period were measured once a week for 52 weeks. The
during which input power was monitored. It is current was measured through a one-ohm resis-
concluded that TMXO-type devices can be manu- tor. Temperature was measured at the chassis
factured such that the high vacuum so critical holding the 25 units under test.
to their performance can be maintained over a
long period of time. Figure 1 is a representative plot of

input current versus time for a 52 week per-
Introduction iod. The curve at the bottom of Figure 1 is

The Tactical Miniature Crystal Oscillator the recorded temperature. The bold curve at
is a high performance quartz oscillator de- the top is the recorded input current vs.
signed for use as a frequency/time reference time, and the third curve is the current
in advanced communication and navigation corrected for deviations in the ambient tem-
systems. It contains a ceramic-flatpack- perature.
enclosed 10 MHz, 3rd overtone, SC-cut crystal a 68
resonator, and it employs microelectronic CORRECED CURRENT
packaging and high vacuum thermal insulation.
It is the smallest low-power oven-controlled 7 50
crystal oscillator known to the authors.
Maintenance of the high vacuum is pro,.ided by 0 45MEASURED CURRENT
a nonevaporable, refireable, zirconium-graph- V

ite getter.I The getter is intended to remove - 400

gases that result from outgassing of com- 35
ponents in the interior of the TMXO enclosure, CL

or from fine leaks from the ambient atmo- 5 5
sphere. z

w 25

Vacuum integrity is crucial to the per- 20
formance of the TMYO. Verification of the
ability to maintain the vacuum is necessary 15
for the TMXO to be accepted as a viable, 31 3__ _ _ _01__ _ ' 48 __5V 1
manufacturable design.

WEEKS

Over the past three years, 80 pilot-line Figure 1 - Input Current vs. Time
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Results of these tests on the 25 TMXOs precluded their inclusion in the frequency-
reveal that all but three of the oscillators measuring routine.) The automated test setup

experienced a change in input power of less in Figure 3 was used to measure and record the
than 8 percent after 52 weeks (Figure 2). The frequency of each oscillator four times per

average power increase at room temperature was day. About 600 days of data was collected.
about seven milliwatts. There was one notable In Figure 4, frequency aging data is presen-
exception to the average behavior of the ted for a typical TMXO. The dashed line is a
oscillators. one unit doubled its input power linear approximation of the slope over the
over a period of only five weeks which indi- last third of the data. The best TMXO shows an
cates a gross leak that allowed the interior aging rate of parts in 1013 per day (Fig. 5).
of the oscillator enclosure to reach at- Figure 6 is a histogram of the aging of all
mospheric pressure. Prior to mounting in the the tested units.
test chassis, that unit showed normal input
power, which suggests that a leak was caused
by over-tightening of the mounting studs.

121 TMXI2771 1

9 NOMINRL FREO - 10.00 il:

SLOPE - -?.8E-12/day

5 
6 (between day 397 and day 53)

4 a. 3

CL \ I I I DAYS

2

I t
08 2 41 6-1

Input Power Change (%Iyr) - 15

Figure 4 - Frequency aging for a typical TMXO
Figure 2 - Distribution of input power aging
for 25 oscillators

15
TMXO33 AGING

12-

CONTROLLER 9-

O OS SIH-YS

-6
DVM

NOMINAL FREG - 10.00 MHz

SUPPLY -12-- SLOPE - +6.8E-13/day

(between 
day 400 and day 

600)

Figure 3 - Automated test setup used to measu- Figure 5 - Parts in 10 1 aging for a TMXO
re aging

Frequency Aqing
Only the twenty pilot-line TMXOs that

were measured for input-power aging were mea-
sured for frequency aging. (The five engineer-
ing models were undergoing other tests, which
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Figure 6 - Distribution of frequency aging for Figure 7 - TMXO frequency aging after tem-
20 TMXOs at day 500 perature cycling

Temperature Cycling During Storage Frequency-temperature Performance
The final test performed on the TMXOs was The frequency vs. temperature character-

designed to study the effect of temperature istics of five TMXO are plotted in Figure 9.
cycling on the TMXO while the oscillator was The worst unit shows less than 3 X 10'9 frac-
powered down. Eighteen TMXOs were removed from tional frequency deviation over the entire
the input power/frequency aging setup and range of the test ( -450C to 750C), and the
placed in a temperature chamber. The oscil- best unit in this group shows a deviation of
lators were stored for 24-hour periods at only 3 X 10"10. This TMXO compares favorably
-450C, 850C, -450C... for one month, after with rubidium frequency standards, which show
which the TMXOs were returned to the aging a frequency deviation of 3 X 10"10 over a much
set-up where the measurement and recording of narrower temperature range.
frequency and input power were resumed.

Input power measurements recorded after 8
the temperature cycling indicate that this
stress had little effect on the input power. 7

There was virtually no change in the input 6
current or the input current aging rate after
the temperature cycling. The temperature cy- 5
cling did, however, have an effect on the fre- 4-
quency. Data recorded after the storage test
reveals an offset in the frequency. Figure 7 3
presents the aging data for the TMXO shown
previously in Figure 1 and includes data taken 2
after the temperature cycling. The temperature
cycling test was performed near day 600. The
offset which occurred after the temperature 0 B 00
cycling was about 6 ppb for this TMXO. A dis-
tribution of the change in frequency for all Frequency Change (ppb)
18 TMXOs is shown in Figure 8. Eight units
changed less than 10 ppb, but several demon-
strated much larger changes. Figure 8 - Distribution of the change in fre-

quency after temperature cycling for 18
oscillators
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-3

Figure 9. Frequency vs. temperature of five
representative TMXOs

Conclusions
We conclude from the results of long-term

input-power measurements that the concept of
using vacuum insulation is viable. An effort
to lower the cost of the TMXO by improving
producibility is currently ongoing.6 The crys-
tal package, hybrid circuit, and outer enclo-
sure have been redesigned to lower the cost of
components and improve the production yield.
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LOW PROFILE HIGH STABILITY DIGITAL TCXO

ULTRA LOW POWER CONSUMPTION TCXO

V. CANDELIER, G. CARET and A. DEBAISIEUX
CEPE - 44, Avenue de la Glaciare 95105 ARGENTEUIL CEDEX FRANCE

ABSTRACT Analog TCXO with ultra low power consump-

ATCXO tion and a frequency stability under

overall conditions (temperature, ageing

CEPE has recently developped a new ... ) better than +/- 2.10-6.

analog TCXO range. These designs are based . Digital TCXO with a thermal stability
on the special thermal compensation in better than +/- 3. 10- 7  over a large

order to achieve a frequency stability of ±
2.10-6 over all operating conditions

(temperature, power supply, load, 1 year
aging) with an ultra low power consumption The purpose of this paper is to present the

(300 11A, 3V). This new generation of oscil- experimental results of these two types of
lators correspond exactl. to the key TCXO's.
requierements oF the new telecommunication
systemes (Manpack, Portable...).

DTCXO 
2/ ANALOG TCIO : ATCXO

System requirements and also analogical This TCXO has been developed in order

temperature compensated crystal oscillator to get a frequency and time standard for
(TCXO) capabilities have conducted to frequency-hopping transceivers for
develop a new generation of TCXO with a vehicular and portable requirement.

thermal compensation by numerical method,
called digital temperature compensated
crystal oscillator (DTCXO). 2.1/ Definition

This paper describes the method that The electronic design of this tempera-
has been used in order to realize the ture compensated crystal oscillator uses
digital compensation and presents results very common temperature sensitive

abtained on a first batch of DTCXO. components and analogic compensation

network (fig.1)

The principle of the digital compensa-
tion is to store in a memory the curve of
frequency drift verdus temperature of the
resonator. There fore a thermometer is used
in order to indicate the real value of the FERENCC

re )nator temperature this method uses a

piezoelectric resonator as a sensor, its
frequency variation versus temperature is -~r;IVI:m: 1
quite linear. Count of the frequency gives OSCILLA.OR - -

temperature information with addresses

directly the memory. AD/A converter is

required to apply the corrected value to a TMAL
varactor.

This configuration is used to achieve a

frequency stability of 3.10- 7 over a vide
temperature range (- 40 0 C to 85*C). In rACOUENCY AD)USTCMENT

order to reduce the volume and thickness
(0,4 inche), we have developed a gate
array circuit which integrates the counting
system and the thermal oscillator. Fig. 1 - Analog TCXO block diagram

1/ INTRODUCTION We have in the same package one HCMOS
divider (Fout = Fo/2n) and one voltage

For the last 10 years, the TCXO require- supply regulator in order to assure the

ments in terms of power consumption, frequency stability for different supply

frequency stability etc... for modern voltages between 2.8 V and 5.2 V. The

navigation GPS and telecommunications frequency adjustment is done by the

systs have requied neeoneations o variation of an external capacitor. This
systems have required new generations of oscillator is enclosed in a small sealed

oscillators for which CEPE has developed metal package.

two oscillators with different thermal

compensation concepts :
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Fo 4 Hz

2.2/ Experizental results VP' I - ------ -

+1.38 - - - -

After spice modelling of the oscillator - - -

concept, we have selected the best circuit ,~ .

compromise between thermal compensation K------

definition and resonator parameters in -.30 - ---

order to guarantee the frequency stability--------
under all environmental conditions at
lowest possible power consumption. For this------ - -

type oscillator, we use a fundamental AT 8 -----------

cut resonator. The table 1 hereunder.. .

s ummarizes key experimental results forT .j

different lots of oscillators.

Fig. 2 -ATCXO frequency stability in the
2n me temperature range (400 + 850C) at three

Frequencies 0 1. 15 i 4 22 supply voltages 2.8V, 4V, 5.2V. The mea-
____________surements are made at the reference fre-

output leveli H C K 0 8 quency Fo.
olodis P Fo x (1 + 5.10-6)

sup is voltage .8 V to 52 V d/ -

O~p~i. oran f300 PA/3 V .60O0 A /V 1 600 PAI2V 41 a&Sy 42.89- - - - -

Ovrall stability 15Z/

- Temperature rang. .5

me r.q. .. nY adjust- e670A
et ~2.10-6

- Load

- supply voltage
variation 

.5

- Ageing first year

1..pVatare 
; s e

rng. - C SVC V

Adjustment ,2 5.10-6 with CVot between
rang. 0 and 5. Fox(1-5.06

Adjustment goaran- 7 year. 
F .06

t *d for dF/V 114- - -

Table I -ATCXO BASIC RESULTS S .__ - - -

-2.8 - - - - -

As you will notice the power consumption---
is depending on the output frequency. The T 7 71 .T V

lowest current supply (300 PiA) is achieved
when the output frequency range is between

1 Hz o 32K~z.Fig. 3 - ATCXO frequency stability in the
temperature range (400 + 850C) at three

The frequency stability with in the supply voltages 2.8V,4V,5.2V. The measu-
LemperaLure range of - 40 to + 85%C and rements are made with the frequency adjus-
with the supply voltage variations (2.8 V ted at Fo ( I + 5.10-6) and Fo (1 -5.10-6).

to 5.2 V) is expressed in fig. 2. We
achieve the stability +/- 2.10-6 with the
frequency adjustment (Fig. 3). The ageing
for the first months is shown in fig. 4.
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df "IE-0;

+2'6 -

3.2/ KXPR1KZNTAL RISULTB

Q - __ -\ During the experimental phase, we

-/- -k/V- - verified the thermal behavior. The
-I.E improvement of the DTCXO concept required

-1.5$ that we focused on the following points t

. . . .& . The thermal coupling between the thermal
sensor resonator and the reference
resonator. Indeed the frequency stability
versus thermal gradient is directly
depending on this parameter (fig. 6).

Fig. 4 - ATCXO ageing for the first 
months

In order to guarantee the thermal

3/ DIGITAL TCXO : DTCxO behavior of the DTCXO for several control
voltages years, we hadto compensate the

3.1/ Principe non linearity of the frequency control
varactor of the oscillator after
recalibration. Regarding the frequency

The principe of the digital compensation adjustment, we show that we maintain
is to store in a memory the curve of stability over the temperature range

frequency drift versus temperature of the (fig. 7).

resonator. Therefore a thermometer is used
in order to indicate the real value of the
resonator temperature. We use a piezoelec-
tric resonator as a sensor in order to PCTN N* FO 10.2300001tZ

assure the calibration during the life of
this DTCXc(1).Counting of the frequency of L - - -
the thermal sensor gives the temperature- - - - - +---- I--I-- 0

information which adressudirectly the EPROM 4 ::1 :--:--:: -: - .i--I

memory. AD/A converter is required to apply 4- -- -- - -_ 4

the corrected value to the varactor of the w -I-
reference oscillator To miniaturize the _ " -
package we developed two gate array -- - --- - - -- -

circuits which integrate, one for the ---- ---- --- Z -----------
counting function and one for the ---- --

reference oscillator The block diagram
is shown in fig. 5. We have separeted the Time (en)
digital and the analogic electronics in_____________
order to suppress spurious and ripple _J - - -1- -1 L J-4 I --- - + -1l- --4 I---I + -- -
phenomenon. 4DZ :C : 1 I- I -

- - - . .3 -- _--h_- T -,- --
I.:S + 1- -- i--

" - Z:Ir :i 2: 4- i~ _rC £iI
4 - i-i-1-t -| Ih 3- -I-t -

Temperature (oC)

Fig. 6 - DTCXO frequency stability under
a thermal gradient of +/- 1C/min between
(-400 + 850C).The frequency hysteresis is

___ .smaller than+/- 3.10-/. The measurements
are made at the reference frequency, Fo,
10,23 MHz.

Fig. 5 - DTCXO block diagram
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Fo x (1 -5.10-6)

- 146

2.0 - - - - - 121

1.r 9 --- - IN

-. 1 
+ - -. 1e

-1-.0 +60 Concerning the phase noise, we have
-4 - - - - 2 exactly the same performances of the

-3.0 420 analogic TCXO between 1 KHz and 100 KHz
- -- 26 (fig. 8).

-46 - - -

Fo x (1 + 510-6)

- - - 460

4.0 -- 120_ 6

2. 0 - -= -- - ,

-- IsC, I.- A- -s Is Is is i, o

-i~ --. 0 HZ
-2.8 .0 *
-3. -26 Fig. 8 -Phase noise measurement of
-4.6 :- -46 DTCXO 1(f)

4/ CONCLUSION

Fig 7 -DTCXO frequency stability under a
thermal gradient of +1- 1*C/min between This data shows that CEPE has developed(-400 + 850C), The measurements are made at two new generations Of TCXO. The newFo(1+5,iO-6) and Fo(1-5.10-6). The frequency oscillators ATCXO and DTCXO have been inhysteresis stays smaller than +/- 3.10-/ production since the beginning of 1989.

For the ATCXO the pin out is compatible
with the European Standard. The low currentThe table II hereunder summarizes the consumption (300 11A) of this ATCXO fullybasic experimental results, corresponds to the portable systems
requirements.

?I0...oy .g 2 MMz to 25 M4z

_standard eOtooony 5 MN. - 10 MM.Rfeec

C r

- Tmpratrerane 40-- 0*C- 0* 4-C - -',10-C 1. G. CARET, E. GERARD, G. MAROTEL
MOO.t case .t.b~lity 4 j 3.Io-7 4* t 5.0-

"Oscillateur a quartz compens6 en
Fo iosobn of _____ temp~rature num~rique (PCTN)".
Temperature over all temp. range

Sop~~y oltqO 05 o notnolvol~q.Revue Technique Thomson/csfsuppy votag t 5% O volageVol. 18 - no 2 - Juin 86*Load I to 2 7?!. L2 Loads

rr.quency stobillty doy r I :"O:to r at. bl. condO- *onth it 2.o
ti*.0 yearI0

?0q djust. rang. tl

11i400*d for 7 YZAtS

Table 11 - DTCXO BASIC RESULTS
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A TEMPERATURE-CONTROLLED CRYSTAL OSCILLATOR

Les Hurley
Piezo Crystal Company

100 K Street
Carlisle, Pa 17013

INTRODUCTION Figure 2: Piezo CPXO Diagram

The electronics industry continues to press for
more and more performance from smaller and smaller
packages. These pressures are felt more strongly, 1.75

perhaps, in the modular-oscilletor business than
anywhere else. Piezo Crystal Company, like most
others in our segment of the industry, has responded
with a steady stream of innovative ideas, refined by 75

state-of-the-art engineering practices. The final
analysis is always a comprehensive evaluation by the
market, measured by sales.

The latest contribution of Piezo Crystal Company to PEZO CPXo 1. 25

the advancing art and science of precision frequency
generating is a co-planar temperature controlled
crystal oscillator. The term, "ovenized" doesn't seem
to quite fit. We have chosen to refer to it as a "CPXO". INTERNAL DESIGN AND CONSTRUCTION
All of the oscillator and temperature-control
electronics is contained on one double-sided Ordinary thick film hybrid technology has been
Beryllium Oxide substrate. This construction allows a combined with the thermal properties of a Beryllium
more accurate control of crystal temperature than the Oxidt, substrate to produce an ovenless temperature
classical ovenized approach. At the same time the controlled crystal oscillator. Figure 3 shows the
package size is reduced by eliminating the need for a construction.
separate "Oven". Smaller heated mass combined with Figure 3:View of Both Sides of Assembled Substrate
greatly shortened thermal paths results in much
shortened warmup time. Smaller surface area results
in reduced heater power needed to sustain operating
temperature. These enhancement features of the
CPXO are obtained without sacrificing the desirable
features of the much larger "OCXO".

PHYSICAL DIMENSIONS
This first generation Piezo CPXO, shown in Figure

1 and Figure 2, measures 1.75" long, 1.25" wide, and
0.75" high for a displacement of 1.64 cubic inches.
Although our ultimate goal is a much smaller package
than this, we chose it to accommodate our first effort
internal construction.
Figure 1: Piezo CPXO Unit The heater consists of two power FET's, each in

series with a series current limiting resistor. These are
arranged in a semi-circle around the crystal. Midway
around the semi-circle, on the opposite side of the
substrate, is a temperature sensing chip thermistor.
After initial warmup, very little power is dissipated by
the thick film resistors. During normal operation,
nearly all of the temperature sustaining heat energy
comes from the two power FET's. These may be
considered to be point-sources for purposes of
analysis. The flow of heat from the power FET's to the
crystal is through short, wide paths in the BeO
substrate. The crystal is mounted inside a close fitting
copper ring which is solderpd to substrate
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metalization. Void spaces between the crystal and the ambient temperature as a parameter. In all cases the
copper ring is filled with a thermally conductive RTV. frequency rises rapidly after turnon. A graph of
The crystal leads are also soldered direct to substrate frequency versus temperature for an SC cut crystal is
metalization. Because Beryllium Oxide has thermal given as an inset to figure 5. As may be expected, the
properties nearly equal to those of metallic aluminum, higher the ambient temperature, the shorter the length
and because the substrate area is small, the of time required for the frequency to pass thiough it's
temperature gradients over the entire circuit are final value. However, there is in all cases a frequency
small. overshoot. The figure shows that the frequency

Transient and steady state thermal analyses were settling time is considerably longer than this.
performed on the CPXO using TAK-1, a computer Starting from room temperature, the CPXO warms
software product of K&K Associates of Lyons, CO. to up to within 3 parts in 108 of it's final value in about 2
find the optimum location for the power FET's and to 1/4 minutes, and to within 1 part in 108 in about 2 3/4
predict temperature drift versus ambient. Transient minutes. Corresponding times for -55 degree C and
analysis was also used to predict control loop stability +60 degree C ambient may be read from figure 5. A
and to optimize loop gain. Excessive gain in the curve for -10 degree C ambient is too close to the 25
control loop results in oscillation of the substrate degree curve to show with clarity.
temperature around it's set point. The steady state Figure 5: Piezo CPXO Warm-up 7ime
analysis predicted thermistor temperature stability of
about ± 0.1 degrees C. and crystal temperature
remaining within about 0.1 degrees of the thermistor. 30
Physical measurements confirmed the crystal-to-
thermistor temperature gradient. I 25"C

One problem, not revealed by these analyses is that 0 10 -+60 C
the temperature control circuit over controls i.e., as 0
ambient temperature is lowered the substrate g
temperature rises, and vice-versa. The effect is -- -10
monotonic and nearly linear. <- -20,7 - -a _ -

The crystal is a doubly-rotated stress-compensated -5s'! C -T. , UP

unit made at Piezo. The oscillator is a Colpits -30

modified for B-mode suppression of the SC cut
crystal. There is also a grounded base buffer amplifie' -40
following the oscillator. Package insulation is Hydra- 1 2 3 4 5 6 7 8 9 10 11

Matic PF-105 aircraft insulation. MINUTES ArTER TURN-ON

PERFORMANCE The frequency overshoot and exponential fall back

Frequency stability versus temperature: Figure 4 were unexpected. Care was taken to set the steady
shows measured frequency versus ambient state crystal temperature precisely to it's turnover
temperature. The frequency instability, though small, point of about 83 degrees. If the temperature of the
is due to instability of the crystal temperature. When crystal is overshooting it's set point, one should
the problem mentioned above is solved, the frequency expect the frequency to first rise tangentially to it's
curve of Figure 4 should improve significantly. The steady state value as the temperature goes through the
sixth order variation in the curve has not been turning point, fall off rapidly as the temperature
investigated and is not considered significant at this continues to rise, and then to rise again
time. asymptotically to it's steady state value as the excess
Figure 4: Frequency versus Temperature heat energy drains off and the temperature falls again

20_ to it's final value. This obviously is not the
30 .performance observed in figure 5.
2.5 "Several "explanations" have been offered to

.RE0UENcY account for the observed performance:
POWER T 1. The frequency overshoot is due to transient

1thermal gradients in the crystal - probably due to the
" a0 rapid rate of heating during initial warmup and the

-o 5 difference of finite thermal resistances in the several
S00 heat flow paths.

..2Ii I 2. The frequency overshoot is due to transient
oi +25 [temperature differences between warmup and steady

-55 -35 -15 +5 +25 445 +5 state conditions in the sustaining amplifier;
AMBIENT TMPERATURE 'C particularly in a varactor used for frequency

Heater sustaining power: Figure 4 also shows the adjustment.

variation of heater power versus ambient temperature. 3. The steady state temperature is in reality set to
some value below the crystal lower turning point.Warmup time: Figure 5 shows frequency versus

elapsed time after turn-on from "cold" start with While one or more of these factors may be
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contributing to the observed performance, none of effect from these factors at -55 degrees than at +60
them satisfactorily account for the observed difference degrees, for example. OL viously, the reverse of this is
between the three curves of figure 5. In all of the true.
above cases, the initial heating rate is the same for Static phase noise: Figure 6 shows single-sideband
each ambient condition while this high rate is applied random phase noise versus offset from the carrier.
longer for low ambient temperatures than for high. Other performance characteristics: Figure 7 lists
One should expect steeper temporal gradients and O ther per ine characteristics tauld
possibly steeper spacial gradients for low ambient most of the other pertinent characteristics that could

than for high. Therefore one should expect a greater be specified for this oscillator.

Figure 6: Piezo CPXO Phase Noise Curve Figure 7: CPXO Specifications
Size: 1.75" x 1.25" x .75" (1.64 cu. in.)
Operating Temperature: -10 0C to +620 C for full

P7C11 zo 
specified stability

-90 -"'I-' I -'I 'i '_' Supply Voltage: +15 Vdc Oscillator;

-too +15 Vdc Heater
-,,1 --...... - ------- Warm-up Heater Current: 500 mA max.
-1 -20. Idling Heater Current at R.T.: 100 mA max.

-,3 - - - Oscillato Current: 15 mA max.

-"" ---0- ---s ... ........ Warm-up Time@25 0C: 1 min to within 3 x 10
- - 15 min. to within I X 10"

" . ....... "-- iVibrational Sensitivity: 1 x i0"per g
170 Phase Noise Floor: -155 dBc max. @ 10 KHzto 10m0 1K I 1K 100K -0-

(f) 104 ... ., Aging: 5 x 10' 0/day, 1 x 10/year
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DESIGN AND PERFORMANCE OF VOLTAGE-CNRLLED OSCILLATORS USING TFR
STACKED-CRYSTAL FILTERS

P.H. Thompson, S.G. Burns, G.R. Kline, R.J. Weber
Microelectronics Research Center

1925 Scholl Road
Iowa State University
Ames, Iowa 50011

ABSTRACT performance ot two typ~s of VCOs using the stacked-crystal filter (SCF) in the feedback loop. The

This paper presents two unique applications of thin- first of these is a 0.5%, 1 GHz VCO. Its design has
film resonator (TFR) technology. These designs been extended to include demonstrated applications
include a 1 GHz VCO with a 0.5% tuning range and a of direct FM and phase-locking at fundamental
frequency-agile 1 GHz oscillator which provides frequencies over 1 GHz. The second type of 1 GHz
discrete frequency shifts of 4 MHz. The basic TFR oscillator uses an overmoded filter structure,
frequency-control structure is a stacked-crystal essentially a filter bank with 4 MHz mode spacing,
filter (SCF) synthesized using multiple layers of to allow selectable tuning between modes.
AIN for piezoelectric transduction sandwiched
between Al electrodes. Filters may be synthesized METHOD
with single-mode bandpass or multiple (over-moded)
bandpass characteristics. Typical performance for a The VCO design includes a forward gain element,
single-mode double-stacked filter, when used in a 1 stripline matching sections, the SCF in the feedback
GHz VCO, provides an insertion loss as low as 1.5 loop, and a voltage-variable phase shift provided by
dB, a linear phase extending over a 20 MHz passband, a hyperabrupt junction varactor diode.
and an open-loop Q - 80. The SCF is synthesized using multiple layers of AIN,
The VCO was designed using a large-signal for piezoelectric transduction, sandwiched between
perturbational S-parameter technique. Measured SCF Al electrodes. Although the SCFs used in this work
S-parameters and optimization using eeSOF's are fabricated on a Si substrate, similar topology
Touchstone circuit analysis routine were used to devices have also been built on GaAs. Insertion
obtain a Butterworth VanDyke-based equivalent loss for a double-stacked crystal filter (DSCF) at
circuit embedded in an overall model incorporating 1.1 GHz is as low as 1.5 dB. The linear phase
package parasitics. VCO operation was obtained characteristic extends over a 20 MHz passband with
using a series connected hyperabrupt junction an open-loop Q - 80. The SCF is packaged in a
varactor diode. The use of this diode in series to ceramic chip carrier. Oscillator design requires
provide the required variable loop phase does not measuring S-parameters of the SCF as a function of
significantly decrease QL and therefore does not frequency in and near th- passband and converting
degrade phase no:se performance. these data to a Butterworth VanDyke equivalent

circuit, derived from the Mason model, as shown in
The frequency-agile oscillator employs an overmoded Figure 1. The SCF dimensions exhibit a large
SCF filter structure which provides a rich comb lateral dimension to thickness ratio, consequently
filter band of high-Q (QUL > 2000) responses we use a one-dimensional plane wave analysis.
separated by 4 MHz in cascade with a second SCF to
provide additional linear phase delay in the
feedback path. Individual mode selection is , tl La C R I Ca ,,m,2 t, Z
accomplished by using a varactor diode in series
with the second linear-phase SCF to provide
additional voltage-tuneable linear phase.

Supporting data provided includes S-parameter filter CP
characterization and resultant models, VCO tuning
curves, and phase-noise measurements. Open-loop o
flicker noise measurements using an HP 3047 were
conducted on the filters and amplifiers and these
data were substituted into Leeson's model and there
was close agreement with closed-loop slope. l - .,l2pH L51 - 290.99pH LG - 0.0377pH

Specifically, the VCO exhibited -70dBc/Hz at 1 kHz Lwb2 - 2.085uH Ls2 - 291.71AH 1D - 0.0507pF
offset with an f-3 behavior. The frequency-agile Rmetl - 2.6899 Rsl - 12.22o92 - 0.0509pF
oscillator exhibited > -lOOdBc/Hz at 1 kHz offset, Rmet2 - 2.6919 Rr2 - 12.15Q
again with f-5 behavior. Cs - 0.08316pF CO - 3.8376pF

These topologies utilizing the TFR have the unique
advantage of potential monolithic realization on the Figure 1 DSCF Butterworth VanDyke equivalent
same substrate as used for the active device circuit with packaging parasitics.
circuitry. Typical values used for Touchstone and

SPICE simulations are included.

BACKGROUND The interdependent model parameters are computed

Bulk-acoustic-wave thin-film resonators (TFR) TFR- u Cs C/(2k/) 2  (i)
based stacked crystal and monolithic filters and
TFR transduced semiconductor delay lines have all Rs = l/[wpCo(2k/n)2 ]  (2)
been used in single-line 1pectra or combline UHF and 1
L-band oscillators. 1  We now extend this work L (3)
by reporting on the design, realization, and s Ws2Cs
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where VCO operation is achieved by adjusting the reverse
CO - the capacitance across the electrodes bias voltage of a hyperabrupt junction diode which

determined from device electrode geometry is placed in series with the frequency selective
and AIN dielectric properties feedback network. For a single diode, a 0 to 20

Rs - non-ohmic loss volt change in reverse bias resulted in a 320 change
Cs - series branch capacitance dependent upon in open-loop phase.

k, coupling (stiffness) coefficient, and
Co  The selectable-mode oscillator employs an overmoded

Ls - saries inductance needed for series SCF in cascade with a single-mode conventional SCF
resonance, fs, with Cs . in the feedback network as shown in Figure 3. This

configuration allows for a single filter mode of the
In addition, package parasitics represented by RET, overmoded SCF to be selected within the passband of
LWB, and CF are extracted from the data set and the delay SCF. In particular, the 3 dB bandwidth of
included as shown in Figure 1. The equivalent the single-mode SCF envelopes four of the narrow
circuit parameters depend strongly on k and Q. bandwidth modes. Figure 4 illustrates the amplitude
These values are difficult to measure directly when and linear phase response of the cascaded filters.
TFRs are coupled in an SCF configuration. It is Frequency selections are accomplished using an
also likely, that k will differ somewhat between adjustable line stretcher for coarse loop-phase
film layers. Model parameters are obtained by adjustments and a series varactor for fine tuning.
varying k and Q values using eeSOF's Touchstone
circuit analysis and optimization routines to Varactor Amp
provide a best fit to measured data.

The forward gain element consists of a commercial
hybrid broadband, 2 GHz, 10 dB gain, impedance- Line N" 50
matched amplifier. A perturbational method of Srechermeasuring large-signal full-matrix S-parameters was
used to characterize the amplifier operating at theOr e
compression level present in the closed-loop
configuration. The large-sign3l S-parameters for
the amplifier were combined with linear S-parameters
for the remainder of the oscillator circuit and the
net two-port S-parameters were computed using Figure 3 Overmoded SCF based oscillator with mode
Touchstone. The net two-port oscillator is shown in selection.
Figure 2.

al a2

b_ b2
4- -

Figure 2 Open loop oscillator used for S-parameter
where G is the Amplifier gain elerr-nt and
H represents composite of feedback
network elements.

For the circuit, we require

a1 - b2  (4a)

bl - a2  (4b)

1 - AS + S12 + S21 (4c)

AS - S11 S22 - S12 S21 (4d)
Equations 4a and 4b are the conditions necessary to
sustain oscillation upon closing the loop.
Equations 4c and 4d are derived from these
conditions and are used to determine if the loop
will oscillate at the predicted frequency upon
closing the loop.

Since we have a discrete equivalent circuit for the
SCF and can obtain an amplifier schematic diagram
with active device model parameters the frequency at
onset of oscillation can also be predicted using a
closed-loop SPICE circuit simulation and observing
the frequency at which the Barkhausen magnitude Figure 4 Overmoded SCF in Cascade with a single-

1ijlH - 1) and phase (4h' + fG - 00) criteria are mode SCF. fc(marker) - 1034.6 MHz + 10
satisfed. A swept-frequeney series-connected MHz.
signal is used for excitation to simulate a noise Top: Composite phase characteristic
generator. showing overall linear phase

characteristic, 450/div.
Bottom: Composite amplitude

characteristic, 10 dB/div.
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_________M %be phase noise was dominated by an f-3 slope with a
nominal value of -70 dBcAHz at 1 kHz offset. Open-

Operation of an SCF-controlled oscillator as a vco loop phase-noise measurements using the SCF were
or TCXO requires tnat the total phase shift. #H, in conducted to obtain an empj.rical flicker noise
the feedback path be altered. For low noise coefficient, ot 1 .6 x 10-1 sec- . The SCF flicker
operation, +H must change to a different operating noise contribution was considered dominant since
point without changing the composite feedback silicon BJTs were used in the amplifier. The open-
network slope , d4/df. in simple resonator feedback loop measurements yielded values from -115 d~c/Hz to
circuits, the oscillator can be "pulled" by adding a -128 dBc/Hz extrapolated to a 1 Hz offset. A
parallel capacitance but the Q related to the typical open-loop phase-noise plot for an SCF is
resonator phase slope by shown in Figure 6.

OPEII LOOP FLICKER~ UOISE SERIES SCI' #4 MIILDRED~r 4'H5 VERIICES CARRICP FRCO.1.633E.03ft Chp rFV 3 139 2193n23:23fr(5) . I . ! - - -. . I 11 1
2 df~ f - ..............2:........0
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is a rapid function of frequency and consequently
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VCO feedback path does not significantly effect the -7 .................
SCF Q with the result that there is no noticeable -08..........
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dtH dr d) with a value of -73.8 dBc/Hz which agrees well with
df- v f (6) measured values.

The single-s~deband phase-noise in dBc/Hz can be Direct FM at > 1 GHz was implemented by modifying the
described by varactor bias network to incorporate a modulating
Psb .0 log [N2 I--2  GFkT + GFk] signal centered along the linear portion of the
Pc r2 + Pcm 2T2 + - + -C (7) tuning curve. Resultant spectral plots for Jo(2.4) -

Jo(5.5) - 0 at fo - 1.03 GHz with fm - 5 0 kHz are
where Psg - single-sideband noise power in a I Hz shown in Figures 8a and 8b. The VCO was then
bandwidth incorporated in a PLL by phase locking to a more

stable source. This was demonstrated byPC - amplifier carrier power output level interchanging the role of the reference oscillator
N - frequency multiplication factor which (normally the HP 8663) and the SCF-controlled VCO

for these oscillators is 1 when performing SSB phase-noise measurements.
G - magnitude of the amplifier gain. Essentially identical results were obtained when

approximately equal to the feedback observing the SSB phase noise of the unlocked SCF VCO
network insertion loss and the SCF VCO serving as a reference for the HP

F - amplifier noise figure 8663 as shown in Figure 9.

= - 2 nfm - Fourier modulation frequency, !32 MZ VcO MP3 4S ROCKWELL GCmM 9*
frequency offset from carrier frequency - . .1 ... o 1 . . . 1 .. 111 . ...

kT - (1.38x10-2 3 
J/.K) (,00'1) - 4.14x10-

21  
-__ _" ______1

Joules = 4.14x10 - 41 watts/Hz _C_ __

= flicker noise constant in sec -l -CI
-SC

1d4 Q -w
T = group delay phase slope = Q - - where -, ___

H is the open loop phase and Q is the -,_
loaded Q of the feedback element. "_ _ __

Using c = 1.6 x 10-12 sec-I and QL = 35.8 in Equation
7, Leeson's equation predicts a dominant f-3 behavior

CTR 1.0361 GHz SPAN 100 kHz/ RES BW 10 kHz VF OFF _._

REF 282 m LINEAR ATTEN 60 dB SWP 20 msec/

IQ (f) CdBccz.'s fCH%

S(a) HP 3048 Using HP 8663 Synthesizer Measurement
of SCF - VCO

_ VO.:032 Zo VCO ANd 8663 OLES REVERSED
-- II . [I I Ik -. - M. Reere Fr:m4 - 1704

SC

CTR ____ series 1.0361 dioe SPAN 1her kz/ Rhree

V~ ~ ~ ~~~VO R J.. a es olesO and Hp 8663e Synathesiert
(a) Modulatio Index x -5.4, Jo(5 - 0,w0a< n m<9e Fige 4

ithlnestrether aelhsectricallyovided wi thea
cariscae itr n o varactor dideaTus there wee shee t

lre me036 iHz SPa 10tHz srit phase d ey in the

____ ~ ~ ~ ewok the ovrme -C oprtn abs aC-C Usn 34 ytmVlaecontro

_I _fireec 9 itr has locin phoeforanc encompas.

-W -t Theas mode esel a e sirws meaicallyse tune

itatlies tretcheral and electprytued wi thea
cses es ndhw h varactor dideaTus there wee hele c

fm e 50 kHz illustrating agreement with Barkhausen criteria for any of the modes within the
IJW theoretical analysis somewhat limited tuning range of the varactor. The
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SSB phase noise performance is illustrated in Figure
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DIRECTIONS OF FUTURE WORK

The single-mode VCO performance, including FM
operation and the operation in a phase-locked loop,
show promise as not only a stand-alone circuit but as
a component in communications systems architectures.
The oscillator circuit using an overmoded SCF offers
an interesting alternative to synthesized frequency
hopping signal generation. Since mode tuning occurs
within a single feedback loop, spurious responses
associated with frequency synthesis techniques are
non-existent. The response time would be a function
of delay circuitry and not be limited by external
loop bandwidths. The desion presented used a single
section overmoded filter. Multiple section filters
with steeper phase slopes could be used to achieve a
higher degree of spectral purity. Work continues on
reducing SCF insertion loss and the open loop
characterization.

Although both these circuits were constructed using
external circuitry and matching networks, the TFR has
the unique adv'antage over other technologies of
monolithic realization on the same substrate as
active elements. A single-move TFR-controlled UHF
oscillator has been reported. It is expected that
these hybrid configurations will be fabricated on a
single die leading to fully integrated communications
systems.

This work was conducted at and supported by the Iowa
State University Microelectronics Research Center.
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NON-LINEAR ANALYSIS OF HIGH Q OSCILLATOR PHASE NOISE
by Jules Goldberg--Silicon Valley Engineering

2129 Hoover Court Santa Clara, Ca., 95051 (408)296-8872

1.0 Abstract Outline

This paper uses non-linear analysis to 1 Abstract
translate between circuit noise and high Q 1. Purpose
oscillator phase noise. The osci-llator6  2. Results
concept is used to separate the resonant 3. Previous Methods of Analysis
circuit from the rest of the system. Analysis 4. Basic Methodology
is based on the llator characteristics. 4 ai ehdlg2.0 General Theory of Non-Linear N-Ports

It is shown that: 1. General Assumptions
2. Abstract Functional Relationships

o The non-linearities interact by mixing all 2.1 Superposition of Small and Large Signals

noise frequencies near an integral multiple 1. Linearization of the Abstract

of the oscillation frequency (including zero Function

and 1) into the oscillator pass band. (This 2. Non-physical Nature of Abstract

is mentioned in I and 2.) Since all such Function

components are additive, AGC controlled 2.2 Case of a Periodic Large Signal

linear oscillators are needed in critical 1. Linearization of Abstract Function

applications.2,3 5 for a Periodic Large Signal Using
Fourier Series.

o Noise far from an int..ral multiple of the 2. Network Properties Needed for

oscillation frequency produces the "noise Oscillator Design

floor" effect shown in I and 5. 2.3 Solution for a Small Signal Sinusoidal
Forcing Function

o The final result reduces to Leeson's 1. General Form of Circuit Response

model' for zero non-linearity. 3.0 Application to a High Q Oscillator
3.1 Interaction of the Non-Linear N-Port and

The results of AGC are also analyzed a Linear 1 Port

and it is shown how our formulas relate to 1. Set up of Equations
the "noise amplifier" model discussed in 2. Manipulation of Equations to Form a
, oise anr mRelationship to Sect. 2.3

10, 1, and 2. If AGC is not practical, 3. Use of Known Special Case Solutions
this paper can be used to estimate the to Observe the Effect of the Linear
contribution of each circuit component to the 1 Port
total oscillator noise. 3.0 Application to the High Q Case

In the past, non-linear analysis was 1. Using High Q Resonance to Simplify

either neglected 2,4,10,11; rejected the Results of Sect 3.1

as being too complicated for practical 2. Simplification of the Expression for

use3 ; or limited to a specific differential a High Q Resonator

equation. , ,79 This paper applies to 3. Final Solution for the High Q Case

any crystal or high Q tuned circuit 3.3 The Linear Case and its Relationship

oscillator regardless of circuit to Leeson's and the Noise Amplifier

configuration. Fourier analysis is used to Models

focus on one noise frequency and then 3.4 Relationship of Solution to Spice

integrate the result over the entire Simulations

spectrum. (as is done with the inverse 4.0 Application to an ordinary Non
Fourier transforms) Euler's identity for -linear Oscillator
sinusoids simplifies the mathematics. 1. Numerical Results of Spice

Simulations
Because the noise is small compared to 2. Non-Linear Amplitude Limiting

the oscillation, all equations are 4.1 Relationship Between Circuit, Phase and

linearized. Finally, the relationship between Amplitude Noise.
circuit noise, phase noise and amplitude 4.2 Application to an AGC Oscillator

noise is derived without using Bessel 5.0 Conclusions
functions.

2.0 General Theory of Non-Linear N-ports
An analysis program such as Spice is

used to observe the "hidden non-linearities" Consider a complicated non-linear
of a particular llator. The results are then N-port as shown in figure 1, where a large
plugged into the theoretical formulas to
create a noise spectrum. Since the actual -
computations are complicated, it is
recommended that the entire procedure be 4 ViCt) V4Ct 14Ct)-D.
computerized. 

Non-linear

- N Port -

A numerical example for the distortion
limited llator is included for clarity and
completeness. The AGC case is discussed in !2-0. Vt) V3t) 13)-.
d e t a i l . _ _

Figure 1 Co.nplicated Non-Linear N port driven bg a large
Current at port 1
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G _ 2

signal current is flowing through port I and . ,=*.Il,,, (Il.=Ill ,1I,.1, (IzuAI,)

all other ports are open circuited. (Similar ,. 7\t 2,=

to a noiseless oscillator) it (12A2

This network is assumed to be ...- 2* - *. =2. 2

asymptotically stable and quiescent if all ,1t
ports are open. We may not be able to solve ! . 14*A....... 2......
for the port voltages in terms of the port ___________.__ _____________

currents, however, we assume all voltages and -z, - , , 2

currents are related by a continuous, de2 U dt34t t

differentiable frequency dependent function. d'U.1 d -uz&U2) dtU2-,&)dM.0)
This is expressed by (1). -2 ,1 , d

2t dlid I dZ 2ai d z- 12 2 812 d 22• • m -- mt, 1I- - * *2, *- -- - • U3°4,V3* . . V4 4... . 03-4UU3 ....... t.,

-2 1 at 2 -2 dt dat d2 dt dt 0.

-2 -1 2 -2 -i 2

8 13 d 13 d13 d 2d 248 4 14 14 d 14 All "Irt oro
-2 -1 dt 2 -2 - at 2

dt dt dt dt t dt k k'd)23..tG..27 ....... t. 8 (7ku|

-2 -I 2 -2 -5 2
d2 _' 2 -2U dV1 d U I d U2 d V2 dU2 d U

...-- , ..- ,----- -,U2,-, A.l po-t U2rrenti
-2 - v at 2 -2 -1 dt 2at

dt dt dt dt dt at 4G...nc o ts

-2 - 2 -2 -1 2 1l l . t \deik.
-
j

d V3 d U 113 d U4 U4 4 4 s cpt
...... 1)-I3. _. U3. d -U4 U114 . - !!_! , ' k . tha . por , I I"

-2 - dt 2 -2 -s dt 2 roopono. to t. di.t.rb
at at at at at at dt port . Ui ,s uchnhod.

U5. , . P" al " rt .,...nt"
-0.re 

unch nged.

where the negative order derivatives k ( >'- (3)
represent t'me integrals from 0 to t, and
Go is used to represent the noiseless case, a l"port ..... ono .
(1) is analogous to a Z parameter equation at 2 Z ;., (dkd,

port 1. The function equals 0. to relate the 7_ l uo$tl,.. eXCept r t
k 

gn

voltages and currents to each other. It is \t rotnat
not an identity. a prt .inchsn..d.

2.1 Superposition of Small and Large 2.2 Case of a Periodic Large Signal at

Signals Port 1

If the N-port is a llator, then its
If all ports are driven by a small response to a periodic II should have the

signal current disturbance in additicn to the same period as Ii and contain no sub-harmonic
main source (see figure 2), 1 new or non-periodic components. Unfortunately,
relationship among the port currenti and this must be guaranteed by design. The
voltages follows from (1). If the signals are engineer must watch out for the effects of:
small enough to not generate there own
harmonics, then their effects are linear, as a)Non-linear Components with Hysteresis
described by (2).

A look at (2) shows that the required b)Digital logic that causes crosstalk or

partial derivatives cannot be calculated severe VCC and ground spiking in response to
unless the circuit details are known. This is the llator's output.
because the function G always equals zero in This paper assumes that the above
a physical circuit. Later on in this paper, effects are small enough to generate no
the need for these derivatives cancels out. additional harmonics and that they can be
Since Go=O., (3) is the final form of (2). lumped with the disturbances of figure 2. The

partial derivatives within (3) can thereforeThe partial derivatives in (3) are be expressed as Fourier seres.

functions of time, unless the N-port is
linear.

a (dk) VI ch-nsed. hI.le9WOt

* 0.ollVict) 'V4Ct3 At ~ 4A 5ot rNon-linearr nto
- .o0.X~p1 thut of port s C

N Port -k or. onch..jd. - i ,klC f
w  

(4)__k l ooltag.. except m --
(I

;
) that of port I uar,. In

* * dt respofse to thu disturb
St port i, Vi 50 unch*Oood

12(t)- A 2(t) V3(t) 3 t ,, 4
$00t1

-_______ where
Figure 2 Complicated Non-Linear N port driven by a large i= The port number

Current at port 1 pius additional small currents at k =The derivative order
all ports. 1 =The Fourier Harmonic Number

wo The fundamental large signal
radian frequency of I1.
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The Fourier coefficients in (4) are w: the radian frequency of the

difficult if not impossible to calculate. disturbance

(3) is a complicated integro- The response to Iie-Jwt is the

differential equation like that explored by complex conjugate of (9).

Hafner.1 0  For this paper, the forcing
function in (3) is current.

Using the Fourier transform
9 , it is Vo

true that Vi t) - a e
p.- 00

00 00
-Jwt V m(_W) o -Jmw0 t (10)

I lfcjw), JWtdw, "..- 0oI(t) - w-- _________ (5)
2TTJ If the hl,ki, and Sik,1 are known,

plugging (9) into (8) produces
where If(jw) is the Fourier transform

of I(t). _ jw VmCw)(J(w~mwo))kaijawot h1 l wot +

2.3 Solution of (3) for a Small Signal k

Sinusoidal Forcing Function Z', Z(jw) k w, oS k Lk j-. O .11)

Theoretically, I(t) can be broken up After rearrangement, (11) becomes
into an infinite number of forcing functions

of the form ejwt, j -Jm°t Vmw) 2>. k''(Yw m w °,) k

i f C j W) e t d w + , iw t e i l W o t ,( k

1(5) t00 k

2 7TJ (Letting c-Il.m)

Since the the circuit is linear for 8 Jwt- 
Jc 
iO

t V
M(

w
j) 

- h.k.( '.(j(w~mw O))k
small signals, the network can be solved for (12)

the driving function I=eJwt and then ";7- z (J1t2)jlw~tEs.kj(jw k  O.

integrated over all jw as is done in (5) to

get the full response. Replacing the symbol c by I plus a

Plugging (4) into (3) produces small re-arrangement produces (13).

cou "h e l o  ejwt,..IjWOtd Vm~w) ' hjek'(|5 (J(w~mwo))k

d co~ 0e (?) +F =, e J t 2JlwJt->'. 9.kJ (Jw) k 0.O
+ '' 1.- ' o -(13) represents a system of equations

where in Vm(w). The Vm(w)'s can be measured on

i = The port number a wave analyzer or with a Spice Fourier

k = The derivative order analysis. Spice is most practical %hen

I = The Fourier Harmonic Number w=mowo. (mo is an integer.)

wo The large signal radian 3.0 Application to a High Q Oscillator
frequency of I1.

Let us assume that all ports are driven 3.1 Interaction of the Non-Linear N-Port

by a small signal current Iieiwt and that and a Linear 1 Port.

and that we are trying to find V1(t). (7)
becomes An oscillator is shown in figure 3.

dW"' 00 ejlwo t  Osci I Liator

.~.. d 1 -0 kjwt 00 -~w (8t Non-linear VIVO...,+'3~ 'Sk~8 4' Pr
+ j (jw) 6 Y- Sl1(t)- 0 X N Port --00 S 1 Vl(t)

It is proposed that V1 be of the form
I 

V2Ct)

jwt 0 Vm(w) e jmwot ()-1
VI(t) - e 0

where r
m is a Fourier harmonic number

Wo= the fundamental large signal
radian frequency of Ii

Figure 3 High EL Oscillator with Extraneous Current Inputs.
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Io = the large signal oscillation current Term 2 of (19) can now be rewritten by
Ii-In = small signal noise stimuli applying (13) as if there were no crystal and
Iq = The deviation in Oscillation current the only noise is the sum of currents given

due to II-In by (20) occurring at port 1. Using

Applying (7) to figure 3 produces (14) superposition, the result is

dkAVI co term 2 - -t (I Iq (w jW-mWo)t x

AV°< 00 "wtM0 X(1
k $ -- 0 k dt"' 1.-00IMtVgww -)~ 0

± k d 0. where g corresponos to m, and Vig (w+mwo)

corresponds to Vm(w) in (13) for the
and the linear Z requires that for any w normalized driving current i=eJ(w+mwo)t .

Vlg(w+mwo) has the dimensions of

Vl(Jw)ejwt ( impedance. In paticular, VIo(w) is the
SZ(JW)lCw 8 Jwt - .small signal imped-.,ice of port 1 at the

disturb frequency, w. All values of
Following the procedure in sect. 2.3, Vlg(w+mwo) can be obtained by SPICE

assume that transient circuit simulations.

Jwt
UIt)-116e . We will now make term 2 of (19) look

o jot like term 1 of (19). Rearrange (21) to get
-jwt Y V jmW) tVl(t) - a
w  

,..-Co
m ~ q aw

and coterm 2 - Owtf IM(W)X
jwt I q~ (W jmwot (16)~ (22)0

Iq (t) - a - ejJ1m)w VM mw o ) x

Plugging (16) into (15), rearranging
and taking advantage of the orthogonality of
the functions eJmwot produces In (22), replace (l+m) by c, and (g+m)
jwtEVm(W) 0 jmwot.. by d, changing summation limits acco-dingly.

n. CO 00,t o .o

jwt I iq(wv)Zqwmwo))e Jmwot .or term 2 - -e1t ,qmw)x
,ho- "- i00,,-mo (23)qmW) _ (W)Z( ~w.mw o (17) - -. Jcwot: Vld-rn (w- mW ) hj,,*-d) .jcw-d wo

) k

Plug (16) and (17) into (14) to get Change symbols in (23). Replace m by g,

-
-

- JW I q (W)Z (J(w -mw ))(j(Wmw °))kj mwot -h wkl w
t  c by 1, and d by m to get

-- - - - Term 1------------°'------------tr
< f -- -- -- -Ter I - - - - - -term 2 - -Jwt ejlwot.1"-1o q I () x

9V 00 9 (2w)+:Z:Jwt~' IqiwCJwmw)keJmw t jls o eJIW(~ W)Zh~,j_)Cjwmt
knWC( - ~ ) .C 1.k.l

-- ----- Term 2- -- -- ---------
Plug back into (19) to get

+ .X Z J~ e w ~ , k.l --o~ o (1- . jwt lw o . lr w)Z ((-mw ))Z hlkj- m (Jcw mwo
))k

I k Term 3 - - -- -- -.....-- - 1-.- > * O.A

The Imq(w)'s are the unknowns in ,w jIWe1_Iq()
(18). Process and rearrange (18) the way it
was done with (11)-(13) in sect. 2.3 to get VIMVlrn- W °)  h  (j w.f*Mwo))k

Ten 2---------

Szlq nw h1  < - --- 2----mwo) 2 --
------------Term 1----------- - 0. (25

< -- --- j -- m 1 - il~cc~ - 0) - ------ --- jWt zdwl

+- aMW~ k S~
8~~ S.k J) k1)

< ------------- T"rm 3----------------

lq Ct)-1QA~WaIw Ot (211)
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Collecting terms produces (30a)

_eJw .eJIWat X
(qZww - q (V g(Wgw where 6<< w. and mo is an integer. w,m

M w wO, wm9 0 and m can be positive, negative or zero.
X --h,....(j(wflmWo))k The important values of m are (solving for m)

k
--- Term 1 and Term 2 -------- ---- -w-w awe- ,wO-6 i3

+2%, eJwt,..eJ'o-t2: 1.k. qJW 0 k O. (26) since w, - W.

<Term 3 -------- ----- -Let us rewrite (29), plugging in (30a)

and (31), and setting all values of

(26) is ths analog of (13). For both of Iqg(w) to zero except those with

them to be true g=T1-mo. (When m=1-ma, g=-1-mo and
q when m=-1-mo, g=l-mo.) If

Vm(w) 
1mq(w)Z(j(w.mw o,)  -- ' gq (w) Vlm g(W-9wo) (27)

for each value of m. 16l.1w-w 0 I w 0 * (32)

we can write (29) as
Recall that the Vm(w) voltages are

produced by removing the linear 1 port from q Rwlothe circuit [~oWo 6) --1Mwe(
the circuit without changing the stray noise O Wl
currents. (as in fig. 2) V(-g)(w+gwo) (t-w) JC WV- ))
values come from driving the the N-port at
port 1 at various frequencies, (w+gwo) with _q(mw0 )v1 .o C33)
a normalized current source. *r

(27) represents a solvable set of where T=-(±).
simultaneous equations in the unknowns
Im(w) and 19(w). As was pointed out in (33) represents two equations and can
sect. 2.2, the values of hi,k,1 and be simplified by writing
Si,k,1 have been eliminated.

2_2 2
3.2 Application to the High Q Oscillator RQwl J.(Wo.&6) nacw- W2w0 6-6

Case jC:w 0.6) w R J±we )w1

If Z(w+mwo) is a high Q resonant
circuit, R 2R1wO(wl t-e6) 2J R(6'.( wa-wi))

* ±Jwaw I 1

Z(w-mwo) ROw1  
- jRQ(w-mw o )  

(2B)

J(w.mwo) Wl Since the circuit obeys Kirchoff's

current law at the steady state oscillation
where wi is the resonant frequency, Q is frequency (6=0.),
the Quality factor and R is the series
resistance. Substitution into (27) produces

lqw) R1w 1  jROC(w-mwo) R "2F ) , R - Im(Zo(wo)) - -Zo(wo). (35)
VM(W)-~ JI(w -m . F Wj~w~mwO )  w1 Vl(W,.mWo) )

(34) can now be written as

-:EIq , vw.9 (29)
- (w) m-gwe) RrIw1  JRQL (±we S) 2JRI10R 1 i-mcZi,(w)). (36)

y(±w 0 . 6) lw

(29) can be solved for each value of
Iqm(w) in terms of everything else. Before applying Cramer's rule to (33),

both equations will now be written out in
-VmCW) 14 i(W)vlm-g(w gwo) full including all updates from (34) to (36).

,,1(30) -V(nw -- 6) _I q (m w _6q) 2J RO6JR . *w° (i-rmp, (i-ma) 0  w1  Z°w) Vla~o( ))
j(w mw o ) Wl )

Jcw-mwVlo( -mG
o

W

v 0(w-mwO) + Jq(mowo 6)Vl (w w0 6)
(-1-ma) 2

The thing to note here is that as long _V(mowoj)_q(moWo.S( 2RaE _Z (Wo)Vlo __W )
as (w+mwo) is not close to ±w1, (_1_m)) .- ii-me)
1jqm(w): is very small. w

When +w ~ w+mwo, (29) reduces to + 'imo- )Vl(2wee)
two simultaneous equations. Let
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Since a linear Ilator can have noApplication of Cramer's rule to (37) response at any frequency other than thatgives the solution for Iq(mowo+5), which is applied,
the crystal current response.

IqCmoWo.G)_ Vm(Wo+5) "0., V1m(wo+6)'O.
1  S and

Mo Vm(-Wo+5) =0., V1,(-wo+6)=O.,_(i-n 0)-- -Z(Wo) V0( Wo G ))mv(mOw 0 ) for m go.

w 1-I-rto (41)Vl(w0 )v~mow-.6)
C-l2-1_rn) It follows from (38)-(41) that Iq is

2j- -. 2j 116 _Z;(.") V.v W.)) very sensitive to circuit non-linearities inzowo).vl ocw )) (.. addition to disturbance magnitudes.
Wl WI

-V1_ 2Wo g)V1-w 0 - ) To relate (38) to Leeson's model, we
can calculate the noise near wo caused by

qrnwn)- the sum of Iq and Ii by applying (37) to1 the linear case. (mo=1)( 2Jc6-ZC 0

Wl 6vatoo) Vacros crystal (Wo+6)=

Vl-Wow)Vmowo.&) -Iqo (Wo +6)Vlo (Wo+5)

(-1-r2o4 -Vo (Wo+6)
(2j oS wa).VIC w. 6)) ( 21l -Z;(W) .Vi 0 - (42)

Wl w I  For a linear llator, (38) reduces to-vl_2Wo 2 vwC- wo &)
(38) 1 -(fl

1.W 0 ) W V-Cl-w0o) (43)
I(-i-mo) Cl-(mo

) 2J l-to) (mo-l)
Inspection shows that for large 5,

(38) is similar to Leeson's equation. Applying (42) and taking magnitudes
However, for non-linear llators, the produces Leeson's equation for circuit noise.
magnitudes are clipped and distorted
near 6=0. vgw°o6) Vo(wo.6) -2 - V(wo. ) (44)

The dimensions of (38) are (VZ/Z 2 )=
jI 0016 across crystai

as expected. It can be seen that the
denominator in (38) does not vary with the
value of mo. Using (16) and summing over 'Qop'= RQ/Vio(wo+6)
all mixing currents, Iq can be written as (44a)

If, however, the circuit is linear
Iq(t)- O eJwrowOS)t q [.(mw.6) aJwo (1-mo)t enough so that (41) is true and ar in (40) isq l0  C-mo) a not 0 but a small real number, then (38)

becomes
Iq (mno wo'6 _6 -- )t]- .V(moWo 6")(--too) iq CmWo-&). 0. iq (moWo.,) (1-rno) (45)

a-- oo (1-mo) 2] Rnf09 (Mo-l)
ME) 1ma ) .e 1jWt79 " Imo.6)] (39) - - ar
m 0 -) MO (--M o )

Plugging (45) into (42) and taking
3.3 The Linear Case and its Relationship magnitudes produces

to Leeson's and the Noise Amplifier
Models vW -6) 2

(39) represents a non-linear mixing V°W° s ' 2 na 22 across C. q6)
process. In a linear N-port, the only value '2 2 - acrossacrgstalof mo is 1.

The quantities Via(wo+6) and (46) is identical to (17) in 12 and
Vlo(-wo+6), in (38) represent ((9), to (15) in 11 when Iq is observed alone.
(10), (21)) normalized fundamental network (46) is a key result of the 'noise amplifier
responses to the small signal driving model' published by Robbins, Parzen and
currents eJ(wo+6 )t and Hillstrom, and is used to handle the well
e-J(wo+6)t at port 1. These are known dilemma in Leeson's model of white
essentially small signal driving point noise going to infinity when 6 goes to 0.
impedances the crystal 'sees' at Wo and
-Wo. If the N-port is linear, these small 3.4 Relationship of This paper to Circuit
signal impedances must equal the Simulations
corresponding large signal values. Therefore, To find the response of distortionin the steadyons of stateio
in the steady state limited oscillators to eJMowo t , run
V1o(wo)-Zo(wo)=ar=O., and spice with the main oscillation current=
V1o(-wo)-Zo*(wo)=ar*=O. Iocos(Wot) plus a noise current(40) =Incos(mowot). Repeat with a noise

current=I cos(moWot-Tc/2 )=
Insin(mowot). (See figure 4.) In
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00

should be small enough to run distortion free response to sln(mowot)- Z Imag;lcas(nwot . )"
when applied alone. Spice accuracy parameters Co n-O

such as TIME STEP and RELTOL should be tough E-: ZheJ nwotCZ-.-Z,-) (48)
enough to handle the small noise current. To 1--oo

measure the noise effects, take the Fourier
series of the differences between each noisy
waveform and the noiseless oscillation. (As The "oltage coefficients required by

is done in fig. 4) Because the results (38) can now be found. Euler's identity can

represent 'steady state', simulated time be used ,) get
should be long enough for all initial
transients to die out. response to ej mwt-

response to cos(mowot)*jxresponse to sin (mnwo t)-

V4(t) -O I:Znj Z )e j nw t - eJnIwot 2-(Zn.j Z)e j(n-m)wot

n.-Co n.-oo

noiseless - Simiary,
Vict)

Io-(W.Ct Non-linear _ "O
N Port V3(t, response to a rewet -

V2t) _ - " co response to cosCmowot) jxresponso to sin(moWot "

CoC 0 Co Ino
2:)(Zn-J z

e j nwot -2 Z - n - j Z- ne "nwot "

n.-oo n.-oo (50)

Figure 4a Simulation of a Noiseless Ilator. CO nw a t " conjugate of response to d rewot
n-o

noiseless Vlt) To relate (49) to (16) and (9), define

-0 w=mowa and m=n-mo
V4(t) 14(t)-4.(1

Non-linear lncostmowot)

Vlct) N Port -- The following examples follow from

cos(wot) -O (51). (see (38))

V3(t) m ma n=m+mo
V2(t) _ - -

VO1-mo lila
-1-mo me
1+mo -tooi

Figure 4b Simulation of a noisy Ilator driven bg a cosin function -1+m o -o
at port 4. Take Fourier series of voltage between the negative
terminals of "noiseless Vlt)" and VI(t). -2 1

2 -1 1
o 1 1

noiseless Vt) 0 -1 -1

Non-liav4t 14(t) The important values of n are always
Non-linear nS+n(mn 1.

10o- /-- VVVTo take meaningful data, one must

rO- w simulate the individual effects of each noise

V3( -0 source (a very time consuming job that can be

Vautomated) and then calculate the total RMS

v2(t effect near wa. A composite simulation will

give errors because fixed phase relations

within the N-port can cause fictitious signal

Figure 4c simulation of noisy liator driven by sin ft at cancellations. Each source, including the one

port 4. Take Fourier series of votae between the negative across the crystal, should be simulated for

terminals of 'noiseless Vl(V' and Vi.). me=0 through 9. (see 30a) (38), the noise
spectral density near wa, was rearranged to

The values printed out of Spice can be look like (52).
written as follows:

-A (J w S QN-jxlNI a

0I (moW . ')- (52)

response to cos(mowot)" Z ImagnlcosCnwot-gn)" (*l-mn) 2T26 .2xUNR( 2jR F) *100 n-0 wlO 11a Wi la~

2.:--agn (e j(nwot n)+e-j(nwot n)) " where I 2 2

n-O 2 (47) wl oW ) -Zo2wo) l_2Wo )I
Co

Z n , j nwot (Z-n.Z,;) CNR - Re(Vio(wo-)) - R

n--co

where n is the harmonic number in the Spice QNI - *lm(Zo(wo).im (Vlo(Wo.& ))

output. Similarly,
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VcrnOW0'-) Table 2
A - (*1-rn0) Simulated Results for the Clamped LLator

Wi
QQ=.2322E+03 2QNR=.9543E+01

V2 C-e&V1D- QNR=.4771E+O1 QNI=-.1874E+01

2 N'O-O-0-00-0---

r:--wwwww W UWL UIWWWW --w WWwwwwW

A and B are to be multiplied by the N 40CCON4N00M 1 toQI

magnitude of the noise currents when N- - )NN oNONC 0 )-4M W
calculating the actual noise. (52) is
normalized so that A and B represent noise 0ZZ
multipliers for V(1-00) and V(-1-0a) 3:00g0NOg 00--0-0.-o-.0-

respectively respectively at 5=0. QQ is a I + + + + . ..... 1- 1 + + + ++1
derating factor on the crystal Q, affecting Z'-.W)W UJWWUJ W :)-O:UJ UWW UW W W W

the 'sharpness' of (52). The ± sign follows r rMr- C Q M PxCYr .r.;:10)0-COo

that of the '1' in '+1-mo. XWN r- - N N - -U) 0 W- - r-m0)Dtc '
_J U.. . . . . . . .. .. .. .. .......

4.0 Application to an Ordinary Non- 0<
Linear Oscillator > -o-oo-

WZ 00o00000o0 WZ 0000000000
To illustrate the process described U W ~h~ I 1+W L I + IJ+ JIJILIJI

above, clamp d iodes were added to the -"<0; -L O <0C -0C
inverter of 12 to produce figure 5. Stray " L-C ) MW CM . OC l O t

capacitance was adjusted so that the small W .......... ..........
signal properties of the resulting CMOS -J 0
Ilator matched that described in 13. At a -J 0

-J ONO-O.0-00 0:00---
simulated oscillation current of 1.9ma, the < ooooo0oooo U. o0o0000o0o

Ilators produced the results of table 1. W .. .

WNW-00-eMOMN - Z G- O U0 0
o-'ao-Nom-to-'0 -'o.mo0o,

VC~~ '0 r 0000000 0 t N ' 000000000O D P

112 U3 "-Z "0 c U)Z - J -

FV.CM 0slvret _ U) 0000000000 U) 0000000000O

Iurn~mtnpoe -po 0 3WWWWWWWWWWW z :ww WuW Wuw
-LMONWMtc'J NW 0 Z W C4 r-- 0 M M M,0C J

Tab64leTP O-it- 0 C40DI Jo '-ow t -WM O0o-CO 0 ) 0l

3 .....................4

ClampedL Unlmpd- U.
0 0

000000

Cuoen Lmiin)Diohm++s)+ + +5.6j5. 198-35 +EU~ O IE0I)ID I I0I

Th tir Tabe in tal 1itecnibutor.

programs shoulde spee thnsu.Hoeea

cursretionos i npt ars th cytl 'SeTe toal doe not rhandl MO14 T anarivd

(nodes ~ ~ ~ ~ ~ ~ pocs 1ad2,adteotu(nds2adwlnoro al stnarde oBf PC. adal
groun) forts therin cirui ofe figure 5.is Tabletl2

give th r proeed Spicabe 1 ois te 4otiu. eainh BtenCrut
coseficienclltsr' requiredy byve (5) Paer drand Amplitude eNis s on

in (0).Clealy he iode afectboththe run tis shecn mltanslatescbetseentCircitg
noise;it and Amplitud andt Phasen nois.hSngl
andodoubl siudeband effects will alsoer be

Spic siulatonswererunforepaat ooke Math in8 rltion lto t trnlatio a

curent nose npts crss he cryta 'Secer ai dos ot anle OSET70n



To start out, assume that the main and the 'phase modulation' is
oscillation current is cos(wot) and that jheJ(W.WO )
the small noise current, n(t) is given by (56d)

(53), where e(w)<1. Trigonometric identities
are used to break the noise up into two (56c) and (56d) can b. combined to get
components. The sum of the two is given by (56e) a signal with phase noise and no

(54). (55) identifies the phase and amplitude amplitude noise.

noise components. noise = h(eJwt - e(W'2V0)t) (56e)

- (56e) will be used later on in this

n(t) - feCw)cos(wt - %(w))dw - paper.
0

0o (57)-(58) reverses the logic of

Fewrc~w))j. (53)-(56) to calculate the circuit noise in

J terms of the phase and amplitude noises. A

0 trigonometric identity is used to transform

(58) into its final form. (58) states that

coscwo ty)re(w)cos((ww 0 )t. (w))dw circuit noise has two sidebands unless the

phase and amplitude noises have equal

magnitudes and are 900 out of phase.

-sin(wo t)/(w)sin(( w-w o ) t+%Cw))dw

o (53) nct) . je&w~cos( &

Cs(Wot).n(t) - cos(wOt) (1 J0w ?cos3wwt (w))dw ) ( - J~w)sinc St.i (w)-J?( (Vt O 
(1W( 

w))d))d _ 1

-sn(Wo tj w)sin(( w-wo) ttr(w))dw From (56)

00 0o 
n(t) w coS(WoV~ n(tV-s WotwOV 'n(V

An(t) -fe(w)cos((w-w) t-0(w)dw. and -cos(Wot 1W)oSCS t%(w))d&OO O0

0sinWot nA t001 (w)
nct) - fe(w)sin(C w-w o ) t %(w))dw o (wsn(o- ))dS

0 (55) - .5Aw) (cas(( 6 wo ) t-ocw)) COS(C Wo-) t-w)) I d6
0

If e(w)<<1, then An(t) <1, then s5 l- w ) cs" wo) tt W) - cos((wo-S t-01 W)d

n<< , On - sin(0n) 0 (SE

and cos(n)-1. (56) uses these
approximations to get its final form. 4.2 Application to an AGC Oscillator

cos(wot)n(t) - cos(wot) (1 An(t)) - sin(wot)n(t) The AGC oscillator is an important

(1 An(t)) cosCwOt) - sinlwot 'n(t) circuit in use today. No paper is complete
(1 without a discussion of the relation between

(1 An(t)) (coscwot) coC(%Bn(t))_sin(wot)sin(o t))). the AGC circuit and phase noise.

(1 . An(t)) (cos(wot O'nct)) (56) The AGC controls the oscillation level

by varying the large signal llator impedance
(Zo=Zo(wo)) in response to a filtered

The main point of (53)-(56) is that one rectified oscillation waveform. (See figure
noise signal affects both the phase and 6. for a possible circuit.) Noise near D.C.
amplitude of the carrier, and that the (w near 0.) and slow amplitude modulation (w
effects are related to each other by (55). near wo) produce similar effects. (See

figure 7 and (56).) All other noise is
By letting 0(w) equal 0. and ignored. In a good oscillator, the llator

-i/2 in two applications of (53)-(56), operates close to linearity under AGC
Euler's identity and superposition, can be control. Since distortion harmonics are
used to show that the 'amplitude' noise due reduced, wo+5 and 6 are
to hewt is the only serious noise sources.
he! (W.-wo),

(56a) If, however, the oscillations are AC
coupled to the rectifier filter, (through Cl

The corresponding 'phase modulation' is in figure 6, for example) then llator noise
-jhei(w-wo). near DC is blocked. (Since the AGC can

(56b) generate it's own noise, modulation of Zo
near DC and wo still occurs.) This effect

A smilar exercise proves that the can be calculated in a manner similar to
'amplitu',e' noise due to heJ(W -2Wo)t is distortion limiting. Details will be given

below. For now, let us concentrate on current
he(56-Wo), noise near wo injected into port 1. (across

(56c) the crystal.)
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M~ - 1Z0oi lo
filtered rectifier

AGC In F&IVI - IZ01 10 i " .&l (56)

GC Interface 1 Solving for elVI produces.

to -ator R3 0I , i L & 0 (51)
! lZ I02 1- 1o

Use| I Llator The change in the magnitude of io
referred to in (60)-(61) is related to noise

1 adjust monitor, by the An term in (54). d:Zo:/d:V, follows

V,- 1nea °s.., A from the tabulation of Zo vs. Vc andlI Nun-linPor (59). Residual non-linear effects that add to
-this value are neglected.

V3ct) To apply this paper to the AGC

oscillator, the coefficients of

V2(t) ty'1(t) will now be caloulated in
terms of the noise, assuming that

noise=ineJWt.
(62)

The main oscillation is a cosin function, and

the analysis is in the time domain. The

solution should have the form given by (63).

Figure 6 High 12 Oscillator with Extraneous Currunt Inputs (63) is (16) rewritten with the symbols of
and AGC Circuitry (38).

filtered rectifier output 00

-&VIM - JWt Z Vlm(w) e Jmwot (63)

The expression for V1(t) and

LXVI(t) is

Figure 7a Exageated oscillation envelope with additive
low frequency noise Vlt)- .5 (2 o IoeJwOt .Z ioe-jwot ) (64)

filtered rectifier output &VI(t) -Zo in 8 Jw t .5 (&Zoioe j wo t 
* &Z'ioe - Jw ot )

AC. . h Ce Jwt- eJw2WO)t
)  (65)

h represents small non-linear effects in the

llator which only generate phase noise. (64)

is actually a form of (1) and (65) is (3)

solved for LVl(t). It plays an

Figure 7b Exaggerated oscillation envelope with additive important part in the following discussion.
noise near wo

From the tabulation of Zo vs. Vc,

The relatively long time constant in (59) and (61), we can calculate

the filter makes it inconvenient to simulate

the entire system as is done with the d d IZ L& I
distortion limited case. Instead, one should Z o 0- IVl - d-b IZM

tabulate Zo as a function of Vc. (the control 1-jo

voltage applied to the 'AGC in' terminal in io
figure 6 ) This voltage varies with the z - I l" lZ l lvi 6

magnitude of the oscillation. Phase changes diZol

are not detected.
From (55a).

dVc/dio d :Vc /dio=kd V /dio ,

(59) Mlol- in e j(w-w 5 )t (67)

where io is the magnitude of the

oscillation current at port 1, V is the Substitution of (66)-(67) into k65)

oscillation voltage amplitude across the produces (8).

crystal, and k is the translation constant.

The control loop can De investigated to

find the magnitude of the small signal AC

impedance 'seen' by the crystal. (60)-(61)

expresses :V: as a function of io taking

the :Zo, variation into account.
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The final task for this section is to Since the analysis is so complicated
write (38) for an AGC llator. (71) and (38) and time consuming, the computatiois must be
were used to calculate the denominator of automated for practical use.
(77). The numerator terms are given in (72)
and (76). It is assumed that the liator is References
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A LOW-NOISE, MULTIPLE-FREQUENCY OSCILLATOR

UTILIZING LARGE NUMBERS OF ELECTRONIC
SWITCH-SELECTABLE CRYSTALS

M. M. Driscoll and N. Matthews

Westinghouse Electric Corporation
Electronic Systems Croup

Baltimore, Maryland 21043

Summary ance to a low value parallel resonant impedance. An advantage associ-
ated with use of the circuit is that printed wiring board microstrip con-

In many applications requiring low-noise, selectable, multiple fre- nections to the crystal (nodes x to y in figure 1) can be absorbed into the
quency sources, frequency/phase coherency is not required. It is possi- circuit as part of the quarter wave line.
ble in these cases to utilize a single oscillator sustaining stage in combi-
nation with a number of (PIN or Schottky diode) witch-selectable This fact has greatly eased circuit modification to incorporate 16,
quartz crystal resonators. Normally. the maximum number of resona- switch-selectable crystal resonators requiring reasonably long printed
tors utilized is small due to the additive effectsof off-state switch circuit wiring branch connections to the crystals.
component and printed wiring board track inductanc and capaci-
tance. This is especially true for oscillator operation in the VHF range. Design of the Multiple Crystal Oscillator

In 1986, one of the authors described a quartz crystal oscillator de- Figure 2 shows a drawing of the artwork for the crystal connection
sign using a low 1/f noise, modular amplifier and a lumped element ap- portion of the circuit. The artwork is arranged so that the track length to
proximation, quartef wave transmission line for transforming/inverting any crystal (from figure 1, node y) is identical, and the printed wiring
the impedance of the quartz crystal resonator [1]. connections to the "switched-off" crystals constitute an array of open

circuit stubs whose impedance, along with that of the "on" crystal con-
This paper is a report on the design and performance of an oscilla- necting track and the crystal static capacitance, can be absorbed as part

tor using the same design techniques but incorporating 16 PIN diode of the overall, quarter wave line by making the lumped element portion
switch-selectable, fifth overtone crystals operating in the 100-MHz of the line slightly shorter.
range. The success achieved with regard to identical impedance transfor-

Use of the lumped element, quarter wavelength line provides a mation of each crystal is demonstrated in figure 3, which shows Smith

means for absorption of the printed wiring board track connections and chart impedance plots (measured at figure 1, node "c" with nodes "a"

switch parasitic reactances for the 15 "switched-off" crystals. PIN di- and "b" disconnected) for crystals switched "on" from four quadrants

odes were utilized (rather than Schottky) due to lower off-state capaci- of the figure 2 layout. As shown in the figure, nominal node "c" parallel

tancc, and PIN diode use has no measurable degrading influence on os- resonant resistance is on the order of 22 ohms. The transformation of

cillator signal phase noise performance. the 50-ohm crystal series resistance to this value is accomplished using
an effective quarter wave line characteristic impedance of 33 ohms.

Oscillator flicker of frequency noise is characterized by Sy (100 Hz) Figure 4 shows plots of the small and large (quiescent operating
- 3 x 10-25 and is due to short-term instability in the resonators them- point) signal magnitude and phase responsesofthe sustaining stagecir-

selves. The phase noise floor level is-169 dB/Hz. Usingmodest levelsof cuit (figure 1, node "a" to node "b") with a 22-ohm resistor substituted
excess gain, interchannel frequency switching time is on the order of 2 for the crystal-plus-quarter wave line. The figure indicates the gain vari-
msec, compared to 9 msec turn-on time. ation of the AGC circuit and the tuned circuit selectivity required to

assure oscillation only at the desired crystal (fifth overtone) resonance.The same design technique should be equally applicable in the low

UHF band using, for example, SAW resonators. As shown in figure 4, small signal excess gain is approximately 5 dB

(slightly larger value than normally utilized), selected on the basis of
achieving the requisite interchannel switching time performance.

Introduction Figure 5 shows a schematic diagram of the PIN diode, crystal
w, itching circuit. Use of PIN diodes (CR1 and CR2 in figure 5) pro-

Figure 1 shows a crystal oscillator circuit based on a design ap- vided low capacitance off-state impedance. Use rf diode off-state re-
proach described in a previous paper presented at the 1986 Frequency verse bias was not necessary, and use of a series feed diode in addition
Control Symposium [1]. to the shunt diode assuresthe requisite, high crystal-to-groundoff-state

impedances are not degraded by the impedance of the printed wiring
As shown in the figure, the oscillator incorporates a self -ontained track vonnections to the switching circuits.

modular amplifier and other 50-ohm subcircuits and simple AGC (sig-
nal limiting diode) mechanization to ensure linear amplifier operation. The switching circuit was designed so as not to utilize transistor
In addition, crystal resonator connection to the sustaining stage is made saturation in the PIN diode on state based on the assumption that satu-
via a quarter wave (lumped element approximation) transmission line rated transistor operation would likely result in higher diode bias cur-
impedance transformer that inverts the serie resonant crystal imped- rent noise content.

CH2690-6/89/0000-075 $1.00 C 1989 IEEE 75
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Figure L Basic Oscillator Circuit Employing Quarter-Wave Transformation of Quartz Crystal Impedance

Near carrier, flicker of frequency noise is characterized by 1 (100
0 0 C AT Hz) = -125 dB/Hz (-128 dB/Hz per oscillator), corresponding to Sy

--- CRYSTAL RESONATOR (100 Hz) = 3 x 10-25. Independent measurement of quartz resonator~LOCATIONS
flicker noise confirms the fifth overtone, AT-cut crystals are the pri-
mary contributor to oscillator near-carrier spectral performance.

*l/Figures 7 and 8 show the results of measurement of oscillator fre-
NODE "Y" quency switching time made using an HP5371A Frequency and Time

,'-- (FIGURE 1) Interval Analyzer. As shown in figure 8 (an expanded view of switching

between channels) interchannel switching time is on the order of 2 to 5
milliseconds, including switching between largest frequency separation

6j channels.

* •Conclusions

Utilization, in a multiple-crystal oscillator circuit, of a quarter
*= •wavelength (lumped element approximation) transmission line conec-

tion to the crystal resonators allows absorption of the parasitic effects
oi printed board crystal connection lines.

0O0 O0
3.5- Because the microstrip connection lines can be absorbed into the

S35 circuit, operation at VHF, using larg, numbers of switch-selectable

crystals is possible.
89-1372-8

Figure 2. Crystal Connection Printed Board Layout Utilization of series-shunt PIN diodes provides requisite, high off-
state impedance with no measurable effect on output signal phase noise

performance.
Phase Noise a'ad Switching Time Performance

Reference
Figure 6 shows thu results of measurement of mcillator phase

noise, made by phase locking two oscillators, one of which has been (11 M. M. Driscoll, "Low Noise Crystal Oscillators Using
modified for voltage tuning. The- 165 dB/Hz noise floor level (- 168 dB/ -50-Ohm Modular Amplifier Sustaining Stages," Proc. 40th
Hz per oscillator) is simply determined by sustaining stage input drive Annual Frequency Control Symposium, May 1986, pp.
level and noise figure. 329-335.
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Figure 7. Measured Oscillator Switching Time (16 Channels)
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ABSTRACT "y,()V

Historically, quartz oscillator stability has ,,..
benefited from ever-better understanding of
oscillator circuit noise mechanisms, while quartz
resonator design and fabrication have also made Z ,,'"0
important advances, notably as represented in the
contemporary, high-quality, low-anomaly, SC-cut,,
overtone-mode resonator units. Recently, two & ;o a

specially modified low-level, high-quality 5 MHz
oscillators were tested for spectral purity and
stability at the National Institute of Standards and
Technology. Using a third, high-quality, ,...
prior-technology oscillator for triangulation the ,,., ,*, ,. ,. , go gt ,,' i
individual phase-noise power spectral density (PSD)
of one of the oscillators was determined to be So(f)
= -133 db ±2 dB below I radt /Hz at a Fourier Fig. 1 Fractional frequency stability, c7 (r), of
frequency of 1 Hz, while the second oscillator high-quality quartz oscillators from Brandenberger
exhibited -125 dB ±2 dB at 1 Hz. Such oscillators et. al. 1971 [4]. The measurement bandwidth was 1
can exhibit parts-in-1014 flicker floor stability in kHz for the squares and circles and about 25 Hz for
high- precision quartz, frequency-source the triangles. The squares and circles data have
applications. Extensive details of measurement some dead time.
methodology will be given. slightly below the 10-13 level in a commercial 5 MHz

resonator. However, achieving the same performance

PART I-PROGRESS IN QUARTZ OSCILLATOR STABILITY in an active oscillator continued to be elusive [6].
It is easy to believe that this is due, at least in

Twenty-five years ago quartz-crystal-oscillator part, to fleeting, transient activity-dips [10-12]
short-term stability near 4X10 " 12 [1] was exciting that are known to infect virtually [10-12] all
performance! In retrospect, however, we know that earlier designs of AT-crystal resonators. Such
even the finest crystal frequency standards of that resonators include those high-precision overtone
era were designed without regard to two types designed for the lower end of the HF spectrum
important--but at the time unidentified--noise which have long been associated with superior
processes. The first of these came to light with stability, both long-term and short-term. It may be
the discovery that significant, direct, intrinsic, noted that activity-dips, or "band-breaks", are
phase-noise modulation having a 1/f- or usually believed to be the result of intrinsically
"flicker"-distributed power spectral density (PSD) noisy partitioning of energy, via nonlinear elastic
signature is a universal property of transistors and pumping, between the desired mode and a nearby
other active devices--- and that something can be inadvertent secondary mode of the resonator. This
done about it [2,3]. With this realization,, the harmonic syntonization often occurs only briefly as
stage was set for a new generation of quartz a complex accident of temperature, excitation level,
frequency standards: by 1971, short-term stability tuning,, stress, etc. The effects of activity-dips
improved by a hundredfold (in mean square terms) can range from totally disabling the oscillator to
over the earlier figure was reported at that year's having a barely perceptible effect on frequency,
Frequency Control Symposium (4] as shown in Figure crystal resistance, etc. over a few hundredths of a
1. degree span of resonator temperature ---except where

resonator noise is concerned. Even virtually
The next milestone was set in place when imperceptible activity-dips may degrade crystal

phase-bridge measurements showed that the phase of a noise by more than 3 dB. Activity-dip noise
carrier passi.,g through a crystal resonator acquires provides the most likely explanation for the
significant random noise-modulation in transit; non-stationary quality of Allan variance
further, with the benefit of today's perspective we flicker-floor that is sometimes observed in
can say that this modulation appears at a level that otherwise well-behaved oscillators.
assures that it will dominate the flicker-floor
stability region of well-designed quatiLz oscillators In this context the prediction of the
[3-9]. The PSD signature suggests that it may be Stress-Compensated (SC) resonator in the middle
ascribed to flicker-noise modulation of the seventies and its later debut as a high-stability,
crystal's resonant frequency, which in turn may be high-precision, quantity production component must
modeled a, microflicker of either of the crystal's be considered a pivotal development (13-15]. With
motional reactancer. By 1978 the phase bridge the Q of SC-cut resonators generically improved over
method had demonstrated flicker-floor stability the Q (13-15] of the workhorse AT-cut devices by

approximately 15%, the SC crystal could promise a
modest phase-noise superiority of about 2.5 lB.

Contribution of the U.S. Government; not subject to This expected advantage (not at all unique zo the
copyright. SC) as it has turned out has been far overshadowed
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by other predicted--and realized- -qualities of SC-
cut behavior: some of these, e.g. insensitivity to
thermal shock, often make the SC-cut devices an
attractive choice for reasons not immediately
related to phase noise. However, it is the relative
freedom of the practical SC-cut resonator from 21:25:01CST 29 Dec 1988

activity-dips at high excitation level that 5 MHz 1041s #35 VS #92
differentiates the SC from the AT, BT, and virtually -98 -

all other quartz resonator types, and raises the
hope of realizing the full potential of quartz
crystals for uniformly reproducible short-term -100

stability. .

Oscillator Imorovement Proram -110

As part of a continuing program of improving -120 - - ...
products through in-house technology insertion,
Frequency Electronics, Inc. recently tasked
Brightline Corp. to upgrade the high-precision -130
quartz oscillator used as the time base generator
subassembly of a disciplined time-frequency _____________140_________I_______________________
standard. This 5 MHz source represented the state- -14E
of-the-art at the beginning of its model life, which
was well before the advent of SC resonators.
Accordingly, the improvements were to include -150
retrofitting the oscillator with a premiere-grade-
production, 5-MHz, fifth-overtone, SC resonator plus _____ _____

installation of other modifications required to
bring the oscillator system to a fully contemporary
configuration. I 1

I to 108 1K
Phase-Noise Results L(f) [dBc/Hz3 vs f[Hz]

While not all contemplated improvements have yet Measurement Parameters

been made, preliminary phase-noise testing of Kd- .242 Volts/RadIa
modified high performan(, oscillator units indicates Equal noise sources tusumd
that a high order of short-term stability has been
attained [16]. The best phase-noise results
obtained thus far at Brightline are shown in Figure Fig. 2 Phase-noise PSD of improved oscillators
2. Converting the flicker-frequency component of [16].
phase-noise density (2(f) - [-134 - 30log(f)] dBc)
obtained from Figure 2 to the corresponding two- the present flicker performance, parts in 1014
sample, time-domain-stability, yields flicker-floor stability could be realized from appioximately 20 ms
a (r) near 6.6 X 10- 1 . However, we have also to several days. Given the experience of data
observed that a random-walk component is evident in compiled on a pilot quantity of crystal units
some (but by no means all) of the phase-noise showing frequency domain performance that implies
records extending to f=O.l Hz and involving several flicker-floor performance of parts in 1014 in a
oscillators and crystals. At its typical level number of units, we can look forward with cautious
(2(f) approximately [-140 - 40log(f)] dBc), the optimism to the production of quartz oscillators
random-walk contribution would match the flicker- with stability of a few parts in 1014.
floor at a sampling time of only 3.6 s, and parts in
I0"' stability could be expected in direct Two selected high-performance oscillators [16]
measurements only for a narrow range of sampling 'iere furnished to NIST to assist in a calibration;
intervals near I s, if at all. The origin of this Part II of this paper describes experimental results
random-walk behavior has not yet been identified; obtained, and the methodology of the NIST
however, we do not believe that it is due to measurements.

excessive crystal current or any intrinsic property
of the crystal. Hopefully, further investigation PART II- DESCRIPTION OF PHASE NOISE MEASUREMENTS
will lead to extending the flicker-floor dominance,
that we now see in the vicinity of 1 Hz, out to the Very precise phase-noise measurements between
equivalent of multi-day sampling, which recently has three different oscillators to obtain unbiased
been demonstrated by other high-quality oscillators estimates of the phase noise of each osci±lator were
employing AT-crystals [17]. made at NIST. Relative precision of ± 0.2 dB and

accuracies of ± 0.6 dB were necessary to obtain
Future Develoonents reliable results because one oscillator (92) had

substantially better phase noise than the others.

The very short-term time-domain performance can The general block diagram of the measurement system
readily be enhanced by using an existing-art, low- is shown in figure 3. First, a precision NIST noise
noise, crystal postfilter. In this case the wide- standard was used to check the spectral density
band noise would be expected to be reduced by function and the internal voltage reference of the
approximately 20 dB. The fractional, time-domain FFT (18]. The difference between the voltage PSD
frequency stability under these conditions should be measured on the FFT and the value independently
approximately oa(r) -1.6 x 1-

1
1 r-1. If the determined from first principles with our noise

reduction in random-walk frequency modulation can be standard was less than 0.01 dB from 20 Hz to 20 kHz
achieved and the postfilter added without degrading (see figure 3).
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modulation over the entire range of measurements,
one can correct the measurement system for all

.-baseband frequency dependent effects [19]. The

corrections due to the phase lock loop were
typically -1.3 dB at 0.2 Hz and -0.24 dB at 1 Hz.
Corrections at all higher frequencies in these
measurements were small compared to 0.1 dB and
neglected.

Fourth, the phase noise was measured with the FFT
using the Hanning window. Generally, 1000 samples
were taken. The rms (67%) fractional statistical
confidence interval of these spectral estimates can

,- " be calculated using Table 1 to be approximately 1 1
0.032 which corresponds to ± 0.14 dB [17].

Table 1. Confidence Intervals for FET Spectral Eatlte

power law winow
noise type wdform Harming flattened peak

Fig. 3 Block diagram of NIST phase noise noisetype _uniform _Henning_ flattenedpeak

measurement system (16). fO 1.02/.i 0.98/,M 0.98/,0

Second, the sensitivity of the mixer and amplifier f-2  1.02/jR 1.04/4w 1.04/41
for converting small phase deviations from phase f-3  unsabl 1.04/41 1.04/4
quadrature to voltage was determined for each f-4 u le 104/F 1.04/W
oscillator pair at a beat frequency of about 0.12
Hz. The FFT was used to digitize and analyze the
beat waveform. The time base was set to 10 s to Table 1. Fractional confidence intervals for
accurately determine the beat period and then several FFT spectral density estimators as a
reduced to 0.2 a to determine the slope through the function of noise type and N, the number of
zero crossing, GKd, in volts per radian. Both the 'Jw
negative- and positive-going zero crossings were independent samples. S = S(l ± -) where S is

measured. The difference between the two slopes was the time spectral density, S. is the measured
less than 10%, which indicated that there was no Vwf)
significant injecting locking at this frequency and spectral density and is the appropriate
that the mixer was symmetric, that is, that there table entry.
were no bad diodes. The accuracy for the
determination of the mixer sensitivity and amplifier Figure 5 shows S#(f), for osciliator pair 483 and 92
gain was typically ± 1%, which corresponds to ± 0.1 with all corrections applied. Additional
dB in the measurement of S#(f), the spectral density measurements against oscillator 8600 are shown in
of phase fluctuations for the pair. figure 6. These and other measurements were used to

obtain the following estimates of S4(f) for
Third, the frequency dependency of both the oscillators 92 and 483:
amplifier following the mixer and the action of the
phase lock loop was determined using an ultra-flat
phase modulator. This modulator produces phase- S 92 (f) = 10. 3 .3 1 f-3 +10-'3. 6f-1 + i0-15.46
modulation side bands on the carrier which are

demodulated by the mixer to produce a reference
signal which is constant in amplitude to better than S448 3(f) = 10' 2 4 f 3 + 10 13'f' + 10"15.46
0.2 dB from dc to well beyond 200 kHz as shown in The coefficients for the power law spectra of S#(f)
figure 4 [19]. By sweeping the frequency of the for oscillator 92 where then used in a new NIST

software program SIGINT, which calculates the
1.5 , ,,' I, fractional frequency stability, ay(r) (also Mod

106GHz 0,(r)), using the primary definition
,a1.0 fh f2 Sin' irf

oY(c) = 2 S,(f) a df

S05:
w

C --
0 5 MH Here, fh is the noise bandwidth of the a,(r)

measurement system, and v is the carrier frequency,
-0.5 i.e., 5 MHz. The accuracy of the SIGINT software

100 M~zhas been extensively checked and the errors are less
4 1 than 3%. The results for oscillator 92 are shown in

Q. figure 7 for measurement bandwidths of 100 Hz and
1 kHz. Also shown is time-domain stability of
oscillator 92 derived from direct measurements of

0.001 001 0.1 1 10 100
Modulation Frequency (f) In % of Carrier Frequency oY(r) made between the three oscillators.

Unfortunately, the noise floor of our present time-
Fig. 4 Error in the phase modulation reference domain measurement system precludes verifying the
signal as a function of the modulation frequency time domain stability of oscillator 92 at I s. By
[16]. the time the measurement floor is low enough,

random-walk has degraded the stability above
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1 x 10
-13

. Oscillators 92 and 483 were installed in
separate closed containers to stabilize the humidity Oy(r) VS T
and pressure. The random-walk appeared to decrease i.-u
by about a factor of 2. Earlier work on oscillator
8600 had also demonstrated significant improvements
in the random-walk performance when the humidity was
controlled (17]. These results suggest that
humidity and possibly temperature play a role in the

.I.1 i. , ,I I I i. b:random walk process.

.6/ I I i , 1 1 ,
IUD

L-4r NVp2. lift (2 :Hd..j..... 1. lI

• I ' " ... Fi. 7 Fractional time domain frequency stability,
I "1" 4 j '-.". 1 4 o(r), of oscillator 92 derived from the phase

x#*f- -0-12.40 f-3 + 10-13.33 - .115.16 noise, curves a and b. Curve c shows the initial
" - '-FT A 1: ,T measured time domain stability. Curve d shows the

• -I' approximate effect of stabilization the ambient
1401 I pressure and humidity on the logner-term f-equency

stability.

.160 o. 1 10 0 1 k 1 ok CONCLUSION

f (HZ) We have described a little of the history of ultra-
Fig. 5 Spectral density of phase fluctuations, low flicker phase noise in quartz crystal
S#(f) of oscillator pair 483-92 as a function of oscillators. We have also described measurement
Fourier frequency offset. techniques for measuring the phase noise of

oscillators pairs with a relative precision of ± 0.2
dB and accuracy of t 0.6 dB. These techniques were

4- then applied to the measurement of a set of three
-10D 4- oscillators. By unfolding the results of the

measurements, we have demonstrated that one of them
(oscillator 92) had exceptionally low flicker noise,
S (l Hz) = 133 ± 2 dB. The fractional, time-domain
frequency stability, ay(r), calculated from the
measured phase noise yields a (1 s) = 5.2 ±

-4 '1.3 x 10-1 4 . The relatively Ligh level of random-
walk frequency modulation (6 x 10-1) thwarted ourI t__ tattempts to directly confirm this low flicker level.
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PULSED, COHERENT LOW POWER VHF/UHF TRANSMITTERS - OF MINIMAL COMPONENT COUNT & WEIGHT

Ian J. Dilworth B.Sc. Ph.D., considerations. Therefore in this transnkter application, for stable
Department of Electronic Systems Engineering, operation, high frequency overtone quartz crystals are an obvious
University of Essex, Wivc'hoe Park, candidate when used in association with frequency multiplication
Colchester, C04 3SQ, k..,ex, England. stage(s). A brief review of (iv), battery power sources appears later.
Fax: +44 206 873598 Telex: 98440 (UNILIB G)

The portable receive antenna is limited in aperture size by practical
Abstract considerations and by the fact that since the transmitter employs a

The parameters which directly influence the design of stable, slow - pulsed format an excessively narrow azimuthal beamwidth
coherent and pulsed VHF/UHF sources are identified. Assuming can make searching for a weak transmission very difficult and time
currently available commercial technology, an attempt is made at consuming. More important is a hith front to back ratio and low
identifying the optimum frequency, for maximum range, at which sidelobe levels.
systems used for animal tracking should operate. The current state
of the art of pulsed VHF/UHF transmitters, using Quartz crystal In a terrestrial system the minimum possible detectable signal level is
resonators, of minimum weight and volume is reviewed together theoretically limited to .174dBmAHz by the black-body background
with measurements made on simple oscillator and frequency radiation of approximately 290 Kelvin corresponding to 'he average
multiplier circuitry. Commercial chemically etched fundamental and temperature of the earth. Very low noise receivers can be produced
overtone quartz crystal oscillators in the VHF frequency band have which hardly degrade the minimum theoretical achievable
only recently become available and the performance of these units sensitivity. However in order to produce a transmitting source
are compared with those available from low effective series which remains energetic for several days (if not weeks) a low duty
resistance rESR) quartz crystal oscillators operating at third overtone cycle has to be employed whereby the transmitter is pulsed once
in the 60-100MHz region and frequency multiplication factors of 3- 8. every few seconds, thus reducing battery drain. This is necessary
Finally areas are identified where further research and development because the available battery technologies can only provide limited
are required to meet the requirements of this application, power /weight ratios and indeed fundamentally limit t,,e transmitter

output power since the maximum weight of the whole transmitter
Introduction assembly must not exceed a few grams. e.g. even 'large' birds of

In many animal conservation studies there is a requirement for some prey are limited to approximately 6.10 grams. In addition the
form of location and tracking system, for example see reference (1) transmitter requires a stable oscillator source in order that the
and (2) For roaming terrestrial vertebrates this can conveniently and receiver bandwidth can be made as small as possible thereby
practically take the form of a radio frequency transmitter attached to allowing narrow noise bandwidth reception and increased
the animal Ideally the transmission needs to be powerful, sensitivity. Typically short-term drift limits the extent to which the
continuous and of indefinite longevity. For large vertebrates, such bandwidth can be reduced while long-term temperature drift is only
as Bears and Rhinoceroses there is no problem x ,sed by the weight a problem if it is not predictable. The relationship between
of the transmitter or with size requirements and therefore to a first achievable sensitivity, receiver noise figure and detector noise
approximation the aforementioned goals can be met. This is not the bandwidth are summarised in figure Q). The aim is to achieve
case with smaller animals. In particular Birds present a difficult sensitivities below about -140dBm. This is most readily achieved
problem and a radio frequency transmitter for almost all species of using heterodyne demodulation and narrowband audio phase locked
bird needs to be very lightweight - of the order of a few grams, detector. In most operational instances the transmitter and (portable)
including the power source - and small in size - including the receiver will experience approximately the same external temperature
radiating element. and environment. The effects of long term i.e. diurnal transmitter

Therefore this particular application requires a highly efficient (i.e. frequency drift can be partially cancelled by employing 'conjugate'

conversion of DC power to RF power) VHFiUHF stable frequency temperature characrenstics in the receiver local oscillator assumingconvrs~n ofDC owe to F pwer VH~UHFstale fequncy some form of superheterodyne receiver system is employed. Longer
source whose short terrr stability needs to be of the order of a few drifts due to aging etc. have to be compensated by receiver local

tens of Hertz, together with an equally efficient radiating stracture oscillator adjustments.

and a power source, most likely a chemical battery, of high power to
weight (and volume). There exist applications in tracking fish (2),
mammals which live underground and indeed insects (3). In -_ - I - -
addition the telemetry of biological and/c- environmental data may 160- - - - - - - - - - -

be required. Such applications are not directly addressed in this -" - -

paper although some of the basic conclusions remain valid. ,- ------- - . -

Systems considerations 140 ---

From the operational view point the most important consideration is -, - - - - " '
the maximisation of the range over which the transmitted signal may 130 - ,.. .. .. ... .6 ?
be detected, or put another way a large received carrier to noisc (C/N) - -" - - ""-
which will allow rapid unambiguous location of the trnsmitter. This 120 - 3k. I . . .

in turn depends on all of the following: -- ---- ,---,-- *-

(i) frequency of operation i.e. the inverse square law. 110- - - - H,.:

(ii) size and efficiency of the transmitter and receiver - - - t , -
oo . Z

antennas. 100 .- - 30- - ...

(iii) power output of the transmitter. . J - - .....

(iv) longevity and power output of the transmitter power 90 HI ' 1 0

source e.g. battery and/or a solar pane'. 'O'. i60 -- .

(v) detection bandwidth - which depends on stability of
transmitter (and receiver) oscillators. Figure 1 - Receiver sensitivity vs noise figure and bandwidth

Practical constraints impose limits on the size of the transmitter (and The 'optimum' freauencv to use?
receiver) antennas. The transmitter antenna may be a short quarter A 'parametric' study was performed in order to try and identify the
wave monopole for example - to give quasi omnidirectional .optimum' frequency to use in a terrestrial animal tracking system
coverage or indeed reduced in length somewhat by loading(4). For assuming current readily available technologies for the transmitter
birds such an antenna limits the minimum usable frequency to about (and receiver) are employed. In most areas of the world discreet
200MHz because of its length. Conversely the upper frequency limit bands of frequencies starting at 27MHz and upward are available for
depends on (im) the realisable power output of the transmitter. In the use of 'telemetry' systems so a relatively free choice of
practice, using present technology (including power sources), frt..uency is assumed. The results of calculations and measurements
frequencies between 200 and 800MHz are feasible with the 'optimum' are shown in table(t) below. In this study, the path is fixed at 10
frequency being around 400MHz when judged from practical tracking miles (16km), the receive antenna gain is based on a equispaced
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element Yagi design of fixed boom length, the transmitter power is manifest a secondary effect due to the anisotropic heat transfer
that measured using oscillator-multiplier and direct generation using resulting in internal stresses because of the irregular shape of the
the circuitry described in this paper, the receive antenna height heated volume (16). It is therefore to be expected that oscillator
reduction is based on measurements made and assuming that the design using these VHF crystals needs special care.
maximum height of the antenna above dampened ground is about 5
fee: (1.52 metres) and finally the recovered C/N depends on the Batt= chemistries
realisable receiver bandwidth, here assumed to be -134dBm. Line of Large power-weight ratios are required of the power sources used
sight is assumed and the effects of propagation, antenna for this application. The maximum power-weight ratio should also
cross-polarisation the height and orientation of the transmitter coincide with minimum volume. Physically small power sources
assembly are ignored although all of these factors serve to reduce the are available in many chemistries (10,11,12) such as: Alkaline, Silver
available C/N. Oxide, Mercury oxide, Zinc-Air, Lithium-Manganese dioxide and

Lithium-carbonmonoflouride, Lithium-thionylchloride, rechargeable
Table 1 Nickel-Cadmium and Solar cells. In most applications Solar cells
Frequency MHz ....................... 200 300 400 500 "'ive only limited usefulness, their size and operating requirements
Free space loss (dB over 10 miles). -103 -107 -109 -111 being a major constraint. Battery chemistry is improving all the time
Receiver Antenna gain (dB) ........ +5 +6 +8 +9 although not all types (including the most attractive) are readily
Effective transmit power (dBm) .... -2 -8 -10 -13 available. Some chemistries, such as Zinc-Air, do not work at low
Antenna height reduction (dB) ...... -10 -8 -5 -4 temperatures and require air to so they are ruled out for some
Total C/N (dB) ........................ 24 17 18 15 applications although there energy/weight ratio is the best. Lithium

chemistries offer good performance except in respect to volume.
Discussion Silver oxide or perhaps mercury based cells however represent a
If the frequency of operation doubles the inverse square law good working compromise (13). All the batteries exhibit similar
introduces 6dB further loss, on the plus side a Yagi antenna (of fixed voltage versus current drain characteristics. Initially all cells produce
boom length) produces a realisable 3dB gain improvement assuming a voltage which rapidly decreases, until reaching a plateau region,
the boom is filled with elements and receiver antenna height here the voltage remains essentially constant until the end of useful
reduction effects result in a 3dB improvement with doubling of life when it drops off very rapidly. Some chemistries are better than
frequency. Conversely, for the same frequency increase, current others in this respect. Perhaps the most stable is silver oxide (14)
realisable oscillator/multiplier sy,tems produce approximately an 8dB nevertheless the transmitter electronics needs to be able to cope with
reduction in power level. The overall result is that a relatively broad beginning of life voltages of approximately 4.9Volts and at the end of
peak in the realisable carrier to noise (C/N) is available if frequencies life 2.SVolts or less (assuming three cells in series). A measured
between about 250-450MHz are employed, At frequencies below current, voltage and power output characteristic, using three Silver
250MHz higher C/N's are available, essentially because of improved Oxide batteries is shown in figure (5). As mentioned conformality
transmitter efficiencies, but useful directive and efficient receive with the electronics (including the quartz crystal package) and the
antennas become rather cumbersome. Above 500M-z the available animal is required. For available battery shapes see (15). In short no
C/N drops off fairly rapidly. ideal solution exists. In practice present battery technology allows

transmitters of about 5-8 gram weights to operate for 5.7 days at
Crystal and electronics technology usable power levels.

Because available chemical battery power sources all suffer from a
significant diminishing voltage during their useful life, the essential Oscillator configuration and operation
requirements of the transmitter are that only minimal or negligible The oscillator chosen for this application is essentially a modified
change in output frequency and power should occur with Pierce (harmonic) configuration (6.7,17). There are several reasons
diminishing supply voltage. Similarly 'chirp '(or dynamic frequency for this choice, the overriding one being governed by the necessity
excursions) should not increase and temperature induced frequency to operate at low Vcc which, in this pulsed mode of operation,
change should be smooth and predictable. Significant crystal aging requires the maximum circuit Q a condition provided by the Pierce
is to be avoided but long term drifts in frequency can be adjusted in configuration because it presents a reactive load to the crystal (8).
the receiver. For this application an integrated quartz and oscillator The feedback configuration, depicted in figure (2), and operation of
assembly plus frequency multiplier is an obvious choice. However this oscillator is well known and fully discussed in the quoted
some form of hybrid will be required because printed inductors at references.
the frequencies of interest are best realised using lumped elements.
These should be realised using toroidally wound components in
order to minimise the effects of stray fields which interact with a
metal container/housing, reducing the effective inductance, and Zc
make tuning and testing difficult. Unfortunately the quantity
required to economically realise such a product is not required and
therefore this technology is not presently a viable proposition. In
this application the conformality of the electronics, with the crystal
and the power source, in order to realise the smallest possible Zb
transmitter is of paramount importance. In fact the battery
technology virtually dictates the shape and size of the transmitter
assembly together with the available quartz crystal packages i.e.
presently limited to HC44 and HC45. Surface mounted crystals may PIERCE AC REPRESENTATION
help in this respect but current packaging for this construction
actually increase the transmitter overall size compared to that using
conventional discreet quartz packaging and the associated (surface Figure 2 - Oscillator feedback
mounted) components. VIIF quartz crystal units (16) with blanks of
only 5mm diameter (5) are now becoming available which could Refemng to the diagram Za and Zb should normally be minimised,
significantly reduce volume requirements for the transmitters. however for maximum output power, operating Q and power this
However some manufacturers are reluctant to produce these units condition cannot be met. In our case this implies that the load
because of poor aging performance. The 'inverted mesa' process cannot be exactly resonant. In terms of the DC conditions: increasing
used to produce the ATcut VHF crystals, used in this investigation, the supply (vcc) and the base bias increase stability but we require
have a very small volume in which the drive level energy is that these parameters be minimised in this application. The
dissipated If the drive level exceeds 0.3mW then a 'pseudo drive requirements of the AC oscillator operating conditions, to achieve the
level effect 'occurs heating up and expanding the resonant volume required coherence are relatively critical and they depend to a large
in the ratio I 11 140 respectively for a 70MHz 3rd overtone, 70MHz extent on the characteristics of the quartz crystal. A minimum
fundamental and a 210MHz fundamental. The VHF cr'tal may also component count R-C base pumping network produces a periodic
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base current surge which must be sufficient to produce a burst of Pulse
oscillation completely controlled by the (overtone) crystal. The mA power
basic oscillator with simple frequency multiplier employed is shown p
in figure (3). 32- - 6

16-N current 4

4- 0

1 2 3 4 5 6 Volts. .L ( 7 ! 7 Figure 4 -Output power vs vcc and pulse current7 7 \,'

Figure 3 - Pulsed oscillator schematic

The oscillator feedback network is tuned to near resonance (see
below) at the overtone for which the crystal is designed, the CHIRP direction CHIRP direction
feedback is reduced by a capacitive divider in order to maximise the I t I Pulse Il
oscillator 'Q'. In the harmonic Pierce configuration the collector , •
tuned circuit is resonated slightly below the crystal resonance in
order to present an equivalent capacitive reactance to the crystal.
This combined with the series capacitive reactance and the BJT phase
shift provide the required phase conditions for oscillation - the well - FREQUENCY ,
known Barkhausen criterion. However, in this pulsed
implementation the dynamic characteristics of the BIT change as
conduction ensues resulting in a changing capacitive load presented Figure 5 - Coherence vs frequency and output amplitude
to the crystal the result is a frequency (and output power) change i.e.
a 'chirp' which is highly undesirable because such an effect These are that the pulse repetition rate (PRF) of the oscillator changes
disperses the transmit pulse energy over a band of frequencies with the operating point. On the low frequency side the PRF is
requiring an increase in the receiver detector bandwidth and a lengthened and on the high frequency side the PRF increases and in
decrease in sensitivity (and range obtainable), addition the chirp sweeps from low to high when the operating point

is low in frequency and high to low when operating high of the
Parametric analysis and computer simulations of the empirical coherent operating point. Therefore it is important, in this
equivalent circuit of the oscillator show that in order to approach the application, that on each periodic current impulse, from the base
operating requirements a low effective series resistance (ESR) is driving R-C network, the crystal immediately governs the frequency
required from the crystal in conjunction with its matching to the of oscillation (within a few 10's of Hertz) without excursions in
tuned circuit. The base spreading resistance Rbb' of the BJT is frequency and amplitude. Relativ output levels, including harmonic
effectively in series with the feedback path and therefore a device energy, for the oscillator (and multiplier) driven by 70MHz third
which possesses a small Rbb' in addition to a large DC lfe and an Ft overtone and 210MHz fundamental crystals are shown in figures (6)
of a few times the req,,ired operating frequency is required. and (7). In the latter case the crystal was deliberately overdriven, the
Fortunately medium po% er RF devices can exhibit low base recommended drive level being 0.3mW. 'Ihe triangular envelopes
spreading resistance, 4 - 30 ohms being common (9) and therefore depict the measured far-field 'filtering' effect of a quarter wave
such devices are an obvious candidate although choice is difficult radiator on the unwanted products. Simple radiated power
because manufacturers do not usually supply information on this measurements, based in the laboratory, are generally inadequate
parameter. Although operation at a crystal overtone helps reduce because they can be misleading. The transmitter-antenna field
unwanted 'chirp' effects, by virtue of an increased crystal equivalent strength needs to be measured in the far field under suitable
inductance, it is associated with an increase in the ESR which has a controlled conditions to accurately obtain usable figures. This is
deletenous effect on the oscillator starting characteristic in the pulse because of the interactions of the transmitter housing with the simple
mode i.e. it can be responsible for 'chirp' effects. circuitry and the external antenna not to mention those with the

animal to which the transmitter is attached. The latter two effects are
Measurements extremely difficuit to usefully theoretically model and near field

Perfornance variations of the configu:ation shown in figure (3) have measurements (in the laboratory) have been found to be only
been characterised using AT cut conventional 70MHz third overtone comparatively useful. Using a 70MHz third overtone crystal and
crystals (having low ESR's) and also with the oscillator alone using multiplication factors of 4,5 and 6 times produce maximum outputs
fundamental 21OMHz chemically etched crystals (16) as well as of -6, -5 and -8dBm respectively. A 210MHz fundamental unit
210MHz third overtone types. The measured collector current for the produced a relative output of +ldBm and times by two (420MHz) tuned
70MHz oscillator alone are shown in figure (4). output of .8dBm. This was produced without a separate multiplier

and therefore indicates a performance equivalent to that obtainedMeasured characteristics of the oscillator at and around the correct using a 70MHz 3rd overtone crystal oscillator plus multiplier.
crystal operating point, are shown in figure (5). It is important to However it should be noted that the sensitivity of the 210MHz
note that the 'no-chirp' condition corresponds to a detuning of the oscillator to circuit values (and tolerances) is increased by nine times
parallel resonant circuit in the collector. Consequently the available compared to the 70MHz oscillator. Hence it is not surprising that it
output voltage swing (and power) is reduced compared to that was found necessary to employ some temperature compensation in
available at resonance, (about 3-5dB reduction in relative output level the 210MHz oscillator in order to eliminate frequency 'chirp'
has been measured). Although reliable oscillation will occur at the induced as a result of operational temperature variations.
.resonant' operating point, this condition is accompanied by a
significant frequency chirp - when the oscillator is pulsed. Two
further observed effects are also illustrated in figure (5).
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Areas reguiring further investigation

216MHzand develoment
+20 16- Overdriving of Vt1F crystals fundamentally cut for frequenciesI 0 *4dBm 3rd overtone above 200MHz. This may be possible because of pulsed

0 A operation and a duty cycle very much less than one.
- The use of SC cut VHF crystals - if and when they become

- 11 commercially available could alleviate drive constraints and
I0 -18 improve frequency stability problems at higher frequencies.However mode vppression could require a large component

dBC -22dBm count.
- Low component count temperature compensation for frequency

30 drift in vHr oscillators. (Assuming industry being able to readily
handle 0805 and smaller surface mount components).

- VHF/U IIF fundamental oscillators based on SAW devices.
- Advances in chemical batteries of high power to weight ratio and

of small volume.
- Efficient, electrically small radiating antennas are a key area
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A HIGH STABILITY MICROWAVE OSCILLATOR BASED ON A SAPPHIRE LOADED SUPERCONDUC'ING CAVITY
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Abstact

By combining the high mechanical rigidity and low loss
tangent of cryogenic sapphire with the excellent shielding and low
loss properties of a superconducting cavity we have developed a

microwave resonator with both high electrical quality factor and
very high intrinsic stability even at relatively high power. We have 4
implemented the sapphire loaded superconducting cavity resonator in niobiumR
a novel phase stabilized loop oscillator circuit and achieved Allan
Variances of around 10-14 for 1 to 1000 seconds integrating time.
This level of stability is competitive with that of the best hydrogen
masers and in fact superior for integrating times less than a few tens
of seconds. We present here an overview of the oscillator system magnetic field
and discuss applications and prospects for further improvement in probe
performance. Fig.1 Cross-sectional view of the sapphire loaded superconducting cavity

1. Introduction resonator (SLOSC)
II. Sapphire Loaded Superconducting Cavity Resonator

The ultra-high Q and low temperature coefficient obtainable in

superconducting cavities at low temperatures has enabled the Design considerations and stability estimates for the SLOSC
construction of microwave oscillators of exceptional short term resonator (Fig. 1) have been previously communicated [5] so the
frequency stability. Using a niobium cavity with a loaded Q of over description of the SLOSC here will be t .'f and review the features
1010 , Stein and Tumeaure achieved a short term performance of relevant to the high stability oscillator.
Oy(2,-z) = 2.lxlO- 16 in their superconducting cavity stabilised
oscillator (SCSO) [1]. Despite this performance it is recognised [2] Ouality factor
that superconducting cavity stabilised oscillators suffer from stability
limitations set by mechanical deformation of the cavity due to Most of the research has concentrated on the properties of a
vibration and tilt causing degradation to short and long term mode in the SLOSC at 9.73 GHz. Measurements of Q as a function
frequency stability respectively. These limitations, combined with of temperature for this mode [6] (Fig. 2a) reveal that it remains
the relative difficulty in obtaining ultra-high Q cavities, have relatively high until near the superconductor's tiansition temperature.
restricted the practical development of this type of oscillator. The effect of the resistive loss of the superconductor, which causes

rapid degradation of Q with temperature in a conventional
Research by Braginskii et al [3] has shown that high purity superconducting cavity resonator, is clearly reduced in the SLOSC;

sapphire is an excellent dielectric for high stability resonator this is due to the high confinement of the mode to the sapphire.
applications because of its high mechanical rigidity, good thermal
properties and low dielectric loss at cryogenic temperatures. In order
to take advantage of the low internal loss, the radiation loss from a o$ 1...

dielectric resonatoi must be prevented (by using a low loss .... 0 N.
electromagnetic shield) or made sufficiently small by using a high ,9
order mode . Superconductor-on-sapphire resonators, in which a 0 , 1
thin superconducting film is deposited onto the sapphire surface, 10
have been extensively studied [3,4] to determine their suitability as V7 £

high stability microwave resonators. 600
bO .00

At the University of Western Australia we have developed a , 6 a 10 Z ,0
sapphire loaded superconducting cavity (SLOSC) resonator in which lemcral (K)

only a fraction (-20%) of the cavity volume is occupied by the (a) (b)
dielectric. It combines the advantages and avoids the disadvantages
of its two principle components, namely the superconducting cavity Fig. 2 Measurement of (a) Q as a function of temperature, and, (b) frequel.cy as a
and the sapphire dielectric. For some resonant electromagnetic function of temperature, for the SLOSC 9.73 GHz mode.
modes most of the energy is confined to the dielectric (which has e
-10) resulting in a much reduced sensitivity to the effects of cavity
perturbations. Furthermore, certain convenient thermal properties Temperature dependence
enable relegation of the effects of temperature fluctuations effectively Measurements of the teinperature dependence of the frequency
to second order. of the 9.73GHz mode (Fig. 2b) reveal a turning point at about 6K.

We have been developing a high stability microwave oscillator This has been interpreted [7] to be the result of the competing effects

based on the SLOSC. The oscillator configuration is novel in that it of the temperature dependent superconducting penetration depth and

uses the same resonator both as the frequency determining element in of a Curie law dependence of the susceptibility of paramagnetic
a loop oscillator and as the dispersive element in a Pound type impurities in the sapphire. From the data it was possible to

discriminator to stabilize the oscillator against frequency fluctuations determine the concentration of Cr cations to be about Ippm and

due to phase noise introduced in the loop circuit. This activel¢ determine a geometric factor of about 28 000 for this mode.

stabilized, partly cryogenic oscillator achieves stability superior to an Temtrature control / crogenic su
all-cryogenic loop oscillator based on the SLOSC. Present
performance is oy(2,j) -10-14 for 1<,t < 1000 secs with a loaded Q Operation near the frequency maximum at about 6K
of 3x10 8 and represents the present noise floor of the stabilization significantly relaxes the temperature control requirements otherwise
circuit. necessary for high stability. Consideration of the curvature at the

maximum implies that .,en for a relatively modest level of
In this paper we review the features of the SLOSC resonator temperature control stability of 100 microK at a temperature offset of

and describe the design and performance of the stabilized osciltor linK the resulting fractional frequency fluctuations would be only -
based on the SLOSC. 3x10 "16 . Temperature control of the SLOSC is currently performed
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by a room temperature AC resistance bridge type controller The oscillation conditions now become, in obvious notation,
incorporating a Ge cryogenic resistance thermometer in good
thermal contact with the SLOSC. I I A L S12I = I

To ensure that the SLOSC attains the highest possible Q factor II OA + OL + OR = 0 (mod 2n).
during cryogenic operation the sapphire is cleaned ultrasonically in a
bath of hydroflouric and nitric acid followed by an alcohol bath and The first condition requires that the amplifier gain equals the
then finally rinsed in triply distilled deionized water and left to dry. total loop losses. This is met in practice by having more than
The niobium cavity receives the same treatment except that no sufficient small signal gain and exploiting the saturation
hydroflouric acid is used. After assembly in a dust free environment characteristics of the amplifier to achieve equality at some input
the SLOSC is mounted in a small, stainless steel vacuum pot which power.
has been designed to minimize the effects of mechanical stress and to
allow for effective thermal regulation of the SLOSC. Short pieces of The second condition can be rewritten using (1) to give
coaxial transmission line connect the SLOSC coupling probes to
microwave feedthroughs in the lid of the vacuum pot so that once 8 = - tan (eL + OA)
evacuated and sealed it can be stored at room temperature until
required for cryogenic operation; this has proved to be a very robust i.e. f-fo = - (fo/ 2QL) tan (OL + OA). (2)
design. This pot is, in turn, mounted inside a larger vacuum can
which is then lowered into a dewar and cooled with liquid helium. This equation shows that an oscillator that is configured
This second stage of vacuum helps to decouple the SLOSC from any around the resonator will have a frequency f that is not necessarily
mechanical vibrations associated with the boiling helium or pressure the same nor as stable as fo. The extent of this difference is
changes above the helium bath and is also required for proper ultimately determined by the noise of the active device and the quality
operation of the temperature control system. factor of the resonator.

III. Oscillator Configuration For small phase deviations and constant fo, the fractional

In this section we derive from the oscillation conditions for a frequency fluctuation is expressed as

generalized oscillator, the dependence of oscillator frequency Af/fo= -(AO L + AOA)/2QL (3)
stability on critical circuit parameters such as the Q of the resonator
and noise in the active device. These relations are then used to form
guidelines for the design of high stability oscillator configurations Equation (3) can be exprtssed in terms of spectral densities of
for the SLOSC resonator. We discuss first an all-cryogenic loop fractional frequency fluctuations to obtain the relation first derived
oscillator and then describe and analyse our phase stabilized system. heuristically by Leeson [8]

General oscillator model Sy(fm)- SO(fm)/(2QL) 2. fm < fo/2QL) (4)

A general oscillator model is obtained by considenng the ef"-ct AlI-Crvogenic loop oscillator
of a feedback network, with (complex) transfer function 1, oi. e
gain of an amplifier, with transfer function A (Fig. 3). The gain of Equation (2) above relates how the loop oscillator frequency
the amplifier is modified in the presence of the feedback loop to stability is dependent on the phase stability of the amplifier and loop
become A'= A / (l-13 A). components. Our initial configuration of a high stability oscillator
The condition for oscillation is then p A = 1 . based on the SLOSC was as an all cryogenic loop oscillator using

GaAsFET amplifiers. The rationale behind this approach was to
It is convenient to write this (complex) oscillation condition as the exploit the stable cryogenic environment to minimise thermally and
;mplitude and phase conditions: mechanically induced changes in loop phas- OL. The amplifiers

were 2 stage units using GaAs MESFETS at ,1 were developed by
I 1I A I = I the CSIRO Division of Radiophysics for use as extremely low noise

amplifiers on the front end of radiotelescopes with typical input
II arg (1 A) = 0 power of -170dBm. The small signal white noise temperature for

these devices was about 25K at physical temperatures of a.2K. In
our application the amplifiers were (necessarily) operating in
saturation with input powers of about OdBm . Amplifier bias

f" -supplies with microvolt stability were required to reduce the
observed bias dependent phase shifts in the amplifier.

ryogenic loop oscillator erfomiance

- A .The all-cryogenic loop oscillator system achieved a best
stability of cry( 2 ,,t) = 6xl0 "14 at 10 seconds integrating time as
determined from a comparison between three independent systems.

Fig. 3 General oscillator modcl as a feedback loop. We concluded that the performance of the all-cryogenic loop
oscillator was limited by the flicker noise in the GaAsFET

Lop oscillator amplifiers. We can estimate the flicker noise level by using the
observed Allan variance to caculate an equivalent spectral density of

The oscillation conditions are now used to determine the frequency fluctuations by using the well known relation for flicker
operational parameters for a loop oscillator consisting of amplifier, noise
transmission line, and resonator with transfer functions A, L and S 12
respectively. The transfer function of the resonator, in magnitude 0Fy 2 (2,,c) = 2 ln2.Sy(fm). fm

iand phase representation, is and then, using equation (4) , QL = 3x10 8 and ay (2,t) = 6x10 "14

IS121 CXP(-jOR, = 2(p+ 2)12 exp(-jarctan (-8)) () we obtain
(+81 

S(fra)= 1.8xl0"9/fm, (/Hz)
where 6 = (f-fo)(2QLjfo) is the normalised offset frequency and 11,
132 are the resonator input and output couplings, respectively. -87dBc/frn (/Hz).
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as with S# (frn) - -90dc/fr (/HIz) as measured
by Lusher atuu tardy 19] for the 1/f noise in an 8.5 GHz GaAs
MESFET amplifier.

IV summary, although the all-cryogenic loop oscillator based Vn(fm +SILTR ~ ~ M
on the SLOSC was perhaps capable of better pprformance, it was
eventually abandoned because the relatively high level of flicker L
noise in the loop amplifiers would ultimately determine the best [df/dV]osc(l+j fm t)
performance, or "flicker floor", in the oscillator frequency stability.
Furthermore, experimentation was made difficult as all the INTEG. [dV/df) DISCRIM.
components %',ere at cryogenic temperatures and relatively dsc (I+jf.(
inaccessible. There was also a reluctance to operate the amplifiers at
input powers 17 orders of magnitude greater than their nominal input i L
power!

IV. Phase Stabilised Loop Oscillator + Vos(f15)

The desire for greater stability over that obtained with the
cryogenic loop oscillator has led to the conception of a phase
stabilised loop oscillator. This configuration, shown schematically Fig. 5 Representation of the phase stabilized oszillator, including noise sources.
in Fig. 4, can be regarded as a nov l synthesis of loop oscillator and
the form of Pound stabilizption developed to a high degree by Stein The stabilized oscillator output is then written as (rms sum
and Tumeaure [1]. The circuit is somewhat similar to that of Galani implied)
et al [10] which actively degenerates the phase noise of a leop
oscillator, but differs in its intrinsically better dc performance owing f(f) Vn(fm). df/dV]Osc f
to the use of an IF frequency in the stabilisation servo. - (l+ljfm) + _ d B (L

where B = [df/dV]osc.[dVIdf]disc.C is the stabilization loop
MODULATION bandwidth.

The first term represents the degeneration of the (open) loop
oscillator frequency noise by the stabilization servo. The second

Lterm represents the effect of noise introduced by the servo loop
(usually from the detector diodes) and it is this term that determines
the stabiliked loop oscillator noise floor.

INTEGRATOR RF AMP It is instructive to rewrite (5) in terms of spectral densities
DETECTOR2 2
SLOS¢ [R Sy (fin) S(fm)/(2QL)2 + (l/f)2S(f) (6)

SLOSC Il + B/jfml2  lKdtl2 (
R.SONATOR where Kdetrepresents the discriminator sensitivity referred to the

output of the detector and Sv(fm) the voltage noise of the detector.
- q PHASE If detector noise is the dominant contribution to the discriminator

SHIFTER noise then Kdet must be increased for better stabilized loop oscillator
performance. The dependence of Kdet on system parameters is given
by

Kdct=4 s 2P i P iQ (7)

Fig. 4 Block diagrmn of the phase stabilized loop oscillator circuit. In this expression, s represents the sensitivity of the detector, Pi is
_Operational description the incident power and m is the phase modulation index.

Practical implementation
The phase of the loop is modulated at a rate much larger -han

the resonator bandwidth. The resultant PM sidebands undergo PM In the present configuration of the phase stabilised loop
to AM conversion at the cavity with a magnitude and phase oscillator, all of the loop oscillator components are at room
dependant on the difference between the frequency of the loop temperature except for the cirzulator and othe, isolators that are
oscillator and that of the resonator. The reflected AM signal is placed near the SLOSC to minimise frequenc) pulling effects
envelope detected , amplified and then demodulated with the original resulting from changes in cable VSWR . Microwave signal
modulation frequency to give a dc error signal proportional to the transmission to and from the SLOSC is via low thermal conductivity
frequency offset. The discriminator output is then integrated and coaxial transmission lines. Typically 2mW of microwave power is
fed back to the phase shifter to correct the offset so that the integrator dissipated in the SLOSC. We have variously used cooled, biased
input is zero. Functionally, the stabilisation circuit corrects for any GaAs detectors &s wtll a.. standard zero bias Scliottky detectors for
phase shift within its bandwidth and locks the oscillator frequency the envelope detection. To achieve maximum discriminator
to that of the cavity, sensitivity, t'e coupling on the discriminator port is adjusted to unity

for maximum carrier suppression to permit square law operation of
Noisanais the diodes. T'he voltage controlled phase shifter consists essentially

of two varactor diodes terminating a hybrid tee. The device has a
To consider the effectiveness of the stabilization servo, the dynamic range of about 100 degrees and a typical phase coefficient

circit is modelled (Fig. 5) as an oscillator with pushing figure of 12 degrees/volt. The phase modulation index is about 0.02 in the
[df/dV]osc (=fo/2QL . d/dV) and equivalent input noise Vn(fm) at present system. The traisfer function of thr stabilizaion loop is
Fourier frequency fm ; the discriminator is characterised by its essentially that of a single integration and hao a gain crossover point
sensitivity [dV/dfldisc and output noise Vos(fm) ; the integrator is at about 3kHz.
described by C/jfm , where C is a constant.
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V. Oscillator Pegma

To evaluate the perfo.-mance of the pha, • stabilized loop SY RPt"
oscillator based on the SLOSC resonator we have constructed two QUArz
nominally identical systems, mounted in separate cryostats, and 9 733 MHZ -130 14Z REY
performed a standard two oscillator comparison in the time domain. 709.5 ,,_
As shown schematically in Fig. 6 this involves a double heterodyne
configuration. The first difference frequency of approximately X 'COUNTFE.
709kHz (which is due to the slight difference in dimensions of the
two sapphires) is mixed with a similar frequency from a quartz #O
locked synthesiser (HP3325A) which has less relati'- instability SLOSC
than the first difference frequency. The output . al mixer is o
typically made to be about 130Hz and is low phss filtered
(fLp=lkHz) prior to being counted (HP5316A). The counter is
usually gated every 10 seconds and the data is read over the IEEE
bus by an IBM PC-AT compatible computer for later analysis. Fo
integrating times less than about 1 second we are limited by the Fig 6 Schematic diagram of the frequency stability measurement sysiem.
measurement system noise which we believe is mainly aue to the
synthesiser. For the same reason we have so far been unable to
directly measure the phase noise (in the frequency domain) of the
oscillator. 10-od

Short term stability Z 1 0 0 all cryogenic
=10 "1  0 0 stabilized

The square-root Allan Variance (SRAV) determined from the 0in +
two oscillator comparison is shown in Fig. 7. As is standard it. this + -o
type of comparison a factor of 42 is removed to permit interpretation 1.1 0 0 00 +

as SRAV of one system. The phase stabilized loop oscillator C
displays a minimum SRAV of 9x10 "15 at 100 seconds integrating c- 10' *
time. Also shown is the typical unstabilised loop oscillator (open .
loop) pertormance and the best performance of the all-cryogenic loop "

oscillator. 10.-151 .......
10"  1 0  01 102.10 .b0

The remarkably flat portion in the phase stabilized loop10 1 10 01 1

oscillator performance from 3 seconds to about 300 seconds is Tau (seconds)
suggestive of a dominant flicker noise source in the system. We are
currently investigating the origins of this and believe it is probably Fig 7 Measured square root Allan variances for the various oscillators discussed
due to multiplicative 1/f noise in the detector. in this paper.

It can be seen from equations (6) and (7) that as well as using
lower noise detectors, the signal to noise of the discriminator may
also be improved by using a larger modulation index or by errors (because of offsets) and residual frequency pulling of the
improving the loaded Q of the SLOSC resonator. SLOSC.

The result 9x 1015 achieved with a QL of 3x 108 is interesting As yet there is no evidence of mechanical sensitivity but futher
in that it yields the value 3x10 -6 for ay.QL which ts the same as that tests are required to fully characterise the system. We are confident
for the SCSO of Stein and Turneaure. of being able to significantly improve the long term performance.

Longterm stability VI. Applications

For integrat:ng times longer than about 1000 seconds, the The wide ranging applications and potentials for high stability
performance begins to degrade. We have identified systematic resonators and oscillators in fundamental physics experiments and
correlations of the beat frequency with room temperature as well as ,,0- r high precision measurements are well known (see, for
iquid helium level. Fig. 8 shows the difference frequency between ,mple, the review by Stein [11]). We confine this brief discussion
two systems over approximately 2 days data collection. There is a o application of the SLOSC oscillator as the local oscillator in
strong diurnal component correlated with the room temperature as ,ustralia-wide Very Long Baseline Interferometry (VLBI). This
well as a characteristic signature toward the end of the collection application calls for a local oscillator of high stability to perform the
period where one system was running low on liquid helium. The dual functions of downconverting the the received signal and
mechanisms here are probably residual temperature dependent seru re- ording phase information for later correlation and analysis. For

this role it was necessary to convert the high stability 9 733 MHz
output to a standard 5 MHz output. Several trials in conjunction
with receivers in the East of Australia have already been made but the

T .data has not yet been analyzed. We are currently developing a stand
I D) alone oscillator system that incorporates a long hold time liquid

helium dewar so as to lessen the inconvenience of liquid helium1 refills. This system is intended for VLBI use as well as other future
applications requiring high performance, low maintenance andcontinuous operation.

, .. _ - - ~ VII. Conclusions

We have described a sapphire loaded superconducting cavity
Fig. 8 Measurements of the relative frequency difference between two phase and its use as the resonator in a novel phase stabilized loop
stabilzed loop oscillators over a collection period of 2 days showing relative oscillator. Demonstrated performance is very encouraging and is
variations of~_5x,04 2 with aday long cycle. comparable to that of hydrogen maser systems. The short term
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stability appears to be limited by the present noise floor of the
stabilization circuit. We have observed some frequency dependence
on microwave power level and this is currently under investigation.
Long term performance is at this time degraded by some sensitivity
to ambient temperature and helium level. As environmental
sensitivities, power and temperature dependent effects etc become
better clarified we believe significant further improvement in
performance will be achieved.
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L-BAND DIELECTRIC RESONATOR FILTERS AND OSCILLATORS

WITH LOW VIBRATION SENSITIVITY AND

ULTRA LOW NOISE
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ABSTRACT (y) of S 2.2 x 10- 0 G-- in all planes and a
loaded 0 of 7000 at 750C with 6 dB insertion

Because of the increasing requirements loss. The oscillator developed using this
of signal sources used in military radar D.R.F. has an output power of +23 dBm at
applications to have improved noise and 1.538 GHz and measured phase noise which is
spurious performance there has been a push -135 dBc @ f. = 2 kHz, -175 dBc @ f. = 100
to develop stable oscillators that operate kHz, and < -185 dBc @ f. 1 1.0 Mllz.
at, or closer to, the radar operating
frequency. These sources do not have the This paper will describe the evolution
phase noise or spurious enhancement caused of the D.R.F. design and the incorporation
by frequency multiplication which would be of this design into a low noise D.R.O. The
required for a lower frequency source. results of each intermediate step will be
Presently, Dielectric Resonators offer an included along with the final results.
effective way to produce such sources by
providing a high-Q frequency selective INTRODUCTION
device for determining the operating
frequency of an oscillator. However, the The contents of this paper are separated
loaded Q of the Dielectric Resonator Filter into three discrete sections which comes
(D.R.F.) is not high enough, when used in an about naturally from the development
oscillator, to compete with a crystal process. The first section contains the
oscillator in close-to-carrier noise design and development procedure used to
performance even though the crystal source create a D.R.F. which would meet the
must be multiplied. Typically the loaded Q requirements stated above. Several hurdles
is reduced even further when the D.R.F. is were identified at the beginning of the
designed to meet the operational vibration D.R.F. development and each one is
requirements found in a military considered separately in this section.
environment. The optimum source would have Results are given within the context being
the close-to-carrier noise performance of a developed. The second section describes the
multiplied crystal source and the far from design criteria and procedure used to
carrier noise performance of a Dielectric develop an " Ultra-Low Noise D.R.O. " using
Resonator Oscillator (D.R.O.). the above D.R.F. in a external feedback

oscillator. Each component of the
The focus of the design was to develop a oscillator was designed to operate with a 50

low loss, high Q D.R.F. with good vibration ohm (0) source and load impedance to allow
performance to use in a low noise D.R.O. at for direct characterization of each
1.5 GHz. The D.R.O. had to have very good component. This was done to improve the
noise performance while maintaining a low predictability of the D.R.O. performance and
sensitivity to vibration in a military also to allow problems to be isolated if
environment. Also the D.R.O. must have the they occurred. A description of each
ability to be phased-locked to a multiplied component is included along with their
crystal source to improve the close-to measured parameters. The final section
-carrier noise and vibration performance. compares the measured results with the
The resulting development produced a D.R.F. predicted performance of the entire D.R.O.
at 1.538 GHz with a vibration sensitivity

CH2690-6/89/0000-094 $1.00 C 1989 IEEE 94



D.R.F. DESCRIPTION To solve the problem of both high Q and
vibration sensitivity there were six major

The D.R.F. uses a high dielectric hurdles which were identified and addressed.
material to load a cavity thus reducing the These six problems were the dielectric
size of the cavity and also stabilzing the resonator, the cavity, the substrate
cavity since 90% of the electric field and %aterial, the epoxy and bonding which are

65% of the magnetic field exists within the considered together, and finally the

dielectric resonator. This helps to reduce coupling structure. Because the thermal

the effect that the boundary conditions mass of the D.R.O. is mostly determined by

(i.e. the cavity) have on the operating the cavity the thermal properties of the

freque.cy.3 To date, to obtain a high D.R.F. are discussed as part of the cavity
loaded a in the D.R.F. the resonator was problem.
placed on a low loss, low dielectric
pedestal in the center of the cavity. This

was done to approach a free space mounting
of the resonator which keeps the gradients

in the fields outside the resonator small

thus reducing the losses encountered by high E*.Hz

circulating currents in the conducting

boundaries of the cavity.2  However this

approach causes the D.R.F. to have poorer ,.°

vibration sensitivity due to the increased

size of the cavity and the relative movement 
Hr

between the resonator and the cavity.2  When

a very high 0 is not required the resonator

is attached directly to the bottom of the

cavity on a dielectric substrate. This

causes a large gradient in the electric

field with high circulating currents at the

surface of the conductor and introduces Figure 2 : D.R.F. field distribution (with
dielectric losses but offers much improved substrate) as a function of

vibration performance. Figures 1 and 2 position along the Z axis. The

shows the calculated field distribution for left region is the substrate,

the TEoi, mode relative to the Z axis for a the middle region is the D.R.,

resonator centered in a cavity and for the and the right region is the air

final D.R.F. design found in this paper. 4  space in the cavity.

Dielectric Resonator

The first item addressed was the

E+,Hz dielectric resonator itself. Since the

resonator is the main contributor to the

loaded Q of the filter a search was done to

obtain a dielectric resonator with both a
very high unloaded Q and a relatively high

Hr" dielectric constant (to reduce the size of/Hr 
the D.R.F.). A device available from Murata

Erie (" M " material) has an unloaded 0 of >

8000 at 7.0 GHz and > 23000 at 1.5 GHz. The
part number is DRT377M060C167. The

iielectric constant of this material is
37.64 with a chemical composition of

(ZrSn)TiO 4 . The resonator has the shape of
Figure 1: D.R.F. field distribution (with a puck with a 6mm hole down the center of

no substrate) as a function of it, an outside diameter of 37.7mm and a
position along the Z axis. The height of 16.7mm (this height is roughly

left and right regions represent half a wavelength with this dielectric at
the air space in the cavity and 1.5 GHz). The hole in the center of the

the middle region is the resonator does not effect the performance
Dielectric Resonator (D.R.). since the electric field strength here is

almost zero and the presence or absence of
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the dielectric plug has little direct effect density is greatly reduced above 3.0 kHz so

on the magnetic field.9 The hole allows for the major guide line for the analysis was to

a low loss plastic screw to be added to keep any resonances as far above 3.0 kHz as

center the resonator in the cavity during possible. Not only is the vibration density
assembly and adds to the higher mode reduced in this region but it would make it

suppression of the filter.9 easier if any mechanical isolation is
needed. The analysis produced a cavity with

Cat 9.525mm walls and a tongue-and-grove Joint

at the middle of the cavity. A tuning screw
The second factor addressed is the is used to make small adjustments in

cavity. The inside dimensions of the cavity frequency by modifying the boundary
are 38.1mm in height and 76.2mm in diameter, condition of the top of the cavity.'

These dimensions are roughly twice the

diameter and three times the height of the Since the cavity dimensions were now
resonator. These dimensions seem to give determined the thermal properties of the

the highest loaded Q while still maintaining D.R.F. could be considered. Work done at
good mode separation. At this frequency Raytheon's Research Division' shows that the
the TE0al mode allows for the smallest frequency vs temperature response of a

physical dimensions (i.e. lowest mass ) with D.R.O. can be represented as a second order

a reasonably high loaded Q.' Because the equation nf the form:
cavity supplies part of the boundary

conditions which determine the resonator Af/f. (ppm) = Co + CxxT + CzxT2  
(i)

fL quency, any modulation of these boundary

conditions will manifest itself as an Here the coefficient Co is an arbitrary
undesirable frequency modulation of the constant related to the reference frequency

D.R.F. and thus a phase modulation of the (1538.103 MHz) used to define the fractional
completed oscillator. Although the frequency change. C2 is the linear

dielectric resonator reduces this effect as coefficient which is defirned as:

compared to a regular cavity, the effect is
still significant in this application. The C. = T + n. (2)

major source of such modulation is

environmental vibration found in military Te is the linear coefficient of fractional

applications. Figure 3 shows the vibration frequency change given by the D.R. vendor in

spectral density in which the D.R.F. was units of ppm/oC and n. represents any
designed to operate. additional linear shifts in the frequency vs

VIBRATION DENSITY temperature characteristics due to those
N components external to the D.R. such as the

cavity, D.R. support, the oscillator

Cy (9 I0-2 .- electronics, etc. The coefficient C2 is the

second order coefficient and has units

ppm/0C2 and is a function of the type and

10 .source of material used for the D.R.

10_ 4 _ For the D.R. bought from MuLata/Erie

10"4"_which is their " M " material with a

temperature coefficient of +0.3 ppm/0 C, and

10 5 .. using a copper cavity, the coefficients C.I and C
2 are:

10.6 •1 . . . . .. . . . . .
10 "102 103 i04 Cx v 0.3 ppm/-C - 2 ppm/°C = -1.7 ppm/CC (3)

m (Hz) C2 L -0.025 ppm/,C2 (4)

Figure 3 Operational vibration spectral
density for the D.R.F. By taking the derivative of equation (1)

anI setting it equal to zero, the turn over

An investigation was done into a cavity point can be calculated from the following

design which would keep the inside equation:
dimensions stated but offered the most rigid

structure possible while still keeping T. = -C1 / (2xC2) (5)
within reasonable size and weight bounds.

As shown in Figure 3 the vibration spectral
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Soft-are was developed to measure the placed in an oven to soak at 0C while the
D.R.F. parameters over a long interval of oscillator electronics were placed external
time and at discrete temperatures. Figure 4 to the oven and kept heated to 750C. At r
shows the measured (6f/fo)/AT for the D.R.F. (time) = 0 the oscillator was turned on

FRACTIONAL CHANGE IN FREQ. VS TEMP. along with one 15 watt heater on the D.R.F.
8. The cavity temperature and oscillator

I frequency were measured in one minute
6L) .... . . intervals. Then the test was repeated using

4.- - - -two 15 watt heaters on the D.R.F. Figures 5
Ce- and 6 show the results of both test for

2 - .. .... oscillator frequency (PPM) and D.R.F.

-':-temperature vs r. If used In the present
configuration these tests predict that -60

'2 - watts will be required to meet a 30 minute

turn on time required. However by moving T.
-4- - -to the desired operating frequency the

-6 -- required power would be reduced.

(30 vs 15) WATT HEATING POWER
4 .280- --

-55 -50 -45 -40 -35 -30 -25 -20 -15 E 260 15WATTSPPM
Temp. (C) 240

Figure 4 : Fractional change in frequency 220 30WATTSPPM

.2200 -of the D.R.F. per degree change - 180 . -

in temperature (PPM/°C) vs 1 ......

temperature from -551C to -151C. 140 - \-

120 - - . - - - - -
The measured turn over point for the present 100 - - ..

D.R.F. is -351C and the calculated turn over 80 ..
60----------------

point is -34C which is in good agreement. 40-
Using equation (5) the following table for a 20 - -...

750C turnover point (which is the desired 0- - -f -

operating point) can be generated for a -20-
copper cavity or a Kovar cavity with C2 v 0 20 40 60 80 100 120 140 160 180 200
-0.025 ppm/-C2  which is the constant TIME (MIN)
required for Murata/Erie " M " material: Figure 5 : Fractional change in frequency

(ppm) vs time (min.) for the
cavity material Xr (2=/,C) n_ (Dpm"-C) insulated D.R.F. sopking at 00 C

for both 15 and 30 watts of
copper 5.75 -2.0 heater power.
Kovar 4.45 -0.7 (30 VS 15 ) WATT HEATING POWER

90
Murata/Erie also has temperature 0

coefficient of - +4.0 ppm/,C and - +6.0
ppm/-C available in their " M " material. 6 70 - - - - .-

Using the +4.0 ppm/-C temperature 1 60 ' -

coefficient with a Kovar cavity would yield 5-c 50-
a nominal T. of 660C and using the +6.0 d 4 /
ppm/-C temperature coefficient with a copper
cavity would yield a nominal T. of 800C. As 30
of this publication these cavities have not 20-- - - - -
been assembled and tested to verify these 10- .. I
predictions. 30WATTS TEMP

0 __+ _ 15WATTS TEMP
Another thermal problem to consider is -10,-i, . . I . I I

the stabilization time required for the 0 20 40 60 80 100 120 140 160 180 200
D.R.F. at turn-on. Presently two 15 watt TIME (MIN)

proportional-control monolithic heaters from Figure 6 : Temperature of the insulated
Micropac are attached to the cavity with the D.R.F. soaking at OC (-C) vs
goal being to be within ± 9 PPM of stable time (min.) with both 15 and 30
frequency in 30 min. with an ambient from watts of heater power.
0°C to 651C. The cavity was insulated and
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Substrate

The third element investigated was the D.R.F. #3 LOG Mag. S11

dielectric material which holds the 0 - - --

dielectric resonator to the bottom of the /
cavity and also has the coupling structures 2--

etched onto it. A material was needed which

had a very low loss tangent (high 0), a

reasonably high dielectric constant (however 4-

not so high as to compete with the

resonator), a coefficient of expansion which

is close to that of the dielectric -

resonator, and the ability to be easily

machined and polished. A material produced 8. .--

by Trans-Tech, Inc. called D-MAT was used. 1537.6 1537.8 1538.0 1E38.2 1538.4 1538.6

This material has a thermal coefficient of MHz

expansion of 7.5 PPM/0 C while the resonator

has a thermal coefficient of expansion of Figure 7 : D.R.F. #3 Sll log magnitude.

6.5 PPM/-C. At the D.R.F. operating The peak return loss is -7.17 dB
frequency the loss tangent for this material at 75-C and 1.538123 GHz.

is < 0.0002 with a dielectric constant (E.)

of 10.2. The material is in the form of a

disk with the following dimensions: D.R.F. #3 LOG Mag. S21
.5-

D-MAT 10.2 (Grade A)

.7- --

O.D. = 76.073 + 0.127 (mm)

I.D. = 5.969 ± 0.0254 (mm) 9 - - -

Thickness = 5.08 + 0.0254 (mm)
-11 --

The hole in the center is to allow for

the low loss plastic alignment screw

mentioned earlier. The thickness of 5.08 mm "13 - /

has a free space electrical length at 1.538

GHz of roughly 16.22 mm due to its -15,

dielectric constant of 10.2. This allows 1537.6 1537.8 1538.0 1538.2 1538.4 1538.6

the resonator to be electrically centered in MHz

the cavity while being physically attached Figure 8 : D.R.F. #3 S21 log magnitude.

to one end. The obvious disadvantage is The minimum filter insertion

that the D-MAT has a higher loss tangent loss is -6.124 dB at 750C and

than air thus reducing the loaded Q of the 1.538123 GHz.

filter for a given coupling (insertion

loss). However the D-MAT is good enough

(i.e. loss tangent < 0.0002) to allow for a D.R.F. #3 LOG Mag. S22
loaded 0 of > 6500 at 1.538 GHz with an

insertion loss of -6 dB. Therefore a high Q
has been attained with a good vibration

insensitive configuration. Figures 7

through 10 show the measured S parameters

for D.R.F. #3 at an operating temperature -4

of75°C. The measurements were made using a

Hewlett Packard 8510 Network Analyzer after

performing a full two-port calibration. The

analyzer was configured using a 401 point

sweep with a 1 MHz span, and a measurement

center frequency of 1.538103 GHz. .8

1537.6 1537.8 1538.0 1538.2 1538.4 1538.6

MHz

Figure 9 : D.R.F. #3 S22 log magnitude.

The peak return loss is -5.74 dB

at 75-C and 1.538123 GHz.
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cavity. Tke first and most obvious solution
was to plate the bottom of the substrate and

D.R.F. #3 TIME DELAY S21 solder it to the bottom of the cavity.
1.6 However three problems occurred with this

0 approach. First, because of the vell-like

U1.4 - .construction of the cavity it was not

possible to verify if there were any voids

1.2.- -in the solder or trapped flux between the

substrate and the cavity. Second the cavity
1.0 - -expansion coefficient required a 90 Mil.

Kovar barrier plate to avoid cracking the
substrate under the temperature required to

08 -. flow the solder. The third and most

important problem was all the added loss
0.6 I ihcurred by each additional conducting
1537.6 1537.8 1538.0 1538.2 1538.4 1538.6 surface. Since the gradient in the electric

MHz field is large here small resistances are

Figure i0 : D.R.F. #3 S21 time delay. The significant due to the high circulating
maximum delay is 1.404 11S at currents. As a solution to all three
75°C and 1.538123 GHz. problems the same epoxy used to bond the

resonator to the substrate was used to bond

Epoxy and Bonding the non-plated substrate to the cavity,
which was milled to be very smooth and flat

The fourth and fifth factors are tightly at the bonding surface. This worked very
coupled and are considered together. The well since now the only conducting surface
fourth is what epoxy or bonding agent to use is now the cavity itself (i.e. no Kovar
to bond the dielectric resonator to the barrier plate or plating on the substrate)
substrate, and the fifth is how to bond all which is where the circulating currents have
the pieces into the cavity. A low loss, to exist due to the boundary conditions
high strength and very rigid epoxy was presented by the conducting walls of the
needed to bond the dielectric resonator to cavity. The dielectric losses of a thin
the dielectric substrate. Inorganic bond of this high oxide (non-conductive)
compounds were considered as was high epoxy are much less than the conducting
temperature bonding (" fritting "1) but both losses in the substrate and Kovar plating.
require extremely high temperatures. The Also since the curing temperature is only

fritting process takes temperatures in 1800C the epoxy does not see a very large
excess of 8501C and the lowest temperature shear due to expansion and is pliable enough
inorganic epoxy I could find cured at 425-C. to withstand the shear that does exist.

Also even though the dielectric resonator However there was a question as to whether
and the dielectric substrate have either bond can with-stand a severe shock,

coefficients of expansion which are close which is a requirement for military

(6.5 PPM/°C and 7.5-8.2 PPM/0 C applications, and how the epoxy pliabili:y
respectively), over this temperature range will effect vibration.

the bond would experience a large shear and

could fatigue or break. A high oxide The vibration sensitivity of the D.R.F.

organic epoxy from Amicon Co. (ME-868) was was tested first using a sinusoidal drive

found. This epoxy cures in an hour at function out to 1 kHz that was varied in
180°C. The Young's Modulus of the epoxy is small increments to determine the vibration

estimated at 0.4-0.6 x 106 PSI. The loss of sensitivity as a function of frequency. The
the epoxy was unknown so a layer of the D.R.F. was part of the oscillator and the

epoxy was cured on a piece of Teflon and vibration sensitivity was measured on a
then peeled off. The cured piece of epoxy delay line discriminatoi with only the

was then placed into a test D.R.F. on top of D.R.F. being vibrated. Figure 11 shows the
the resonator to see how much degradation it test setup used to make the vibration

caused. The effects were very slight even sensitivity measurements. Using cylindrical

though this was an extreme case since the coordinates let the Z axis be the direction

thickness of an actual bond would be much normal to the bottom of the cavity and

less. substrate and the R (radial) axis parallel

to these surfaces. Because of the

The second half of the problem was how cylindrical symmetry there is no 0
to bond the dielectric substrate to the dependance in the vibration sensitivity.
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vibration. This unit had a measured

vibration sensitivity of 5.4 x 10- 0 (G- 3)
VIBRATION SENSITIVITY MEASUREMENT SETUP which is an -18 dB improvement over the

first unit. A third unit was built, again

using two curing cycles but this time a

heated hydraulic press was used to yield a
(CT n curing pressure of 100 PSI during both

cycles. This unit had a measured vibration
INPUT LO Msensitivity of 2.2 x 10-0 (G-2) which is an

'-8 dB improvement over unit two and -26 dB
improvement over the first unit. This
sensitivity is good enough that both
electrical isolation (e.g. phase locking)

and mechanical isolation systems become
practical to meet the projected noise
requirements under operational vibration.

Figure 12 shows the Z axis vibration

Figure 1ii: Vibration sensitivity test sensitivity vs frequency for all three
measurement setup used to units.

measure the vibration D.R.F. VIBRATION SENSITIVITY
sensitivity of the D.R.F. in an --- DRF#I
oscillator with the D.R.O.

electronics isolated.
-- DRF#3

The actual vibration sensitivity y (G-2) is 10.6

calculated from the measured RMS frequency

deviation Af (Hz RMS):

Af (Hz RMS) = F X y x /(D x BW) (6) 107. ..... .......... . ..

•.. ... ...................

Here D is the vibration drive spectral .. . . . . . .

density in G 2/Hz, BW is the measurement

bandwidth in Hz and, F. is the operating

frequency in Hz. If a sinusoidal drive 101 102 103

function is used to generate the vibration, Im (Hz)
as in this case, then the vibration

sensitivity is calculated from: Fiaure 12 : D.R.F. vibration sensitivity for
the three units built with

6f (Hz RMS) = F. x y x 0 (7) different bonding pressure at

assembly.

Where 4 is the measured vibration in G

RMS.310 Since 100 PSI is equivalent to 700 Lbs of

force on the substrate and 200 Lbs of force

The first unit was bonded together in on the resonator no further increases were

one process with the substrate to cavity and attempted because of feared breakage but

resonator to substrate bond both cured at also because of demonstrated diminishing

the same time with no pressure. The Z axis returns. D.R.F. # 3 was also tested without
vibration sensitivity was measured as 4.2 x the tuning screw and showed no discernible

10- 7 (G- ') for this unit. This seemed much difference in its vibration performance.

worse than anticipated by analysis. After The R axis vibration sensitivity was

some investigation it wa3 postulated that measured on the first D.R.F. only (no

the epoxy bond itself was deforming allowing pressure bond). The vibration sensitivity

for relative movement between the cavity, in this plane meabured 1.0 x 10- 6 (G- )

the substrate and the resonator. To test which is -32.5 dB lower than the sensitivity
this, a second unit was built in two in the Z axis for the same unit. R axis

separate curing cycles with -2.5 PSI on the vibration sensitivity was not measured on

substrate to cavity surface during the first the other units since the vibration

cycle and -10.0 PSI on the resonator to sensitivity of the original unit was so low

substrate surface during the second cycle, therefore, the improvement in the R axis

It was reasoned that a thinner bond line vibration sensitivity with the high pressure

would allow less deformation under bond is not directly known. However,
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measurements on the vibration sensitivity of is a copy of the art work (not to scale)
the whole oscillator using the second D.R.F. that is etched on to the substrate such that
(low pressure bond) show that the R axis the only metallization left corresponds to
sensitivity is at least as low as the Z axis the lands in the art work.
sensitivity and is probably much better
since relative movements in this direction D.R.F. COUPLING STRUCTURE
are less and their effect on frequency is
less due to the field configuration In the
D.R.F.

The loaded Q and insertion loss were
measured on each unit. The data for each
D.R.F. is given below.

FS21 (dB) Loaded 0 Fre. (GHz) Temp (-C)

#1 5.9 7440 1.622 25
#2 7.0 7600 1.498 75
#3 6.1 7000 1.538 75

The second part of this problem was the
survivability of the D.R.F. under shock
especially with the thin bond line made by
the high pressure curing. A test unit was Figure 13 : Copy of the art work (not to
made with the 100 PSI curing pressure for scale) for the coupling
both cycles Just as with the third D.R.F. structure used in the D.R.F.
discussed above. The shock requirement The line around the coupling
specifies a 75 G shock having the form of a structure shows the edge of the
6 mS half sine. The unit was subjected to substrate and is not part of the
15 shocks with the first five at 50 G, the art work.

second five at 100 G, and the last five at
150 G. The test unit showed no visible It is important that all unwanted
signs of damage or fatigue. From this test metallization including the Cr must be
it was determined that the high pressure completely removed as this caused a problem
bonding technique was more than strong in the initial unit with the loaded Q of the

enough to survive the shock requirements. A D.R.F. The segmented line or tracks form an
question was raised as to the aging arc with a radius of 31.75 mm with each
properties of the cured epoxy as to its track having 4 degrees of arc with a 1
strength under shock. The vendor had no degree space between tracks. There are 9
data when asked but predicted that the cured tracks which have a total of 45 degrees of

epoxy would show no degradation at all for arc. The dielhftric substrate allowed for
the first 5 to 10 years and this was a very strong coupling to the resonator for
conservative estimate, small coupling structures. To lower the

coupling to the proper level (i.e. 6 dB
insertion loss) and to keep the structure

Coupling Structure from getting too close to the cavity wall,
the width of the coupling structure was

A coupling structure needed to be reduced to 0.508 mm. By raising the
developed that would not adversely affect impedance of the line the current ard thus
the vibration sensitivity, the D.R.F. loaded the magnetic field intensity of the coupling
0 and insertion loss, and had the ability to signal was reduced. To increase the
be adjusted to compensate for variations in coupling, successive tracks are coinnected on
production. Since 90% of the electric field both sides (i.e. symmetry is maintained) by
and 65% of the magnetic field is confined to soldering in tinned copper jumpers (0.508 mm
the resonator, a coupling structure that wide) till the insertion loss is close to 6
coupled into the external 35% of the dB. The two units built with this structure

magnetic field was developed.'I The top have both had three tracks connected.
side of the 5.08 mm substrate (resonator
side not the cdvity side) was metalized with Figure 14 shows a cross section of the
250 angstroms of Cr and 381 Im of Cu. The D.R.F. with the individual components
Cr is needed as a barrier metal. Figure 13 labeled.
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isolators were added to the feedback to

isolate the D.R.F. from the rest of the
oscillator. This was done due to the poor
out-of-band return loss of the D.R.F. All
the isolators used in the design are
specified to have an insertion loss < -0.4

r -, dB over the operating band at 75-C. To help
eliminate any dynamic effects in the

RE At oscillator amplifier and make the D.R.O.
" Sdesign more predictable, an external limiter

SA R*. c t' is used as the non-linear device in the

oscillator and the amplifier is operated at
zL L_ less than 1 dB compression.

L" "KATE"$l

R The levels shown in Figure 15 were
determined by noise considerations, power
requirements, and loop gain requirements.

Figure 14 : Cross section of the D.R.F. The following equation was used to determine
showing the critical elements of the oscillator configuration and to predict
the filter and the cavity wall the noise performance of the D.R.O. given
structure, that a fixed gain was required to overcome

losses in the feedback.

D.R.G. Description p.(dBc SSB) = N,(f.)(dBc) +
20xLog(Fo (2x xf.))(dB) +

The electronics built around the D.R.F. 20xLog(M)(dB) (8)
were developed to have an operating band

from 1.47 GHz to 1.57 GHz. This would allow This equation is for the single-sideband
the frequency of the oscillator to be (SSB) phase noise of a source operating at
changed by substituting a different D.R.F. F., with a modulation frequency (f.)inside
into the oscillator and resetting the phase the oscillator resonator bandwidth, where
of the feedback. The oscillator was also the loaded Q (Q.) is constant. Here Nv(f.)
required to supply an output of +24 dBm and is the open-loop single-sideband phase noise
to have the ability to be phase locked, of the oscillator in dBc, and M is the
Figure 15 shows a block diagram of the required multiplication factor. p, is in
D.R.O. the same bandwidth as N,(fm).'2  From

equation (8) the best noise performance is
obtained by having the smallest Np(f.) and

D.R.O. BLOCK DIAGRAM largest 01  possible for a given operatinq

frequency and multiplication factor. Since
Q is set by the D.R.F. and M = 1, Np(f.) is

Lthe only variable.

--------- ........ ............ N (f. ) is determined by the noise figure

2DAPand 1/f noise of the oscil~ator sustaining
stage, the 1/f noise of the other components

"TP1?" in the oscillator, and any dynamic noise
.......... .................... caused by operating in or close to

saturation.

M AO .U .11 91- L 111101 COUPF.
SNFEo.APIFE ' Amplifier

The amplifier used in the oscillator is

Figure 15 : Block diagram of the D.R.O. The a hybrid-pair configuration using two
power levels and position of Hewlett Packard (HP) bipolar transistors (HP
each assembly are shown. 5102) that are selected. Each amplifier in

the hybrid pair is an iden-cal mirror image
All the electronics are connected to a of the other. The bias is applied to the
heater plate and held at 750C using two 15 device using an active bias configuration
watt heaters. These heaters are the same which holds the collector current constant
type as the ones used on the D.R.F. The two independent of temperature and drive. The
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co.lector is biased at +18 V.. with a Counler I Limiter
current of 110 mA I.. Figure 16 shows a
block schematic of the amplifier and the The 6 dB coupler and the passive limiter

active bias. are both printed on one CCA using the same
material as the amplifier. The coupler is

also a branch line coupler'3  with the

D.R.O. AMPUFIER BLOCK DIAGRAU coupled path connected to a an isolator
which is the oscillator output. The through

.2VO AG" path is connected to the passive limiter
which is also connected to an isolator.
This isolator output feeds the D.R.F. Both
isolators have tab inputs and SMA outputs.
This was done to accommodate direct
connection to the CCA and coaxial
connections to the D.R.F. and the output.
The limiter diode is a PIN diode from HP (HP

5082-3141). Figure 17 shows a block
schematic of the assembly and the measured
results are given below:

Input Power = +28.5 dBm nom.

Figure 16: Block schematic of the hybrid- Output Power = +23 dBm min. (coupled path)
pair amplifier used in the +27 dBm nom. (through path)
D.R.O. Bandwidth = (1.47 to 1.57) GHz

Bias = -14 Vdc @ < 1 mA
A hybrid pair was used to allow for the Temperature = 75-C
required one watt output and a gain of 12 dB
when in 1 dB compression. Also this
arrangement offers a good return loss on COUPLER LMITER BLOCK DIAGRAM
both ports. The hybrids are branch line .14VM

couplers'
3  and are printed on the same PASS S

substrate as the amplifier forming one
circuit card (CCA). The CCA is made from
1.27 mm (50 mils) thick RT/duroid 6010.5 _____

which measures 104.14 mm by 99.06 mm. All -
the components are either chip or surface
mount except for the HP 5102 which is a

flange mount. All the components are
derated to NAVAL AIR SYSTEMS COMMAND
specification AS-4613 Class B.14  Bipolar
transistors are used to reduce the 1/f noise
effects in the amplifier while still having

sufficient output power and gain at these
frequencies and a reasonably-low noise Figure 17: Block schematic of the branch
figure. After balancing the noise effects line coupler / limiter assemble
of using a high power device with the used in the D.R.O. The limiter
advantages gained in signal-to-noise, the is a passive using a PIN limiter
final amplifier design results were: diode. The limit level is set

for an oscillator output power
Gain = 12.5 dB ±0.5 dB @ 1 dB comp. of +24 dBm nominally.

Input Power = +18 dBm

Output Power = +30 dBm min. < 1 dB comp. Phase Modulator
Noise Figure = 7 dB max
1/f noise = (135 - 140) dBc SSB/Hz The phase modulator design was taken

@ (1 Hz, 1 dB compression) from Garver using a circulator and a
Bandwidth = (1.47 to 1.57) GHz varactor in a tuned circuit to change the
Bias = +24 Vdc @ 360 mA phase of the reflected signal from the tuned
Temperature = 75-C port to the circulator isolated port. The

varactor is an abrupt Junction GaAs device
from M/A-Com (MA46951-186) with the
following characteristics:
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Capacitance = (18-20)pF [f=1 MHz; V.=2 Vdc] Frea. (GHZ) Bias (Vdc) Sensitivity (Rad/V)
( 7-8 )pF [f=l MHz; V.=20 Vdc)

Q = 1500-2200 [f=50 MHz; V.=4 Vdc] 1.478 24.0 12.24 x 10- 3

Gamma = .49*.54 (measured in package) 1.478 12.0 10.78 x 10- 2
Breakdown = > 30 Vdc @ Iw = 10 1.A 1.478 2.0 13.56 x 10- 3

Figure 18 shows a block schematic of the 1.518 24.0 9.80 x 10- 2
assembly. Again the circulator port that 1.518 12.0 7.55 x 10- 3

attaches to the CCA has a tab while the 1.518 2.0 11.34 x 10- 3

input and output ports are SMA. The CCA is
made from the same material as all the other 1.568 24.0 7.35 x 10- 3

assemblies. A fixed bias of + 12 Vdc is 1.568 12.0 7.16 x 10-1
applied to the cathode of the varactor and 1.568 2.0 9.37 x 10- 3

the modulation signal is applied to the
anode. The anode is by-passed to the R.F. Manual Phase Shifter
signal with a 100 pF chip capacitor. The
linearity of the phase modulator was The manual phase shifter is used to
measured with a signal generator. A signal compensate the loop through phase to satisfy
at 1.5 GHz and +20 dBm was injected at the the zero loop phase required by the
input to the phase modulator and the anode oscillator. To accommodate different D.R.F.
of the varactor was modulated at 50 kHz with and variation from unit to unit the phase
a peak deviation of 700 Hz. The measured shifter needed an adjustment range of 360
harmonic of the 50 kHz signal (100 kHz) was degrees over the entire operating band.
down 36 dB relative to the 50 kHz sideband Figure 19 is a block diagram of the Manual
at the output of the phase modulator. The Phase Shifter.
measured results of the phase modulator are
given below:

MANUAL PHASE SHIFTER BLOCK DIAGRAM

PHASE MODULATOR BLOCK DIAGRAM

OUTPUT _______________

+24 VdcSLDN

SIDING
SHORT

MODULATION
BIAS INPUT
NETWORK INPUT SLR

@1.47 GHz

Figure 19 : Block schematic of the manual
phase shifter used in the D.R.O.

Figure 18: Block schematic of the phase The manual phase shifter uses a
modulator used in the D.R.O. sliding short on a quadrature
The phase modulator uses a GaAs hybrid to allow for a minimum of
abrupt Junction varactor in a 360 degrees of adjustment from
tuned circuit to load the output 1.47 GHz to 1.57 GHz.
port of a circulator. The phase
of the signal reflected to the A quadrature hybrid, of the same design used
isolated port of the circulator in the amplifier, has both of its outputs
is adjusted by changing the bias connected to a sliding short which can be
on the varactor. moved up and down the output lines to change

the phase of the reflection which comes out
Bandwidth = (1.47 to 1.57) GHz of the isolated port of the hybrid. To
S21 (dB) = -1.0 dB max. ensure 360 degrees of adjustment range the
Bias = 24 Vdc @ < 10 mA sliding short must be able to move 0.5 X at
Temperature = 75-C the lowest frequency (1.47 GHz). Once the
Sensitivity = (see following table) proper adjustment is made the sliding short

is clamped into place so that there are no
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adverse effects under vibration. The D.R.O. PHASE NOISE

measured results are given below: -120

CO -130 .
Bandwidth = (1.47 to 1.57) 0Hz .* EASURED D8O
821 (dB) = -0.8 dB max. -40--140-- PREOICTEDODI
Temperature = 751C
Adjustment Range = (see following table) -150 ,,,,,'

Frecuencv (GHz) Adjustment Range (Deorees) -160-

1.470 375 -170-

1.515 386
1.570 400 -180 w ...............

103  104  15 06

Dielectric Resonator Oscillator I (Hz)m

The D.R.O. noise results are given in Figure 20: Noise results for the D.R.O.
Figure 20. The predicted noise is plotted using DR.F. #3 at the operating
along with the measured oscillator noise and temperature of 750C. The data
the measured noise floor. The FM noise of is plotted in dBc stngle side
The oscillator was measured using a delay band in a 1 Hz bandwidth.
line discriminator. To increase the
sensitivity of the discriminator a second
D.R.F. was built to use as the delay element NOISE MEASUREMENT SETUP
in the discriminator. Figure 4 shows the
delay to be 1.4 pS and to be a constant over
±50 kHz. Outside of 50 kHz the cavity used
for the delay element in the discriminator VJ%

was replaced with 500 feet of air line. The
noise measurement setup is shown in Figure

21. J

The discrepancy between the measured and
predicted noise is the weighting due to the

floo of the discriminatoc. The predicted
D.R.O. noise lies almost on top of the A ..
measured noise floor of the discriminator in
the areas of the largest discrepancies. An
equal contribution by the measurement floor Figurg 21: Test setup used to measure the
would cause a 3 dB increase in the apparent noise of the D.R.O. The
measured noise. Only measured data is shown equipment is configured as a
since compensating the data for the effects delay line discriminator using
of the noise floor becomes prone to large either an other D.R.F. or 500
errors in the unweighted data due to small feet of air line for the delay
errors in reading the data. The D.R.O. element.
performance parameters using D.R.F. #3 are
listed below:

D.R.O. PERFORMANCE PARAMETERS
The unique properties of the D.R.F.

Noise = f. < 1 MHz (see Figure 20) allows it to have a loaded Q of > 6500 at
f. 2 1 MHz 185 dBc/Hz 1.538 GHz with an insertion loss of -6 dB

Output Power = +23 dEm min. while maintaining a vibration sensitivity
Freq. Sens. = 1 kHz/V (for phase locking) 2.2 x 10- 0 (G ). The use of high pressure
Bias = +24 Vdc @ 360 mA bonding and the elimination of the

-14 Vdc @ 25 mA metallization at the cavity and substrate
Heater Bias = 28 Vdc (floated) @ 2.15 A interface allows this configuration to work.

(for four 15 watt heaters) The high 0 is attained by using a low loss
dielectric substrate with a high enough
dielectric constant (E. = 10.2) such that
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Abstract Introduction

Phase noise measurements are presented for a mi- Until recently the only technology suitable for meeting
crowave oscillator whose frequency is stabilized the spectral purity (or equivalently, phase noise) require-
by a "whispering gallery" mode sapphire ring res- ments for NASA's radio science experiments has been
onator with Q of 2.105. Isolation of RF fields by based on crystal quartz oscillators. The lowest piase
the special nature of the electromagnetic mode al- noise quartz oscillators have fundamental or overtone os-
lows the very low loss of the sapphire itself to be cillation frequencies of 5 or 10 MHz. For radio science ex-
realized. Several mode families have been iden- periments requiring S or X-band signals with high spec-
tified with fairly good agreement with calculated tral parity at frequency offsets less than about 1 KHz, the

frequency predictions. Waveguide coupling pa- signal is obtained by frequency multiplying the output of
rameters -ave been characterized for the princi- such an oscillator. The advantage of this method derives
pal (lowest frequency) mode family, for n = 5 to from the high Q (quality factor) of the quartz crystal
n = 10 full w;aves around the perimeter. For a (the resonator element) and low 1/f noise in transistors
5 cm wheel resonator in a 7.6 cm container, Q's at these lower rf frequencies. This approach nevertheless
above 10s were found at room temperature for all produces multiplicative phase noise that becomes unac-
of the modes in this sequence. Coupling Q's for ceptably large at higher frequencies such as 10 or 32 GHz.
these same modes ranged from 104 (n = 5) to 105 In fact, the noise in the microwave signal derived from
(n = 10) for a WR12 waveguide port at the cen- the multiplication of 5 or 10 MHz references to higher
ter of the cylindrical wall of the containing can. frequencies has established a limitation on the sensitiv-
Phase noise measurements for a transistor oscil- ity with which radio science observations could be made.
lator locked to the n = 10 (7.84GHz) mode showed The use of currently available oscillators operating
a i//f dependence for low offset frequencies, and at GHz fundamental frequencies has also proved pro-
a value of C(f) = -55db/Hz at an offset of 10 Hz hibitive. Where quartz crystals have Q's of P 2. 106
from the carrier. We believe t'is value to be lower microwave Q's are two orders of magnitude lower; and
than any previously published for a non-cryogenic where amplifiers in the MHz range have 1/f noise of
X-band oscillator. Based on these measurr'nents -150dB at 1 Hz, amplifiers at X-band show 1/f noise
and on the performance of commercial', avail- of -90dB to -120dB. These two factors conspire to in-
able phase detectors, we project performance for crease the close-in noise of microwave oscillators many
a cooled resonator operating at 770 K with a Q orders of magnitude above that available from a multi-
of 3 . 107 to be -85dB/Hz at an offset of 1Hz. plied quartz crystal oscillator.
This value is 30dB below that of the best X-band Recent developments now make possible a practical
source presently available, a frequency-multiplied oscillator with the operating frequency at X-band, Ka-

quartz crystal oscillator. band and higher frequencies with phase noise below that
of the best available multiplied sources. The first of

'This work represents the results of one phase of research car- theest avlable mul ti l resnTorst of

ried out at the Jet Propulsion Laboratory, California Institute of these is the development of practical resonators at X-
Technology, under contract sponsored by the National Aeronautics band with Q's of 106 to 107 and even higher. These res-
and Space Administration. onators have Q's of 2. 105 at room temperature; further-
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3 cm ! z sapphire element. Even so, practical resonators are com-

Sposite structures in which the containing can plays a sig-K r nificant role in performance. This is because isolation is
incomplete. With a significant resonator curvature in the

space of a wavelength, the optical analogue breaks down

to give a finite radiation-limited Q, for an isolated sap-

2 cm phire element. For any given frequency, as the resonator

size and mode number are increased, Q, increases. Con-

versely, the req-tired size increases with increasing Q.

However, the necessary size for any given Q can be re-

duced by placing a metallic wall within the evanescent

field region. The rate of field decay in this region is large,

and so even a small gap between sapphire and wall can

give a large Q enhancement.

Figure 1 shows the ring-shaped sapphire element used

Figure 1: Configuration of the sapphire element in the for our oscillator tests. It has a thin central web to al-

"whispering gallery" mode resonator under test showing low support at its center. Various field regions associated

directional axis identification at ring perimeter. This el- with the ring resonator are identified in Figure 2. Here

ement was placed in an aluminum containing can large outer and inner caustic surfaces divide regions of travel-
enough to provide a 1.25 cm gap on all sides. ling or standing waves, from regions of evanescent fields.

Simply put, if the local phase velocity for the mode is

more the Q increases approximately as T - 5 as the res- less than that of the local medium, no combination of

onator is cooled, where T represents temperature above propagating waves in the medium can match that of the

absolute zero. Thus a Q of 3. I07 can be achieved at mode, leaving only non-propagating solutions.

liquid nitrogen temperature (77'K), and quartz crystal Modes in the ring resonator have been calculated by
Q's at temperatures practical with thermoelectric cool- Guillon et al[8], with good agreement to experimental

ers. This performance is made possible by the character data for relatively high mode numbers (n > 10). One

of the "whispering gallery" mode allows the intrinsic Q of the authors[3] has also published calculations based
of sapphire material to be expressed without the addition on a simple "bent optical waveguide" approach. These

of metallic dissipation. calculations also give good qualitative agreement with
In addition the use of a stabilized local oscillator experimental results and are shown in a later section.

(STALO) configuration, allows a passive mixer to take
the place of the RF amplifier used in simpler oscillator
configurations. While somewhat more complicated due
to the use of feedback at baseband (frequencies nomi- Material Parameters

nally zero) rather than at RF, the low noise of the mixer
(s -135dB at 1Hz offset frequency) essentially elimi- Sapphire resonators are capable of higher Q's than any

nates the disadvantage of high frequency operation. other dielectric resonator, equaling those of quartz crys-

In the following sections we present results of tests on tals (Q = 2.106) at 170 Kelvin, a temperature achievable

a STALO with a room-temperature sapphire resonator. by means of thermoelectric cooling. As shown in Figure

This oscillator shows phase noise below that previously 3, the material-limited Q for these resonators increases as
reported for an X-band source. T- 5 from their room-temperature value of about 2. 10.

At lower temperatures between 77 and 10 Kelvins, ex-
periments at JPL have demonstrated Q's from 3. 107 to

2. 10 in X-band sapphire resonators.

Background The temperature coefficient of frequency has been mea-

sured by Blair et al[1] and confirmed by our own mea-

Resonator and Mode Description surements. Temperature sensitivity is 8 to 10 times as
large as the physical expansion coefficient and is due to

The whispering gallery mode sapphire resonator[I-81 iso- variation in the dielectric constant e with temperature.

lates electromagnetic energy to he sapphire element it- Values range from 2.10-6 10K at a temperature of 77*K
self and away from metallic supports and containers by to 6. 10- 5 / 0 K at room temperature. Such large values
means of a phenomenon similar to total internal reflec- make the resonator unsuitable for providing long-term
tion in optical devices. In such a resonator, evanescent stability without compensation unless the temperature
fields decay exponentially with distance away from the is reduced to 20 0K or below.
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Figure 4: Block diagram of simple oscillator with direct
Figure 2: Diagram showing the electromagnetic field's RF feedback. Output phase noise is derived from ampli-
character in the dielectric ring's vicinity for an 8-fold fier noise together with phase slope of resonator. Phase
cylindrically symmetric mode. is adjusted to give 2,r radians around the loop at the

center of the passband.
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- BRA INSV ,.at Microwave Oscillator Design

9°' / . The second part of a quiet microwave oscillator is an ex-
citation mechanism with very low I/f phase noise. Pas-
sive phase detectors show a substantial advantage over
presently available active devices. This means that for
any given resonator Q, it is possible to construct a qui-
eter frequency discriminator than the corresponding ac-

t 0tive oscillator. Thus a stabilized oscillator, in which the
0'1 frequency of a microwave oscillator is sensed by means of

a whispering gallery-type discriminator, allows the lowest
0 0possible phase noise.

10
"  oA stabilized oscillator frequency source is also advanta-

geous in that it allows very effective mode selection (see
0 figure 7). For this reason it is certainly the application

10-9 X of first choice for practical application and lowest phase
Sx noise.

Figures 4 and 5 show conventional microwave self-
excited oscillator and STALO configurations together

0-0 00 3 , ,with an identification of the in-oscillator and oscillator
TK output noise spectral densities. In the self-excited os-

cillator shown in Fig. 4, the oscillation condition re-

Figure 3: Q measurements for a sapphire cylinder 5 cm quires that the phase shift around the complete feed-
diameter, 5 cm high contained in a lead-plated shield- back loop comprising the amplifier, resonator, and in-
ing can approximately 1 cm away. Also shown are terconnections be a multiple of 22r. With this condition
higher-temperature data by Braginsky, et al, (reference satisfied, any phase fluctuation in the microwave ampli-
4). fier must be accompanied by an opposite shift of equal

magnitude in the resonator. For slow phase fluctuations
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except that the mixer noise S#(f)I,j. replaces S(I)l.p
as the noise source.

Output The consequence is that performance of a direct feed-
back oscillator with an amplifier with 1/f noise of -120

d mah wn thdb/Hz at 1 Hz (S(f)I0 .p = 10-121 radian 2 /Hz) is

S#(f)la = 10- 2 (2Q)- (-). (3)

Detector A STALO using a mixer with 1/f noise of -135 db/Hs at
1r Hz will be 15 db quieter.

Oscillator Considerations

In order to be of practical use, output of the reference os-
cilator must not only have low noise, but also good accu.

Figure 5: Block diagram of stabilized local oscillator racy and long term stability. Since the 10- 5 /K thermal
(STALO) with double-balanced mixer type phase detec- expansion coefficient of the sapphire resonator presently
tor. Mixer noise pla)s the same role as amplifier noise considered is uncompensated, it will be designed as a
in Fig. 4. Phase is adjusted to give I and r signals in "clean up" oscillator, stabilized by a quartz crystal oscil-
quadrature. lator. Several methods are available for compensation of

the sapphire resonator's thermal frequency coefficient, in-
(f < z,/Q), the characteristic phase slope of the res- cluding one (incidental impurity doping) which has been
onator 8 /Ov = 2Q/v implies a corresponding slow fluc- uaed successfully in the temperature range 5°K - 10°K[3].
tuation in the frequency of the oscillator. In this way, a Successful compensation of the linear thermal coefficient
power spectral density of phase fluctuations for the am- would allow stability of better than 1 part in 109 in the
plifier S(f)l4 tp results in oscillator output frequency temperature range 77*K - 1000K.
noise We expect that phase locking the sapphire STALO to

syv(f)i = (2Q)- 2 S#(f)Iap (1) a stabilizing quartz oscillator would be effected in two
stages. A fast loop would be implemented with a tuning

or the mathematically equivalent output phase fluctua- range of a fraction of a cavity bandwidth (say 1/3Q). For
tions a Q of 106 at 170K, for example, temperature stability

f(2Q)- ( )amp (2) of O.01K would be required to stay within this range. A( = ( second loop would sense the stress in the fast loop and

Here f represents the fluctuation frequency, v the mi- adjust the temperature of the resonator to keep it within
crowave frequency, Q the quality factor of the resonator the required range.
and y a 6v/v is the fractional frequency deviation. It is possible that extension of the temperature range

of impurity doping-type compensation may allow corn-Figure 5 shows the schematic diagram for a STALO pensation to be effected at higher temperatures. Al-in which the frequency variations of a noisy microwave though the compensated temperature varies only as the

source are cancelled by a feedback loop that detects the 1/4 power of impurity concentrationem3 operation very
consequent phase shifts across a high-Q resonator to gen- near 10.5 GHz chromium ion resonance frequency is ex-
erate a frequency correction voltage. In the limit of pected to enhance the effect.
large loop gain the oscillation condition requires that

the phases at the two input ports of the mixer are in
quadrature (mixer output = zero). A significant advan-
tage of the STALO is that the properties of the feedback
loop are particularly easy to control since the signal is Experimental
mixed down to baseband (near zero frequency). This al-
lows the use of active filters with narrow bandwidths and Mode Frequencies and Coupling Constants
sophisticated response shapes which are not possible at
microwave frequencies. It is easy to see that the form Figure 6 shows the resonator test configuration indud-
of the analysis for the STALO is identical to that above ing input and output WRI12 waveguide ports which are
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Figure 7: Sapphire ring resonator mode frequencies and
Q's at room temperature. The principal mode family is
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Figure 6: Resonator test configuration. 7.iv

C7-

centered on the axis of the sapphire element and con- 6.5
tainer. The cross-section of the sapphire ring was cho-
sen to be twice as tall (z direction) as wide, (r direction) 6

for a principal (lowest frequency) mode family with elec- 5.5-
tric field polarized in the z direction. This corresponds
to an H,, 1I mode family with H essentially transverse 22 3 4 5 6 7 8 9 30O 1

to the z axis. This choice was made to allow effective Mode Numbr

coupling to the principle modes by virtue of similar field
configurations in the waveguide and resonator. Figure 8: Mode family identification for selected modes

Figure 7 shows the frequency and Q for modes of the from Figure 7.
ring resonator between 5GHz and 9GHz. These modes
are all doubly degenerate, a fact which was noted for
many of them during the measurement process. The two The micrometer-driven waveguide shunts shown in fig-
modes correspond to physical orientation of the fields ro- ure 6 provide some degree of variable coupling, but in-
tated by 2r/(2n). We confirmed that mode splitting wi terference effects in the distance between the shunts and
due to the coupling ports by observing that, for strongly the port openings limit their utility. Q values plotted in
coupled modes, they invariably resolved into a pair, one Fig. 7 all represent the weakly coupled element of the
of which was so weakly coupled as to require mode spoil- mode pair whose Q is not spoiled by the presence of the
ing in order to observe its presence. This means that coupling ports. Loaded values Q1 were measured for the
the modes are a urately oriented to the ports' position, more strongly coupled of the pair in those cases where
since only then ould rotation by 1/4 wave result in exact significant coupling obtained. Measured values for the
cancellation ol ,he signal at the coupling ports. Typical H,,,11 family are indiLated by cross-bars. Because the
splitting of tue modes was observed to be 10- 1 to 10- 6  H 0 ,1,1 was almost exactly critically coupled, we chose
fractional frequency deviation, that mode for further study.

The modes typically show n = 3 to n = 10 full waves We have identified 4 or 5 mode families among the
around the perimeter of the ring. Measurement of n was many modes in Fig. 7. They were identified primarily
accomplished for many modes by rotating a tee shaped by their frequency progression with increasing n, and also
mode spoiler inside the containing can, and observing the by other characteristics. Five tentatively identified mode
changing interference pattern in the due to simultanec'-s families are shown in Figure 8. The families have quali-
excitation of both modes for each pair of modes. The tative features that distinguish them from each other and
observed values for n are also shown in figure 7. help to allow their identification. Generally, the following
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considerations hold true.

* Families II, IV, and V show vanishingly small cou- Figure 10: STALO with different configuration but func-
pling to the waveguide ports, indicating a mode con- tionally identical to that of Fig. 5. Signal returned from
figuration orthogonal in some way to the waveguide resonator is superposition of resoni....- signal and (con-
fields. stant) reflected signal.

" Families I, II, and to a lesser extent III show only

slightly diminished Q when the top of the containing H ,1 ,3, neither of which would give an exact cancellation
can is opened , of the coupling; and V may be either of these, or H.,2,1.Qualitatively, the very simple model gives excellent

" The frequencies of families I and II decrease as a cir- predictions, the most apparent difference between cal-
cular metal plate approaches the top; those of family culated and experimental results being a more nearly
IV increase, straight-line performance of the experimental data. This

may be explained qualitatively as due to an increase in ef-
We identify modes as En,,,,i and Hnmi, where E and fective diameter for very low mode numbers, where fields

H refer to modes with electric and magnetic fields prin- are not so tightly bound to the sapphire. No explicitly
cipally transverse to the z direction. Here n refers to cylindrical considerations were used in our model, except
the number of full waves in the azimuthal direction, and for the use of a periodic boundary condition.
m and I count the field maxima in the radial and axial
directions, respectively. Oscillator Measurements

An earlier paper has presented the results of calcula-
tions of mode frequencies and of Q's due to wall losses The configuration of the STALO used for our tests is
based on a curved dielectric wavwguide model.[6,9,10] shown in Figure 10. While mixer performance is identical
Figure 9 shows a plot of modes based on this calcula- that shown in 'Figure 5, use of a single port avoids load-
tion over the same range of frequency and mode number ing the resonator twice, thus reducing its Q. The actual
used in Fig. 8. All the lowest lying modes are shown. signal processed by the mixer is very different from that
The notation has been changed from [6] to be more in for the configuration in Fig. 5, where a signal of nearly
line with that used by s ,uillon.[8] constant amplitude, but varying phase is applied to the

Comparing Figures 8 and 7, together with the consid- mixer. Figure 11 shows the mixer signal which "refecte
erations listed above lead us to the following mode identi- from the resonator as the source is tuned through reso-
fications. Modes I and H are surely the Hn,l,1 and H.,1,2  nance. This signal is the sum of two parts, one of which is
families, respectively. The qualitative features of I and II the phase-varying signal just discussed, and the other is
are identical, except for the coupling, which would van- a signal of constant amplitude and phase. At exactly crit-
ish for the H,,,1 ,2 family due to its antisymmetric electric ical coupling, no signal is returned on resonance. How-
fields about an imaginary mid-plane divider. Family IV ever, the added signal is in quadrature with that applied
is probably E,,, 11 which should also show no coupling, to the mixer's other port, and so has only a small effect
due to symmetry. Family 1II may be either En,1 .2 or on mixer output. Figure 12 shows phase noise calcula-
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tions for a sapphire "whispering gallery' mode STALO
at various temperatures as well as experimental data for
the STALO just described. These results are the low-
est to our knowledge for an X-band source,[11,12] The
difference between experimental and calculated results is
inferred to be due to mixer noise of -115dB/Hz com-
pared to the best available value of -135dB/Hz at 1 Hz
offset. Quality factors are assumed to be Qi = 2. 105
at room temperature, Qi = 2. 106 at 170 Kelvin, and
Qi = 3. 107 at 77 Kelvin. Noise plots for various con-
ventional X-band frequency sources are also shown. The
multiplied 5 MHz crystal oscillator presently represents
the best performance available at X-band.

Frequency

Applications

Figure 11: RF envelope of returned signal for critical cou- Spacecraft radio science experiments examine fluctua-

pling as frequency v is varied. Phase inversion at center tions of phase, amplitude and frequency of radio sig-

allows linear dependence in mixer output with frequency nals propagating through planetary and inter-planetary
for arbitrarily small frequency errors. atmospheres, ionospheres and rings before reception on

Earth. The resolution and accuracy of their data depend
fundamentally on the stability and spectral purity of the
reference oscillator. The reference oscillator primarily
impacts four areas:

* The resolution of ring experiments for the determi-
nation of the size of constituent particles is directly

-io , 0 , Measured 8684 noise related to the spectral purity of the oscillator. The
-20 - proposed oscillator will enable improvement of reso-
-40 - lution of a factor of 20 compared with a conventional
-_50' USO.

so- * Atmospheric occultation experiments would also. -80.
-9tl te benefit, e.g. measurement of the ionosphere of Ti-_J-: -1o. ' tan.

- 20- M~ CrstalOsc(multiplied:

-:o - * The range of solar wind measurements is presently
-140 limited by the bandwidth of the received signal. The
-150 - effect on bandwidth due to the solar wind varies as

t 2 4 6 r-; an 8 times reduction in source bandwidth wouldOffset Frequency from Carrier (log) double the range of the experiments.

* S/N and reliability for the data down-link may be
Figure 12: Phase noise calculations and measurements improved.
for sapphire "whispering gallery" mode STALO shown
in Figures 10 and 6. Use of a cryogenic (170°K to 77-K) Power consumption of the sapphire-stabilized USO
sapphire resonator allows further improvement by 20 to would be roughly the same as for the USO and multiplier
43 db. Noise plots for various conventional X-band fre- chain without stabilization. Two additional stages of RF
quency sources are also shown. The multiplied 5 MHz buffering are required, as well as baseband feedback, and
crystal oscillator presently represents the best perfor- thermal stabilization circuitry. Cooling requirements are
mance available at X-band. estimated to be 15 mW at 77°K of which 1 mW is RF

dissipation in the resonator. Mass of the sapphire ele-
ment itself is 100 g, and total added mass except for the
required radiative cooler is expected to be less than 500g.
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ABSTRACT

However, this films are very thin and
We have measured the magnitude and phase of microwave leakage through such a film may be
the microwave transmission through thin films sufficiently high that wouldn't permit to
of Y-Ba-Cu-O on MgO substrate in the presence obtain high Q of the cavity. Hence, to find
of a small magnetic field. Such films will be the optimal way of design of high Q cavity
used for the construction of high-Q from oxide superconductors, all factors that
superconducting cavity. The microwave determine the performance of such a cavity
transmission through these films is due as to should be thoroughly analyzed. These are:
the leakage through microcracks, as much as to
the finite value of complex conductivity. The 1. Absorption in the walls.
real and imaginary parts of the complex
conductivity and their dependence on 2. Leakage through the walls and coupling
temperature and magnetic field are evaluated, holes.

The presence of a constant magnetic field 3. Frequency change due to variation of
appreciably changes the magnitude and phase of temperature, magnetic field, etc.
the microwave transmission through
superconducting films, while the presence of The losses in the cavity, Q-1 , and the
oscillating field modulates it with the frequency shift,C/&J, arising from the
generation of many high order harmonics, material of the walls, can be expressed as
This strong nonlinear behavior may be follows:
explained by a model which assumes an array of
Josephson junctions between superconducting Q- = Q-1  + Q-, , Q-1 = Rs/G,
grains. -= Xs/G (1)

where Q-. - absorption losses in the walls,
Q-Ir - radiation losses, Rs - surface

The high-T oxide superconductors offer a resistance, Xs - surface reactance, G-
possibility to build a high-Q microwave cavity geometrical factor of the mode.
operating above the liquid nitrogen
temperature for applications in frequency Rs and Xs can be expressed through the complex
control as a secondary source of a stable conductivity of superconductor, 61-3832.
frequency.

Presently, there are oxide superconductors + j -$ = 37-62) (2)
with the transition temperatures in the range
95-125K, well above the liquid nitrogen where OJ - microwave frequency, (Ao -magnetic
temperature. In view of the further progress permeability .
in synthesis of materials with high T. to Radiation losses depend on the mechanical
build high-Q superconducting cavity operating design of the cavity. Material parameter that
above 77K from oxide superconductors seems determines the leakage through the walls is
realistic. Recently, the superconducting penetration depth, A (the length on which

cavity from ceramic Y-Ba-Cu-O was built' but
its Q-factor at 77K is l0y which is not electromagnetic field penetrates into

sufficiently high for frequency control superconductor)
applications. Only the superconducting cavity -412
with Q-factor better than 101 may offer some Az(o 2) (3)
advantages over crystal oscillators currently
in use.' Hence, the material parameter that determines
Low Q of this cavity' arises from the great the performance of superconducting cavity,
microwave absorption in ceramic e.g. Q71 , A , .Wo/CoA, is the complex
superconductors'. It seems that epitaxial conductivity of superconductor.
films could be better for construction of
superconducting cavity. Indeed, absorption in The aim of this work is to measure the complex
best epitaxial films of Y-Ba-Cu-O prepared by conductivity cf thin films of Y-Ba-Cu-O and
laser ablationm is much more lower than in its dependence on temperature and magnetic
ceramics, field.

CH2690-6/89/0000-115 $1.00 C 1989 IEEE 115



The experiments were carried out on thin _ T=83 K
films (*l (m thick) on MgO substrate with a
thickness of 1-2 mm. The substrates were T77 K
prepared by the cleavage of large MgO single \T=72 K
crystals originating from the Dead Sea. Th- _"."'-T=65 K
superconducting films were prepared by the "-T=62 K
spray pyrolysis method'. At least six
different films Call exhibiting -5 K
superconducting transition temperature around
T = 85K) were studied with consistent
results. These films retain their
superconducting microwave properties for at -T=5 K
least a year after preparation. M ;

The transmission measurements were carried out 0 _-400 -200 0 200 400
at X-band frequency (9.5 GHz). The C Magnetic Field (gauss)
experimental set-up is shown in Fig. 1. The 'n F (

film-substrate combination is held in a frame .)
across the waveguide flanges or across a small E
iris in the center of the waveguide. Special (h 2C
precautions were taken to eliminate any cu
microwave leakage except through the film. I/
The incident power is IV lOOmW. The
transmitted power is picked up electrically by -4
a coaxial cable and measured with a crystal
detector. The phase shift of the transmitted
wave through the sample is determined by t
balancing the transmitted microwave with a I
reference arm using a precision attenuator and - =0 G /
a reference phase shifter for a null readout. ,
The sample is situated in a vacuum can0 -
immersed in liquid helium or nitrogen. The ac H=5
magnetic field perpendicular to the film is -8 , .t0T
produced by a small coil around the vacuum
can. 0

The dc magnetic field is parallel or
perpendicular to the film and is produced by
independent coils (Fig. 1). The modulated
microwave transmission is analyzed using a ) T=89 K
spectrum analyzer or a lock-in amplifier. -10

The experimental results can be -10 T=57 K
summarized as follows:

The temperature dependence of the i2 9- 20
intensity and phase shift of the transmitted U
wave in the presence and in the absence of the
dc magnetic field is shown in Fig. 2. It is ) 30
readily apparent that the microwave o

30 H=OG -400 -200 0 200 400

-30 Magnetic Field (gauss)

60 70 80 90 100

A D STemperature (K)
Vacuum Can Figure 2: Upper panel Transmission amplitude

(. Modulation versus temperature at H_ - OG and H. = 500G.
Coils Insert: the transmission versus dc magnetic

[El I Afield at different temperatures. The level
,) of the transmission at zero field is denoted

by horizontal lines.

DC Magneti Lower panel Temperature dependence of
the phase shift at Ho = OG and Ho = 500

Dewar G. Insert: the phase shift versus dc

magnetic field in normal and
superconducting states.

Short Circuit
Figure 1: Schematic description of the
experimental system for the determination of
the transmission (both magnitude and phase)
and reflection. K - klystron; I - isolator; transmission properties are almost temperature
D.C. - directional coupler; A - attenuator; V independent in the normal state, in the range
- digital voltmeter; ' - phase shifter; Ad- 85-100 K, but dramatically change upon
adapter; M - mixer; S.A. - spectral analyzer, transition to the superconducting state.
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Particularly, the transmission sharply ' '
decreases, the reflection increases, and a
negative phase shift appears upon transition %

to the superconducting state. The / .

transmission goes through a minimum at about T H=500G
= 65 K (Fig. 2, upper panel). 2 -%-

Following ref. 5, we have recalculated the
transmission coefficient, T, and phase shift, H=OG
&'P, for a film of thickness, d, on a substrate
with thickness, 1 , and refraction index, n,
placed acrnss a TE waveguide with impedance Z.
In our calculations we have assumed that the
film thickness, d, is significantly smaller
than the normal state skin depth, 8 , and the
penetration depth in the supercondscting D

state, .
These assumptions are justified in our case:S c

0is estimated to be 80tom from dc conductivity o H=0G
measurements, and in films A is estimated to CI/IN
be between 1 (4m and 3 Cim at zero 4)
temperature'". However, A should be J:
significantly larger in the vicinity of T ,
where most of our experiments were carried .)
out. One obtains for the transmission C
coefficient, T, and the phase shift,&W , the
following expressions: H=500G

T=4n1{[(2+6, dZ) + ( qLZ) 2] n2cos2kl +

((n 2 +l+ GdZ) = + (6mdZ) 2 ]sin2 kl -
n(n-l) B'dZsin2kl-- 1  (4A) %

A0 = arctg {[(n 2 +l+G3'dZ) sinkl - •
nGOmdZcos kl]/[(2+13,dZ) ncoskl + V2dZsinkl]> %

(4 B) (1241N

Here k is the propagating wavevector in the 0 I!
substrate. Using equations (4A) and (4B) as 60 70 80 90
well as the experimental data (Fig. 2) we have
evaluated the real and imaginary part of the Temperature (K)
complex conductivity , and Sa. It is
clearly seen that both % and 52 increase Figure 3: The temperature dependence of
upon going to the superconducting state;G and 62 calculated using the data in Fig. 2 and

goes through a maximum at 65K, while 5 equations 4A and 4B.

saturates at low temperatures. The levelling
off of 6'2 at low temperatures can be
attributed to microwave leakage through
microcracks and normal regions7 .

Penetration depth, ? , calculated from (3)
and extrapolated to zero temperature is 3cm. a) Applying a dc magnetic field does not

It is consistent with other microwave affect the microwave properties in the normal

measurements6', but is an order of magnitude state but has a significant effect in the

higher than the value obtained by other superconducting state. Particularly, a dc

methods". The discrepancy is due to the magnetic field enhances the microwave

granular structure of oxide superconductors". transmission just below the transition

Indeed, the microwave penetrates into granular temperature in the range 80K-65K (Fig. 2,

superconductor mostly through grain boundaries apper panel) but decreases the transmission

which are regions of weak superconductivity for T <65K. The insert of Fig. 2 (upper

and the penetration depth obtained in panel) shows the dependence of the

microwave transmission experiments is really transmission on the magnetic field, H=, at

Josephson junction penetration depth. different temperatures. Note that the
transmitted power versus H exhibits a clear

Thus, the length on which microwave penetrates minimum at zero field above 65 K, but a clear

into oxide superconductor is unusually high, maximum below 65 K. At T = 65K the

3(4m at zero temperature and even higher at transmission is almost independent of H.. The

77K. Then the walls of superconducting cavity phase shift always decreases when a magnetic

should be sufficiently thick to prevent field is applied (Fig. 2, lower panel). Fig.

leakage. Presently it is difficult to prepare 3 shows change of complex conductivity in

films of high quality with the thickness - 10 magnetic field.

4m. The use of dielectric loading or special
container should decrease radiation losses due b) Applying an audio frequency magnetic field,

to the leakage through the walls but these H, sin 2Aft, has no effect on the

losses remain still a serious problem, transmitted power in the normal state (Fig.
4). However, an ac magnetic field modulates

Consider now the effect of magnetic field on the transmitted power in the superconducting

microwave transmission and phase shift, state and generates even higher harmonics
(2f, 4f, 6f etc.) of considerable intensity.
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Figure 4: The low frequency spectrum of Figure 5: The temperature dependence of the
transmitted power through a film (T. = 80 K) amplitude of the second harmonic.
in the presence of an a.c. magnetic field
perpendicular to the film. (a) Normal state, 40
H1 = 15G, f = 132 Hz, T = 81K. (b)
Superconducting state, H, = 15G, f = 132 Hz, a
Ho = 0, T = 60 K. (c) Superconducting state, (
H, - 15G, f = 132 Hz, Ho = 40G, T = 60 K. .9
Note the even harmonics in (b) but the 6 20
generation of additional odd harmonics in (c). E T=60K

M

Fig. 4 exhibits the lower frequency power 0
(D 0

spectrum of the transmitted wave in a small '0
oscillating magnetic field. Fig. 5 exhibits /
the temperature dependence of the amplitude of O.
the second harmonic. As can clearly be seen, E I
the intensity of the second harmonic < -20L=
dramatically increases below T. and exhibits -400 -200 0 200 400 600
a clear maximum. It almost vanishes around
T = 60 K (corresponding to the field- Magnetic Field (gauss)
independent transmission, see insert of Fig. Figure 6: The dependence of the amplitudes of
2, upper panel). Although not shown here, the first and second harmonics on the
the amplitude of the second harmonic magnitude of the dc magnetic field parallel to
increases again at lower temperatures, changes the film. H, = 15G; f - 132 Hz.
phase and goes to saturation. These features
are consistent with the field dependence of
the transmission (insert, Fig. 2, upper
panel).

We attribute the change of 451 and 6- inc) Applying an additional dc magnetic field, magnetic field to the appearance of vortices.
H., (either parallel or perpendicular to the
film) results in symmetry breaking and in the The motion of vortices in the microwave field
generation of odd harmonics in addition to the produces additional dissipation and affects Gs.
even harmonics (Fig. 4). Fig. 6 shows the In these granular superconductors 8Z to a
intensity of the first and second harmonic as large extent is determined by superconducting
a function of H. Clearly, a dc magnetic currents flowing through weak links. The
field of the order of 20 G significantly appearance of vortices reduces the critical
suppresses the second harmonic (Fig. 6). current in these links and thus decreases e.

118



The modulation of the mit:rowave by an determined. It is shown that the
onciJlating magnetic field and the observation leakage through the walls of
of high order harmonics can be interpreted, superconducting cavity produces serious
at least in the vicinity ot T., in terms of problems and special precautions should
the network of Josephson junctions. Following be made to reduce the leakage.
ref. 10, 11 the amplitude of the microwave
current, I., flowing through a junction can 2. The microwave properties of Y-Ba-Cu-O are
be expressed as follows: highly sensitive to magnetic field. To

obtain high Q the proper shielding from
Ic = (T)/el) tanh((&(T)/2ksT)] x the external magnetic field should be
(sin(HS/2.)/(HS/ .) (5) made.

3. Small magnetic field may be used for
where RN is the resistance in the normal tuning the resonant frequoncy of the
state, S is the junction area, <o is the flux cavity.
quantum, and H is the magnetic field which
can be expressed as
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Introduction Whispering gallery modes have been excited in
thin dielectric disks, the diameter D of which is greater

With encreasing frequency, the power output from than thickness 2d (D >> 2d). These planar resonators are
a single solid-state device decreases rapidly and is limited compatible with the realization of millimeter wavelength
to nilliwatts of power. integrated devices, [9)--11]

It is therefore desirable to extend the power level Whispering gallery modes are classified as WGEAm,
in order to take advantage of the many desirable features and WGIn.i modes WGE modes have a large radial
of solid-state devices such as small size and weight, relia- electrical .. while WGH modes have a large radial
bility and performance in a broader range of applications, magnetic field, n,m,l, characterizes respectively the

azimuthal, radial and axial variations.

Although there are fondamental limitations to

the powei that can be generated from a single device, Electromagnetic parar.r.ers analysis
the achievable power level can significantly increased
by combining a number of devices operating coherently. As mentionned above WG modes move essentially

in the plane of a circular cross section and most of the
The device presented here combines the output modal energy is confined between the resonator boundary

power of several millimeter wavelength devices in a single and the inner modal caustic. As a result, the WG modes
step by means of a whispering gallery modes dielectric dielectric resonator is analogous to a travelling wave
resonator. ring resonator, an analogy which is justified by the energy

confinement, the existence of the modal caustic, and
At millimeter wavelengths cylindrical dielectric the fact that the field of the WG modes decays exponen-

r,,sonators used in microwave integrated circuits become tially outside. For that dielectric ring the external radius
impractical. In effect, if the conventional TE, TM or coincides with the radius of the real resonator, while
hybrid modes are used D.R.'s will have dimensions that the interior one takes the place of the modal caustic.
are impractically small. When used on their whispering
gallery modes these cylindrical D.R. have dimensions This model can be used to define approximatively
larger than normal for millimeter wavelength. [11-'-[8) electromagnetic parameters : resonant frequency, electro-

magnetic field, unloaded Q factor of WG modes D.R.
So, in this paper, after a brief description of the For better accuracy, it will be necessary to used a more

whispering gallery modes phenomena, we define both elec- sophisticated analysis and we have choosen finite element
tromagnetic and electrical parameters of these resonators method. [4)
when they are coupled with transmission lines. Then,
the design and the test of W band whispering gallery modes The finite element used are triangular and are
D.R. power combiner are given, associated with the two degree Lagrange polynomials.

A large number of elements is necessary where there
Whispering gallery modes (W.G. modes) is an important field concentration. The number of trian-

gular elements used determines the computing time requi-
In a dielectric rod, the W.G. modes are described res to use the finite element program. The numerical

as comprising waves running against the concave side analysis permits the calculation of the resonant frequency,
of the cylindrical boundary. The wave move essentially the unloaded Q factor and also to draw the field carto-
in the plane of the circular cross section. Most of the graphy associated with each modes (figures 2-a and b).
modal energy is confined between the cylindrical boundary
and an inner modal caustic ac. Electrical analysis of WG modes

The energy confinement can be explained from Before discussing the applications of WG modes
a ray optics point of view. In this way, it is said that D.R. in circuits, the structure of such a resonator coupled
a ray is totally reflected at the dielectric-air interface, to transmission lines must be examined.
it is then tangent to an inner circle , alled a caustic.
Thus, the ray moves merely within a small region near As seen previously, the resonator under conside-
the boundary (figure I a). From an analytical point of ration can be viewed as a travelling wave ring resonator.
view, it is well known that waves guided in a dielectric This analogy can help ti the analysis of the coupling
rod can be described by BESSEL functions Jn(kr). The mechanism.
W.G. modes correspond to those for which the argument
kr is of the order of n which is a large integer. In this Let us consider a WG mode resonator coupled
way, it can be shown that the field is oscillatory between to two transmission lines (figure 3). The transmission
the rod boundary and a slightly small radius called a caus- lines are general, they may be metallic or dielectric
tic, while it exponentially decays elsewhere (figure I-b). waveguides, or microstrip lines. The system which forms
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a directional filter, consists of two directional couplers
formed by the two transmission lines and the dielectric 1-k2  1-k2 e- + k k
resonator. When the circuit is fed at port A, the transmis- T--1 1 2 -  +  2 e  2
sion power from port A to port B is absorbed into the 2 2 2 a
resonator because of the existence of coupler I and there I 1- 1 1-k2 e
is a travelling wave circulating within the closed loop
structure. By the coupling 2 of coupler 2 we can get From (2) and (3), the conditions for maximum power
power at port C but nothing is coupled to port D. For combination are
the same reason the power obtained at port B is due
to two parts : the power transmitted from port A and - the frequencies of single solid-state devices
the power coupled from the resonator. must be closed the resonant frequency of the

W.G. modes
The scattering parameters of this directional - the relation (4) between k, and k2 must be

filter satisfied the following relations s.ttisfied

BAI+ 2 al  k = 22 2 (4)
2 2

A power combiner using 2 Gunn diodes and a
k k2 e 2  planar dielectric resonator has been realiz2d and testedISc (1) in the W band.

- dielectric resonator : mode WGH

diameter D = 6 mm
thickness 2d = 0.7 mm

ISDAI = 0 relative permittivity e r = 9.6

k, and k2 are respectively the coupling coefficients - transmission lines : mlcrostrip on alumina
of coupler I and 2, a is the total attenuation of the wave substrate
travelling in the resonator.

- transition between microstrip lines and metallic
A lumped equivalent network of this directional waveguides : ridge, VSWR 10 db between 90

coupler is given in figure 4. It consists to two resonant and 100 GHz
circuits, the coupling of those with transmission lines
is achieved respectively by mean of a mutual inducance The response of the power combiner near 94 GHz
M, .nd by mean of a mutual capacity Cc.  is given in figure 6. The efficient combination in the

coupling plane is closed to 85 %.
W band power combiner

Conclusion
The configuration of the device is that presented

in figure 3. For the combination on 2 sources, solid-state Whispering gallery modes of tlielectric resonators
devices are applied respectively at ports (1), (3) for exam- are vuitable for millimeter wave integrated circuits.
ple, and the added power is obtained at port (2). Let
be Pi the image power respectively at access i=1,3 Their high Q value and oversized dimensions permit
and P2 the output power. designers to use them in both passive and activP devices.
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TF-4006A, TFL'S HIGH PERFORMANCE
RUGGEDIZED RUBIDIUM FREQUENCY STANDARD

A. Stern, M. Golosovmky, Y. Elbaz, A. Hertz and A. Lepek
TFL. Time & Frequency Ltd. P.O.B 1792, Holon 58117. Israel

ASHORT-TERM- : 5xl - -2 to 1.5x1I-lf tau
STABILITY

We report the progress achieved with the
development of TFLts rubidium frequency DRIFT : 1 to 4xl1-10/month
standard, TF-4100A. Highlighted are
short-term-stability (5xli- I/e tau), TEMPERAT RE : I to 3xl -L0 stability over
temperature low senaitivity (lxl9-L8/-55oC -55oC to 710C
to +710C) and low magnetic sensitivity
I< lxlg-L2/gauss) which is obtained with an VIBRATION : 1 to 7xl - "L for 1/2 hr
ac "C" field method*. These are analyzed and 5 g rms, random vibration
discussed within a framework of models that
are presented. Preliminary results of a study MAGNETIC : < xl- 2 /gs (ac "C" field)
relating to the application of the ac "C"
field are presented. We observe transient WARM-UP : 5X1 -I- within 2 min
signals at the zero crossing of the "C" field.
These are related to adiabatic and SIZE 3.25x3.25x4.00 inch
non-adiabatic processes that occur at a low
and changing magnetic field. Table 1: key performance levels and features

Introduction and General Description for TF-4911A.

In the previous Symposium on Frequency Control
we published a preliminary report on the
development of TFL's TF-4000A - a compact and problems. we find that the oscillator
ruggedized Rubidium Frequency Standard I11. phase-noise increases when applying the ac "C"
The paper presented the design and preliminary field. We study the cause for this and find a
performance results measured on an engineering solution to the problem.
model. In particular we described novel
schemes aimed at improving stability under S1t-TmXL__P±a ty
environmental disturbances such as magnetic
field and vibration*. For the magnetic Hlp_.
stabilization we introduced the ac "C" field
instead of the conventional dc "C" field. The Transfer of stability from the rubidium to the
scheme for reducing the vibration sensitivity crystal oscillator and the theory of operation
used an adaptive servo-loop time constant, of the servo-loop was analyzed in many papers

[2-51. In the following analysis we
The present paper reports additional greatly reformulate some of the servo-loop equations
improved results that were obtained. It also to be applied to our system.
describes a more basic study relating to the
ac "C" field method. Consider the servo-loop block diagram shown in

figure 1.
Table 1 highlights the key performance levels
that have been achieved. Notable levels are We write the current, i(t), at the
short-term-stability of 5xl0-32 /tau, very photo-detector:
low temperature sensitivity of lxlI -L9 over
the temperature range, -550C to +710C and i i a + ia + 6i (1)
extremely low magnetic sensitivity of

Where io is the dc current due to
< lxl10- 2 /gauss. background light, i~a(t) is the signal
This low magnetic sensitivity is obtained current and di(t) is the current noise.
using the ac "C" field method, discussed
below. io = p.(f,-f.)sin 2xf.t (2)

The program of this paper is as follows. + higher harmonics
In sections, 2 and 3 we analyze in depth the
short-term-term stability and the temperature Here f, is the input interrogating microwave
sensitivity and present the data frequency, f. is the Rb resonance frequency,
that was measured. The ac "C" field method was f. is the modulation frequency and p is the
described at first time in [i. Then it was so called "slope" of the discriminator pattern
shown that the sensitivity to external which is defined by equation (2).
magnetic field can be reduced by 2-3 orders of For 6i(t) we write,
magnitude or more. In section 4 we describe a
further study aimed at solving phase-noise 6i(t) = diDo(t) + dia(t) (3)
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The transformation to the "Allan Variance"
ay(t) is done through, (61,

v(r) = 2df S,(f) sin4x/ x (9)

444Hz Using the transformation formulas in (61, we
obtain,

tOMHz SYT 5.3125HHz.

-'( e~i~o/2(pf.)', -

(11)
+ (2n)a/6 aL'.t

where the second term In (8) is neglected.

1PACKAGEI Considering now environmental effects such as
temperature, vibration, and external magneticC field. Each effect contributes a term to y
which includes a sensitivity coefficient and

.v-gR ( the measured fluctuations of the environmental
effect. Here we consider only temperature

PHASE fluctuations which are modeled as temperature
DETECTOR drift (Due to thermal time constant of the

(MULTIPLIER) unit, zlt sec, the temperature fluctuations

with time constant < lot sec are
insignificant. The period of long term
temperature fluctuation is =24 hours, or 106

Figure 1: Servo-loop diagram for a rubidium sec. Then for 10' sec < t < i 6 sec
frequency standard. temperature fluctuations can be trea.ed as

where diaCt) relates to direct current drift). i.e., T = a.t. In addition, we

fluctuations inducid by ioa (shot-noise), include a direct drift term in a. Hence.

and dixa(t) arises from fluctuations in f a'(t) - eia/2(pf.)- rL+
and f. Here, we concentrate on fluctuations +(2n)t/ 6 aL'*.' (12)
of f. due to the light-shift effect: + (k-z.art/2).,'* +(dt/2)-'

di&.= = p.dfo.sin 2nf.t (4)

where kv = 4f/aT is the temperature
+ higher harmonics coefficient and d is the drift.

6f.=f.k& 6I/1 (5) optimizinq the unit performance the following
points were attended:

where kL is the light shift coefficient and a. Slope maximizing. This is a part of
&I/I is the relative light intensity physics-package parameters optimization.
fluctuations. Relevant parameters are cavity and lamp

temperatures, buffer gas pressures, lengths of
The voltage V(t) after the phase-detector is resonance and filter cells, microwave power
given by and light optics. Since the previous report a

substantial improvement which is related to
V(t) = g(t).R.i(t) (6) microwave power and light optics has b,:en

achieved.
where R is the preamp response and q(t) is b. Photo current fluctuations are limited by
the demodulation function of the phase the shot-noise iffect. This is not yet the
detector. case for our unit as evident from figure 1
detector. When the loop is closed, V(t)=0, blow.
where the average is calculated for c. Light shift coefficient should be
trequencies lower then the loop bandwidth, minimized.
f1

Table 2 lists several key parameters and
measured values that were obtained and

Calculating V(t) and equating to zero we are relevant to the above model.
obtain for the spectral density, S,(f),
at low frequencies (< fi), In figure 2 we plot the various contributions

to ay, calculated from equation (12),
S,(f)=e.ioc/p.f.s+ k&.Szjz(f) (7) together with measured data for two units, #1

and #2 Data for unit 1 was taken at room
The first term is due to shot-noise, with e, temperature with no temperature stabilization
the electron charge (a reduction in the noise while data for unit 2 was taken with
power by a factor of 2 is included due to the temperature stabilization of 0.20C.
phase detector). The second term arises from
light fluctuations which induce frequency The following points are noted:
fluctuations via the light-shift effect. a. it is seen that at short averaging time
S&xzz the spectral density power of light (< lS'sec) measured value of a,, is larger
fluctuations has the form, [51, than the calculated value derived from

shot-noise Therefor a further improvement can
S:i/z(f)= aL'/fa+bL' (8) be achieved.
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PARAMSER VALUJL The clock transition depends on magnetic
field, H, via,

dc photo current ia. 220 )AA
f.-f.. + a.He (13)

slope p 200 to 260 pA/Hz (rms)
Where f.. is the frequency at zero field and

light shift coef. kL 3xl0-/l0% a a 575 Hz/gsa is a constant. We write H as a
change in intensity sum:

temp coef. kT 2xlg-L2 /OC H x H. + Hh + Hw (14)

drift d 4xl-2/month Here H. is the field induced by the "C"
field coils, H% is the field induced by the

relative liqht current in the heaters, and H. is a residual
fluctuations aLt  1.9xlI -  Hz field that emanates from magnetic materials

(shields) and currents around the rubidium
temperature drift aw 0.1 to 1OC/hour resonance cell.

loop time const 4 to 8 msec We write

Table 2: Key parameters and measured values H. * k..I. (15)
used for model calculations.

where I. is the current through the "C"
field coil. k. is coil constant, which
depends on the magnetic susceptibility of the
various parts that are located inside and
outside the coil and therefor is temperature

unit I dependents. The stability of I. is
10"11 41 un determined by the stability of the resistors

It 2 00in the current supply.
/  .~ Differentiating equation (13) we obtain,

z 0 "fl n 2aH./f. (16)
z(Iak.+k.A I.+AHhadH)

5, In order to determine the various
<contributions to equation (16) we have

measured the magnetic field by mean of the
X&'$ hyperfine transition,(F,mv).(2,1) to

(F,mr)-(l,l). This is a a polarized
transition, same as the clock transition, and

10-j its dependence on H is,

1 10 102 103 0 10 106 f1 x f,+b.H b e 1.4 MHZ/gS (17)

AVERAGING TIME, SECOND An example is illustrated in figure 3 where
the magnetic field was measured for the two
directions of the current in the heaters.

Fiqure 2: Short-term stability, ay(t).
Model calculations compared
with measurements.

LAH

b. The minimum (floor) in the curves is I
dependent on environmental disturbances. -
With a good temperature stabilization we 5 mgs
expect to reach the floor at zlxl -L3 and
around 104 sec. -

Temperature Sensitivity -550c TEMPERATURE +710C

Frequency dependence on temperature is most Figure 3: Magnetic field vs temperature for +
important and quite complicated. However, one and - directions of the heaters current
can identify and study the major effects that derived from (2,l)->(i,i) transition.
contribute to the frequency shift which is
observed under temperature change. From these measurement an others we have
Furthermore these effects can be minimized and collected the data which is summarized in
controlled so that they will compensate one table 3. It is seen that major contributions
another. These effects are summarized in table arise from the residual magnetic field,
3 and table 4. Table 3 lists the magnetic presumably from magnetic materials, and from
effects and table 4 lists non-magnetic the heaters current. However, the later can be
effects. Consider first the magnetic effects. controlled as described below.
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PARAMETER CHANGE f/f
-55 TO 7loC

I.gnn7iB*n02ss.itt: The AC "C" Field Method
ke. 71 gs/A 1.2 ga/A 8XE-l1

The ac "C" field scheme was described in (1).

I.=6 mA 20 mA IxE-li The idea is to alternate the "C" field between
+ and - and to average out the result. The

H.=20 mgs 4 mgs 2.8xE-lI alternating field can take the form of a
square wave or other periodic function such as

Hh-E to 10 mgs 0 to tlgmgs 0 to T7xE-I sine wave. The alternating frequency should be
smaller than the rubidium linewidth (u1200 Hz)
but higher than the servo-loop bandwidth

Table 3: Temperature sensitivities: (020 Hz)
magnetic effects

It was shown in [1] that, using this method,
the magnetic sensitivity is reduced by a
factor of 2aH./He, where He is the

PARAJETER PARAMETER CHANGE SENSITIVITY af/f external disturbance field which is being
-550C to +710C (MEASURED) (CALCULATED reduced by a shielding factor of a.
(MEASURED) Figure 5, which was presented in [1),

Lamp Temp 9.1oC 5xE-11 /OC 5xE-12 demonstrates the application of the method to
Cavity Temp 0.50C SxE-11 /OC 4xE-11 a rubidium clock and proves its validity. As
Microwave Pwr 0.5 dB 2xE-11 /dB lxE-12 seen from the figure, the noise is not

IIII increased when applying the ac "C" field.

Phase Shift 50 to 20 8xE-12 /0 4 to 16xE-li However, this frequency noise, in figure 5, is
Cross Talk 9 to 200 pA 5xE-13 /pA 9 to lxE-i9 related to a time constant of a few seconds.
Integ Offset 2 mv 4xE-13 /mV 8xE-13 Observing the phase-noise (figure 6) we find

Table 4: Temperature sensitivities I ' '

non-magnetic effects.
OIE :2. 0 Q O0V C._ N.,tir$eUTAL Ti LOD 9W. NMATM-1

The major non-magnetic effects that contribute .P j T U

to the temperature sensitivity are assembled IR. I

in table 4. Parameter changes over the I1sX16s
temperature range and sensitivities are I

measured values while Af/f is calculated.
Modulation phase-shift is the sum of all
contributions from the various elements in themultiplication chain, which is included in the CONSt*TAN .10na

servo-loop, and from the physics-package. In
cases where a range of parameters is indicated I
the lower value can be obtain by a careful
tuning.

A Compensation Scheme . .. .... I

Heaters current effect can be controlled, sign
and magnitude, to a large extent. Also, lamp I -i" I
and cavity sensitivities can be Pontrolled to -

some extent. This way, a compensation [
procedure can be defined so as to minimize the
overall temperature sensitivity.
Doing so a very low temperature sensitivities
with has been achieved some of the unites. An
example is illustrated in figure 4, where the Figure 5: Frequency shift measured with an
frequency change over the temperature range, alternating "C" field (lower curve), compared
-550C to +710C, is less then 1 part per with the shift observed in the conventional
1I0L. non-alternating "C" field (upper curve).

__ -550C to +710C IN 8 HOURS
20

t9 a considerable degradation of 30 to 40 dB.
We observe peaks at frequencies that are

_ _0 related to the "C" field ac frequency (39Hz).
-20 The cause for these peaks is found to be

transient signals that occur wnen the "C"
"? field crosses zero (figure 7).
-40 We have undertaken a thorough study of this

2900 62e0 19990 .480 39090 phenomenon. Here we give only a preliminary
short report whereas a more detailed

Figure 4: Temperature run for a selected unit. description will be published elsewhere.
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" .... ...... .. .. .. .. .. . .. .. ..
10

.... . .......... .. . .. ... ..

TIME

START: 0 Hz BW 3. 75 Hz STOP: 1 000 Hz
Xt 472.5 Hz Ys-65.4S dBV

Figure 9: Output of photo-diode in time domain
(lower curve) for a triangle wave

Figure 6: Degradation of the phase-noise due "C" field modulation,
to the ac "C" field. slope=20 gs/sec (upper curve).

The response of the system was studied for
i"C" FIELD, 3u . various modulations of the "C" field, where

+ I the microwave frequency was roughly set to the
clock tiansition at zero field. Figures 8 and
9 exhibit the signals observed for a triangle
wave modulation. For a "slow" modulation,
(slope=l.6 qs/sec, figure 8) we observe
positive and negative signals while for a
"fast" modulation (slopen20 gs/sec, figure 9)
the dominant signals are positive.

OUTPUT OF PHOTO-DIODE

Figure 7: Output" of photo-diode in tim -.

domain (lower curve) for a square Vld~m.._. xth '
wave "C" field modulation, 30 Hz,
(upper curve).

tO 0 W0 dSI/dt, ga/sec

Figure 1-: Dependence of the amplitude and
width of transient signal on the elope
of a triangle wave.

o o - ths frequency of triangle wave is 48 Hz
the amplitude is changed.

Fgr - the amplitude of triangle wave is
w.35 gs the frequency is changed.

F - points where the amplitude and the

Figure 1 brings accumulative data of signals
observed with various triangle wave
modulations of the "C" field. It exhibits the
signal amplitude and signal "width" as aTIMa function of the slope dH/dt. One observes two

regions: for dH/dt < 6 gs/sec signalFigure 8: Output of photo-diode in tim domain amplitude is linearly dependent on the slope
(lower curve) for a triangle wave and the width is constant.
"C" field modulation, For dH/dt > 6 gs/sec signal amplitude is
slopel.6 gs/sec (upper curve), constant while the width is decreasing.
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Discussion .UV

a. VCXO Input without filter .....
The intensity of light transmitted by
optically pumped rubidium vapor in magnetic ... ..... ..................." ... ...... ..................
field depends on the populations of hyperfine . . .

levels (F,mv)=(1,0) and (F,m,)=(2,9).
These populations are determined by ..

fiel .an ..pti ...p mpn.. . . . . . . . . . . . . . . . . . . . . . . ... ................. ..... ... .... .......
temperature, microwave power and magnetic I I

When the magnetic field changed rapidly the Rb
spin system is not being able to follow the .......
magnetic field variation, the populations of
hyperfine levels change and a transient in the ...
transmitted light occurs. ..At. i '

lA~l '1 11 t 1, ,7-3 IlI STUI I Uo III
The Rb spin system follows the magnetic field X. 445 Ili Y00. .U dv

variations by means of spin precession an well
as by spin relaxation. The condition of -.. .
adiabaticity is that the relative field dov
variation is slower than the angular velocity ... b. VCXO input with filter ...
of spin precession i.e,

...... ......................................... . .............................

where K is the maqnetic field, and Y is the 10 . .
d . . . . . .. ..

gyromagnetic ratio of the electron /DI
The condition of thermal equilibrium is that ................... .......................
the relative field variation is slower than ...
the rate of thermal relaxation, i.e..... ......... ....... ....

(/)d/t(19) . . ........ .
GrART, 0 1 11* 3. 75 Ili STOP, 1 000 H

When the magnetic field approaches zero the X. A1S II, Y,-97.1g dGV
conditions (18) and (19) are violated. (18) is
violated for H n Hm = [(1/Y).dH/dt]P / 2 .
(19) is violated for H i dH/dt. r... Figure 11: a. VCXO input without filter,
If dH/dt > 6 gs/sec (empirical value obtained "C" field modulation
from Figure 10) then Hx < H2 and the b. VCXO input with filter,
transient is due to the nonadiabatic "C" field modulation.
transitions between Zeeman sublevels. This
corresponds to the behavior observed in figure
9. If dH/dt < 6 gs/sec then
H2 < H. and the transient is due to AntRedment:
thermal inequilibrium in spin system.
This corresponds to figure 8. As :-entioned We acknowledge T. McClelland for helpful
before this is only a preliminary discussions.
interpretation and a more thorough discussion This work was partially supported by the
will be published elsewhere. Israel Ministry of Commerce and Industry,

office of chief scientist.
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NEW DESIGN FOR AN EFFICIENT OPTICALLY
PUMPED CESIUM BEAM TUBE

V. Giordano, A. Hamel, P. Petit, G. Theobald, N. Dimarcq,
P. Crez, C. Audoin.
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Abstract sublevels having opposite values of the magnetic quan-
tum number mF. The Rabi pulling frequency shift must

The use of optical methods to replace state then disappear. In this case, it is possible to de-
selecting magnets in a cesium beam resunator is thought crease the magnitude of the magnetic induction in the
to improve the clock frequency stability and accuracy. microwave interaction region in order to limit both
Especially the Rabi pulling frequency shift disappears the Zeeman shift effect and the sensitivity to magnetic
as a consequence of the microwave spectrum symmetry. It field fluctuations. Thus the accuracy and the long term
then brings the possibility of decreasing the amplitude frequency stability can be improved.
of the static magnetic induction in the microwave inter-
rogation region to values less than the conventional However, the transition that gives the highest
one (60 milliGauss). clock signal, i.e. the 3- 3' transition excited by o

polarized light 6, is sensitive to the non-linear Hanle
Nevertheless, we have pointed out that coherent effect (NLHE). When the magnetic induction in the light-

population trapping may occur in the two opticil inter- atoms interaction region becomes smaller that 3 10
-5

action regions of the resonator at low static magnetic Tesla the pumping efficiency and the fluorescence inten-
field. In order to avoid the resulting decrease of the sity rapidly decrease. This is detrimental to clock si-
clock signal amplitude a magnetic induction of the order gnal detection. G. Thdobald et al made a detailed study
of 3 x 10-5 Tesla (300 mGauss) must be produced in the of this effect 7. We shall remind their principal re-
light-atoms interaction regions. sults in Section II.

We have thus designed a new optically pumped ce-
sium beam tube including three magnetic field regions To take full benefit of optical pumping methods
which will be described. We present the preliminary re- we have designed a new cesium beam resonator with three
sults obtained from this machine, magnetic field regions called Cs III 1. Our experimen-

tal set-up is described in Section III. Then prelimi-
I. Introduction nary results obtained with this set-up are given in Sec-

tion IV. The theoretical predictions about NLHE are
For a few years, reliable monomode semi-conductor verified and we deduce the working conditions that op-

lasers emitting at 852 nm have been available. These timize optical interaction processes. Additional fea-
laser sources allow to apply optical pumping techniques tures connected with homogeneity of the magnetic field
to atomic beam preparation and clock signal detection in the microwave interaction region are presented.
in cesium beam frequency standards. A number of labo-
ratories have started research work in this field. They II. Short Recall about non linear Hanle effect
built some experimental set-ups in which the magnet
state selectors of the conventional cesium beam resona- Figure 1 shows the energy level diagram of the
tor were replaced by two light-atoms iriteractiun re- cesium atom. In our experiments we usually lize
gions 1,2,3. This substitution procure a lot of advan- the laser frequency to one of the pumping 1 itions.
tages 4. The loss of atoms by velocity dispersive de-
flection is greatly reduced and, moreover the beam
cross-section is only limited by the microwave cavity
hole diameter. It follows that the atoms flux in the
detection region is increased by a factor of several 2 F' 4
hundreds. Furthermore, under appropriate optical pum- 6 P3/2  --
ping conditions, which will be discussed in this paper,
one can transfer all atoms of one of the ground state| F-2
hyperfine levels F = 3 of F = 4 to the other one. The D 2
beam preparation is thus realized without atoms loss
whereas the magnetic state selection eliminates 50% of 852 nm
the atoms.

In a previous work 5 we have demonstrated the in-
terest of the optically pumped cesium beam frequency 2 F-4
standard. Our experimental resonator Cs II provides a 6 S1/2clock signal with a signal to noise ratio equal t-

10,000 in a I Hz noise bandwidth. The short term fre- F-3
quency stability of the 1O MHz quartz resonator fre-
quency locked oi thir/atomic reference was :
o(T ) = 2. 10-' T-I/ for I s < T <500 s. This result
was obtained using a single laser diode. The laser Figure 1. Energy level diagram
diode was tuned to the optical transition that connects corresponding to the D2 line of cesium atom
the F = 3 ground state level to the 64P3 /2 F' 

= 3 exci- (not to scale)
ted state level, and the linear light beam polarization 2
was orthogonal to the static magnetic field direction. Cesium atoms are brought to the 6 P3/2 excited
In this configuration the amplitude of the seven state. Then they decay to the ground state emitting
AF = ± 1 ; Am F = 0 lines of the microwave spectrum of fluorescence photons. After a number of cycles, depen-
the cesium atom varies symmetrically around the central ding on the choosen transition, all atoms populate one
IF = 4, mF = 0 > IF 3, m = 0 > line. Indeed, the of the ground state hyperfine levels F = 3 or F = 4.optical pumping performed with linearly polarized light When the optical pumping techniques are applied to the
populates equally the hyperfine Zeeman cesium beam frequency standard, we are nainly interes-
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ted in two physical quantities 7 which determine the One can see on these figures that, for the 3 3'o
clock signal amplitude : scheme, B must be set above 3. 10-5 Tesla (300 milli-

- the fractional population difference An bet- Gauss) in order to optimize the light-atoms interaction
ween the mF = 0 ground state hyperfine sublevels obtai- process.
ned after optical preparation. It is defined as :

n( IF = 4, mF = 0 > ) - n ( F= 3, mF = 0 >) III. Cs III Design

An = n The vacuum chamber of the Cs III resonator is
where n is the total population. An specifies the ef- an amagnetic stainless steel cylinder, its total length
ficiency of the light to create a population diffe- and its diameter are 800 mm and 170 mm respectively.rencey A 200 1/s ion-pump maintains a residual pressure smaller

- The yield L of fluorescence photons emitted by than 10-5 Pa. A set of two pairs of optical windows
a cesium atom under the action of the light beam. These allows to inject the pump and detection laser light
fluorescence photons are collected in the detection beams perpendicularly to the atoms path. The separation
region to give the clock signal. between the two optical interaction regions is 450 mm.

It has been shown 6 that the 3 -3a scheme is In the following experiments a 10 mW laser diodeIt hs ben how 6 hat he -*3o shem is is used. Its emission frequency is stabilized to the
the most interesting one. Indeed it allows to maximize slced cemic ion s the fore
the product An x L. However, when a a-polarized laser selected cesium optical transition using the fluores-
light beam is used in a low magnetic field region, suc- cence signal provided by a photodetector in the pumping
cessive absorption and stimulated emission of photons region.

create AmF = + 2 Zeeman coherences in the ground state The collimator of the cesium oven consists of a
of cesium atoms. Since these coherences are coupled by stack of corrugated foils. Its emissive area is 2 x 4
the laser to the population of the excited state, it mm2. A set of graphite diaphragms limits the beam di-
then results a decrease in A n and L when the magnetic
induction goes to zero. Consequently, the amplitude of vergence. The atomic beam cross section is constant
the clock signal decreases, whereas the continuous back- along the resonator axis, it is equal to 2 x 4 mm2 .
ground due to the unpumped atoms increases. Figures 2a
and 2b report predicted variations of An and L versus - Magnetic field
static magnetic induction B for the four cesium pumping
transitions. The light-atom interactioi, timc and the I
laser intensity were assumed equal to 12 s and Cs oven B B ......
2mW.rm 2 respectively.

15 4 4*

4-3o Figure 3. Magnetic field generation in Cs III

The Cs III static magnetic field design is en-
3-3 tirely innovative as shown in figure 3. The atomic beam

10" passes through three distinct regions. The inner cy-
3 4 lindrical magnetic shield shows two septa which provi-des the screening between the three regions. It is sur-

rounded by two other mumetal cylinders. The three cy-
linders are closed by end-caps. Each region includes
its own internal field generation set-up. In order to

5 B iaocs0l easily obtain smooth magnetic field variation between
o Q 54 two successive regions the magnetic field direction was

choosen parallel to the atomic beam axis. In the first
Figure 2a. Population difference An versus region, where atomic preparation is performed, we use a

the amplitude of magnetic induction set of twin flat coils to generate the magnetic induc-
L rbl.1Y OlU tion B1 . A solenoid surrounding the Ramsey cavity allows

to obtain a uniform magnetic induction B. between the
two cavity arms. In the detection region, B2 is gene-

3.3 rated with coils similar to those in the pumping region.
Furthermore, to improve the uniformity of the magnetic

o,, .- induction in the microwave interaction region two com-
4.4 pensation coils are added at the ends of the solenoid.

They can generate two weak magnetic induction B'1 and
B'2 that cancel the influence of B1 and B2 on the field
pattern in the RF interaction regions. The currents
producing these five magnetic inductions can be adjus-

0.05 1/1, ted independently. Figure 4 shows an example of sta-
tic magnetic induction pattern recorded along the ato-

mic path.

B (0o+.$|

00.

Figure 2b. Fluorescence yield L versus
the amplitude of magnetic induction
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MG tic induction in the pumping region, i.e. B1 , is weak,
0 a number of cesium atoms remain trapped in the F - 3

400 Jground state hyperfine level. In the detection region
these unpumped atoms may give a background on which
the clock signal would be superposed. We recorded the

300 1 variation of the fluorescence signal F in the detec-
tion region versus BI. Let be F the fluorescence of
the beam when no pumping occurs in the preparation re-

200 gion. Figure 6 shows the ratio F/Fo, which accounts
I direct-/ for the percentage of unpumped atoms.

100 I0

i .I I 0 F o° l ,

i10 2 0 40 50 60cm

i CAVITY Z SHIELDING

Figure 4. Magnetic induction profile in Cs III

- Microwave cavity

Our cavity shown in figure 5 is home-machined
and is made of hard aluminium alloy 6061. We estimate B1
that the electrical length of the two arms are identical 30030
within 0,01 mm. Due to the longitudinal magnetic field
structure, the cavity is bent in the H-plane. It ope- Figure 6. Percentage of unpumped atoms versus B1
rates on the TEn 1 13 mode. The inner drift distance is
21 cm. This yie as'a linewidth of about 500 Hz. Its clearly appears that when B1 is very small,

F/F is about 8 X and that complete preparation is only
achyeved when B 1 is increased above 3 x 10-5 T (300 n.G).
In this experiment B and B2 are set respectively to
4 x 10

-6 T and 5 x 18
5 T. 2

Furthermore the incomplete atomic beam prepara-
tion induces a dramatic enhancement of the fluctuations
in the fluorescence signal F. Figure 7 shows the spec-
trum of the detection signal fluctuations for several
B values. This effect can be explained by noting that
wien the pumping is no longer complete, the fluores-
cence yield of the atomic beam depends on the laser fre-
quency fluctuations.

Figure 5. Cs III microwave cavity

.005

In order to eliminate the usual hole in the ma-
gnetic shields and to avoid a field perturbation along
the atomic path, we have developped a coaxial feeding

of the cavity. Great care has been taken to accurately v/4HZ

tune the cavity since once it is in the vacuum tube no
further frequency adjustement can be made. The loaded
Q of our cavity is about 800 which minimizes the ca-
vity pulling effect. LOG i 

-  
-- _--_--

- Optical collecting device

Recently a very efficient photon collecting de- 30omo ._ _

vice was implemented on Cs III. It includes two mirrors e00mG
and a 100 mm2 area photodetector. The photon collection
efficiency has been measured by comparing the beam ab-
sorption and its fluorescence yield. This efficiency
reaches 60 %. 5E-7

12.500 5000.HZ

IV. Experimental results
Figure 7. Spectrum of the detection signal

Experimental results obtained with Cs III are for several BI values
reported in the single laser diode configuration. The
3 - 3' a scheme is used to prepare the atomic beam and It then r.esults that B1 must be set above 3.10 -5 T
to detect the clock signal. according to the theoretical predictions. In the follo-

wing optical pumping and detection are performed within
- Optimization of optical interaction processes a magnetic induction of 5.10 -5 T (500 mG) to arhieve

As previously mentioned in Section Il, NLHE re- full efficiency of these two processes.

duces the optical pumping efficiency. Due to its three
independent magnetic field regions, Cs III is well
suited to investigate this phenomenon. When the magne-
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- Central Ramsey pattern them, the Ramsey pattern of the field dependent micro-

Figure 8 shows the resonance pattern of the wave transition is no longer centered on the Rabi pe-

IF - 4, mF = 0 > -* IF = 3, mF = 0 > transition obtai- destal 9. Figure .Oa shows the resonance pattern of the

ned with Cs III. The centrbl fringe is 500 Hz wide. IF 4, mF - -3> I F - 3, mF - -3> transition

The oven temperature was set about 1150 C, which means when B' - BI - 0 and when the average value of Bo in

that the atomic flux in the detection region was about the drilt region was set to 10
-5 T. The frequency of the

8 x 1010. s-
.  Ramsey pattern maxima is about at a frequency 650 Hz

higher than the centre of the Rabi pedestal. It is due
to the influence of B1 and B2 on the magnetic induction
in the microwave interaction regions, which is thus a
little more larger than 10-5 T. Owing to the compensa-
tion coils, B'1 and B' can be adjusted in order to
centre the Ramsey pattern as it is shown in figure 10b.

(a)

Figure 8. The Cs III clock sgnal (b)

We note that the background sign 1, due to the
stray light is very small. The amplitude signal to noise
ratio is defined as the peak to valley photocurrent dif-
ference divided by the standard deviation of the peak
current. It reaches 20,000 ina lHz noise bandwidth. This Figure 10. Effect of compensation inductions
result should lead to a short term trequency stability on the field dependent transitions
better than 1 x 10-12 T -1/2 8.

- Ramsey pattern at very low magnetic induction

- Microwave spectrum The three separate fields configuration of
Figure 9 shows the microwave spectrum of the se- Cs III allows to set the longitudinal magnetic induc-

yen a resonances. The value of the magnetic induction tion in the RF interaction region to very small values,
B is 4 x 10-6 T. We note that the Ramsey patterns of while keeping the magnitude of the induction at
ail the microwave transitions are very well resolved. 5 x 10-5 T (500 mG) in the optical interaction regions.
Furthermore they are centered on their Rabi pedestal. The two compensation coils are used to correct the
This reflects directly the magnetic field uniformity field near each end of the solenoid. As results, the
along the atomic beam path in the whole microwave inter- mean value of the magnetic induction B can be closely
action region. adjusted to zero, while its deviation from the mean va-

lue can be made very small. In such conditions there is
no Zeeman splitting any more. All the atoms of the beam
undergo the hyperfine transition. As shown on figure 11,
the Ramsey pattern obtained is about 6 times higher with
a slightly increased width. The usual fringe is displa-
yed for comparison purpose. This demonstrates that the
magnetic field can be made very homogeneous in this con-
figuration.

Bo = 40 mG

Figure 9. Microwave spectrum B = 4 x 10 T (40 mG)

- Effect of compensation coils 
Bow 0 mG

The influence of the two compensation inductions,
B'1 and B'2, may be illustrated by monitoring the ma-
gnetic field dependent microwave transition patterns.
It is known that when the average strength of the sta-
tic magnetic induction is not the same in the microwave -6
interaction regions and in the drift space between Figure 11. Ramsey pattern at 4 x 10 T (a) and at

very low magnetic induction (b)
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Conclusion

A new optically pumped cesium beam resonator
which allows to optimize the three interaction proces-
ses has been designed.

It has been demonstrated that an optically pum-
ped cesium beam resonator can be operated at low C-
field value without any loss of optical pumping effi-
ciency. This shows that the optical pumping technique
is able to improve the long term frequency stability as
well as the short term frequency stability.
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Abstract the trap, the largest source of frequency offset stems from
the motion of the atoms caused by the trapping fields

We have designed and are presently testing a via the second order Doppler or relativistic time dila-
novel linear ion trap which permits storage of a tion effect[5]. Moreover, instability in certain trapping
large number of ions with reduced susceptibility parameters, e.g., trap field strength, temperature, and
to the second order Doppler effect caused by the the actual number of trapped particles will influence the
RY confining fields. This new trap should store frequency shift and lead to frequency instabilities. Since
about 20 times the number of ions as a conven- this offset also depends strongly on the number of ions, a
tional RF trap with no corresponding increase trade-off situation results, where fewer ions are trapped
in second order Doppler shift from the confin- in order to reduce the (relatively) large frequency offset
Ing field. In addition the sensitivity of this shift which would otherwise result.
to trapping parameters, i.e., R voltage, RF fre- We have designed and constructed a hybrid RF/DC
quiency and trip size, Is greatly reduced. linear ion trap which should allow an increase in the

We have succeeded in trapping mercury Ions stored ion number with no corresponding increase in sec-
and xenon ions in the presence of helium buffer ond order Doppler instabilities. The 20 times larger ion
gas. Trap times as long as 2. 103 seconds have storage capacity should improve clock performance sub-
been measured. stantially. Alternatively, the Doppler shift from the trap-

ping fields may be reduced by a factor of 10 below com-
parably loaded hyperbolic traps.

Introduction

There has been much recent activity directed toward
the development of trapped ion frequency standards, in Second Order Doppler Shift for Ions
part because ions confined in an electromagnetic trap in an RF Trap
are subjected to very small perturbations of their atomic
energy levels. The inherent immunity to environmen- Trapping forces in an RF ion trap are due , time-
tal changes that is afforded by suitably chosen ions sus- varying electric fields which increase in every direction
pended in DC or RF quadrupole traps has led to the from the trap's center. A single particle at rest in such
development of frequency standards with very good long a trap at its very center (where, in an ideal trap, these
term stability[I]. Indeed, the trapped 19Hg+ ion clock fields are zero) would have no velocity and thus no second
of ref[2] is the most stable clock yet developed for averag- order Doppler shift.
ing times > 106 seconds. However, certain applications A very different condition holds for many particles in
such as millisecond pulsar timing[3] and low frequency such a trap. In this case, electrostatic repulsion tends to
gravity wave detection across the solar system[4] require keep the ions away from each other and from the center
stabilities beyond that of present day standards. of the trap. As the number of ions increases, the size of

While the basic performance of the ion frequency the cloud also increases, pushing the ions into regions of
source depends fundamentally on the number of ions in larger and larger RF fields. The resultant velocity gives

rise to a downward shift of atomic transition frequencies
*This work represents the results of one phase of research car- rito a on number.

ried out at the Jet Propulsion Laboratory, California Institute of with increasing ion number.
Technology, under contract sponsored by the National Aeronautics Calculation of the second order Doppler shift requires a
and Space Administration. detailed knowledge of the ionic distribution density which
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Calculation for a Spherical Trap

Figure I shows a conventional RF ion trap along with
the applied voltages. Trapping forces are generated by
the driven motion of the ions (at frequency 11) in an in-
homogeneous RF electric field created by hyperbolic trap
electrodes[6]. The motion in each of three directions for a
single ion in an RF trap is characterized by two frequen-

0 V0 Y cies, the fast driving frequency 0 and a slower secular
frequency w which is related to the harmonic force bind-

-- ing the particle to the trap center. An exact solution to
the equations of motion shows that frequencies k. ( 1 ,
k = 0, 1, 2 ... are also present. However, in the limit

w/fl I 1 (which is the primary condition for stability of
the ion orbits) the w and f ± w frequencies dominate and
the kinetic energy (K.E.) of a particle, averaged over one
cycle of fl, separates into the kinetic energy of the secular
motion and the kinetic energy of the driven motion. The

Figure 1: A conventional hyperbolic RF ion trap. A node average kinetic energy is transferred from the secular to

of the RF and DC fields is produced at the origin of the the driven motion and back while the sum remains con-

coordinate system shown. stant just as a harmonic oscillator transfers energy from
kinetic to potential and back.

We consider two cases. A hot ion cloud, or one con-
taining a very few ions where interactions between ions
are negligible, shows a second order Doppler shift given

results from the balance between trapping and (repul- by:

sive) Coulomb forces. A method has been developed in

which an average over one cycle of the RF field reduces its
effect to that of a pseudopotential actng on the charge of 1< 2> < total KE. >
the particle[6]. The effect is subsequently further reduced f ot c2  iMc2
to that of a pseudocharge distribution which produces the < secular K.E. + driven K.E. >
equivalent effective potential. Ionic distrobution density =Mc 2  (2)

is then calculated by considering the response of charges < secular K.E. >
to this resultant 'background" pseudocharge. - -2 c2 (3)

_ UBT

This method has been previously applied[7] to the trap - mc2 '(4)

shown in Fig. 1. Here, calculation shows a spatially uni-
form pseudocharge giving rise to a spherical ion cloud, where m is the ionic mass, T the temperature, and <>

also with uniform density. The resulting average fre. indicates a time average over one cycle of f. We have

quency shift can be expressed in terms of the total num- also averaged over one cycle of w to equate the secular

ber of trapped ions, together wi*h a trap strength pa- and driven K.E. This is analogous to a simple harmonic

rameter w, ion mass m and charge q. oscillator where the average K.E. is equal to the average
potential energy. The consequence is a frequency shift

In the following sections we perform a similar calcu- that is twice as large as that due to thermal motion alone.

lation for a cylindrical geometry, a case not previously Of greater interest is the case where many ions are con-

examined. The cloud forms a cylinder of uniform den- tained in a trap and interactions between ions dominate.

sity[8], in a manner analogous to that of the spherical In this cold cloud model[7 displacements of individual
trap. Comparison between the consequences of the two ions from the trap center are primarily due to electro-

geometries shows a very different story. While physically static repulsion between the ions, and random thermal

similar in overall size, the linear trap can hold many more velocities associated with temperature can be assumed

ions than the spherical one with no increase in the sec- to be small compared to driven motion due to the trap

ond order Doppler shift, or conversely, the shift can be fields.

greatly reduced. Furthermore, its dependence on trap The electric potential inside the trap of Fig. I is
parameters is qualitatively different, allowing miniatur-
ization of the transverse trap dimensions without penalty z= + V0 cos(nt)
in performance. O(P, Z) 2 - V - 2z2), (5)
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where c2 = r*2 + 2z.3 describes the trap size, and U. and oscillation is proportional to the strength of the driving

V. represent the amplitudes of DC and AC trap voltages, field, i.e., also increasing linearly with the distance from

respectively, the trap center. The average square velocity of the driven

The trapping force generated by the RP field alone can motion for an ion at position (p,z) is

be described by an electric pseudopotential[6]:

.. q(o(p,z)) 2  < V2 >=1 +(p 4z2). (14)

P, p, z)= 4mfl 2  (6) For a given trapping strength, reflected in force con-

where q is the ionic charge and E. is the peak local RF stant W2, the density is fixed by Eq. (12) while the radius

field. This becomes of the spherical cloud is determined once the ion number

V, 2 N has been specified. The second order Doppler shift due
I(p, z) = 2 (Pv + 40) (7) to the micro-motion is found by taking a spatial average

of Eq. (1) over the spherical ion cloud. Using Eq. (14)

for the effect of the RF part of Eq. (5). Adding the DC for the spatial dependence of the micromotion:
potential from Eq. (5) gives the total potential energy
for an ion in the trap of Fig. 1:

1 (P, = + mwa2z),/ (8) Je(T 2 c2 (

3 O2 Rg. 2  (16)
where - 10 c(

WI = q. mf 2e4  - 3 Nwq2  2/3 (7
2 2q1 0

2 + 2 (9) = C2 m (17)

and

For typical operating conditions[7], N = 2.106 and w =
8q2V 2  4qU. (10) (2x).5OkHz, Af/f = 2.10 - 12. This second order Doppler

Wm2fl2 E4  m62  shift is about 10 times larger than the shift for free 1"Hg

describe secular frequencies for radial and longitudinal ions at room temperature, Af/f = 3kBT/2mc2 = 2.
ion motion. 10-13.

The pseudopotential can be further analyzed in terms If the temperature is not too high, its effect on the ion
of an effective pseudocharge by applying Poisson's equa- cloud is to broaden the sharp edge at its outside radius.
tion to equation (7) or (8). The result of this calculation In this case the plasma density falls off in a distance
is a uniform background charge density throughout the characterized by the Debye length[8]:
trap region which is given by

S= m(2 W 2 +w' 2) AD= (1

An easy solution for the charge configuration can be The cold cloud model should be useful provided the ion

found if we assume that the DC and RF voltages are ad- cloud size is large compared to the Debye length. This

justed to make the trapping forces spherical, i.e., wo = ratio is given by

w, = w. In this case the ion cloud is also spherical 2
and trapped positive ions exactly neutralize the nega- (_ D ) = (19)rive background of charge, matching its density out to a ,R.ph ) 30 . )p"

radius where the supply of ions is depleted. Ion density

is given by This indicates a relatively small fractional Debye length
throughout the regime of interest. For the typical condi-

3-°mq 2  (12) tions indicated above, the Debye length is about 1/5 mm
= 2 ,in comparison to a spherical cloud diameter of 2.5 rum.

and the total number of ions by
4x Calculation for a Linear Trap

N = nlo R.flaph (13) For increased signal to noise in the measured atomic

where Rph is the radius of the sphere of trapped ions. resonance used in frequency standard applications, it is
The oscillating electric field which generates the trap- desirable to have as many trapped ions as possible. How-

ping force grows linearly with distance from the trap cen- ever, as we have just seen, larger ion clouds have larger
ter. The corresponding amplitude of any ion's driven second order Doppler shifts. This frequency offset must
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Figure 3: The details of the DC endcap needle electrodes

Figure 2: The RF electrodes for a linear ion trap. Ions used to prevent ions from escaping along the longitudinal

are trapped around the line of nodes of the RF field with axis.

reduced susceptibility to second order Doppler frequency
shift. for a total ionic potential given by

be stabilized to a high degree in order to prevent degra- = = qk = m -p2; (22)
dation of long term performance. (

To reduce this susceptibility to 2nd order Doppler shift where, for the cylindrical electrodes of Fig. 2 R is an ap-
we now propose a hybrid RF/DC ion trap which replaces proximate distance from the trap center to an electrode's
the single field node of the hyperbolic trap with a line of surface, and
nodes. The RF electrode structure producing this line
of nodes of the RF field is shown in Figure 2. Ions W 2 = _ _ (23)
are trapped in the radial direction by the same type of 2efl2 R4 (2

RF trapping forces used in the previously discussed hy- Here w is the characteristic frequency for transverse or
perbolic trap and we follow a similar analysis in terms radial motion in the trap. Longitudia.l motion is de-
of an equivalent pseudopotential and background pseu- scribed in terms of motion at thermal velocities between
docharge. the trap ends.

Ions are prevented from escaping along the axis of the Application of Poisson's equation shows Eq. (21) to be
trap by DC biased "endcap" needle electrodes mounted equivalent to a uniform background pseudocharge with
on each end as shown in Figure 3. These electrodes ap- density:
proximate the electrostatic effect of the missing parts of
an infinitely long ion cloud. Their diameter is the same Qb = 2cn . (24)
as the ion cloud to be trapped and is small compared to q
the trap diameter so that the RF trapping field is per- Solving for the charge configuration for an infinitely
turbed only slightly. Because these endcaps reach well long trap follows a nearly identical process to that of
inside the RF electrodes any end effect of the RF fields the preceding section since, from Gauss's law, cylindrical
on the ion cloud should be small. Unlike conventional or spherical surfaces of charge induce no fields in their
RF traps this linear trap will hold positive or negative interior. Thus we find a uniform cylinder of ions just
ions but not both simultaneously. cancelling the background pseudocharge out to a radius

Near the central axis of the trap we assume a R with density:
quadruplar RF electric potential:

- V, (X2 - y2) cos(rft) (20) . =  , (25)

2R2 'with ion number per unit length of
from which, as in the previous section, we derive a cor-
responding pseudopotential: NIL = n,,rR 2. (26)

qi = qv o2  T -he motion induced by the RP trapping field is purely
4mf12R 4 2 + v2), transverse and is given by
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< 2 >= 2
2p2. (27)

As before we average this quantity over the ion cloud to Sensitivity to Trapping Parameters

find the second order Doppler shift: An important consideration in the design of any fre-

< V2 > W. quency standard is the sensitivity of its output frequency

( t/) = 2 c2  - 4C2 (28) to changes in its operating parameters. In the present

We asmp t a c cal in 4cld of rcase we consider how variations in the trapping voltages,

We assume for simplicity a cylindrical ion cloud of radius ion number, trap size and trapping field frequency will
R, and length L. Equation (28) can be written in terms influence the output frequency. For the large ion clouds
of total ion number N, and trap length L, as discussed in this paper we will use eq. (17) for the hy-

Af _ q ) perbolic trap (spherical cloud) and eq. (29) for the linear

(8 r c,romC2 L (29) trap (cylidrical cloud) for this analysis.
in \ For variations in ion number in the spherical cloud

In contrast to the spherical case, this expression contains there is a corresponding variation

no dependence on trap parameters except for the linear
ion density NIL. This is also true for the relative Debye 6 = 2 SN
length: 2-A - #ph -- N (33)

(A f__gj (30) in second order Doppler shift and a similar variation for

\i 24 A--.jL)1 , the linear trap

which must be small to insure the validity of our "cold
cloud" model. SN

From this it is seen that the transverse dimension R of (A-t N (34)

the trap may be reduced without penalty of performance,

providing that operational parameters are appropriately For example, if
scaled. This requires w and fl to vary as R - 1 , and the
applied voltage V to be held constant. (A_.)sp = 2.10-12

Comparison
Comparison and we want total frequency instability to be 10-1 6 or

We can compare the second order Doppler shift for the better then

two eraps assuming both hold the same number of ions 2 6N(fAf <.10-15.
by 3 N\fT)h

(5 ( )f That is, we must maintain 6N/N < 7.5.10-' over the in-
n/ = 3"L- -A 'ph (31) tegration time required to achieve the 10-15 performance.

L Similarly,

As more ions are added to the linear trap their average Sii.r

second order Doppler shift will increase. It will equal that J 6w 2w5
of the spherical ion cloud in the hyperbolic trap when (0) *ph 3 w (35)

Nu. 3 LN.Pi. (32) For the linear trap we see from eq( 29 ) that only the lin-
5 Rph ear charge density determines the second order Doppler

A linear trap can thus store (3/5)(L/R ph) times the shift. For an infinitely long trap (or a closed circuit "race-
ion number as a conventional RF trap with no increase in track" configuration with a large radius ) this shift from

aerage second order Doppler shift. For the trap we have the trapping fields is independent of w. That is, the sec-
designed, L is 75 mm. Taking Rphi = 2.5 mm for 2. 106 ond order Doppler shift is independent of the transverse
199Hg+ ions in a spherical trap with similar over-all size, trapping fields and thus independent of the applied RF

we find that the linear trap capacity is about 18 times voltage and trap size. As the RF trapping force changes,

larger. Furthermore, it seems likely that the transverse the ion density and ion cloud radius change together so

dimension of the linear trap can be reduced to a value that the second order Doppler shift from the trapping

100 or more times smaller than its length while main- field is constant (see eqs. (28) and (29)).

taining constant ion number and second order Doppler For a finite length trap we now estimate the resid-

shift. This corresponds to a reduction in volume of 10,000 ual dependence on changes in the trapping fields. The

times. charged ion column is contained inside the conducting 4
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bar linear trap which will shield axial electric fields to a
range 1% which is approximately equal to the transverse 00HZ

radius of the trap.Thus the electric field at each end of
the plasma column is not generated from the full length L S .

of the ion cloud but only from those charges within the AMPLIFIER

shielding length Rt of each end. We approximate this
electric field to be that of a cylinder of charge of density
n,, radius R and length RA, where P, < Rt. In this Z- --. - I
approximation the field at the surface 550 KHz TM

IPASS
E = 2nSCOPE

50 KHZ DETECTOR

is equal to the field produced by the end electrode as- ION SoG

sumed to vary on axis as

Eee-(H-L)/ 2Rt Figure 4: RF trapping and ion detection setup.

where H is the end electrode separation and L is the ion
cloud length. (H - L)/2 is the distance between one end
electrode and the near en." of the ion cloud. Equating
these gives - Linear Ion Trap Operation
Rom eq. (29) The linear ion trap we have built consists of four

molybdenum rods equally spaced on an approximately

j(j )r = 6L (37) 10 mm radius. Ions are prevented from escaping along
( .) L the axis by means of OFHC copper pins located at each

f tin end of the trap as shown in Fig. 3. The 75 mm separation
We consider two cases. The first is a change in the RF of these pins defines the trap length.
confining force, 6w/w. This is done without changing The trap structure is housed inside a 3.375" ultra high
the end electric field, Be, and without changing the ion vacuum cube which is evacuated to about 10- 9 tort by
number N = rR,2Ln,. Holding constant the ion number a turbo-molecular pump with 40 1/sec pumping speed.
leads to 6 6R 6L Isotopic 1 9Hg vapor is released from HgO powder when

2. +2 + =0. (38) heated to about 2000C. Electrons from a LaBs filament
X ware pulsed along the axis of the trap ionizing some of the

where we have ud 6n 26w 1 Hg atoms inside the trap. A background gas of he-

6no = 26w lium (10- 1 torr is introduced into the vacuum through
no w a temperature controlled quartz leak. This cooling gas

From equation (36) we find substantially increases the number of trapped ions. Al-
ternatively, xenon atoms are leaked into the vacuum sys-

-+ 2. = (39) tem through a high vacuum leak. valve.
w L 2Rt" We have trapped Hg and Xe ions in this linear trap

Using equation (38) to eliminate 6R0/RC we find for confinement times up to 40 minutes. The ions in
the trap are detected by exciting their motion transverse

- = 2. -- w (40) to the trap axis by injecting 550 kHz on one trap rod
L L w and measuring the image currents induced at 50kHz on

where we have neglected terms of higher order than RA/L the same trap rod. The RF system for trapping and
and R/R. detecting the ions is shown in Fig. 4. An ion signal

Considering now variations in the endcap voltage 6Ve derived from the image currents is shown in Fig. 5.
or electric field 6EI/E. = 6V/V. With constant ion The input optical system which performs state selec-
number and 6Oww = 0 we find tion and also determines which hyperfine state the ions

6L _ are in has been modified from the previous system[9].
L - 2. - 6V. (41) The present system illuminates about 1/3 of the 75 mm
T L V long cylindrical ion cloud. An ion's room temperature

The linear trap with finite length has some interaction thermal motion along the axis of the trap will give an
between second order Doppler shift and trapping fields average round trip time of 1.4 msec, a value which is
but that interaction is reduced by Rt/L from that of the much smaller than our optical pumping and interroga-
hyperbolic trap. tion times. Thus, during the time of the optical pulse all
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performance trade-off for an RF trap with cylindrical
Ch. I - 100 MVOLOAW geometry, a cae not previously considered for a trapped
Tirnebase - 100 msec/dlv ion frequency source.

By replacing the single node in the RF trapping field
*" for a spherical trap by a line of nodes, a cylindrical trap
" effectively increases effective volume without increasing

overall size. Furthermore, this performance is found to be
independent of its transverse dimensions, as long an the

, ,driving frequency is scaled appropriately, with the driv-
msec 495 msec 995 msec ing voltage unchanged. More specifically, for the same

frequency shift, we find that a linear trap with length L
can hold as many ions as a spherical trap with diameter

Figure 5: Ion signal obtained by ramping the trapping 6L/5. In addition to the practical advantage of greatly

field amplitude to bring the ion secular frequency w reduced overall volume, a fundamental advantage is also
through ptde 0 k g pw band. sallowed since op3ration within the Lambe-Dicke regimethrough the 50 kHz pas band. places a limit on the size of the ion cloud, a requirement

which may be met for a cylindrical trap by irradiating the
ions will be illuminated, and pumping and interrogation microwave atomic transition in a direction perpendicular
completed. The only change is that a somewhat longer to the trap's longitudinal axis.
optical pulse is required. We have designed a trapped ion frequency source in

In order to operate within the Lambe-Dicke regime[10] which a cylindrical trap is implemented with a combina-
the 40.5 GHz microwave resonance radiation will be prop- tion of RF and DC electric fields. With similar overall
agated perpendicular to the line of ions. The ions should size and improved optical performance, this trap has 15
then all experience phase variations of this radiation to 20 times the ion storage volume as conventional RF
which are less than 2 so that the Ist order Doppler ab- traps with no increase in second order Doppler shift.
sorption in sidebands induced by an ions motion will not
degrade the 40.5 GHz fundamental.

The optical axis of the fluorescence collection system is
perpendicular to the axis of the input optical system as
in the previous system. There is one difference, however. Acknowledgements
In the hyperbolic trap the collection has in its field of
view the ion cloud and the semi-tranbparent mesh of both We wish to thank Dave Seidel for assisting in the de-
endcap trap electrodes. This mesh can scatter stray light sign of the linear trap described here.
into the collection system which will degrade the signal
to noise ratio in the clock resonance. This linear trap
has no trap electrodes, mesh or otherwise, in its field of
view and, consequently, should have less detected stray
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Abstract ions for a given second-order Doppler shift can be
increased by using a nonspherical ion cloud geometry

Experiments at NIST, whose goal is to realize in an elongated trap [5]. However, the basic idea
frequency standards of high accuracy using stored still holds that as the number of ions increases so
ions, are briefly summarized. In one experiment, an does I<AVD2/Vo>I.
rf oscillator is locked to a nuclear spin-flip
hyperfine transition (frequency - 3.03 x lO Hz) in In the Penning trap, when the cyclotron and axial
'Be" ions which are stored in a Penning trap and kinetic energies are reduced to small values, the
sympathetically laser-cooled. Stability is better second order Doppler shift is dominated by the
than 3 x 10- 12r" and uncertainty in Doppler shifts velocity in the rotation of the ion cloud. In this
is estimated to be less than 5 x 10-15. In a second case, N and <Avez/vo> are related by [1-3]
experiment, a stable laser is used to probe an
electric quadrupole transition (frequency = N = 3.10 x 1013 B<-AVD2/'o> zc,1(r0,-rf)/Z
1.07 x 1015 Hz) in a single laser-cooled '"Hg ion (Penning trap) (2)
stored in a Paul trap. The measured Q value of this
transition is approximately 1013. Future possible where B is the trap magnetic field strength in
experiments are also discussed. teslas, 2zc, and r., are the cloud height and radius

in centimeters, r. = (5<-AVDZ/vO>)4c/C (Q© is the
Introduction ion's cyclotron frequency and c is the speed of

light) and Z is the ion charge in units of proton
One goal of the ion storage group at NIST has been charge. Equations (1) and (2) are valid for one

to realize a stored ion frequency standard whose species of ion in the trap.
absolute inaccuracy is less than 1 part in 1014.
Primary design considerations in these experiments Therefore, for both traps, I<AVD2/V,>l increases
have been influenced by the assumptions that (1) for as N increases and we are faced with a compromise in
many ions in the trap, the uncertainty in the design. For good signal-to-noise ratio and
measurement of the second-order Doppler shift will therefore good frequency stability, we desire large
be the largest contribution to inaccuracy and (2) N. However this increases I<AvD2/vo> and therefore
the magnitude of the second-order Doppler shift decreases accuracy because of our inability to
decreases as the number of ions in the trap measure precisely the velocity distributions needed
decreases, to determine <AVD2/vo>. This trade-off between

stability and accuracy has resulted in different
These assumpcions are supported both by approaches. In the work of one group[4,7], a stored

experiments and theoretical analysis [1-5]. For a 19Hg+ ion standard with excellent stability has
given number of ions N in the trap the second-order been realized. In these experiments N - 2 x 105 and
Doppler shift is minimized when the secular motion <AYD2/vo> = - 2 x10 s12 , so an accuracy of 10-l'
in the Paul trap [1-5] or the cyclotron and axial would require a knowledge of <v2> to 0.5% precision.
motion in the Penning trap [1-3] are reduced by some This problem can be reduced in the elongated trap
means to negligible values (for example, by the use geometry of [5] but independent of the trap
of buffer gas collisions [4] or laser cooling [6]). geometry, the accuracy can generally be improved by
For the Paul trap, the second-order Doppler shift is using smaller numbers.
then dominated by the velocity in the rf micromotion
[1-5]. The basic idea is as follows: in the At NIST the primary goal of stored-ion frequency
quadrupole Paul trap the rf micromotion velocity standard work has been high accuracy. The preceding
increases with the distance the ion is from the arguments have forced us to use small numbers of
center of the trap. As the number of trapped ions ions (approximately 104 or less) which are laser-
increases, space charge repulsion holds ions farther cooled. The loss in short-term stability due to
from the center of the trap thereby increasing the reduced numbers can be partially regained by going
ion's micromotion speed and second-order Doppler to very long interrogation times. These trade-offs
shift. For a spherical cloud of ions, the number of are apparent from the expression for stability if we
ions N and the fractional second-order Doppler assume the Ramsey method of interrogation with 100%
shift averaged over the cloud <&/Vo2/i> arc detection efficiency. For Lhese conditions [3],
proportional [2-4]):

N = -2.16 x 1O'r, 1H<AvD2/v0>/Z
2  (rf trap) (1) 7 = (rNTgco0)-4 (r > TR) (3)

where r is the averaging time, TR is the Ramsey
where rc, is the cloud radius in centimeters, M is interrogation time and w. is the clock transition
the ion mass in atomic mass units and Z is ion frequency (in radians per second). From this
charge in units of the proton charge. The number of expression, we also see the importance of making wo

large.
*Contribution of the U.S. Government; not subject to
copyright. Of course, to achieve high accuracy, we must also

account for the perturbations due to static and
time-varying multipole interactions for electric,
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magnetic, and gravitational fields. These include pumped into the 2s 2S%(3/2, 1/2) ground state. The
atom-trap field interactions, collisions, shifts due 313 nm source was then turned off to avoid optical
to uncontrolled electric and magnetic fields, and pumping and ac Stark shifts while the clock
gravitational red shifts. However for more than one transition was driven. The sympathetic cooling of
ion in the trap, the dominant uncertainty appears to the 9Be+ ions by the continuously cooled Mg ions is
be caused by the uncertainty in the second-order necessary if long interrogation times are to be
Doppler shift, used, since otherwise the 9 Be+ ions would slowly

heat up while the 313 nm laser is off.
Below, we briefly discuss experiments at NIST on

stored-ion frequency standards. More detailed The clock transition was detected by the following
accounts are forthcoming. method After the 313 nm source was turned off, the

ions in the (3/2, 1/2) state were transferred to the
Ole Hwverfine Clock (1/2, 1/2) state and then to the (-1/2, 1/2) state

by two successive rf r pulses. Each pulse was 0.2 a
In this experiment, an oscillator has been locked long and was resonant with the appropriate

to the (mx = -1/2, mj = 1/2) +-+ (-3/2, 1/2) nuclear transition frequency (around 321 MHz and 311 MHz
spin-flip hyperfine "clock" transition (wo/21 - 303 respectively). The clock transition was then driven
MHz) in the ground state of "Be+ (Fig. 1). The by Ramsey's method of separated oscillatory fields

in the time domain with rf pulses of about 1 s
duration and a free precession time on the order of
100 a. This transferred some of the ions from the
(-1/2, 1/2) state to the (-3/2, 1/2) state. Those
ions remaining in the (-1/2, !/2) state were then
transferred back to the (3/2, 1/2) state by
reversing the order of the two rf x pulses. The 313

clock (m, mj) nm source was then turned back on, and the
population of ions in the (-3/2, 1/2) state was

transition registered as a decrease in the OBe+ fluorescence,
0/2, 112) relative to the steady-state fluorescence, during

the first second that the 313 nm source was on.(-1/2, 1/2) (The optical repumping time of the ions from the

F=- (112, 1/2) (-3/2, 1/2) state to the (3/2, 1/2) state was about
F=1 (3/2, 1/2) 10 s.)

The Ramsey signal was used to steer the frequency

of a synthesized rf source [8-10]. Ramsey signal
measurements were taken near the frequencies

F= orresponding to the half minimum points on both
sides of the center frequency. The difference in

(32, -1/2) the measured signal strengths on either side of the

(12, -1/2) line center was used to electronically st-er the
,-1/2) average frequency of the synthesizer to o. Most

runs were taken with a commercial cesium beam clock
(32, -1/2) (fractional frequency stability oy(r) c 6 ×

10,12r-
% for measurement time r in seconds) as the

reference oscillator, but a few runs were taken with
a passive hydrogen maser (o,,(r) - 2-3 X 10-12r"% ) as

Fig. 1. Hyperfine energy levels (not drawn to the reference oscillator. Stabilities of the 9Be+

scale) of the 9Bet 2s 2S% ground state as a function clock are measured to be better than 3 X 10"I2 "'
of magnetic field. At B = 0.8194 T the 303 MHz for the number of ions used, which is within a
clock transition is independent of magnetic field to factor of 4 of the theoretical maximium stability
first order. given by Eq.3. The systematic error of our

measurement of w, due to uncertainty in the second-
basic idea of this experiment has been described order Doppler frequency shift is about 5 x 10" 15 .
previously (8-10]; the current experiment works as We are continuing to search for other causes of
follows [11]: Between 5000 and 10 000 OBe+ ions and systematic errors such as electronic offsets and
50 000 to 150 000 26Mge ions were simultaneously pressure shifts due to collisions with background
stored in a cylindrical Penning trap [8] with gas; however, we feel the accuracy could be improved
B - 0.8194 T under conditions of high vacuum beyond 5 parts in 1015 in the future.
( 10-8 Pa). At a magnetic field B of 0.8194 T the
clock transition depends only quadratically on
magnetic field fluctuations, and therefore the 191Hg Otical Clock
accuracy is not limited by field fluctuations. To
minimize second order Doppler shifts of the clock The velocity in the m4cromotion for an ion in a
transition, the 'Be* ions were cooled to less than quadrupole rf trap is proportional to the distance
250 mK in the following manner: The 2 6Mg+ ions were of the ion from the center of the trap. For two or
directly laser-cooled and compressed by a narrow- more laser-cooled ions in the trap, the Coulomb
band (_ 1 MHz) laser radiation source at 280 nm. repulsion between ions holds them away from the trap
The gBe' ions were then sympathetically cooled [12] center, and the second-order Doppler shift is
by their Coulomb interaction with the cold Mg* ions dominated by the velocity of micromotion. However,
(see Appendix A). A narrow-band 313 run radiation a single ion can be held near the trap center if
source was used to optically pump and detect the sufficiently cooled. In this case the kinetic
9Be+ ions (8-10]. With the 313 rn source tuned to energy in the micromotion can be equal to that of
the 2s 2S, (mi = 3/2, mj = 1/2) to 2p 2 P312 (3/2, the secular motion (2,3,13,14]. If the ion is
3/2) transition, 94% of the 9Be+ ions were optically laser-cooled, resulting Doppler shifts can be
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extremely small; uncertainties can be less than I the radiation from a narrowband cw ring dye laser.
part in 1020 in some cases [15]. However with The frequency of the laser is stabilized by locking
N = 1, stability is marginal unless we make w. high it to a stable Fabry-Perot cavity. The frequency of
enough (see Eq.3). One way to accomplish this is to the laser is scanned by an acousto-optic modulator
let w. correspond to an optical transition. Dehmelt that is driven by a computer controlled synthesizer.
suggested this idea in 1973 (15]. The reasons that Up to a few microwatts of 282 un radiation could be
a clock based on an optical transition in an ion has focussed onto the ion in a direction
not been realized yet are: (1) it took several years counterpropagating with one of the 194 mn light
to isolate and manipulate single ions in the traps, beams.
(2) local oscillators (lasers) with the desired
spectral purity are still not available, and (3) Optical-optical double resonance was used to
accurate comparison of laser and microwave detect transitions driven by the 282 m laser to the
frequencies is extremely difficult and remains an metastable 2D51 2 state [19]. The 194 nm
important problem. Nevertheless the potential fluorescence rate from the laser-cooled ion is high
accuracy of single-ion optical frequency standards when the ion is cycling between the 2Sh and 2p4
is extremely high [16,17) ( - 10-18 ) so it is states (Fig. 2) and nearly zero when the ion is in
important to pursue this research, the metastable 2D5/2 state. The 2S% - 2D5/2

resonance spectrum was obtained by probing the S-D
At NIST we have investigated the use of the 5d106s transition at a particular frequency for the 282 m

-Sk- 5d96s2 2D512 electric quadrupole transition radiation for 20 ms, then turning off the 282 run
(w0/2w - 1.07 x 1015 Hz) in 19Hg+ (see Fig. 2) as radiation and turning on the 194 nm radiation to

look for the presence or absence of scattered
photons at 194 mu (the two radiation fields are
alternately applied to avoid light shifts and
broadening of the narrow S-D transition). If there
was no fluorescence at 194 run, a transition into the
metastable D state had occurred; the presence of 194
run fluorescence indicated that the ion was in the

'2p ground state and no transition was recorded for this

1 312 frequency of the 282 run laser. The frequency of the

5d O6p 282 nm radiation was then stepped and the
measurement cycle repeated. As the frequency was

P swept back and forth each new result at a particular
112 2D312 frequency of the 282 mu radiation was averaged with

5d96s 2  the previous measurements at that frequency.
Normalization (or digitization) of the signal was

2D512__ obtained by assigning a 1 to each measurement of
high fluorescence and a 0 to each measurement of no

fluorescence. The high fluorescence level made it

194 \nm possible to determine the state of the atom with
almost no ambiguity in a few milliseconds. Thus, it
is possible to reach the shot noise limit imposed by

281.5 nm the single atomic absorber (19].

The quantized fluorescence signal obtained from an
10 _2 8 MHz scan of the 282 mu laser through the 

2
S4(ma =

5d 6s S112  -1/2) _ 
2
D51 2 (m3 =1/2) Zeeman component of the

electric quadrupole transition in 19
8
Hg is shown in

Fig. 3. The recoilless-absorption resonance
(carrier) and the motional sidebands due to the

secular motion in the harmonic well of the rf trap

Fig. 2. Simplified optical energy-level diagram for are completely resolved [19].
Hgt. The lifetime of the 2D5/2 level is about 0.1 s
which would give a linewidth of 2 Hz on the electric To avoid broadening of the quadrupole transition
quadrupole 2S% + 2D5/2 transition. By observing the due to magnetic field fluctuations, we have recently
presence of or lack of fluorescence from the 2S . performed the same experiment on the 2S%(F=O, mF=O)
2p% transition, the quadrupole "clock" transition 2D5/ 2 (F=2, M=0) transition in 199Hg+ which
can be detected with 100% efficiency. becomes field independent as B 4 0. The carrier is

now observed with a linewidth Am 5 100 Hz (limited
an optical frequency standard [18]. The single by laser spectral purity), which gives a line Q of
mercury ion is confined in a miniature rf trap that about 1013, the highest reported in atomic or
has internal dimensions of ro - 466 pm and zo = molecular spectroscopy. Current efforts are devoted
330 pm [18,19]. The amplitude of the trapping field to improving the 282 mu laser spectral purity by
(frequency 0/2x - 21-23 MHz) can be varied to a peak locking it to a more stable reference cavity. If
of 1.2 kV. The ion is laser-cooled to a few the laser's spectral purity can be made high enough,
millikelvins by a few microwatts of cw laser then when the laser is locked to the ion transition,
radiation that is tuned below the 2S -2p, first stabilities are anticipated to be better than 10"
resonance line near 194 m. In order to cool all 1 r-4 and accuracies could be I part in 1018 or
motional degrees of freedom to near the Doppler better [1,3,14-19].
cooling limit [6] (T = Ay/2kB = 1.7 mK) the 194 mu
radiation irradiates the ion from 2 orthogonal Future Penning Trap Experiments
directions, both of which are at an angle of 55"
with respect to the symmetry (z) axis of the trap. The 9Be* ion experiments have the primary
The 282 mu radiation that drives the narrow 2Sk - disadvancage that o is relatively low and the
2D5,2 transition is obtained by frequency-doubling resulting frequency stabilities are modest. We
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i 1111111 i I I J I Similar schemes are possible with ions such as Ba"

S1.00 but optical pumping becomes even more complicated.

oFuture Paul Trao Exeriments

S0.95
C The advantage of the Paul trap is that a magnetic

field is not required for trapping. This allows us
_ 0.90 to be rid of a cumbersome magnet and allows use of
Z transitions which are field independent at B = 0.
U. 05 The primary disadvantage is that up to the present

0.86 /time it has been impossible to laser-cool very many
N ions (N > 100). As discussed above, the use of
C0.80 small numbers may not be a limitation if w. can be

made big enough. This is the basic philosophy
behind the single-ion optical frequency standards.

0.75 I I 0 I I , I I I I Even for w,/2w = 40.5 GHz (19OHg+) and N = 1, from
Eq. 3 we can expect [3] ay(r) = 3.9 x 10"tar-k when

Frequency Detuning (in MHz) TR = 100 a. Because the second-order Doppler shift
is expected to be so small for single ions, it is
perhaps useful to look at this case a little more

Fig. 3. Quantized signal showing the electric- closely.
quadrupole-allowed 5d

10 6s 2S,(m 3 =-1/2) - 5d96s
2

2D,,2 (mj=1/2) transition in a single, laser-cooled The main advantage of using a single ion in an rf
19 Hg+ ion. On the horizontal axis is plotted the trap is that the kinetic energy of micromotion can
relative detuning from line center in frequency be on the order of the secular motion energy. For a
units at 282 nm. On the vertical axis is plotted single 1POHg+ ion cooled to the Doppler-cooling
the probability that the fluorescence from the 6s limit [.9], the second-order Doppler shift would be
2s% - 6p 2p, first resonance transition, excited by (3] <A"D2/1.> = - 2.3 x 10-18 . In a quadrupole ion
laser radiation at 194 rnm, is on. The electric- trap, two or more ions in the trap are pushed from
quadrupole-allowed S-D transition and the first- the center of the trap by the mutual Coulomb
resonance S-P transition are probed sequentially in repulsion and the second-order Doppler shift is
order to avoid light shifts and broadening of the higher [2]. ConsiJer the trap shown in Fig. 4.
narrow S-D transition. Clearly resolved are the This design is essentially the same as that
recoilless absorption resonance (carrier ) and the described by Prestage et al. [5] and Dehmelt (21].
Doppler sidebands due to the residual secular motion
of the laser-cooled ion. Each point is the average
of 230 measurement cycles (From ref. 19)

might hope to substitute 20lHg* ions in place of the
9Be+ ions because 20 Hg+ has a higher frequency A

clock transition (wo/2x = 26 OHz) which is field x , U
independent at B = 0.534 T [1]. However two * ---- t
disadvantages compared to the 9Be+ case arise:. (1) V __ _
if the Hg is sympathetically cooled by lighter ions.

such as Mg or Cd+ it will reside in an annulus
surrounding the lighter ions (12]; this tends to -- 2z0

make the second-order Doppler shift larger for a
given density and numbev of ions. (2) 9 Be+ and
25Mg+ have simple optical pumping schemes whereby a
single laser frequency can be used to optically pump Fig. 4. Linear trap configuration. The alternating
into a single ground state sublevel (9]. For 201 Hg+ rf voltage Vocosft is assumed to be applied to
or 199Hg in a strong field (required for a Penning diagonally opposing electrodes as shown. We assume
trap) optical pumping schemes would require the end portions of the electrodes are long enough
auxiliary laser lines at 194 nm and microwave that the resulting rf potential at the position of
oscillators to manipulate the ground state sublevels the ions is independent of z, so that the rf
[1]; the simple optical pumping schemes as in the electric fields are parallel to the x-y plane. To
case of 9Be" and 2 5Mg do not appear possible. trap ions along z, we assume the center four
199 Hg4 in a Penning trap would provide a very electrodes are at static ground potential ?nd the
interesting system when ma6 nets of high enough field two sets of four electrodes on either end are at a
strength become available. For examplt , the (m, = static potential U (Uo > 0 to trap positive ions).
1/2, mj = 1/2) --. (-1/2, 1/2) hyperfine transition The average position of the ions could be made to
in the ground state of 199 Heg (wo/2w = 20.9 0Hz) is coincide with the rf electric field null by applying
field independent at B = 43.9 T. At present, we slightly different static potentials to the four
must await the required magnet. central rods to correct for contact potential

offsets etc.
Within the limits imposed by today's technology,

an experiment similar to the 9Be+ experiment but In the trap of Fig. 4, the rf electric fields are
with better expected performance might be provided transverse to the trap axis for "he entire z extent
by 6 7Zn+ ions [20]. The clock transition could be of the trap. If a single strtng of ions is trapped
the (mi = 5/2, m. = 1/2) - (3/2, 1/2) transition along the z axis, then the kinetic energy of
(wo/2x = 1 GHz) which is field independent at B = 8 micromotion is about equal to the kinetic energy in
T. Some other examples are summarized in Table 1. the secular motion. Therefore, the fractional

second-order Doppler shift could be as low as
5kT/2mc2 . This is 5/6 of the value for a quadrupcle
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TABLE I.

Mi(u) M2(u) 'O B(T) 4 JAVD2 /v 01 bt zct(cm) NI T* (TR-100 a)

9(Ba+) 26(Mg+) 303 NzIfO 0.8194 0.1 10-15 125 jm 0.5 6630 65 UK 6.45x10-13

9(B&+) 26(Mg+) 303 M 10O 0.8194 0.01 10-15 1.25 me 0.5 67350 65 mK 2.02x10)-13

67(Zn+ ) 113(Cd+) 1 G20 8 0.1 10-15 56 pm 0.5 28450 484 mK 9.44-10-14

67(Zn+ ) 113(Cd+) 1 G&20 a 0.01 10-15 560 ma 0.5 292400 484 m 2.94x10-14

199(Hg+) 203(Tt+) 19.8 G z 43.5 0.01 10-16 58 to 0.5 52420 144 K 3.51x10-15

201(Hg+) 203(Tt+) 25.9 G z1  0.534 0.1 10-15 1.48 me 0.5 50070 1.45 mK 2.75x10-15

201(Hg+) 203(Tt+) 25.1 GBz1  0.534 0.01 10-15 1.48 ca 0.5 524200 1.45 K 8.49x10"16

201(Hg+) 203(Te+) 7.72 G1z 3.91 0.1 10-15  204 pm 0.5 50070 1.45 K 9.21X10-15

201(He+) 203(TL+) 7.72 G 1I 3.91 0.01 10-15 2.04 me 0.5 524200 1.45 K 2.85-10"15

Table 1. Expected frequency stabilities for various sympathetically cooled ions of interest for frequency standards. M1 isthe mass of the "clock" ion in atomic mass units (u), N2 is the mas of the ion which is directly laser cooled and
sympathetically cools M1. For all case M < M2 so that the cloud geomatry of Fig. 5 applies. The clock frequency W. isassumed to be "field independent" an for 9]ea case described in the text. This choice determines the magnetic field.From the magnetic field B and an asmed value of 4 (Eq. 3), the density of species I can be determined from Eq. A2. If we
desire a certain value of the second order Doppler shift <AvD2/vo>, we then determine a value of the cloud radius bI and theion number (Eq. A4) for an assumed value of act. From Eq. 1, we then datermine a (%) assuming TR - 100 a for the Ramseyinterrogation time. We refer to a (is) for convenience. T is the temperature a? which the second order Doppler shift fromthe axial and cyclotron motion would be equal to the value listed in the table. Therefore we have implicitly assumed thetemperature of the cyclotron end axial notion is such less than T*. From this, we see the importance of laser cooling.

rf trap [2] because of the absence of rf micromotion the clock resonance line, and then returning to
along the z direction. At the Doppler-cooling servo operation. This process is then repeated
limit, this gives A"D2/p o - - 2 x 10-1s for all Hg until a resonance line similar to that of Fig. 3 is
ions in the string, obtained. This, of course, does not test for a slow

drift in the ion resonance frequency, but should be
Use of the trap of Fig. 4 would allow N > I giving a good test of the ability to servo the laser to the

good stability and still yield a small second-order clock transition.
Doppler shift. For the experimentally achievable
conditions of Appendix B, N = 50 ions could be The main systematic error for the Hg optical
storee along the z axis like "beads on a string" experiment may ultimately be the uncertainty in the
with ion spacings of approximately 5 jim. With this shift of clock transition from static electric
spacing each ion could be independently detected by fields of quadrupole symmetry such as those caused
using an image detector (22,23]. Therefore each ion by static potentials applied to the trap electrodes.
could be treated as an independent atomic clock The basic idea is that the D state of the clock
where the clock transition could be detected with transition has a quadrupole moment that can interact
100% efficiency [19]. From Eq. 3, for T. = 100 s with static fields of quadrupole symmetry to give a
and wo/2w = 40.5 0Hz (199Hg+) the frequency shift which must then be measured. Although
stability of this clock "ensemble" would be ay(r) = troublesome, it should be possible to remove this
5.5 x 10"14r -h. For these long interrogation times, offset from a clock calibration to about the same
sympathetic cooling might be required to avoid precision as the measurement precision (3]. Dehmelt
heating while the Hg optical pumping laser was has pointed out the advantage of the singly ionized
turned off to avoid light shifts during the Ramsey group IlIA atoms in this respect [16]; the
period. The ions used to cool the Hg ions would interesting clock transitions in these ions are the
also find a position in the string of ions along the 1So -

3 p, intercombination lines which are not
z axis. Arrays of traps have also been proposed shifted by static quadrupole electric fields.
previously [24]. These trap arrays would have the However, at low magnetic field these transitions
same advantages as above for increasing N and have magnetic field dependence on the order of the
minimizing the second order Doppler shift, nuclear Zeeman effect. Therefore careful control of

the magnetic field would be required (16]. At
For optical spectroscopy, lasers with high higher fields, field-independent transitions could

spectral purity are required (see below). This is be used to advantage [25]. A linear trap or trap
the current limitation to reaching the natural arrays could be used to increase signal-to-noise
linewidth resolution in the NIST Hg experiments, ratio as described above. For clock transitions
In future experiments, the laser can be locked to involving a state with a quadrupole moment, such as
the ion resonance line in a manner similar to that for Hg4 , the mutual Coulomb interaction between ions
described for the 9Be" hyperfine transition. A test would cause an additional quadrupole frequency shift
of this lock can be made by briefly interrupting the which must be taken into account [26]. For the
lock, holding the servos uhile probing a portion of group IIIA ions, this shift would be absent.
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Lasers and Laser Metrology

For optical frequency standards and spectroscopy
experiments, the most outstanding problem is that of
local oscillator (laser) spectral purity. Lasers
which are locked to reference cavities have been
shown to track the cavity frequency to precisions of B H
much less than 1 Hz [27]. The problem then remains
to make this reference cavity stable enough over the
attack time of the servo used to lock the laser to
the ion line.

A more general problem is that of cost, power
requirements, and complexity of the lasers required
for optical pumping and laser cooling. At present,
most experiments use near-ultraviolet laser lines
provided by gas laser pumped dye lasers which are
frequency doubled or summed to give a few microwatts
at wavelengths corresponding to certain transitions 2Zcf
in various ions. However, this technology may 2 ,cl
simplify in the coming years. Partly because of
efforts by the opto-electronics industry, it is not I
unreasonable to think that such lasers will be I
replaced by cheap, high-efficiency solid-state
lasers. This is already happening at near-infrared
wavelengths where diode lasers are used to optically
pump and laser-cool neutral cesium and rubidium 4
atoms.

Finally, we call attention to the problem of
frequency metrology which is important in the
generation of time from optical frequency standards.
The technology to connect the microwave region of
the spectrum to the optical spectrum through the use
of synthesis chains exists [28]. Other schemes have
been proposed and are being worked on [29, 30]. Fig. 5. Approximate madel for a sympathetically
However, this metrology problem is significant and cooled ion sample in a Penning trap. We assume
simpler schemes would help realize the full benefits ql/m, > q2/m2 so that species 1 (which is the
of optical frequency standards. "clock" ion ) is approximated by a uniform density

column of height 2z., and radius bl. Species 2 is
Acknowledgements assumed to be continuously laser cooled and by the

Coulomb interaction continuously cools species 1.
We gratefully acknowledge the continued support of All ions are assumed to be in thermal equilibrium

the Office of Naval Research and the Air Force and therefore co-rotate about the z axis at
Office of Scientific Research. We thank R. frequency to. The second order Doppler shift of
Drullinger, H. Robinson and K. Young for helpful species I is assumed to be dominated by the velocity
comments on the manuscript. in this rotation.

where m, 01, and q1 , are the mass, cyclotron

angular frequency and charge of species 1 [31,32].

Aooendix A: Svmoathetically Cooled Ions in a Pennine An experimentelly useful parameter to characterize
Tray the density of species 2 is the parameter

An approximate model of a two species ion plasma 2W/0 2  (A3)
in a Penning trap is shown in Fig. 5. To make the
problem tractable, we will assume that the species where 02 is the cyclotron frequency of species 2.
of spectroscopic interest is of lighter mass is the ratio of the rotation frequency w to the
(species 1) and therefore resides inside specieb 2 maximum allowable rotation frequency 02/2 given by
which is directly laser-cooled. The case where the Brillouin density (31,32]. A typical value of
species 2 is sympathetically cooled by species 1 for a laser compressed ion cloud is about 0.1.
[12] could be treated in a similar manner. If we
assume N, « N2 , we can approximate the species 1 From Eqs. Al - A3, and the formula N,
cloud by a cylinder of radius b,, and height 2zc,. 27rb, 2zc,nI, we have
If we can assume that the cyclotron and axial motion
of the ions have bccn cooled to negligible values, N1 = 8m2c

2
zc1 (l - Cmjq 2/2i,2 qj)<-AD 2/-o>/ qjq 2  (A4)

the second-order Doppler shift averaged over ions of
species 1 is given by where M2 and q2 are the mass and charge of ions of

species 2. From these expressions and Eq. 3 applied

<A2/ = - /4 (Al) to species 1, we can generate the parameters of
Table 1. Accuracy of 1015 with reasonable

where w is the rotation frequency and c is the speed stability seems possible. Of course the local
of light. For N, < N2 the density of species I is oscillator spectral purity must be good enough to

reach these conditions. The 199Hg+ example is not
n, = mjw(0 1-w)/2xq2 (A2) now realistic due to the lack of a suitable magnet.
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Anuendix B: Linear Paul Tran For ions pinned on the z axis, the total ion
potential energy is

To describe the trapping from 
ponderomotive fields

we assume that near the trap axis, the time varying 
N N

potential has the form qr = Z 7 Z + q2 E jlz-zj3 1 (B5)
2 i<j

= V(x 2Y
2
)cosat (Bl) Using a computer, we have minimized *! for various

experimental parameters. Near z = 0 (trap center),

where R is approximately equal to the dimension r. the ions are closest together and fairly regularly

indicated in Fig. 4. (R = r. if the electrode spaced. The closer the spacing, the higher '. must

surfaces lie along equipotentials of Eq. B1.) If 0 be to maintain all ions on the z axis.

is high enough (defined below) this results in theharmonic pseudopotential well in the radial To find the condition on co consider an infinite

direction: string of ions with equal spa6ing d along the z
axis. If one ion is displaced a distance 5x (<< d)
from the z axis, it experiences a force away from

qV2 m the z axis of strength

p(x+y
2) = -4(x2+y 2 ) (B2) 20

4mnR
4  

2q F. (2 n-
3
) I- 6x = (2.404) Li 6x (B6)

nl d
3  d3

where w. i qVo/(2 wnR
2
) is the single-ion

oscillation frequency in the radial direction. If we have only 5 ions spaced by d the anaL.,ous

Expression B2 is expected to be fairly accurate when force on the center ion is given by Eq. B6 with the
0 w. which is the condition for Q being large numerical factor equal to 2.250 rather than 2.404.
enough. Therefore even if the ions are only approximately

evenly spaced, Eq. B6 will be a good estimate of F.

For the static potential due to voltage U. applied for a particular ion if we take d to be the mean of
to the end sections, we will make the approximation the spacing to the nearest neighbor ions. For the
that, near the center of the trap, this potential is ions to be stably trapped on the z axis, we want the
given by pseudopotential force inward to be larger than the

force outward as expressed by Eq. B6. From Eqs. B4

2 q=qz2-(x2+y2)/2) (33) and B6 we therefore require that

where k is a geometric factor and w. is the z (w;)
2 
> 2.404 q2/md

3  (B7)

oscillation frequency for a single ion in the trap.

This approximation should be reasonable if the or w'/2w > 91.9 (M d
3 ) "4 where M is the ion mass in

extent of the ion sample is small compared to ro and atomic mass units, d is the spacing in micrometers,

z.. The addition of this static potential weakens and '4/2w is in megahertz.

the strength of the pseudopotential well in the
radial direction so that the total potential in the As an example, for N = 50, w./2r = 50 kHz, and M =

radial direction is given by 199 (199Hg
4 ions), the computer calculation gave an

overall string length of 266 pm. The spacings of
_(o /2)(x2+y2) m= _( 2 )(X+y2) (B4) adjacent pairs of ions in pm, starting from the

2q r  / 2qZ outermost pair of ions on one end and ending with
the center pair are: 10.48, 8.46, 7.43, 6.77, 6.30,
5.95, 5.68, 5.46, 5.28, 5.12, 4.99, 4.88, 4.79,

where w; is the single ion radial oscillation 4.71, 4.64, 4.58, 4.53, 4.48, 4.45, 4.42, 4.39,

frequency for the combined potentials. 4.37, 4.36, 4.35, 4.35. Using d = 4.35 pm, we find
from Eq. B7, wr/2w > 718 kHz, w./2w > 719 kHz. If R

A possible advantage of such a linear trap may be = 0.75 mm and 0/2w = 5 MHz, then we require V. > 233
for laser-cooling large numbers of ions in an rf V.
trap. As has been noted in recent papers [33,34],
the rf micromotion in a quadrupole Paul trap References
perturbs the ion's spectrum and can inhibit laser-
cooling. This may be one of the main reasons large [I] D. J. Wineland, W. M. Itano, J. C. Bergquist,
numbers of ions in an rf trap have not been laser and F. L. Walls, Proc. 35th Ann. Symp. Freq.
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axis of the trap in Fig. 4, the ion's spectrum is 611. (Copies available from: Annual
not perturbed by micromotion and laser cooling Frequency Control Symposium, c/o Electronic
should occur according to the simple theory [35] if Industries Assoc., 2001 Eye St., Washington,
rf heating is not too severe. D. C., 20006.)

[2] D. J. Wineland, Proc. Conf. on Precision

"Bkads on a Strink" Measurements and Fundamental Constants;
Gaithersburg, MD, June 1981; Precision

The most interesting case for accurate Measurement and Fundamental Constants II, B,
spectroscopy is when all ions are confined along the N. Taylor and W. D. Phillips, eds. National
z axis. To analyze this case, first assume that w Bureau of Standards (US) Spec. Publ. 617

is large enough to make the ions lie along the z (1984), pp. 83-92.
axis. Then, for a given N and w., we minimize the
total ion potential to obtain z1 , for I = (1,....N). [3] D. J. Wineland, W. M. Itano, J. C. Bergquist,
From the z, we can then find a condition on w4 to J. J. Bollinger, F. Diedrich, and S. L.

insure all ions stay along the z axis. Gilbert, in Freuuency Standards and
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LOW NOISE LASER FOR OPTICALLY PUMPED CESIUM
STANDARDS

L. L. Lewis'

Ball Communication Systems Division

P.O. Bo- 1235

Broomfield, CO 80020

Abstract of cesium atoms detected in the standard is reduced to a point
where the 'shot-noise' dominates. In this case, the microwave Q

We have developed a new external cavity diode laser for optical increases with cavity length, and the short term stability of the
pumping and detection of a cesium atomic beam. The laser is standard improves until the laser noise is small compared with the
about 2 x 4 x 5 cm in size, is tunable to any wavelength over a 'shot-noise'. If a pumping transition such as the F = 3 -4 F' = 3
40 nm range, and emits two collimated beams of light with power transition (see Fig. 1) is used for detection of cesium, then the
outputs to 6 mW each. The laser spectrum consists of a single laser frequenry ,ois' becomes less important, because the tran-
longitudinal mode with very narrow linewidth. When locked to sition is saturated. However, the laser frequency noise can still
a single hyperfine transition in atomic cesium, the signal-to-noise produce detection noise, because of sensitivity of the fluorescence
ratio (SNR) for fluorescence detection of the transition far exceeds detector to atomic position, and because of the short dwell time
the SNR observed when an unmodified laser diode is used. When of atoms within the optical interaction region. In addition, it
used in a miniature optically pumped cesium frequency standard, is difficult to obtain high collection efficiency in the fluorescence
the laser should improve short term stability of the standard. detector, which means that the quantum efficiency for detection

with a pumping transition is less than one, which results in an

Introduction increase in 'shot-noise.' Also, when a pumping transition is used
for detection, the fluorescence signal may be so small that other

A number of groups [1-10] have studied the use of optically noise sources, such as the Johnson noise of the detector amplifier,

pumped cesium beams for microwave frequency standards. The become significant.

technique is of interest because it may improve the signal-to-noise When the detection laser is tuned to a cycing transition, how-
ratio (SNR) on detection of the microwave transition, and re- ever, such as the F 4 -- F' = 5 transition in Fig.1, or when
duce certain systematic frequency shifts associated with the use the microwave cavity length is short, the laser frequency noise be-

of state selection magnets. In some cases [11,121 however, the comes more important. One method of reducing this noise source

level of short term fractional frequency stability, o,(T), has been is to lock the laser frequency to a reference using a fast servo looplimited by the noise properties of the lasers used to detect the ce- [14-171. This results in a narrow laser line width, and a consequentsiuined at ois ropertiesofthe lasers used for t e ect e ery ben reduction of noise in the detected fluorescence. The disadvantagessium atom s. T he lasers used for these studies have generallly been o h e h i u r h t i e u r sf i l i h s e d e e t o i s
monolithic laser diodes obtained from commercial sources. The of the technique are that it requires fairly high speed electronics,
line width of these devices are in the range of 10 to 100 Mhlz. Low a reference absorption cell or etalon, and the laser diode must be
frequency FM noise on the output of these lasers results in noise tunable to the desired wavelength. A second approach is to use

upon fluorescence detection of cesium in the atomic beam, which optical feedback from a Fabry-Perot etalon [15,18,191. This also

limits the performance of the frequency standard. In particular, greatly reduces the laser linewidth and removes laser frequency

the short term stability of the standard is given by [13] noise as a limitation to fluorescence detection. The disadvantages
are that it requires an etalon mounted rigidly with respect to the

K laser diode, and the laser must tune to the exact wavelength of
Q(S/N)iri(1 interest.

A third approach to reduction of laser noise is to place the
where SIN is the power signal-to-noise ratio (SNR) in a one Hz laser diode within a relatively long cavity, with some means of
bandwidth, Q is the microwave resonance quality factor, r is the wavelength selection [20,211. This technique narrows the laser
measurement interval, and K is a constant which depends upon line width and provides a means of tuning the laser to any desired
the resonance lineshape and modulation/demodulation methods. wavelength within a fairly broad range. The disadvantages are
Generally, K lies between 0.1 and 1.0. In the case of the NBS that it requires high quality antireflection coatings on the laser
results [121, S/N= 10' , Q - 7 x 10s , and o r(r) = 10-1 r - ] . It Is diode, and a stable mechanical structure for the external cavity.
desirable to improve the noise properties of the lasers so that the In this report we describe a laser structure which overcomes these
SNR and consequently the stability of the frequency standard is difficulties. We also report measurements of the signal-to-noise
limited only by the 'shot-noise' contribution associated with the ratio on fluorescence detection of a cesium atomic beam.
statistics of detecting a finite number of cesium atoms.

Various methods have been used to achieve this goal. If the
microwave cavity length is made long enough, then the number

'Work supported by U.S. Army Laboratory Command, Contract No.
DAALI01-88-C-0805
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Figure 1: Energy level diagram for 133Cs.

External Cavity Laser current to the laser. Fine tuning is achieved by either changing
the temperature of the external cavity, or applying a voltage to

A sketch of our method of forming an external cavity laser is the PZT. In this manner, any exact wavelength may be selected

given in Fig. 2. A drawing of a particular construction of this and the laser held to that value indefinitely.

laser, called XLD-200, is given in Fig.3. The laser diode used in
this device is an Hitachi HIP-1400. The back facet of the diode Laser Performance
is gold coated, and the front facet has an anti-reflection coating,
with reflectivity of less than one percent. The collimating lens is The XLD-200 is tunable over a 40 nm wavelength range (16 THz),
a 4.7 mm focal length, 0.50 numerical aperture lens which pro- which greatly reduces the demands on diode selection. Previ-
duces a 1 x 2 mm beam. The light is reflected by an output ously, when monolithic laser diodes were used without benefit of
coupler mirror with reflectivity of 0.80 to a 1200 line/mm diffrac- the external cavity, the wavelength required selection within 2
tion grating which is mounted on a piezoelectric transducer. This or 3 nm. Then, with the limitations imposed by mode-hopping,
arrangement produces two output laser beams, with typical pow- approximately one-half of the lasers operated successfully at a de-
ers of 6 and 3 mW each. The free spectral range (FSR) associated sired wavelength. With the external cavity design, all laser diodes
with the external cavity length is 2.5 Gllz. Residual reflectivity which operate witlin about 20 nm of a desired wavelength will
of the AR coated laser facet also affects the laser frequency, with tune to the exact wavelength.
a mode spacing of about 125 Glz. Coarse tuning is by adjust- The output of the XLD-200 is highly single mode, with less

ing the angle of the diffraction grating. This produces jumps in than -35 dBc of the power appearing on adjacent longitudinal
wavelength corresponding to the longitudinal mode spacing of the modes. This fact is demonstrated in Fig. 4, where the spectrum

laser diode. Any specific wavelength may be reached by changing obtained from a 0.5m monoLhromator is shown. Part (a) of the

both the angle of the grating and the temperature of the laser figure shows the carrier, and part (b) shows the adjacent spectrum

diode, which shifts the modes of the diode. There are also mode with an expanded scale. The ripples in (b) are an artifact of the

hops corresponding to the longitudinal mode spacing of the exter- measurement apparatus, and there is no evidence of off-carrier

nal cavity. Any desired external cavity mode may be selected by light to this level.

changing the temperature of the diode and adjusting the injection Based on the work of other researchers [20,21], we expect the
line width of the XLD-200 to be in the 10kHz range. We presently
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Figure 2: Sketch of external cavity diode laser.

are constructing a second laser in order to make heterodyne mea- No microwave interaction region was used in this beam tube,
surements of the line width. Using a fiber optic intcrferomcter, since the purpose of the measurement was to measure the noise
we have set an upper limit on the line width of 70 kHz. properties of the laser.

The XLD-200 laser was swept across the F = 3 -4 F' = 2,3,4

Cesium Beam Tube lines and also the F = 4 - F' = 3,4,5 lines by sweeping thc
PZT voltage with the laser injection current and temperature set

In order to study the XLD-200 with fluorescence detection of to appropriate values. Figure 6 shows the resultant fluorescence

cesium, we we built a single cesium beam tube, shown in Fig. 5. curve for the F = 3 transitions, and Fig. 7 shows the curve for the

This beam tube used a cesium oven with a single I mm diameter F = 4 transitions. Incident laser power was about 25 x 10- 6 W

collimator hole, and optical interaction region placed 7.6 cm from in a 2mm diameter laser beam. About 2 x 10- 8 W of fluorescent
the cesium oven. We expect a cesium beam flux in excess of light was collected by each photodiode when the laser was tuned
6 x 1010 atoms per second at the detector. The detector consisted to the F = 4 -4 F' = 5 transition. Increasing the laser beam
of two large area silicon photodetectors placed adjacent to the intensity increases the size of the cycling transition fluorescence
region of intersection of the laser beam with the cesium beam. peak, but not the size of the pumping transition peaks indicating
Calculated collection efficiency of the combined detectors is 32 the optical pumping is fairly complete. Note that the width of
percent. This gives an effective quantum detection efficiency of the fluorescence peaks is an indication of the narrow line width
about 50 percent for a pumping transition. If a cycling transition of the XLD-200 laser.
is used for detection, the quantum efficiency rises to 100 percent.

LASER DIODE

, PARTIAL

REFLECTOR

GRATING
PZT

Figure 3: Line drawing of XLD-200.
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Figure 4: XLD-200 spectrum using 0.5 m monochromator.

Signal-to-Noise Ratio 9.4 x 10. The discrepency between these numbers may be due
to a less than ideal collection efficiency - an 8 percent collection

In order to determine the SNR on fluorescence detection of the efficiency would result in a SNR prediction of 1.8 x 1010. More

cesium atoms, we locked the XLD-200 frequency to the F = 4 -) detailed measurements of these parameters are in progress.

F' = 5 cycling resonance in the atomic beam (Fig. 7). The laser Both the measured and calculated SNR result in an order of

frequency was tuned to this transition frequency by adjusting the magnitude improvement of the short term stability limitation due

laser injection current, laser and cavity temperatures, and PZT to laser noise. When applied to a short microwave cavty, such
voltage. The laser frequency was modulated sinusoidally at about as the NBS vxperimridal beam tube [12], the noise properties of

680 Hz by means of the injection current, and the fluorescence the XLD-200 laser would not limit short term fractional frequency

signal fed to a lock in amplifier set to the same frequency. This stabilities larger than u5 (r) = I x 10- "2r - 1. Of course, in order to

generated a correction voltage which adjusted the PZT voltage actually obtain such good stability values, all contributing noise

to keep the laser tur -i to the center of the atomic transition. sources in the frequency standard would need to be reduced below

Under these conditions the fluorescence nois" spectrum from this level.
700 to 1000 Hz was limited by the noise floor of the photodetector
and detector amplifier. The measured SNR on the I = 4 -' F'
5 transition was 1.8 x 1010/Hz. Assuming that apprelimately 25
photons/atoms are emitted for this transition (est.niating from
Fig. 7), a collection efficiency of 16 percent, and a collected power
of 2.4 x 10- 1 W, we predict a SNR for this situation of about

154



ION PUMP

ELECTRICAL
FEEDTHROUGHS

-ROUGHNG rn2X FLUORESCENCE

_3x GRAPHITE
LCESIUM GETTER
BEAM
AXIS TJ 6J 6JLi 6 .

4x VIEWPORT

2X LASER BEAM PORT

Figure 5: Line drawing of fluorescence beam tube.

155



H 152 MHz 203 MHz

CIO)

EL E6 LL

C) C*

-U. U. L.

Inraig rqec

UU

aV

U..

Increasing Frequency M 7e D250

Figure 6: Cesium beam fluorescenc, F 4 P -F',3,4,.r 203 ~z K 531MH



Conclusion 14. H.R. Telle, 'A FM-Stabilized Semiconductor Laser for Op.
tical Pumping of Cesium Atoms and Length Measurements,' in

We have designed, constructed, and tested a compact, rugged Proceedings of the 2nd European Frequency and Time Forum,
external cavity diode laser which is tunable to the 852 nm op- Neuchatel (March 1988) pp. 523-529.
tical transition in atomic cesium. The signal-to-noise ratio of 15. S. Oshima, Y. Koga, Y. Nakadan, L. Hollberg, and R.
fluorescence detection of a cesium beam using this laser is consid- Drullinger, 'The Effect of Laser Line-Narrowing on the Perfor-
erably larger than the SNR obtained by previous methods. This mance of Optically Pumped Cesium Atomic Beam Frequency
new laser may be used in a small optically pumped cesium beam Standards,' ibid., pp. 531-534.
standard to give improved short term frequency stability. 16. Deng Jinquan, Tan Yongfang, Xiang Yuanhai, and Zhu

Xiwen, 'Frequency-Stabilized Laser for Atomic Frequency Stan-
References dards using Saturated Absorption by Magnetic Modulation,'

ibid., p. 555.

1. R.E. Drullinger, Jon Shirley, D.J. Glaze, and L.W. Ilollberg, 17. M. Ohtsu and S. Kotajima, 'Linewidth Reduction of a

'Progress toward an Optically Pumped Cesium Beam Frequency Semiconductor Laser by Electrical Feedback,' IEEE J. Quantum

Standard,' Proceedings of the 40th Annual Symposium on Fre- Electronics, QE-21 pp.1905-1912, 1985.

qucncy Control, pp. 428-431, 1986. 18. A. Clairon, B. Dahmani, Ph. Laurent, and Ch. Bre-

2. A. Hamel, P. Petit, G. Theobald, P. Cerez, and C. Audoin, ant, 'Ultra-narrow Semiconductor Laser Linewidth for Optically

'Progress in an Optically Pumped Cesium Beam Resonator Op- Pumped Cesium Clock,' in Proceedings of the 2nd European Fre-

crating with a Longitudinal Magnetic Field,' Presented at the 3rd quency And Time Forum,' Neuchatel (March 1988) pp. 537-545.

European Frequency and Time Forum, Besancon, France (March 19. B. Dahmani, L. Hollberg, and R. Drullinger, 'Frequency

1989). G. Theobald et al., 'Research on the Optically Pumped Stabilization of Semiconductor Lasers by Resonant Optical Feed-

Cesium Beam Frequency Standards,' Proceedings of the 42nd An- back,' Optics Letters, 12 pp. 876-878, 1987.

tnual Frequency Control Symposium, pp. 496-504, 1988. 20. M.W. Fleming and A. Mooradian, 'Spectral Characteristics

3. P. Thomann and F. lHadorn, 'Short-term stability of a Small of External Cavity Controlled Semiconductor Lasers,' IEEE J.

Optically Pumped Cesium Resonator,'Presented at the 3rd Eu- Quantum Electronics, QE-17, pp. 44-59, 1981.
ropean Frequency and Time Forum, Besancon, France (March 21. M. de Labachelerie, K. Diomande, and N. Dimarcq,
1989). 'Extended-Cavity Semiconductor Lasers for Optical Pumping,'

4. C. Jacques and P. Tremblay, 'Calculations on the Efficiency in Proceedings of the 2nd European Frequency and Time Forum,

of Optical Pumping of a Cesium Atomic Beam by Lasers of Fi- Neuchatel (March 1988) pp. 547-554.

nite Linewidth,' Proceedings of the 42nd Annual Symposium on
Frequency Control, pp. 505-509, 1988.

5. J.S. Boulan.;er and R.J. Douglas, 'Work on Cesium Stan-
daids at NRC,' in Frequency Standards and Metrology, ed. by
A. DeMarchi (Springer-Verlag, 1989), pp. 379-381.

6. E. de Clerq, A. Clairon, B. Dahmani, A. Gerard, and P.
Aynic, 'Design of an Optically Pumped Cs Laboratory Frequency
Standard,' ibid., pp. 120-125.

7. S. Ohshima, Y.Nakadan, T. Ikegami, and Y. Koga, 'Experi-
mental Results on an Optically Pumped Cs Frequency Standard,'
ibid., pp. 132-136.

8. Y.G. Abashev, V.N. Baryshev, G.A. Yolkin, and Y.N.
Yakovlev, 'Metrological Parameters of the Primary Cesium Beam
Frequency Standards in the National Time and Frequency Stan-
dard of the USSR,' ibid., pp. 374-378.

9. Shang Song-quan, Wu Xin-xin, Yao Shu-tong, Xie Lin-Zhen,
and Wang Yi-qiu, 'Microwave- Transition between 'Clock Levels'
of Cs Beam Pumped by a GaA IAs Diode Laser,' Chinese Physics
Lett. 2, pp. 557-560, 1985.

10. Jun Umezu, Bokuji Komiyama, Haruo Saitho, and Ya-
susada Ohta, 'Experiments on Optically Pumped Cesium Beam
Frequency Standard,' in Proceedings of the 2nd European Fre-
quency and Time Forum, Neuchatel (March 1988) p.521.

11. V. Giordano, et al., 'New Design for an Efficient Opti-
cally Pumped Cesium Beam Tube,' presented at the 43rd Annual
Symposium on Frequency Control, Denver, Colorado, 1989.

12. Amy Derbyshire, et al., 'Optically Pumped Small Cesium
Beam Standards; A Status Report,' in Proceedings of the 39th
Annual Symposi.,n on Frequency Control, pp.1 8-21, 1985 .

13. .. Vanier and L.-G. Bernier, 'On the Signal-to-Noise Ratio
an(d Short-term Stability of Passive Rubidium Frequency Stan-
dards,' IEEE Trans. Instr. Meas. IM-30, pp. 277-282, 1981.

157



43rd Annual Symposium on Frequency Control - 1989

REPORT ON THE MASTER CLOCK UPGRADE PROGRAM AT USNO

GUY A. GIFFORD, Naval Research Laboratory (NRL)
Washington D.C, 20375-5000

PAUL WHEELER, U.S. Naval Observatory (USNO)
Washington D.C, 20392-5100

Abstract:

This paper will give a history of the Master The Master Clock Upgrade Program should not be
Clock Upgrade Program at USNO and describe confused with the normal evolution of programs and
the current status of the program. systems at USNO. USNO Is continuously developing
Performance data on the Hydrogen Masers and and incorporating new technologies for the purpose
Stored Ion Devices will be presented. of keeping and disseminating time throughout the
Current projects will be described including world. The Master Clock Upgrade Program represents
a time difference measurement system , time only a fraction of a broad spectrum of activity.
scale algorithm test bed, and the new masers These other activities Include:
to be added over the next 18 months. A
prediction of the status and performance of 1) Upgrade of computing facility.
the program in two years will be made.

2) Upgrade of the clock set used for the
calculation of the reference time scale.

The Master Clock Upgrade Program was started in the 3) Upgrade of OMEGA monitoring
late 1970's for two reasons. The first was to
incorporate into the United States Naval 4) Upgrade of Loran monitoring.
Observatory (USNO) some of the clock technology
that was being developed and in use at the Naval 5) Upgrade of GPS monitoring.
Research Laboratory. Of particular interest was
the clock measurement technology and the hydrogen 6) Upgrade of and operation of two way
maser development for the Navy's participation in satellite time transfer.
the Global Positioning System. The second reason
for the creation of the Master Clock Upgrade
Program was to address a more general raquirement 7) Upgrade of information dissemination.
for the development of advanced frequency standards
for DoD wide use. The Master Clock Upgrade Program 8) Continued research and development of
was one of several programs funded for this time scale algori.hms independent of the
purpose. Master Clock Upgrade Program.

Task 1:

The Master Clock Upgrade Progran is a SPAWAR and The first stage of development of the Mercury Ion
USNO funded project which tasks NRL and USNO to Frequency Standard' is complete. The Stored Ion
manage jointly some very specific projects. These Devices (SID's for short) were developed in a joint
tasks include the following: technology program between the Navy and Hewlett

Packard (HP). Three devices have been delivered
i) Monitoring, evaluation and support of and are in operational use by USNO while they are
the development of the Trapped Mercury Ion being evaluateo These prototype units are the
Devices built by Hewlett Packard. first of their type to be in an operational

environment. Hewlett Packard is providing off line
2) Procurement of advanced hydrogen masers support for these devices.
for operational use.

These devices, serial numbers SIDI, SID2, and SID3
3) Development of an improved time represent an evolution of the design. SID3, the
difference measurement system at USNO (for last designed, incorporates several design
both short term and long term use). Improvments developed with the experience and

knowledge obtained from the development and
4) Development of a time scale algorithm operation of SIDI and SID2. SIDI was the prototype
test bed. and was actually delivered last after enhancements

were made. SID2 was the outgrowth of SIDI and was
5) Monitoring. evaluation, and support of the first delivered. There is a known problem in
the development of the Smithsonian the grounding of the ,rap in this device and it was
Astrophysical Observatory's (SAO) advanced corrected in SID3 and SIDI. In time, the physics
VLG12. packages of SIDI and SID2 will be upgraded to that

of SID3. It is not practical to upgrade the
electronics of these earlier units. Figure I is a
phase plot with the linear frequency term removed
of SID3 against BIPM over a period of 300 days.
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The long term performance of this device is measurement noise of two picosecond is below the
outstanding. Additional information is available cesium frequency stability at one second and a
from a paper entitled "INITIAL OPERATIONAL hydrogen masers frequency stability at one hour.
EXPERIENCE WITH A MERCURY ION STORAGE FREQUENCY Identical systems are on loan to Hughes Research
STANDARD"2 . When the physics packages of SIDI and Labs and Dr. Carol Alley of the University of
SID2 are completely upgraded the performance of all Maryland.
three is expected to be uniform.

The long term system will be completed in early
Task 2: 1990. The layout of the system Is seen in figure

3, it is actually two systems in mutual back-up.
Five of the fourteen masers under development have The long term system is based on the Hydrogen Maser
been delivered. Four of the masers are SAD Advanced Clock System (HMACS)6 developed by NRL
VLGII's3 and one is a Sigma Tau Maser4 . A SAD which is in operation at the Master Control Station
maser has been used as one of the master clocks for of the Global Positioning System at Falcon Air
five years. The Sigma Tau maser was delivered in Force Base. The USNO system has been significantly
March of 1989 and is the first of six masers of expanded in both the number of simultaneous
this type on order. These masers are operated and measurements (48 instead of 12) and the functions.
maintain by USNO personnel with minimal The long term system will collect frequency
manufacturer support and have demonstrated that measurements from the Stored Ion Devices as well as
masers are reliable and can be operated easily in the 20 second time difference measurements of the
the field. cesilums and masers. The control of the steered

masers will be through the long term system.
Two SAD masers, serial numbers P18 and P19, were
delivered to USNO in October o' 1983. These masers The master clock configuration at USNO will change
have been a part of the mas.er clock systems for when the long term system is complete. Currently
five years. Over this period their performance has there are three master clocks. Master clock one is
been outstanding, but recently P19 has demonstrated a cesium steered through a microstepper to the time
a frequency Jump (the cause is apparently a bad scale. Master clock two is a system of clocks made
electrical connection inside the vacuum system up of one stored ion device and two masers. A
which will be repaired) and the newly installed maser steered through Its internal synthesizer to
receiver has problems common to all SAO masers at the time scale and measured by a stored ion device
USNO. There have been five failures with four of while the second maser is slaved to the first
the new receivers. maser. Master clock three is a maser steered

through its internal synthesizer to the time scale.
SAO masers P22 and P23 were delivered to USNO In
June of 1987. The initial performance of P22 was In the new master clock configuration there will be
poor. When delivered, P22 demonstrated two three master clocks each of which will be a maser
frequency states and was returned to SAD where a steered to a time scale algorithm. Two of the
mechanical mounting problem was repaired. When it masers will be steered to the same algorithm while
was returned it worked well for six months but the third maser will be steered to an alternate
degraded and the two frequency state problem algorithm under test and evaluation. It is
reappeared. In addition, the phase noise of P22 is anticipated that out of the algorithms under test
very poor and might be an indicator of a and evaluation will come an improved USNO time
fundamenzal problem, perhaps the synthesizer. It scale algorithm that when combined with the new
should noted that both P22 and P23 are in a poor long term measurement system will optimize the
environment compared to that of P18 and P19. reference clock ensemble made up of cesiums,

masers, and stored ion devices.
P23 performed well in the beginning but frequency
steps did appear and the retuning of the
disassociator cured the problem. P23 is now Task 4:
performing well. As mention above, USNO is continuously studying new

approaches to ensembling clocks. In addition, the
The first of six Sigma Tau Masers was delivered in Master Clock Upgrade Program is establishing a time
March of 1989. The stability measurements are scale test bed that will be integrated into the new
outstanding as shown by figure 2 which is an Allan measurement systems. Two algorithms will be
variance plot of the stability between P19 and the included in the initial test bed. The first is an
Sigma Tau maser. The initial performance is equal algorithm developed for the HMACS at Falcon AFB b
to any of the VLGIl masers and perhaps better. In Dr. S. R. Stein of Ball Aerospace Corporation"
addition there is no measurable drift between the which has been modified for use at USNO by Dr.
Sigma Tau maser and SID3. Stein. The features of this modified algorithm

include:
Task 3:

i) Extension of the clock model to include
A short term measurement system developed by NRL white phase noise and random walk frequency
has been in use at USNO since April of 1987. The aging noise in addition to the white FM and
short term system is based on a dual mixer time random walk FM included in the HHACS model.
difference sub-system developed by Dr S. R. Stein5 .
This sub-system Is marketed by ERBTEC Engineering 2) Use of a mixed mode Kalman filter which
of Boulder Colorado. In addition, NRL developed permits the u-ilization of unequally spaced
the isolation amplifiers (120 dbm of Isolation), data and makes real time parameter estimation
the direct offset synthesizer, and the software, possible.
The system measures up to 24 clocks simultaneously
and the software allows for easy comparlsons of 3) Improved updating of the covarlance
both short term and long term data. The low after each measurement for the case of clock

dewe'ghting.
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4) Explicit inclusion of deterministic Program Goals for the Next Two Yeers
control terms in the state equation to allowthe inclusion of steered clocks. It is anticipatad that in two ysars there will be

twelve hydrogen masers in t' 'ime scale at USNO,
5) Simple but sensitive frequency step six SAO's and six Sigma au's. Two of the SAO

detection. masers will be used for another purpose. The new
measurement and control systems will have been in

6) Real time parameter estimation. operation for some time as well as the time scale
algorithm test bed in two years. The development
of a forth stored ion device is planned as well as

The second algorithm to be included in the Master the continued procurement of additional hydrogen
Clock Upgrade Program test bed is a new full Kalman masers for replacement and upgrading of older
in the process of being procured from Ball units. In addition, NRL has been tasked under the
Aerospace which has been developed by Dr. Stein. Master Clock Upgrade Program to develop a spread
This new Kalman approach includes: spectrum modeir for two-way commercial satellite

time transfer and it is expected it will be in
1) Solves the problems of previous Kalman operation in two years.
approaches of transients and incorrect
weighting.

2) Allows the user to select weighting
scheme.

Ref erenc~s
1) Takes into account the correlations
between all the relative states of the clocks [I] Leonard S. Cutler, "A trapped Mercury 199 Ion
with respect to the ensemble. Frequenc7 Standard." 13th PTI Applications and

4) Extends the measurement model to include Planning Meeting, 1981.

frequency measurements. [2] Leonard S. Cutler, Robin P. Giffard, Paul J.

Wheeler, and Gernot M. R. Winkler, "Initial

Task 5: operational Experience with a Mercury Ion Storage
Frequency Standard." 41st Annual Symposium on

An additional task under the Master Clock Upgrade Frequency Control.

Program Is the monitoring of development of the SAO [3] M. W. Levine, R. F. Vessot, and E. M.
advanced VLGI2 maser. The enhancements over the Mattison, "Performance Evaluation of the SAO VLG-11
VLGIl maser are: Atomic Hydrogen Masers". 32nd Annual Frequency

Control Symposium.
1) Elimination of all elastomer seals and

replacement with metallic seals. [4) H. Peters, A. Gifford, and J. White,

"Hydrogen Maser Research and Development at Sigma
2) Replacement of the 200L/sec, 8-el~ment Tau Standards Corporation and Tests of Sigma Tau
ion pump with four sorption cartridges ai.4 a Masers". 17th Annual Precise Time and Time
small ion pump. Interval(PTTI), 1985.

3) Addition of a new type of atomic [5] S. R. Stein, D. Glaze, J. Levine, J. Gray, D.
hyperfine state selection system that removes Hilliard, D. Howe, and L. Erb, "Performance of an
atoms in undesired hyperfine magnetic automated high accuracy phase measurement system".
sublevels from the beam of hydrogen atoms 36th Annual Symposium on Frequency Control, 1982.
entering the bulb. This is referred to as an
adiabatic fast passage (AFP). [6] A. Gifford, F. Varnum, "The NRL Hydrogen

Maser Ensemble and a GPS Time Steer Experiment".
Third International Time Scale Algorithm Symposium,
Turin, Italy 1988.

The anticipated results are:

[7] S. R. Stein, "Kalman Ensembling Algorithm:
i) Short term stability of IE-16 at 10000 Aiding Sources Approach". Third International Time
seconds. Scale Algorithm Sympoium, Turin, Italy 1988.

2) Reduced drift rate of a factor of 3.

3) Superior vacuum scavenging system.

4) Simplified vacuum maintenance.

5) Improved sensitivity to ambient magnetic
field changes.

6) Improved reliability.
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VELOCITY DISTRIBUTIONS FROM THE FOURIER TRANSFORMS
OF RAMSEY LINE SHAPES
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Abstract
P(A) = f p(T)sin2 2br cos2 4AT dT. (1)

A computerized method for finding velocity 0
distributions from the Fourier transforms of Ramsey
line shapes has been developed. Since atoms in Here r = 2/v and T = L/v are the transit times for
certain velocity groups (those returning to their an atom of velocity v across the ex'citation and
initial state) do not contribute to the lineshape, a drift regions respectively, b is the Rabi frequency
single lineshape transform gives an incomplete proportional to the mic nwave field strength, and A
picture of the velocity distribution. To bypass = -w0 is the detuning t the exciting frequency w
this problem we use Ramsey lineshape data taken at from the atomic resonance frequency w0. The sin22br
different excitation powers so that these velocity factor represents the Rabi excitation probability
groups will contribute. A weighted average of data for the two excitation regions (without a drift
from three powers gives satisfactory results. The region), while the cos2hAT factor introduces the
excitation amplitude parameter b is found by interference developed during the drift time by a
minimizing a quality-of-fit criterion. The method mistuning of the excitation frequency. The atomic
is limited to long standards by the assumption that velocity average is represented by the integral over
the excitation length I is much less than the drift the distribution p(T) of drift region transit times
region length L. However, the addition of first T. If we use the half-angle formula to expand the
order I/L corrections to the theory make the method interference factor, we obtain
usable for shorter standards. The method has been
tested with lineshapes theoretically generated from P(A) = 4R(O) + hR(A), (2)
known velocity distributions.

where
I. Introduction c

R(A) = f p(T) sin2aT cosAT dT (3)
The advent of optically pumped cesium beams (1] 0

promises to improve the accuracy of primary
frequency standards. But knowledge of the velocity is the Ramsey fringe pattern and R(O) is the Rabi
distribution must also be improved to evaluate pedestal, constant over the range of detuning
adequately systematic errors, particularly the considered. We have also introduced a = 251/L so
second-order Doppler effect. Existing methods of that 2br can be abbreviated by aT. For a
obtaining velocity distributions based on pulsed distribution p(T) of finite width, R(A) tends to
excitation [2,3] or microwave power variation [4] zero for large A.
have limitations in the precision of the
experimental data. Measurement of Ramsey lineshapes From (3), R(A) is the Fourier cosine transform
can be done with greater precision, but the of the product of p and the transition probability.
published method for extracting velocity This product can be interpreted as the distribution
distributions from lineshapes [5] is complex in of transit times for atoms which would make a
theory and sometimes ambiguous in application, transition were there no drift region. The

transition probability factor depresses p(T) a
We have developed an alternate method for little where sin2aT is large, and a lot where sin2aT

finding velocity distributions that takes advantage is small (see Fig. 1). The point Tm where the
of the large L/I ratios found in primary standards.
The idea for our method appears in a paper by Daams
(6]. His analysis applies at one power. The need
for lineshapes at different powers to obtain a /
complete velocity distribution was known by Jarvis
[5] and will be further explained here.

II. Descriotion of the Fourier Transform
Method for 1<<L

\.Basic Theory

When the detuning is small enough to reveal
only the Ramsey fringe pattern and not the shape of " i
the underlying Rabi pedestal, the transition 4.0
probability can be represented by (7, Eq. (V.38)] 0.0 1.0 2.0 3.0 4.0

Fig. I The full thermal velocity distribution
Contribution of the U.S. Government; not subject to (dashed line), the transition probability factor
copyright. sin2aT (dotted line), and their product (solid

line). The horizontal scale is in units of aT/L
where a is the most probable velocity in the source
oven [71.
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product first goes to zero provides a measure of the low T limit is extended. The first gap in row 1 is
parameter a (or b) since T. = x/a. Atoms having a nicely covered, but the second is only partially
transit time of T,, 2T., 3T.... have exactly
returned to their initial state, hence do not
contribute to the lineshape.

I I I • I I I

This Fourier transform picture helps explain
the power dependence of Ramsey lineshapes. At lower 0 dB
powers the period of sin2aT increases and the
product is peaked at higher T values than p(T). The
transform then oscillates more rapidly making a +3 dB

narrower lineshape. Similarly, at higher powers the
product peaks at lower T values leading to a broader
lineshape. At powers much above optimum sin

2aT may -3 dB
divide p(T) into a two-peaked function. The Ramsey
fringe will then show the beating of two oscillation I i
frequencies. 0 /2Tm  IT, -/2Tm 2T. S/T m  3Tm

If we perform a numerical Fourier transform of
a Ramsey fringe and attempt to divide out sin2 aT to Fig. 3 Regions of T for which sin2 aT > 0.25 for
obtain p(T), we encounter two problems. The first three different a values. The scale is in units of
is illustrated in Fig. 2. The transform does T. for optimum power.

covered. Data taken at a power level 3 dB below
optimum (b smaller by a factor .71) covers the first

, * two gaps in row 1. Data taken at all three powers

* gives multiple coverage at most T values. There
*will always be a gap at small values of T. But p(T)

* vanishes there since small T values correspond to
* a large velocities which are strongly cut off by a

* a Maxwell distribution in the source. Three powers
aseem adequate to cover most distributions. Other

• , achoices of relative powers can also be used.

We can combine the data from several microwave
powers as follows. Let the index j denote the power
level. From each measured Ramsey fringe pattern

0.0 1.0 2.0 3.0 R,(A) we obtain a Fourier transform Fj(T). We

T (ms) define trial distributions by

Fig. 2 Fourier transform of a Ramsey lineshape pj(T) = Fj(T)/sin~ajT. (4)
(solid curve) and trial value for p(T) (broken
curve) obtained by dividing out sin2aT everywhere.

These trial distributions usually differ from each
not actually go to zero at T., 2Tm,... Hence when other. For a best estimate of p(T) we form a
we divide by small numbers we obtain large numbers. weighted average of the trial distributions:
The second problem is that a (or T.) is usually not
well known, so sin2aT cannot be accurately j(T) = Ejpj(T)Wj(T)/EjWj(T). (5)
evaluated. Both problems are solved in the next
section.

For a weight function we choose W (T) = sin'a T the
B. Use of Multiple Ramsey Lineshapes square of the Rabi excitation probability. Tis

weight function strongly suppresses contributions to
The transform of a single Ramsey pattern gives p when sin2aT is not near unity. To avoid

an incomplete picture of p(T) since the sin 2aT contributions to from unphysical spikes in p, like
factor suppresses information about p(T) near Tm, those shown in Fig. 2, we also set the weight
2Tm, 3Tm .... To complete the picture we use Ramsey function completely to zero whenever it is less than
fringe data at different levels of microwave a cutoff value W,. This zeroing of Wj implements
excitation power (a or b values). The transforms of the regions illustrated in Fig. 3. The sin4 aT
this data then have different sin2 aT factors dependence softens the cutoff edge by making W,
corresponding to different regions of p(T) being small near the cutoff.
suppressed.

To get a measure of how closely the pj(T) do
To visualize these regions suppose we reject agree with each other, we introduce a quality-of-fit

data for which sin2aT is less than 0.25. Then a criterion
single Ramsey fringe pattern at optimum power gives
us information about p(T) only over those regions in c
T covered by the black bars in the first row of Fig. E(a) = f D(T) dT,, (6)
3. The first bar includes the region around hTm  0
where p(T) has its maximum. But a broad
distribution extends much further than the first where D(T) = ZE[pj(T)- (T)]2WJ(T)
bar. To fill in the gaps in the first row we try
other power levels. Data taken at a power level 3 is the mean square deviation of pj from P at each T
dB above optimum (b larger by a factor 1.41) covers value, weighted by Wj(T). Our choice of weight
the T ranges shown in the second row of Fig. 3. The function makes E equivalent to the sum of the mean
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square errors between the input lineshapes Rj(A) and also too high. Varying Wc from 0.025 to 0.250
lineshapes computed from the fitted distribution produces little change in , so the fit is
(T). insensitive to this cutoff.

The quality-of-fit criterion provides the
solution to our second problem, the unknown aj. If (a)
the ratios of powers are known, we can assume the
ratios of ai's are known. Then only one absolute
value, say a,, need be determined. If we try
different values of a,, or T. = i/al, adjust the
other aj's in their proper ratio, and compute E, we
find the dependence shown in Fig. 4. The minimum is
more than two orders of magnitude deep and defines
T. within 0.5%.

1.0-.* I I I

0- /(b)

w I
0

-2.0 -- 4.0 -2.0 0.0 2.,J 4.0

(c)

-3.0
1.5 t2.0 2.5

Tm (ms)

Fig. 4 Variation of E with trial values of T. for
theoretical lineshape data. The broken curve is
without the X/L correction and the solid curve is
with the correction. The arrow points to the
theoretical T. value.

-4.0 -2.0 0.0 2.0 4.0
C. Summary of Method

Fig. 5 Ramsey fringe lineshapes for full thermal
To use our method we first obtain Ramsey fringe distribution. (a) Optimum power. (b) 3 dB above

data R () at three or more power levels of known optimum power. (c) 3 dB below optimum power. The
ratio ranging both above and below optimum power. horizontal scales are A in kHz. L = 25 cm, I
Such a data set is shown in Fig. 5 for the full cm and a = 251.3 m/sec.
thermal distribution emerging from an oven.
Numerical Fourier cosine transforms Fj(T) are III. First Order I/L Corrections
computed at each power level (Fig. 6). From the
position of the first minimum in Fig. 6b a trial Tests on data for other I/L ratios show that
value for Tm is obtained. From it we obtain trial the shifts in both Fig. 4 and Fig. 7 are
values for ai and W,(T). We then evaluate ' and E proportional to I/L. Daams's analysis [6] included
according to Eqs (4), (5), and (6). The value of I. first-order corrections in I/L. We have done a
is then varied and the computations repeated until a similar analysis and find the following expression
minimum in E is obtained (Fig. 4). Finally the to replace (4):
distribution is normalized so that F (T) + bJi G(bhr) dFj/dT

f p(T) aT =(.

0 To first order the numerator is equivalent to Fj(T +

G/bj) explaining the shits in Fig. 7. The function

The fitted distribution 7 thus obtained from G depends on the microwave field profile seen by
the data in Fig. 5 is shown in Fig. 7, along with atoms as they traverse the excitation region. For a
the actual distribution used to generate the data. rectangular excitation field profile, found in most
The agreement is good except for a systematic shift standards with transverse C-fields, we have
of to higher T values. The minimum in Fig. 4 is
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(a) G(br) tan br.

For a half-sine-wave field profile, found in most
standards with longitudinal C-fields, we have

G,(br) = by sec br J5 (br).

C' is the derivative of G with respect to itsargument br. For T ! T, we have G/b m f and G' r 1
for eiher profile.

Whe.i the first order J/L corrections in (7)were included in the computer program, we obtained
0.0 1.0 2.0 3.0 the fit shown in Fig. 8. The shift has disappearedand only small discrepancies remain. The quality-

of-fit criterion, shown by the solid curve in Fig.
(b) 4, has a minimum smaller by a factor 8 and only 0.3%

from the correct value of T.

0.0 1.0 2.0 3.0

(c)

0.0 1.0 2.0 3.0
T (ms)

Fig. 8 Comparison of fitted distribution ?(T)
(dotted curve) with input thermal distribution
(solid curve) for I/L = 0.04 with 2/L correction.

IV. Test on Experimental Data

V In Fig. 9 we show a set of experimental Ramsey0.0 1.0 2.0 3.0 curves for the primary frequency standard NBS-4 (81.The wings of the curves show the shape of the
underlying Rabi pedestal. The first two side lobesFig. 6 Fourier transforms of the lineshapes in Fig. on each side are nearly the same height, while the5. (a) Optimum power. (b) 3 dB above optimum next ones are weaker. Irregularities in thepower. (c) 3 dB below optimum power. The periodicity of the side lobes are also apparent inhorizontal scales are T in ms. The small T behavior all three lineshapes. Such features holdarises from the Rabi pedestal. information about the velocity distribution which a
Fourier transform can reveal.

Figure 10 shows the transit-time distribution
obtained by our method from the lineshapes in Fig.
9. The distribution is separated into two well-resolved parts. Each part produces a Ramsey fringe
with its own oscillation frequency for the sidelobes. The beating of these two frequenciesaccounts for most of the unusual features seen in

Fig. 9, especially the phase change in the third
side lobe (first side lobe at the +3 dB power
level). The narrow dip separating the parts in Fig.

- - 10 is responsible for the large tuwbet of weak side
lobes. This dip is probably caused by a narrow
obstruction in the beam tube which physically blocks

0.0 1.0 2.0 3.0 a class of atomic trajectories spanning a limitedT (ms) velocity range. In Fig. 11 the transit-time
Fig. 7 Comparison of fitted distribution M(T) distribution has been converted to a velocity(solid curve) with input thermal distribution distribution by the relation
(dotted curve) for I/L = 0.04 and no I/L correction.

1(v) = (L/v2 )p(L/v).
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This distribution is very similar to one obtained

previously [8, Fig. 16] by a pulse method (3].

(a)

0.0 Z.0 4.0 6.0 8.0

mT (ms)

Fig. 10 Fitted transit-time distribution for the
primary frequency standard NBS-4.

0 1000 2000 3000 4000 5000

Relative Frequency (Hz)

(b)

m v (m/8)

~Fig. 11 Fitted velcty distribution for the
primary frequency standard NBS-4.

, We have developed a method that starts with the
Fourier ccsine transforms of Ramsey lineshapes and

0 1000 2000 3000 4000 5000 extracts from them a transit-time distribution p(T).
Relative Frequency (Hz) The method includes first order 2/L corrections and

a quality-of-fit criterion that enables the power
parameter b to be accurately determined. By testing

(c) i the method on theoretically generated data we have
(c) shown it capable of finding distributions accurate

>1 within a few percent for 2/1, = 0.04. Analysis of
: theoretical lineshapes with 2/1. = 0.01 have produced

r fits that agree with the input distribution to 1%

~for a narrow, two-peaked distribution, and 0.1% for
S can provide velocity distributions with accuracy

, sufficient to meet the anticipated needs of

m optically pumped primary standards.
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ATOMIC TRAJECTORIES IN COMPACT CESIUM BEAM CLOCKS
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Abstract-- Atoms travelling within conventional cesium Kartaschoff [4] in which both magnets are one-
beam tubes are deflected by inhomogeneous magnetic dimensional focussing dipoles. In both cases velocity
fields before and after interaction with the distributions and detected beam intensities have been
microwaves. The atomic trajectory deflections within computed.
the magnets impact clock performance by determining
both the velocity distribution and the intensity of II. MAGNETIC DEFLECTION OF CESIUM ATOMS
the detected atomic beam. By performing an accurate
computation of atomic trajectories, we have calculated The force acting on an atom having magnetic
velocity distributions in beam tubes using the +
usual,"two-wire"-f!eld magnets, and explored the role moment p immersed in an inhomogeneous magnetic

of oven and detector offsets, and magnetic field field I, is given by
strength. We have also studied trajectories in a no,l
beam tube configuration using two orthogonal one-
dimensional focussing dipoles as state selectors. - grad (jp) - 1eff grad (H) (1)

I. INTRODUCTION where V eff (effective magnetic moment) is the

Atomns travelling within a conventional cesium component of the magnetic moment along the direction

beam tube (CBT) are deflected by inhomogeneous of the field. Breit-Rabi's formula E10] gives p eff
mag. -lc fields before and after interacting with the
microwaves. The first ("A") magnet selects the -+ + 2M/(21+l)
hyperfine atomic state which will enter, the Ramsey Veff _[I + 4M/(2I+I) + 2]I/2 o
cavity, while the second ("B") one steers atoms in the

desired hyperfine state towards the detector. The where I is the cesium nuclear spin, 1-7/2; the (+)
atomic t: jectory deflections within the magnets sign corrresponds to F-3 and (-) to F-4; c is
impact the performance of the clock in several ways. proportional to the ratio of magnetic-to-hyperfine
Firstly, the intensity of the atomic signal at the energies, and for cesium is given by e - H/3268, with
detector will depend strongly or. how atoms are H in gauss. is Bohr's magneton, and M the
deflected by the magnets; this will in turn determine
the signal-to-noise ratio at the CBT output, and thus azimuthal quantum number. Inspection of Eq. (1) shows
the stability of the clock in the white-noise regime that atoms having peff > 0 will be deflected towards
El]. Conventional compact CBTi use the dispersive more intense fields, while atoms having v < 0 will
"two-wire" field configuration [2] for both magnets, ef <

but other combinations of magnetic state-selectors be deflected towards weaker fields. For H > 2451
have been proposed [3]-[6), which in general gauss, all the F-3 atoms, as well as the F-4, M--4
incorporate two-dimensional (hexapole or quadrupole) ones, have positive magnetic moments; atoms with F-4
or one-dimensional (dipole) focussing in an attempt to and M between -3 and 4 have negative magnetic
increase the detected beam signal to improve the clock moments.
stability in the white-noise regime. Also, since the
deflections depend on atomic velocity, the magnets For the field configurations we will explore,
will, to a large extent, determine tho velocity grady(H) << gradx(H) and gradz(H) - 0, where z is
distribution of the detected atoms. This, in turn, taken parallel to the atomic beam and y parallel to
will affect the clock's performance in several ways. the ionizer wire. The equations of motion for the
The atomic velocity distribution determines the line- cesium atoms within the magnets are then
shape of the hyperfine transitions neighboring the
clock transition, (F,M)-(4,O) 4+ (3,0), and thus, ""
through the phenomenon of Rabi-pulling [7), may impact x - (ef/m) gradx(H) (3a)
the clock's long-term frequency stability. The spread
in atomic arrival times at the detector will also be y - 0, z - 0 (3b,c)

determined by the atomic velocity distribution, and,
together with the detector response time, will affect where m is the mass of the cesium atom. Equatioas
the stability of the clock in the white-noise regime (3b,c) are trivial; Eq. (3a) describes the deflection
by smearing the information impressed on tLe atomic of the cesium atoms by the state-selecting magnets.
beam within the Ramsey cavity by the microwave Since 1f depends on the field strength, which is a
modulation scheme [8],(9]. eff

function of position, and the gradient of the field
In this paper we analyze the problem of magnetic strength is also a function of position, the

deflection of cesium atoms in compact CBTs . Atomic acceleration of the cesium atom will vary as the atom
Lrajectories are computed accurately, using analytical travels through the field. In many applications, by
expressions for the magnetic fields and field making the magnet gap substantially larger than the
gradients; the effective magnetic moments of the atoms width of the atomic beam and the magni.tude of the
within the magnet are deter-nined by the local field atomic deflections, it is possible to neglec that
ani allowed to vary as the atom moves; the transverse variation and solve Eq. (3a) for constan' atomic
iorce on the atoms is calculated exactly, without acceleration [11 . But for compact CBTs, the magnet
making the usual constant-force approximation, and the must .e kept as small as possible, and then the
atoms are allowed to fill the full magnet gap, constant-acceleration approximation ii not valid. In
modelling a commercial CBT in a realistic fashion. that case, 7q. (3a) must be integrated numerically.
This analysis is carried out for CBTs having two
conventional "two-wire" field magnets, as well as for Figure 1 illustrates our trajectory
a variatioi. of the configuration proposed by calculations. An atom in t1. (F,M) hyperfine state
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leaves the oven slit from point (xo, yo) with velocity and 2a2

V. We assume the sixteen (F,H) sublevels of the cesium gradx(H) r o 2+r22)X (5)
ground state to be equally populated, and the velocity ( Crx (
distribution to be beam-raxwellian. The ang lar (rlr 2 )
distribution is assumed to be proportional to cos8 where 2a is the distance between the "equivalent
where e is the angle between V and the beam axis (8 << whre 2a is the dstn bt the "equivlet
1). We solve the atomic equations of motion in each wires", H0 is the field strength at the convex poletip
one of regions I-V; the position and velocity at the and rl, r2 are the distances from point (x,y) to the
end-plane of each region are the initial conditions "equivalent wires" (141. Realistic values were
for the next one. In regions I, III and V the atomic aeqivaent wie £14). realist e wereassigned to the geometric parameters of the CBT and
motion is uniform; in regions II and IV, we integrate the cesium oven temperature, and the effects of small
Eq. (3a) numerically. An atom is detected if it variations in oven and detector offsets (6S and 6
crosses the end plane of the CBT within the
appropriate range of x. If the atom starts in the and magnetic fiel- strenith on the velocity
(3,0) state, in region III it is transferred to the distribution of the detected cesium atoms were
(4,0) state; if it starts in the (4,0) state, it is studied. Figures 4 and 5 show the effects of changes
transferred to the (3,0) one. Otherwise, it stays in in 6S and 

6D * These results show that the shape of
its initial hyperfine state. This simulates the the atomic velocity distribution (in particular the
behavior of a pqrfect Ramsey cavity injected with presence of high-velocity tails) is highly sensitive
resonant radiation at the clock transition frequency. to the positioning of oven and detector. Figure 6

shows the effect of changes in magnetization.The velocity distribution of "signal" atoms is Clearly, the shape of the velocity distribution is

calculated by integrating over the set of initial

coordinates and angles which lead to detection of an quite insensitive to changes in magnetic field

atom in the final state of the clock transition strength. As the field increases from 8 to 12
aovin a g i na speedta;tegatig coe t itn kilogauss (a quite significant variation), thehaving a given speed V; integrating over the velocity distribution broadens somewhat, and the peaks sh ift

distribution gives the detected signal strength. If towards higher speeds, but the rough shape of the

atoms in other states are detected, they will distribution does not change signiicantly. This

contribute to the CBT background. We have developed a analysis shows that the observed variations in the
computer program which implements these calculations aayi hw htteosre aitosi h
compter roraymagwic ipl s thesecactions t shape of the velocity distribution from CBT to CBT can
for arbitrary magnetic fields (prescriptions to be understood in terms of small differences in
calculate the field and its gradient have to be detector or oven positioning. In our configuration
given), the results are more sensitive to changes in the

III. ATOMIC VELOCITY DISTRIBUTIONS IN position of the oven, and differences of up to 0.3 mm
CONVENTIONAL CBTS suffice to explain the full range of observed

variability.

Atomic velocity distribution measurements can be IV. ONE-DIMENSIONAL FOCUSSING OPTICS
performed by a pulsed-microwave technique, as shown,
per example, by Howe [12). These measurements show Kartaschoff [4) described a new design for a CBT
that the velocity distributions vary significantly using focussing, instead of dispersing, optics. He
from one CBT to anotner. Figure 2 shows two examples suggested the use of an hexapole magnet for the "A"
[12], one in which the velocity distribution is magnet, providing two-dimensional focussing, and a
approximately symmetric about its peak, with the high- novel one-dimensional focussing dipole for the "B"
speed side dropping as steeply as the low-speed side, magnet, shown on Fig. 7. The polepieces are shaped
and another one with a oronounced high-speed ta!l. As like hyperbolic cilinders, giving hyperbolic- cylinder
it is well known, the shape of the Rabi pedestals of magnetic equipotential surfaces, while the field lines
the microwave transitions occurring within the Ramsey lie on the set of orthogonal elliptical-cylinder
cavity depends strongly on the shape of the velocity surfaces. The magnetic fie.d strengtn a A its x-
distribution 13). Narrow velocity distributions component of gradient are given by
introduce oscillations in the tails of the Rabi
pedestals, which are smoothed over as the distribution (d 2y) 2H
is broadeneJ. We have performed preliminary H 0 o 6)
calculations which show that the observed variability (r r ) 1/2
in the CBT atomic velocity distributions is enough to and 1r2
.ntroduce significant differences in the shape of the
Rabi pedestals of the CBT microwave transitions; (d-yo) 2H
measurements of the microwave spectrum of the CBTs gradx(H) 0(r + r2) (7)
have confirmed this result. These differences may in x 2(rr2) 5/2 +r2
turn lead to significantly different long-term 1 2
frequency stabilities for the different CBTs through wnere the polepieces have foci at x-O, y-+d and
the phenomenon of Rabi-pulling [7). poletips at x-O, y-±yo; r1, r2 are he distances from

We have used the computer code described in the point (x,y) to the foci, and Ho is the poletip field.
preceding section to calculate the velocity The field strength as a function of position is shown
distributions transmitted by the "A" and "B" magnets in Fig. 8, and it can be seen that in thit field,
of compact CBTs. Conventional, "two-wire" field in Fi 8 an i be seet i toas fie
magnets are assumed. The magnet geometry is shown in atoms with jeff 

> 0 will be deflected towards the
Fig. 3; the field strength and its x-component of central plane, i.e., will be focussed in one
gradient are given by [14) dimension, while atoms with peoff < 0 will be deflected

2a2H 
outwards.

H - - (4) In order to obtain a CBT configuration with flop-r1r2  in optics, the second magnet must focus atoms

with P eff < 0. An hexapole magnet will indeed
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accomplish that, but it presents some disadvantages: three times larger than in the conventional case,
it is heavier and harder to manufacture than a dipole, and o (T) will consequently be reduced bv a factor
and, since the on-axis field is zero, it is not that 1/3. y
well suited to select between atoms with M-O.
Instead, we used our computer code to explore the Further optimization of the operating parameters
characteristics of a novel CBT configuration using two may yield very significant improvements in clock
orthogonal one-dimensional focussing dipoles. performance over that achieved using conventional,

"two-wire" magnets.
If the previously described magnet is turned on

its side, so that the foci are at x-±d, y-O and the V. CONCLUSIONS
poletips at x-±xO , y-O, as shown in Fig. 9, the field

and t~ -comonet ofgraientaregive byWe have performed accurate calculations of atomic
strength and iti x-component of gradient are given by trajectories in conventional CBTs using dispersive,

(d 2 X 2 ) 11 2 H "two-wire" field magnets and also in a novel

H /2 0 (8) configuration using two orthogonal one-dimensional
(r r2) 112 focussing dipoles of the type described by Kartaschoff

1 2  [4]. In the first configuration, we were able to
and explain observed differences in atomic velocity

distribution in terms of small variations in oven

(d2_x 2 )1/ 2 and/or detector offsets. The second configuration

grad (H)-- o ( 2 _4d (9) yields beam intensities which are significantly higher
x 2(r r25/2 (r1  r22 than the ones obtained with dispersive magnets and/or

1 r2 , substantially lower atomic velocities, and thus could

The field strength as a function of position is shown improve the frequency stability of compact cesium
clocks in the white noise regime. Our design differson Fig. 10; those atomis which have eff > 0 will now from Kartaschoff's prescription in that a one-

be deflected outwards, while those having p eff < 0 dimensional focussing dipole, rather than a hexapole

will be deflected towards the central plane. A or quadrupole magnet, is used as the "A" magnet in the

combination of magnets in both orientations can be CBT, making the tube manufacturing simpler.
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Fig. 3 Cross section of the "two-wire" field magnet.
The distance between the "equivalent wires"

X is 2a.
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Fig. 1 Geometry of a compact CBT, used in our 0.)
trajectory calculations. The oven slit 100 150 200
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wire (width WD) is centered at 6D' Both Fig. 4 Atomic velocity distributions calculated for
magnets have length L and they are separated a CBT using "two-wire" field magnets, for

by distance D. The distance between oven and three different values of oven offset.

"A" magnet is dS, and between detector and

"B" magnet, dD. The trajectory is calculated

separately in each one of the regions I-V. 1.0 */,,,,
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Fig. 5 Atomic velocity distributions calculated for
Fig. 2 Atomic velocity distributions measured for a CBT using "two-wire" field magnets, for

two different commercial CBTs (12). three differant values of detector offset.
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Abstract power and bandwidth demanded of the satellite are
only a small percentage of the transponders' power-
bandwidth product when operating in the code

Two-way time transfer by satellite will eventually division multiple access (CDMA) mode using the
offer one of the highest accuracy systems at highly efficient signal structure called spread
reaconable costs. Advantages of two-way transfer spectrum.
over other techniques include (1) leased space
segment rather than specialized space hardware, (2) The first satellite-based, two-way time transfer
satellite location is required only to point took place between the United States and the United
antennas and not to compute distances, (3) effects Kingdom in 1962 using the Telstar satellite, an
on the accuracy of time transfer by the ionosphere early telecommunications satellite [1]. Later
and troposphere are sub-nanosecond without modeling, experiments used Telstar II and Relay and included
(4) locations of the clocks on the ground do not participation by Japan [2]. Experiments during this
need to be known better than that provided by a period (1962-1965) employed large fixed earth
geodetic map -- precise positions are not requi-ed, stations, pulses as the signals, and frequency
(5) simple averages of 100 one-second measurements division multiple access (FDMA), and gave results of
yields about three hundred picoseconds resolution -- 0.1 to 20 ps accuracies. These experiments, while
no elaborate data analysis is required, and (6) fat from using facilities to the best advantage, did
equipment delays are easily calibrated through the illustrate the potential of the technique for great
use of a standard earth station acting as a transfer improvements in time coordination on a global basis.
standard.

Between 1967 and 1975 the Application Technology
This paper introduces the principles of two-way Satellites (ATS) series operated by the National

time transfer with emphasis on its use with Aeronautics and Space Administration (NASA)
commercial communications satellites. It discusses supported a host of clock synchronization
the limitations imposed by the atmosphere, the experiments. These experiments for the most part
equipment, and the rotating, noninertial reference involved laboratories in the USA and Japan [3]-[7].
system on the assumption of reciprocal paths. Some of these experiments for the first time

involved small on-site earth stations and pseudo-
Introductio noise sequences that allowed better use of the space

segment. They possessed good time transfer
Two-way time transfer is potentially one of the qualities and allowed the use of code division

most accurate ways to compare clocks. The high multiple access (CDMA)--a technique that better
accuracy is obtained by the users simultaneously satisfies reciprocity of path assumption which the
exchanging signals via a communications satellite, two-way technique depends. These experiments led to
If the paths between the clocks are reciprocal or a 5 us accuracy and helped identify the Sagnac
very nearly so, the delays cancel. The difference effect as significant to this application. Many
between the clocks is then half the difference in improvements were made during this period but still
time interval counter readings. The main advantage with only experimental satellites, because
of the two-way technique is that no knowledge is commercial offerings were not fully suitable or
required concerning the location of the clocks or affordable for time transfer.
satellite with a minor exception--the Sagnac effect,
which is easily calculated. The main disadvantage One exception to the use of experimental
of the system is the participants must be able to facilities for two-way time transfer was an
simultaneously transmit and receive signals. application using the Defense Satellite

Communication System (DSCS) of the USA [8]. Here PN
Synchronization of clocks by the two-way method is sequences, large earth stations, and CDMA combined

not new. The technique coupled with communication to provide a 0.2 ps operational system that
satellites is also not new. Experiments have been satisfied specific military requirements.
conducted for more than 25 years using numerous
different satellites, signal structures, modulation More experiments followed between 1976 and 1979;
techniques, and carrier frequencies. A summary of each used experimental satellites [9]-[13]. A high
these developments is given in Figure 1. Early power communications satellite, called
experiments were characterized as using large Communications Technology Satellite (CTS) by the US
satellite earth stations, inefficiently using the and Hermes by the Canadians, operated at Ku-band and
space segment (that is, unnecessarily large amounts provided, for the first time, long term comparison
of satellite power and bandwidth) earth stations of time scales in Canada and the US. Small on-site
that were located far from the laboratories housing earth stations located near the time scales were in
time scales, and experimental satellites rather than use, but pulses and FDMA access remained. The
operational systems with telecommunications traffic. European satellite called Symphonie provided time
Each subsequent experiment usually included scale comparisons across the Atlantic, within
improvements in one or more areas until today we Europe, and between India and Europe but was
have small on-site, user-owned earth stations The generally limited to large fixed earth stations

located far from the time scales involved.
*Contribution of the U.S. Government; not subject to
copyright. During the period of 1978 to 1980 an Italian

experimental satellite called SIRIO [14] was used to
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GENERAL FEATURES OF TRANSFERS Two-Way Technique

LARGE, FIXED - earth station size -- SMALL, ON-SrrE ClockA Clc 8

LARGE- power bandwidth product P SMALL
PULSES signal structure - -PN SEQUENCES

DSC-SINTELSAT-V R(A).A-a R(B)-B-AdM8

TELSTAR1  
R(A)-R(B) .(A-B)- da- dBA

RTSHERMES 2 2
SYMPHONE R Paths Redprocal I.e. dAB - dBA T Clock Differ .A-B- 2

FS IR 1-11MW*
1962 1966 1970 1974 1978 1982 1986 1990 2. Two-way time transfer basics.

pps from clock B delayed by the cable delay dSA.
That measurement is given as R(A). Likewise, the

1. History of two-way time transfers using TIC on the right measures R(B), the difference
satellites, between clocks B and A with the cable delay dAB. It

is assumed that the delays in the cables connecting
transfer time between sites in Italy using a single clocks to the start channels of the TIC's are very
communication channel, time-shared between the small or effectively 0. The readings on the two
participating sites--a time division multiple access TIC's are subtracted to determine the time
approach. By interpolation for satellite motion difference, A-B, in the two clocks as
over periods of a few seconds, accuracies of a few
nanoseconds were achieved. A - B = [R(A) - R(B)]/2 + (dAs - da)/2. (1)

In 1981, the C/S satellite provided at 30/20 CHz If the paths are reciprocal, that is, if the two
two-way time transfers using earth stations with cable delays are equal, then dAB = d,, and the
receivers as small as 1 m, PN sequences, and CDMA clock dlffererces are just half the differences in
[15]. Accuracies of 13 ns were verified through the TIC readings, or
terrestrial microwave links and portable clock
transfers. The carrier frequencies were unusual in A - B = [R(A) - R(B)]/2. (2)
that they have not been available for use elsewhere.

If the two clocks are separated by large distances
In 1983 an Intelsat V satellite between the USA that cennot be spanned by cables they may be

and Germany signified that the technique had finally replaced by communication channels furnished by a
matured to the point where operational use could be communications satellite. In Figure 3 the cables
planned [16]. Small earth stations located on-site are replaced by a transmitter and antenna, an uplink
using PN sequences, CDMA, and tcommercially available to the satellite, a path through the satellite, a
modems routinely gave a I ns p ecision. downlink (at a different frequency from the uplink),

and an antenna and receiver.
Today clocks at NIST in Boulder, Colorado and the ds"

United States Naval Observatory in Washington, D.C.
are compared routinely using a commercial
communications satellite in the two-way mode. A
channel is leased for one half-hour three times a
week. The earth stations are owned by the
laboratories involved and connected directly to the
time scales for best precision and accuracy of time dd
transfer. The transfer uses spread spectrum ddmi
signals, CDMA, and all commercial equipment. The D Drnid
uplinks are at 14 GHz and downlinks at 12 GHz, F

thereby providing a high degree of reciprocity
through the ionosphere. Precision is less than 0.5
ns at all times. Accuracy will be determined
followtng long term calibration exercises. dA 6M

Calibration is scheduled to begin in mid-1989. Two- c Clock Trmer
way time transfers between North America and Europe A B
are also scheduled to begin during late 1989 using PAO" TIC T--I-C R
an international communications satellite. dRA

Earth 548000 Emit) Staeo

3. Two-way time transfer using a satellite.
The two-way time transfer ttchnique (without

satellite) is illustrated in Figure 2 showing two Following the form of Equation 1 and selectively
clocks, clock A and clock B, and two time interval grouping the delays, we have the time difference
counters (TIC). The TIC on the left measures the between clock A and clock B as half the difference
difference between the 1 pps from clock A and the 1 in the TIC readings, as was the case examined

before, plus a number of new terms:

175



A - B = [R(A) - R(B)]/2 - (ds - dRB)/2 center to the two earth stations an shown in Figure

+ (drA - dRA)/
2 

+ (dAs - dsA)/
2  

(3) 6. This term can be calculated with sufficient

- (dBs -ds)/2 + (dsaB - dssA)/
2 
- 2wA/c

2
. accuracy for nanosecond time transfers with only

approximate knowledge of the earth station's and

Equation 3 is also shown in Figure 4 with additional satellite's positions. For example, in the time

comments added for clarity. The additional terms in transfer between NIST and the USNO using the

Equation 3 relative to the simpler Equation 1 geostationary satellite at 950 West longitude, a 10

involve the differences in time delay in the error in satellite longitude produces less than 100

transmitting and receiving equipment, differences in ps error in the calculation of the Sagnac effect.

the uplink and downlink delays, differences in The same is true for a 300 m error in longitude or

delays through the satellite, and one final term, latitude for the location of NIST. The assumption

2wA/c
2
, which is due to a rotating system and finite of a perfectly circular geostationary orbit does not

signal velocity. These terms or pairs of terms are produce more than 50 ps error for the eccentricities

discussed in more detail below, usually associated with a typical "gevstationary"
orbit. This is a significant advantage over other

Two-Way Technique methods of time transfer where very accurate
UsingaGeostatonaryqSatelUte knowledge of these positions is required. As is

often the case an accurate satellite ephemeris is

A-B-RA) R() Tme Interval difficult to come by and limits any time transfer
2 Counter Readings effort.

Satellite
dm'dRB dTA dRA Earth Station

2 + 2 Equipment

dAs'dsA dBs dSB Propagation Are (A)
2 2

+ dSAB'dSBA Delay in Satelite

2

2wA Earth's Rotation
C2

4. Two-way time transfer equation. A49

Sagnac Delay

The last term in Equation 3 is known as the Sagnac
effect and can be derived using powerful theoretical 6. Area in the Sagnac equation.

tools. A simple physical understanding can be had,
however, from consideration of Figure 5. Earth Eouioment Delays
stations A and B, and the satellite are shown here

sate ite Motion The term

- (dT5 dR)/2 + (dA-^dRA)/2,

from Equation 3 involves the differences in the
signal delay in the transmitting and receiving sides
of the satellite earth station. If the two earth
stations could be collocated to assure cancelation
of the propagation delays and a null Sagnac effect;

if the clocks A and B were synchronized, as would be
the case if clocks A and B were the same clock; if

the delays through the satellite were equal, that

is, dsA B = dSBA (dsAB denoting the delay through the

/ satellite when the signal is moving from earth

arh's ROtaion -station A to earth station B), as would be the case
3 for most satellite systems operating in the CDHA

EgdhStaionEafl Sttio mode; then the diffesence of the TIC readings gives
A s the desired equipment delays as

5. Earth's rotation introduces non-reciprocity.
[R(A) - R(B)]/2 = -(dT, - dA)/2 + (dTs - dRj)/2.

at an instant of time "1" when pulses are sent to (4)
the satellite. The earth is rotating at the rate w,
causing earth station A to be in position "3" when In most cases, however, where the two earth

the signal from earth station B arrives. The stations cannot be collocated even temporarily, a

earth's rotation and the finite velocity of the third or calibration earth station, a portable or

signal have combined to increase the path length mobile unit, can be used to make these measurements.
from B to A. Likewise, the signal from A to B With this calibration earth station collocated with

experiences a corresponding decrease in path length. earth station A the difference in the TIC readings,

These zhanges in path length are equat to 2wA/c
2  

(R(C)A-R(a)]/2, is given by
where c is the -elocity of light, & is the earth's

rotation rate, and A is the area defined by the (R(C)A - R(A)]/2 = -(dac - dRc)/
2 
+ (dOA - dlt)/2,

projections onto the equatorial plane by the line (5)

segments connecting the satellite and the earth's
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where R(C)A is the TIC reading at the calibration
earth station when collocated with the earth station Table 1. Example of two:way data.

A. Similarly, when the calibration earth station is HH:MM:SS R(A)-A-B-dBA R(B)-B-A-dAB A-B=.R(A)-R(B)/2

collocated with earth station B,

15:49:00 0.25103279152 0.25103074887 1.021339-06
[R(C) B - R(B)]/2 = -(dTc - dac)/ 2 + (dTB - 4B)/2. 15:49:01 0.25103279322 0.25103075123 1.020999-06

(6) 15:49:02 0.25103279394 0.25103075164 1.021159-06
15:49:03 0.25103279506 0.25103075353 1.020769-06
15:49:04 0.2510327965 0.25103075422 1.021141-06

If delay, dTc-dRc, in the calibration earth station 15:49:05 0.25103279824 0.25103075529 1.021471-06
is constant the difference in these two measurements 15:49:06 0.2510327992 0.25103075654 1.021331-06

15:49:07 0.25103280086 0.2510307:828 1.021299-06
gives the desired quantity, or 15:49:08 0.25103280127 0.25103075928 1.02099E-06

15:49:09 0.25103280291 0.25103076115 1.020881-06

[R(C)B - R(B)]/2 - [R(C)A - R(A)]/2 = -(dTA - dRA)/2 15:49:10 0.25103280471 0.25103076182 1.02144E-06
+(dTB - d")/2- 15:49:11 0.25103280502 0.25103076328 1.02087E-06

15:49:12 0.2510328066 0.25103076463 1.02099E-06

(7) 15:49:13 0.25103280807 0.25103076615 1.020961-06
15:49:14 0.2510328085 0.2510307668 1.020851-06

Therefore, what can be the most difficult 15:49:15 0.25103281102 0.2510307682 1.021411-06
15:49:16 0.25103281041 0.25103076943 1.02049E-06

nonreciprocal issue in the two-way time transfer is 15:49:17 0.25103281232 0.25103077098 1.02067E-06

easily dealt with through the use of an earth 15:49:18 0.25103281311 0.25103077217 1.02047E-06
station that may be collocated with the earth 15:49:19 0.25103281557 0.25103077342 1.02107Z-06

15:49:20 0.25103281648 0..51030774 1.021241-06

stations requiring calibration. 15:49:21 0.25103281777 0.25103077648 1.02065E-06
15:49:22 0.25103281973 0.25103077697 1.02138-06

Propagation Delays 15:49:23 0.25103282057 0.25103077754 1.021511-06
15:49:24 0.25103282162 0.25103077922 1.02121-06
15:49:25 0.25103282285 0.25103078064 1.02111-06

The signal delays associated with the up ar. down 15:42:20 0.25103282324 0.25103078221 1.02051E-06
links are, from Equation 3, given as 15:49:27 0.25103282649 0.25103078348 1.0208-06

15:49:29 0.25103282682 0.25103076521 1.02081E-06
15:49:29 0.25103282732 0.25103078568 1.02082Z-06

(d~s - d4 A)/ 2 + (d5 s - d5 8)/2.

The uplink carrier frequencies for the Fixed
Satellite Service (FSS) in use today are nominally 6 NUMBER OF MEASUREMENTS - 30

and 14 GHz paired with the downlinks of 4 and 12 EAN * / - 1021.01 n
MEN xi/n -12.1n

OHz. The signal path is mainly free space with a ,t,
small amount of ionosphere and troposphere. The 2/

path followed by the uplink and the downlink are o 1/(n-1) E (xj-X)
2 -/2 0.32 ns

essentially the same path. The free space part is saxis - 1021.51 nz
reciprocal, as is the t-opospherical part since, at
these frequencies, the group or signal delays are minimus - 1020.47 ns

frequency independent. The signal delay through the 90% conflidence level Is 0.1 ns
ionosphere has a 1/f2 frequency dependence. For
typical elevation angles the differences in the 30 measurements gives the mean as 1021.01 ns (± 0.1

delay terms are small and the total effect ns for 90% confidence) and a standard deviation of

additionally reduced since the differences are 0.32 ns. All 30 data points are within ± 0.5 ns of

halved. The reciprocity assumption is, therefore, the mean. This is a data set selected at random to

likely to hold to less than 100 ps for operation in illustrate the simplicity of the data analysis.

the Ku-band of the FSS.

Satellite Delays
Two-way time transfer used with geostationary

The satellite time delay teim represents the commuuication satellites can be a practical

delays, dsaB, to the signal by the satellite when technique for the comparison or synchronization of

going from earth station A to earth station B and clocks at the highest levels of precision and

those, dBA, going from B to A. For many satellites accuracy at reasonable costs. High accuracy is

the equipment has a small delay variation across the possible because (a) the use of a transfer or

transponder bandwidth so even in a FDMA mode the calibration earth station, provides the required

differences amount to only a few nanoseconds. When measure of earth station delays, (b) the

using the CDMA mode, made possible by the use of PN relativistic (Sagnac) effect may be accurately

signals, signals from each earth station passes calculated with relatively imprecise information on

through the same satellite equipment at the same the locations of the satellite and user's clocks,

frequencies. The delays in each direction are and (c) satellite and propagation path delays cancel

therefore identical and the differences 0. to a large extent due to a high degree of path
reciprocity.

Data Commercially available, low cost equipment and an
abundance of satellite channels available for lease

Table 1 presents 30 s of data collected at the make implementation of the technique relatively

USNO and NIST during one of the now routine time simple. Reduction of data requires very little

transfers. The first column contains the time tag effort or special procedures. The technique has

for each data point in hours, minutes, and seconds, been used operationally in the United States for

The second and third columns are the I s averages of more than one year and has shown itself to be simple

time interval measurements in units of seconds as to operate and maintain. Space segment costs have

shown in Figure 2. The fourth column is one-half been approximately $100 (U.S.) per week with enough

the difference between the second and third columns excess capacity to support the synchronization of a

also given in seconds. A simple analysis of these network of at least ten clocks rather than the
present two.

177



The only real barriers to further expansion geostationary satellites NRC/LPTF (France)
involves the organization of participants and via Symphonie," Proc. of 11th Annual Precise
approval/licensing procedures for the earth Time and Time Interval Anplications and
stations. Planning Meeting, pp. 499-520, November 27-

29, 1979, Washington, D.C.

[12] MATHUR, B. S., BANERJEE, P., SOOD, P. C.,
SAXENA, M., KUMAR, N., and SURI, A. K.,

(1] STEELE, J. McA, MARKOWITZ, W. and LIDBACK, C. "Precise time and frequency intercomparison
A., "Telstar time synchronization," = between NPL, India and PTB, Federal Republic
Trans. on Instrumentation and Measurement, of Germany via satellite Symphonie-l," P
Vol. IM-13, No. 4, pp. 164-170, December, 12th Annual Precise Time and Time Interval
1964. Apnlications and Planning Meetint, pp. 863-

(2] MARKOWITZ, W., LIDBACK, C. A., UYEDA, H. and 875, December 2-4, 1980, Washington, D. C.,
PURAMATSU, L., "Clock synchronization via or Journal of IETE, Vol. 27, No. 10, October,
Relay II satellite," IEEE Trans. on 1981.
Instrumentation and Measurement, Vol. IM-15,
No. 4, pp. 177-184, December 1966. (13] VEENSTRA, L., KAISER, J., COSTAIN, C.,

KLEPCZYNSKI, W., and ALLAN, D., "Frequency
[3] JESPERSEN, J., KAMAS, G., GATTERER, L., and and time coordination via satellite," Comsat

MACDORAN, P., "Satellite VHF transponder time Technical Review, Vol. 11, No. 2, Fall 1981.
synchronization," Proc. IEEE, Vol. 56, No. 7,
pp. 1202-1206, July 1968. (14] DETOMA, E. and LESCHIUTTA, S., "Two-way

sequential time synchronization: preliminary
[4] MAZUR, W. E. JR., "Dual transponder time results from the SIRIO-1 experiment," Proc.

synchronization at C-band using ATS-3," Proc. 12th Annual Precise Time and Time Interval
IEEE (Left., Vol. 60, No. 5, May, 1972, 633- Applications and Plannins Meeting, pp. 329-
634. 351, December 2-4, 1980, Washington, D.C.

[5] RAMASASTRY, J., ROSENBAUM, B., MICHELINI, R., [15] IMAE, M., OKAZAWA, H., SATO, T., URAZUKA, M.,
and KUEGLER, G., "Clock synchronization JOSHIMUTA, K., and YASUDA, Y., "Time
experiments performed via the ATS-1 and ATS-3 comparison experiments with small k-band
satellites," IEEE Trans. on Instrumentation antennas and SSRA equipments via a domestic
and Measurement, Vol. IM-22, No. 1, pp. 9-12, geostationary satellite," TEEE Trans. on
March 1973. Instru=entation and Measurement, Vol. 32, No.

1, 1983.
6] CHI, A. R. and BYRON, E., "Two-way time

transfer experiment using a synchronous [16] HARTL, P., VEENSTRA, L., GIESCHEN, N., WENDE,
satellite," Proceedings of the Seventh Annual C. M., KLEPCZYNSKI, W., NAU, H., and STOIBER,
Precise Time and Time Interval Planning R., "Spread Spectrum time transfer experiment

Meetings, Washington, D.C., December 2-4, via INTELSAT," Proc. 15th ginnual Precise Time
1975. and Time Interval Apolications and Plannins

ZittrjLng, Washington, D.C., Dec. 6-8, 1983.
[7] SABURI, Y., YAMAMOTO, M. and HARADA, 

K.,

"High precision time comparisons via
satellite and observed discrepancy of
synchronization," IEEE Trans. on
Instrumentation and Measurement, Vol. IM-25,
No. 4, pp. 473-477, December, 1976.

[8) MURRAY, J. A., PRITT, D. L., BLOCKER, L. W.,
LEAVITT, W. E., HOOTEN, P. M., and CORING, W.
D., "Time transfer by Defense Communications
Satellite," Proc. of 25th Annual Freguencv
Control Symposium, Atlantic City, New Jersey,
pp. 186-193, April, 1971.

(9] COSTAIN, C., DAAMS, H., BOULANGER, J.,
HANSON, D. W., and KLEPCZYNSKI, W.J., "Two-
way time transfer between NRC/USNO via the
Herme3(CTS) satellite," Proceedings of the
Tenth Annual Precise Time and Time Interval
Aonlications and Planning Meetin ,
Washington, D.C., November 28-30, 1978.

[10] BRUNET, M., "Synchronization of atomic clocks
through the Symphcnie Satellite," Radio
Science, Vol. 14, No. 4, pp. 721-730, July-
August, 1979.

(11] COSTAIN, C. C., BOULANGER, J. S., DAAMS, H.,
HANSON, D. W., BEEHLER, R. A., CLEMENTS, A.
J., DAVIS, D. D., KLEPCZYNSKI, W. J.,
VEENSTRA, L., KAISER, J., GUINOT, B.,
AZOUBIB, J., PARCELIER, B., FREON. G., and
BRUNET, M., "Two-way time transfer via

178



43rd Annual Symposium on Frequency Control - 1989

TWO-WAY SATELLITE TIME TRANSFERS
BETWEEN AND WITHIN NORTH AMERICA AND EUROPE*

L. B. Veenstra
International Telecommunications Satellite Organization

3400 International Drive, N.W.
Washington, D.C. 20008-3098

and
D. W. Hanson

Time and Frequency Division
National Institute of Standards and Technology

325 Broadway
Boulder, Colorado 80303

A satellite operated by the International INTELSAT, the International Telecommunications
Telecommunications Satellite Organization (INTELSAT) Satellite Organization, with headquarters in
and located at 3070 East longitude (530 West) Washington, D.C., is an international cooperative of
provides new and unique capabilities for the 117 member nations that owns and operates the global
coordination of time scales in North America and commercial communications satellite system used by
Europe using the two-way technique. A network of countries around the world for international
coordinated clocks using small satellite earth :.ommunications and by 35 countries for domestic
stations collocated with the time scales is communications. A fundamental characteristic of the
possible. Antennas as small as 1.8 m at K-band and system, from the point of view of time transfer 's
3 m at C-band transmitting powers of less than I W that access to the INTELSAT space segment is
will provide signals with timing jitters of less controlled by various national entities, usually the
than 1 ns using the HITREX spread spectrum modems. members of INTELSAT. These entities are responsible

for the operation of earth stations accessing
The technical details of the satellite and INTELSAT space segment. In many cases, these

requirements on satellite earth stations are given, entities, the posts, telephones and telegraphs
The resources required for a regular operational (PPT's), are part of their national government or
international time transfer service is analyzed with are chartered by their governments to provide access
respect to the existing Internarional digital to INTELSAT. The earth stations may be owned
service offerings of the INTELSAT Business Service directly by the entities, by common carriers or by
(IBS) and INTELNET. Coverage areas, typical link the end users, depending on national policy.
budgets, and a summary of previous domestic and !NTELSAT operates only the space segment and has no
international work using this technique are direct role in the operation of the ground segment.
provided. Administrative procedures for gaining Thus, time transfer users will need to arrange with
access to the space segment are outlined. Contact their national entities for earth station operation
information for local INTELSAT signatories is and for the right to use INTELSAT space segment.
listed. A typical satellite earth station with time Appendix 1 of this paper contains contact points for
transfer capability is described in some detail, these entities in North America and Europe.

Spread Soectrum Time Transfer via INTELSAT

The microwave time and ranging experiments Two specialized INTELSAT services are intended for
(MITREX) modem is an efficient device for time digital links to small earth stations. INTELNET in
transfer via satellite using 3pread spectrum particular, has enough flexibility in its technical
techniques. International time transfer using description to allow the operation of a spread
satellite spread spectrum techniques egularly will spectrum time transfer link.
probably require the use of an INTELSAT space
segment. There are no substantial technical INTELNET
problems in such use. However, it is necessary to
iientify the operational issues of using this system INTELNET was designed to facilitate the operation
in the INTELSAT environment. This paper describes of very small earth stations in one-way data
the INTELSAT service compatible with spread spectrum broadcasting and two-way low speed data transfers.
time transfer and suggests how such a service could Spread spectrum operation is allowed, along with
be implemented. conventional BPSK or QPSK modulation. Operation

under the INTELNET service description is
specifically authorized for very small antennas.

We use trade names and company names to specify Space segment is leased in "bulk" under the INTELNET
the experimental procedure adequately and do not service. This offering is defined in terms of
imply endorcement by the National Institute of specific transponder bandwidths with a corresponding
Standards and Technology. allocation of power. Any required bandwidth may be

used, with the resources scaled from the defined
*Contribution of the U.S. Government; not subject to allocation. For example, at K-band, a lease of 1
copyright. MHz capacity would provide 22 dBW of transponder

power. A lease of 2.25 MHz would provide 25.52 dBW.
In general, the ratio of power to bandwidth is
higher (excess power) than is needed for a sinle
spread spectrum time transfer link. Both full time
and occasional use service, with a minimum of 30
minutes per period, is available.
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Listed below are the basic lease powers, East K-band spot East K-band spot
referenced to a I MHz bandwidth, available on the West K-band spotifull-connectivit yWest K-band spot
INTELSAT V-A(F-13) spacecraft. East C-band hemi East C-band hemi

West C-band hemil West C-band hemi
Global C-Band 3.5 dBW
Hemi C-Band 4.5 dBW The full-connectivity transponder configuration
Zone C-Band 4.5 dBW provides the most flexible environment for time
West spot K-Band 13.5 dBW transfer links. This consists of a set of four
East spot K-Band 16.0 dBW transponders, interconnected at the satellite so

that a signal received on any of the four uplink
INTELSAT Business Service beams is retransmitted on all four downlink beams

simultaneously. Two of the beams operate at C-band.
Space segment for digital communications links can These are the West Hemi and the East Hemi. The

also be obtained under the INTELSAT Business Service coverages of these spacecraft antennas is shown in
(IBS) tariff. In this service the power and Figure 1. Interconnected with these two C-band hemi
bandwidth supplied for a channel are defined in beams are two K-band beams. The K-band West spot
terms of reference links between standard sized covers the United States and southern Canada, as can
earth stations. The reference link assumes be seen Figure 2. The East K-band beam, Figure 3,
conventional QPSK data transmission with either rate covers western Europe.
3/4 or rate 1/2 forward error correction (F.E.C.).
Sufficient power is available to provide better than Full-connectivity operation can be used vith
10-8 bit error rate performance under clear sky spread spectrum code division multiple access (CDMA)
conditions. It is available under a full-time, to allow several time transfer links to be
part-time (scheduled at least 1 hour per day, 7 days established simultaneously on the same frequency,
per week), or occasional-use tariff. While the with all carriers visible to each user. This means
spread spectrum nature of the MITREX modem is that in a two-station, two-way transfer, it is
outside the IBS technical description, the IBS possible for each site to monitor its own signal
service should be considered when it is necessary to while receiving from the remote site.
provide communication links between standards sites.
On most transponders where IBS is used, INTELSAT has Additional capacity in the form of E--t spot-West
reserved occasional use capacity. This bandwidth spot K-band capacity is available at t..e 325.50 East
could be used to accommodate the MITREX modem and 335.50 East locations. C-band capacity is
operating under the INTELNET service as described assigned on the 325.5, 335.5 and 341.50 East
below. locations serving the Atlantic Ocean region, on the

Indian Ocean satellite at 630 East and in the
Operational Matters Pacific region at 174 and 180 degrees East. K-band

capacity is also available in the Pacific Ocean
In dll three ocean regions there are satellites region between Korea or Japan and the West coast of

with capacity reserved for occasional use. The the United States.
reserved bandwidth is 3.173 MHz wide, sufficient for
a 2.048 Mbits/s IBS carrier. These occasional use Link Budgets for MITREX
channels clearly would accommodate a spread spectrum
link if the transmit spectrum were restricted by The link budgets in Table I show the required
additional filtering. In the full-connectivity power for a time transfer link operating in the
transponders, described below, the reserved capacity full-connectivity transponder. The transmitted
is in the form of two adjacent occasional-use power has been set to produce at least 54 dB-Hz to a
channels, providing a bandwidth of 6.345 MHz. The small K-band (1.8 m) station. This same power will
operating frequencies for the occasional use also be sufficient for use with a C-band 4.5 m
channels are listed in Appendix 2. antenna. These link budgets show both the uplink

and the downlink calculations for each of the four
Transponder Confieuratiot- full-connectivity transponders, West spot, East

spot, West hemi and East hemi. In the full-
Most of the Europe-North American IBS traffic is connectivity configuration, an uplink will produce

carried on the INTELSAT VA(F-13) located at 3070 different downlink powers in the four downlink
East. The following configurations of transponders beams, depending on the individual TWT
are currently available: characteristics and satellite antenna gains. The

bottom section recalculates what the spread spectrum
East K-band spot to 1,st K-band spot signal would look like at the largest earth stations
West K-band spot to East K-band spot using the transponder, standard C station K-band,

and standard A at C-band, on a spectrum analyzer.
East K-band spot to West C-band hemi This indicates what the interference potential of
West C-band hemi to East K-band spot such a carrier would be to other users operating

links in these transponders. Even to such large
West K-band spot to East C-band hemi stations, the spread spectrum operation appears as a
East C-band hemi to West K-band spot very low level carrier. At the most visible

location, a standard C-band receiving earth station
East K-band spot to West C-band hemi located in the West spot downlink, the received
West C-band hemi to East K-band spot noise floor will be increased by 6.4 dB.

West C-band zone to East C-band zone With the assumption of the use of 1.8 m K-band
East C-band zone to West C-band zone antennas and 4.5 m C-band antennas, the links can be

summarized as follows:
West C-band hemi to West C-band hemi
East C-band zone to East C-band zone
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Figure 1. INTELSAT VA(IBS) Interconnections from 3070 East
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Figure 2. INTELSAT VA(IBS) West Spot Coverage Figure 3. INTELSAT VA(IBS) East Spoc Coverage

from 3070 East from 307" East
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Table 1

Project: RITPER Modem Link
Actual Transponder Operating Values
TX u/S: ltd. C IR I: Std. C 1.8 a K-band 4.5 x C-band

SATILLITE & LOC. : INTKLSAT V-A(F-13) @ 307' VAST
TRANSP.: VS/KS lull-connectivity High Cain
Carrier Type: Tim Transfer Spread Spectrum
U/L CARR.. 131Q.(MHz): 14092.16 14092.16 6017.16 6017.16
D/L CARR.. IM3.Q(z): 12597.16 11797.16 3792.16 3792.16

Co-channel Interference X Value (IZSS-410 Table 1) 22 dB

Symbol Rate 2500.0 IObit/s
VS/VS ES/KS VHjVN I/EH

Transmit *.i.r.p. 54.9 45.6 46.0 45.9 dBW
Tracking error 0.5 0.5 0.5 0.5 dB
I3/L margin 0.0 0.0 0.0 0.0 dB
t1/L path lose 207.3 207.4 197.7 197.7 dl,
U/L asp. corr. 2.0 2.0 2.0 2.0 dB
Gain 1 s2  "4.4 "4.4 37.0 37.0 db/a

2

Operating flux b.c. -110.4 -119.8 -117.1 -117.2 dI/a
Sat. flux b.c. -73.6 -33.0 -80.3 -80.4 dl/m2
Input back-off -36.8 -36.8 -36.8 -36.8 dB
TWT 1/0 6.0 6.0 4.3 4.3 dB
output back-off -30.8 -30.8 -32.5 -32.5 dB
saturated e.i.r.p. b.c. 46.5 "4.6 32.4 33.0 dBV
D/L e.i.r.p. b.c. 15.7 13.8 -0.1 0.5 dBV
D/L e.1.r.p. beam edge 11.7 9.8 -4.1 -3.5 dBV

C/T & C/N CALCULATIONS:

Transmit e.i.r.p. 54.9 45.6 46.0 45.9 dBV
Tracking error 0.5 0.5 0.5 0.5 dl
U/L margin 0.0 0.0 0.0 0.0 dl
U/L path loss 207.3 207.4 197.7 197.7 dB
U/L asp. corr. 2.0 2.0 2.0 2.0 dB
Satellite C/T b.c. -1.9 0.5 -8.7 -8.7 dB/K
(C/T)., -156.8 -163.8 -162.9 -163.0 dIV/K

(C/T) interned -136.9 -138.8 -152.7 -152.1 dIV/K

D/L. e.i.r.p. at b.c. 15.7 13.8 -0.1 0.5 dBV
Tracking error 0.5 0.5 0.5 0.5 dl
D/L margin 0.0 0.0 0.0 0.0 dB
D/L path loss 205.7 206.5 195.8 196.5 dl
D/L asp. corr. 2.0 2.0 2.0 2.0 dl,
1/S C/I 21.0 21.0 22.7 22.7 dB/K
(C/I)ga -171.5 -174.2 -175.7 -175.8 dlV/K

(C/T) Dovnlink X-pol
& All -141.8 -141.8 -141.8 -141.8 dIV/K

(C/T)t link -171.7 -174.6 -176.0 -176.1 dBV/K
Boltzmann's const. -228.6 -228.6 -228.6 -228.6

dSV/Nz-K
C/N. link 56.9 54.0 52.6 52.5 dB/Hz
Allocated BV 3500.0 3500.0 3500.0 3500.0 k~z
Occupied IV 3000.0 3000.0 3000.0 3000.0 k~z
10 log IV 64.8 64.8 64.8 64.8 dB-Hz
C/N -7.8 -10.8 -12.1 -12.2 dB
Trans. rate 41/N. -7.1 -10.0 -11.3 -11.4 dl,
COIN. -7.1 -10.0 -11.3 -11.4 dB
Spectrum analyzer

(C.+N*)/N, 0.8 0.4 0.3 0.3 dB

Sam links as received at large Standard C and A earth stations

D/L e.i.r.p. at b.c. 15.7 13.8 -0.1 0.5 dBV
Tracking error 0.5 0.5 0.5 0.5 dl
D/L margin 0.0 0.0 0.0 0.0 dl
D/L path loss 205.7 206.5 195.8 196.5 dl
D/L. asp. corr. 2.0 2.0 2.0 2.0 dl
1/S C/I 37.0 37.0 35.0 35.0 dl/K
(C/I)d. -155.5 -158.2 -163.4 -163.5 dBV/K

(C/T) Dovnlink 1-pol
& ASI -141.8 -141.8 -141.8 -141.8 dBW/Y

(C/T), Link -159.3 -164.9 -166.4 -166.4 d&W/K
Boltzmann's conet. -228.6 -228.6 -228.6 -228.6

dBV/Hz -X
C/N. link 69.3 63.7 62.2 62.2 dI/Hz
Allocated BV 3500.0 3500.0 3500.0 3500.0 k~z
Occupied SW 3000.0 3000.0 3000.0 3000.0 k~z
10 log IV 64.8 64.8 64.8 64.8 dS-Hx
C/N 4.5 -1.0 -2.5 -2.6 dl

Trans. rate 41/N. 5.3 -0.2 -1.7 -1.8 dB
CIO5.3 -0.2 -1.7 -1.8 dl

Spectrum analyzer
(C,+N*)IN, 6.4 2.9 2.2 2.2 dB
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Uplink beam WS ES EH WH clearly be suitable. Links involving larger

stations will need even less transmitting power.

Antenna size 1.8 1.8 4.5 4.5 m
Hpa power 7.7 0.9 1.0 1.0 W Any earth station classed as a standard INTELSAT

Hpa power 8.9 -0.4 0.0 -0.1 dBW antenna must satisfy the sidelobe gain limit

Antenna gain 46.0 46.0 47.7 47.7 dBi described by the expression:

E.I.R.P. 54.9 45.6 47.7 47.6 dBW
G = 32 - 25 log 8,

Downlink beam WS ES WH WH
where G is the gain of the sidelobe envelope

Beam edge power 11.7 9.8 -4.1 -3.5 dBW relative to an isotropic antenna in the direction of

1 MHz lease 13.5 16.0 4.5 4.5 dBW the geostationary orbit and is expressed in dBi, and

2 MHz lease 16.5 19.5 7.5 7.5 dBW 0 is the angle in degrees from the axis of the main
lobe.

MITREX Modem Use
In addition antennas operating at C-band must use

The simplest way to use the MITREX modem on circular polarization with a voltage axial ratio

INTELSAT would be to identify a tariffed INTELNET that does not exceed 1.09. However C-band antennas

service that provides at least the necessary power with a diameter of 2.5 a or less are only required

and bandwidth. For regular PSK transmissions, the to have a voltage axial ratio of 1.3. To operate in

signal bandwidth at the -18 dB points is required to the IBS service a K-band antenna must have a minimum

be within the allocated bandwidth. As can be seen G/T ratio of 25 dB/K, qualifying as a standard El.

in the attached spectrum analyzer plot. Figure 4 At C-Band the G/T requirement is 22.7 dB/K and a

shows, the bandwidth of the MITREX modem is 3.5 MHz minimum transmitting gain of 47.7 dBi to qualify as

at the -18 dB point. The 6 dB bandwidth of the an Fl standard antenna.

MITREX modem output is 2 MHz. It is possible to
apply additional filtering to the spread spectrum Isglel i o

transwitted signal reducing its -18 dB bandwidth,
and thus the nominal tariff. However with the INTELSAT has always been willing to support

spread spectrum operation at such low levels, the - innovative uses of satellite technology by granting

18 dB bandwidth may not be appropriate for free use of space segment for tests and

tariffing. demonstrations. A request for free use must be
submitted through the national signatory for each
station involved. The technical approval process

RL 9.99 d8a for a test or demonstration has two parts:

ATTE 18/0
11.1 d8I IV, (1) Initially, the earth stations involved must

-- be approved. Small stations not having the minimum

SWEE TiM - - - G/T values (25 dB/K at K-band, 22.7 dB/K at C-Band)

1 s.. for IBS stations, would have to qualify under the
standard G specification.

(2) A transmission plan for the proposed

- - -_- experiment will have to be examined to see whether
. what is proposed will work with the resources

requested and, finally, whether the proposed_ - transmissions may cause harm to other users of the
---- -skwspace segment.

After approval, the carrier powers are set up in

-- -- - -- accordance with a test plan issued by INTELSAT and
the experiment will then proceed. At the conclusion
of the experiment, the participating Signatories are

obligated to submit to INTELSAT a test report on the
- ........ results. This report will be made available to any

interested INTELSAT members.

P H One objective of such an experiment should be an

'RB 18.0 klz 48B 388 Hz #ST 18.8 s evaluation of the c..patibility of such a service
with normal INTELSAT operations, with the view to
proposing a tariffed technical description of spread

Figure 4. MITREX Modem Output Spectrum spectrum time transfer. This could then be
submitted to the INTELSAT Board of Governors for

Earth Stations formal approval as a regular international service
with the resources allocated and the consequent

The earth station requirements to operate a time tariffs appropriate to the unique demands of spread

transfer link are quite modest. spectrum time transfer.

The attached link budgets assume the use of 1.8 m Alternatively, commercial service could start

K-band stations as a minimum size. This certainly immediately tinder the INTELNET service definition

Js not the absolute minimum, but it does represent a and tariffs. The occasional-use option would

useful compromise of physical size, link power probably satisfy the requirements for periodic

requirements, and sidelobe performance. Therefore a coordination links between various national standard

station equipped with a solid state amplifier would labs.
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Appendix I Ireland Mr. James Campoin
Marketing Manager
Telecom Eireann

INTELSAT Operations St. Stephens Green West
Reresentatives Dublin 2, Ireland

Tel. 1 714444
Tlx. 91119
Mr. Louie Garvy Tel. 17-14444 ext

2286
Canada Mr. M. Stephens

Teleglobe Canada Italy Dr. Luigi Ruspantini
680 Sherbrooke St West Telespazio
Montreal, Quebec, H3A 2S4 Via Alberto Bergamini 50
CANADA 00159 Rome, ITALY
Tel. 514-289-7584 Tel. 498-2355
TIx. 9224 Tlx. 610654
Ms. G. Pazos 514-289-7771

The Netherlands
Denmark Mr. Max Albertson Mr. Peter Essors

Telecom Denmark PTT Telecommunicatie
Traffic Division Directorate for Infrastructure (DIS)
Telegrade 2 Prinses Beatrixlaan 9
DK-2630 TASTRUP P.O. Box 30000
DENMARK 2500 CA The Hague
Tel. 45-2-529111 ext 2320 The Netherlands
Tlx. 22999 TELCOM DK Tel. 70434725

Tlx. 32482 DIS NL
France Mr. J. Meunier

France Telecom - D.T.R.E. Norway Mr. Claus Svendsen
246 rue de Bercy Norwegian Telecommunications Admin
75584 Paris, FRANCE P0 Box 6701, St. Olavs Plass
Tel. 1-43426275 N-0130 Oslo 1, NORWAY
Tlx. 670372 Tel. 70434725

Tlx. 71203 Gentel N
Finland Mr. Rolf Backman

General Directorate of P&T Portugal Mr. Eliseu Crespo
Radio Department Companhia Portuguesa Radio Marconi
International Section Praca Marques Pombal, 15-4
Box 526 P.O. Box 2778
SF-0001 Helsinki, FINLAND 1119 Lisbon Codex, Portugal
Tel. 0-7042283 Tel. 534191
Tlx. 123434 Tlx. 12384

Germany Mr. A. Binzer
Referat S15
FTZ Darmstadt, GERMANY
Tel. 6151-833459 Spain Mr. J. Lorente
Tlx. 419201 TELEFONICA
Hr. Eckstorff 6151-83-2382 Plaza de Espana 4, Pta. 3 - 7th Floor

Madrid 28008, Spain
Greece Mr. S. Kontoleon Tel. 1 241 9380

Hellenic Telecom. Org. (OTE) Tlx. 47793
International Comm. Dept Mr. A. Martin 1-522-2936
15 Stadiou Street
Athens 124. GREECE Sweden Barbro Svensson
Tel. 322-0899 Televerket
Tlx. 219797 S-123 86 Farsta

SWEDEN
Iceland Mr. Olafur Tomasson Tel. 8-713-1568

General Directorate of Posts and Tlx. 14970 GENTEL S
Telecommunications
P.O. Box 270 Switzerland Mr. P. Breu
IS-121 Reykjavik, Iceland General Directorate PTT
Tel. 1-26000 Radio and Television Main Division
Tlx. 2000 GENTEL IS Satellite Communications Branch

Speichergasse 6
CH-3030 Berne, Switzerland
Tel. 31-623756
Tlh. 911025
Mr. P. Chablais 31-622533
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United Kingdom
Mr. M. Seymour
British relecom, PLC
Landsec House Room 407
23 New Fetter Lane
London EC4A 1AE, England
Tel. 1-492-3166
TIx. 883739
Mr. Mike Perry 1-492-2253

United States
Mr. Calvin Harriott
Communications Satellite Corp.
9-0 L. Enfant Plaza S.W.
Washington D.C. 20024
Tel. 202-863-6427
Tlx. 892688

INTELSAT Mr. Laster Veenstra
INTELSAT
3400 International Drive, N.W.
Washington, D.C. 20008
Tel. 202-944-7090
Tlx. 64290

Aooendix 2.

Occasional-Use Frequencies

Transponder Configuration Uplink Downlink

11/11 WH/WH 5933.7700 3708.7700
41/41 WZ/WZ 5930.5975 3705.5975
41/41 WZ/WZ 5933.7700 3708.7700
51/51 EZ/EZ 5930.5975 3705.5975
51/51 EZ/EZ 5933.7700 3708.7700
42/52 WZ/EZ 6015.5750 3790.5750
52/42 EZ/WZ 6015.5750 3790.5750
43/53 WZ/EZ 6095.5975 3870.5975
53/43 EZ/WZ 6095.5975 3870.5975
13/173 WH/ES 6106.9825 12686.9825
73/13 ES/WH 14176.0425 3876.0425
23/163 EH/WS 6095.5975 11875.5975
63/23 WS/EH 14169.0000 3869.0000
61/171 WS/ES 14058.0000 12563.0000
71/161 ES/WS
12/22/62/72/162/172 Full Connectivity

6017.16 3792.16
14092.16 11797.16 (WS)

12597.16 (ES)
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IMPACT OF ATMOSPHERIC NON-RECIPROCITY ON SATELLITE TWO-WAY
TIME TRANSFERS

J. Jespersen
Time and Frequency Division

National Institute of Standards and Technology
Boulder, CO 80303

Abstract Another, less used scheme, entails averaging
several signals, referenced to the same clock and

In the two-way time transfer method no knowledge broadcast simultaneously from the same location.
is necessary concerning the locations of the slave Thus one could, for example, average WWV time
and the master clock stations relative to the signals on several different carrier frequencies at
satellite nor does one need any knowledge of the the same time. However, even in the best case,
atmospheric delay. In this method, signals are these schemes do not produce immediate results and
exchanged back and forth, via a satellite often require considerable bookkeeping. Ultimately,
transponder, between the master and slave stations. path delay variations with periods of a year or more
Because of the two-way signal exchanges the path make the averaging approach impractical.
delay cancels out in the relevant calculations
leaving only the difference in the clock readings at Fortunately, the introduction of atomic frequency
the master and slave stations. (This statement standards in the 50's was accompanied by the
assumes that all cable delays and other associated communications revolution--arriving with the launch
equipment delays are known and accounted for in the of the first artificial earth satellite. With
calculations.) However, the cancelling of path communication satellites one could relay information
delay is critically dependant on the assumption that reliably at high rates over intercontinental
the signal path delay from master to satellite to distances. The high rates were a consequence of the
slave is equal to the delay from slave to satellite satellites' broadband communication channels and the
to master--that is, the paths are reciprocal, reliability was due both to the technical excellence

In actual practice this is hardly ever the cabe. of satellite technology and to the frequencies at
Generally speaking the uplink signal frequencies to which the satellites operated. Whereas normal,
the satellite from both master and slave to the long-distance-terrestrial-communication systems
satellite differ from the downlink frequencies from operate at frequencies which are low enough to
the satellite to the master and slave stations so reflect radio signals between the earth and the
that the reciprocity assumption does not hold over ionosphere, communication satellites operate at
the ionospheric portion of the path. Thus one must frequenci's high enough for their signals to easily
make calculations to see if the lack of reciprocity penetrate the ionosphere. That is, satellite
is significant in comparison to the degree of timing signals pass through the ionosphere little affected
accuracy required. It is possible, under some by the ionospheric irregularities that afflict
circumstances to measure the degree of non- signals propagated around the world by the
reciprocity directly. This is because the signals ionosphere.
relayed by the satellite are generally available at
both the slave and master stations simultaneously. The nearly vacuum line-of-sight path stability

coupled with the large channel bandwidths was just
Introduction what the timing community needed to greatly improve

clock comparisons over great distances. The latter
The continuing improvement in frequency standards, supported the transmission of very narrow pulses (or

and consequently clocks, creates a parallel need to more recently their sophisticated cousins--spread
perfect the means for comparing these devices at spectrum signals) thus insuring that time-of-arrivl
numerous locations throughout the world. In the measurements could be made with great precision and
past, as now, electromagnetic signals are the the former insured that path delay variations did
mainstay for these comparisons, not mask the phase variations inherent in the

clocks--the phenomena we want to study.
In the first few decades of this century, clock

stability was not better than path stability--the The first satellite clock comparisons were carried
variation in arrival time--of radio signals, so out in the early 1960's with the Telstar
that, for all practical purposes, remotely located communication satellite followed by numerous
clocks could be compared with little or no loss due comparisons in the ensuing years. However due to
to signal path delay instability. However, with the the expense and the complexity, both political and
introduction of atomic frequency standards in the technical, of carrying out these time transfers no
1950's, radio signals propagated over long distances routine comparisons were established. It is only
through the ionosphere no longer had sufficient path today that we are beginning to see the development
stability to permit unimpaired clock comparisons, of routine comparisons over communication satellites
To some extent these problems were reduced by as a result of the availability of both more
averaging out path instabilities--the averaging wa3 economical ground equipment and modest channel
usually achieved by integrating a signal for long costs. With this greater availability two-way
periods of time--often weeks and even months, satellite time comparisons are now reaching a mature
Loran-C and VLF navigation signal7 -sed in timing stage where many factors, once essentially ignored,
were and still are, treated in this way. are now being scrutinized at a level not deemed

necessary in the past. In this paper I shall focus
on one of these factors--the reciprocity, or non-

Contribution of the U.S. Government; not subject to reciprocity--of atmospheric path delay through the
copyright, atmosphere.
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gron L = I0-8 f N(z)dz.
path

Most communication satellites are in orbits well
above the ionosphere so a signal from earth to Thus the problem of evaluating non-reciprocity in
satellite and return travels through the bulk of the the neutral atmosphere reduces to knowing--
ionized medium surrounding the earth as well as, of experimentally, theoretically or some combination
course, the lower neutral atmosphere lying between thereof--appropriate expressions for n (or
the surface of the earth and the bottom of the equivalently for N, the refractivity).
ionosphere, near 60 kilometers.

An often used empirical expression for N in the
Several things impact signals in both the neutral neutral atmosphere at radio frequencies is

end ionized regioni. First, there are large scale
structures which lead to (1) changes in the P0  Pv Pv
propagation velocity and (2) rotation of the plane N = 7790 - - 6480 - + 377 x 101 -T , (2)

of polarization of the radio signal. Second, the
signal may be partially or completely absorbed by which is sometimes referred to at the Smith-
various mechanisms in the intervening media, and Weintraub Equation (1). Here T is the temperature
finally the signals may be scattered by small scale in Kelvins, E the partial pressure of dry air, and
turbulent structures in the media leading to what is nv the partial pressure of r als.
usually termed scintillation. In this paper I shall (1 the partial pressure of water vapor in pastels.(1 millibar =~ 100 newtons per square meter = 10
center on the first effect. pascals; I atmosphere = 1013 millibars).

Phase Delay The first two terms are related to the
In the general case, a signal propagating througn displacement polarizations (due to the electric

the atmosphere will be both absorbed and delayed field of the penetrating signal) of the gdseous
the atmollsheretill, bens asoland ed. constituents in the air and the third term is due to
As an illustration, consider a plane wave the permanent dipole moment of water vapor.
represented by the equation Equation (2) is accurate to less than 1% at

( frequencies below 100 GHz.E(z't) = Eoe J (kfx' 2wvt ) I

Here k is the propagation constant 2ffv/c in free What concerns us here is the form of Eq. (2.)
space, c is the speed o light, v the signal First we notice that it is dependent on the partial

frequency, and E. the field amplitude. n is the pressures of water vapor and the gaseous

complex refractive index equal to nR + jnl. When constituents of air and the temperature. More
coemex aryparto e refractive index i s Wimportant we notice that there is no dependence onthe imaginary part of the refractive index is thne frequency.

negative, the medium is dissipative and the wave

decays exponentially. It is usual to deline the In general, ref 12], the up and down frequencies
power absorption coefficient as in two-way time transfers are not the same and

4nw therefore a frequency dependent term in the Smith-
a = -- • Weintraub would introduce non-reciprocity. That is,

the excess path, L, the length in the two directions
In the atmosphere the propagation constant is would not be the same and thus not cancel out.

Happily, this is not the case.
2nw 2xv

knR = - V, Before we leave the subject of reciprocity In the
neutral atmosphere, it is useful to consider the

where n = nX and v is the phase velocity, C/AR . As situation a little more carefully since, strictly
a rule of the thun& the phase velocity is about 0.03 speaking, N does depend, if ever so slightly, on
percent less than c in the lower neutral atmosphere frequency.

Here we are concerned primarily with how much At radio frequencies the refractivity due to water
extra time At--more accurately the extra phase path vapor in the neutral atmosphere is about 20 times
time, as we shall discuss in more detail later--it greater than it is in the near infrared1 or optical
takes the signal defined by Equation (1) to tra-el regions--certainly a frequency-dependent effect. At
through a medium with refractive index n as compared first glance this r3sult may seem strange until we
to the time it takes to travel through free space. consider the underlying mechanisms leading to the
In other words we want to evaluate the quantity Smith-Weintraub EquaUin.

1
At = - f (nR-I)dz. If we look at the resonant spectrum of the gases

path making up the neutral atmosphere we find that there

are a great many lines at fraquencies well above 10
Reciorocity in the Lower Neutral Atmosohere GHz where most satellite two-way time tvansfers are

made today. Figure I sehematically shows one such

Since (n -1) in the neutral atmosphere is a very line. The iigure shows that the tail of the real
small number it is common to introduce the part of the reZractive index approaches 1 as v
refractivity N defined by approaches - but does not quite read' 1 as v

approaches 0. In other words all the spectral lines
N = 108(nR-1). above the range of frequencies involved in the time

transfer contribute to the refractive index as
With this definition we may write the excess path illustrated schematically in Fig 2. Here we see
length, L, as the tails of many lines adding together t, produie

the refractive indnx at the frequencies of interest.

Thus, strictly speaking N does have a frequency

dependence at radio frequencies.
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of AbsoxRtion in the Tronosnhere

For all practical purposes atmospheric absorption

06 of electromagnetic signals in the neutral atmosphere
can be ignored unless broadcasting signals in or
very near an absorption line--an unlikely situation.

04- However, for the sake of completeness we shall
consider such a possibility

l Io
X O 1 Absorption itself will, of course, not lead to

-2- non-reciprocity. However it may lea' to the
.... "appearance of non-reciprocity.

I " Consider a pulse whose initial shape, shown in

- -- Fig. 3, propagates through some absorbing medium

-02- 
where the absorption is frequency dependent. In
this case it will emerge altered in shape as the
figure shows. We will assume that the time

-04-- l I I I reference point on the transmitted pulse, before
200 M0 210 2'S 220 225 230 235 240 245 absorption, is at the half power point also shown in

FREQUENCY(GHO) the figure. The question is, "After the pulse has
been distorted due to absorption, how does one

Fig. 1 Refractive index variation of water vapor determine the location of the time reference point
line with frequency. on the received pulse?"

haf power point

pulse
absorbing medium

A B

FREQUEKY earth
Fig. 2 L;w frequency refractive index variation due

to summation of tails of higher frequency Fig. 3 Pulse distortion due to absorption.
lines.

There is no easy answer to this question.
How important is this dependence for present-day, However, whatever method is chosen to define the

two-way time transfers? The answer is that the time reference point at one receiver, the same
dependence produces a non-reciprocity that is well procedure must be used at the other receiver. If
below the noise floor, about 0.5 ns, in present two- different criteria are used then we will have the
way exchanges. However, we can imagine appearance of non-reciprocity.
circumstances where the effect is not negligible.

In the next section, when we consider radio
Under normal atmosphere conditions a signal signals propagated through the ionosphere, I shall

propagated at 10 GHz to a satellite directly pick up this topic again.
overhead encounters an extra delay of about 8 ns due
to the gaseous part of the atmosphere and about 1 ns Recigrocity in the Ionosohere
more due to water vapor. An optical signal taking
the same path undergoes essentially the same 8 ns Ax )& the neutral atmosphere, reciprocity, or the
delay due to the atmospheric gases but only about lacl thereof, in the ionosphere depends on the form
0.05 ns due to the water vapor. (This difference is of zhe refractive index for an ionized medium
largely due to the fact that there aren't a large ii.. sdded in a magnetic field.
number of water vapor line tails adding together to
affect the refractive index at optical frequencies.) Befo-e giving the appropriate expression for the
In other words, assuming that the Smith-Weintraub refractive index in the ionosphere let's consider
Equation holds at optical frequencies leads to an the important underlying phenomena for a moment.
error of about 1 nanosecond for propagation in the
direction of the zenith. At 5 degrees elevation As an electromagnetic signal propagates through
angle the error increases to about 10 ns. the ionosphere the electrons in the ionosphere "see"

the signal's fluctuating electric field and will
Thus, two-way time transfers involving both thus move in some manner under the signal's

optical and microwave signals could involve non- influence. In addition, the detailed orbits of the
reciprocities near and above the 0.5 ns noise floors electrons are constrained by the magnitude and
of present-day, two-way exchanges. Although I know configuration of the earth's magnetic field.
of no such recent exchanges or any planned for the
future, it is a point to keep in mind. That this is indeed the case is demonstrated by

the Appleton formula
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x
= - ionosphere by substituting the Appleton formula in

l-iZ-[Y,/2(1-X-iZ] ± J[Y4/4(1-X-iZ] + Y the above expression.

However, before we do this we may simplify the

for the square of the refractive index p in the Appleton formula because in the gigahertz frequency
ionosphere. range collisions between the electrons and the other

atmospheric constituents can be ignored. With this
The term Z is proportional to the collision simplification and after some manipulation we obtain
frequency between the electrons and the other for the Appleton group refractive index
particles, YL is the magnitude of the earth's
magnetic field in the direction of propagation of 2
the signal, the longitudinal component, YT is the = A + 2(1-X)-Yz-Y4-4Y (1-Xz)

magnitude of the earth's magnetic field transverse
to the signal direction, and X is proportional to i-z_X2 + Ij-A2

the ratio of electron density, N., to the square of yI+4y (1_X)2
the signal frequency, v.

One thing we notice immediately, in contrast to
the Smith-Weintraub expression, for the radio wave As before we see that all terms involving the
refractive index in the neutral atmosphere, is that magnetic field are raised to even powers, so 180*
the refractive index in the ionosphere is frequency changes in the direction of signal propagation do
dependent. In fact it varies with the reciprocal of not effect the group refractive index and thus there
the frequency squared. Thus, any two-way system are no non-reciprocity effects involving magnetic
operating with different up and downlink frequencies fields.
will not have reciprocity. Whether this is
important or not depends on the desired accuracy of In summary, then, in the ionosphere a magnetic
the time comparison. I shall return to this point field does not introduce a reciprocity problem, but
later. frequency does.

The other thing we notice in the refractive index As a final remark in this section recall that we
formula is that it contains terms involving the calculated the delay, L, in the neutral atmosphere
longitudinal and transverse components of the using the appropriate expression for the phase
earth's magnetic field. Here is a possible source refractive index whereas in thr ionosphere we need
of non-reciprocity. However, looking more closely, to use the group refractive index. The reason we
we see that all terms involving the magnetic field use the phase refractive index in the neutral
are even powers of the longitudinal and transverse atmosphere and not the group refractive index is
components so that a reversal in propagation that in the neutral atmosphere the phase refractive
direction does not alter the value of the refractive index is not frequency dependent. In other words,
index. That is, the earth's magnetic field does not the phase refractive index and the group refractive
introduce any non-reciprocity. index are identical in the neutral atmosphere.

The GrouR Refractive Index lonosoheric Non-Reciprocity at 14.300 and 12.007 GHz

As we have seen, the refractive index in the The NIST-USNO two way satellite time transfer
ionosphere is frequency dependent. Because of this system ref [2] operates at 14.300 GHz on the uplink
we must reconsider our notion of signal delay, L, as and 12.007 GHz on the downlink. This section
we defined it earlier. presents some results indicating the magnitude of

the ionospheric non-reciprocity we can expect at
Any finite duration signal can be decomposed into these frequencies.

a packet of constituent signals with different
frequencies- the well known Fourier decomposition. In the gigahertz frequency range we can further
When the refractive index varies with frequency-- simplify the Appleton formula to obtain
when we have a dispersive medium--each Fourier
component travels with a different phase velocity, = _II KINBcosO
vp. In a dispersive medium we are interested in the V

2  
V
j

speed with which the envelope of this group of
Fourier components travels--not the speed of each 1 1
individual component. Also, from a physical point - 2K3 1 + KAIKB2(l - - sin2G)] +
of view, the speed of the envelope, the groN( 2 9 .

velocity, v., is the speed with 
which the signal

energy travels.

Here IN is the total integrated electron density
It is easy to show that the envelope travels with along the propagation path, 8 is the angle between

group velocity (3) the signal direction and the earth's magnetic field
v. = 2ndv/dk. B, the K's are constants whose values depend on theunits employed, and v is signal frequency. As the

equation shows the magnetic field contribution
Since the group refractive index is scales as the third and higher order powers of thed

= c/v, = (c/2x)dk/dp = (v), inverse signal frequency so that we may neglect the
magnetic field terms for the analysis that follows.

wQ can find the group refractive index for the In these calculations we assume that the total

integrated eleztron content in a vertical column is
I x 1018 electrons per meter squared. This is a
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large value, although near sunspot maximum, not an 
.N kiaq - 6. Gk bug

unheard of value. 14.65

&t angles of propagation other than the zenith
direction the path delay through the neutral .1.

atmosphore increases approximately as a

( csc((E2 + 20.32)j, )
a 9.65

where E is the elevation angle in degrees. c
0

Using this approximation Fig. 4 shows the residual A
non-reciprocity for up and downlink frequencies of a 7.15

14.300 and 12.007 respectively. As the figure
shows, at low elevation angles, the non-reciprocity
approaches the noise floor of the present two-way 4.65 , I I
exchanges. However, if history is a reliable guide, 5.99 19.9 33.N 47.N 61.0 75.0
the noise floor with better techniques will continue
to diminish and finally be of the same magnitude or elevation degres
less than the residual non-reciprocity. Fig. . Path dlay non-reciprocity for 4.00-6.00 GHz

link corresponding to extreme total
integrated electron content.

12.897 O? kla - 14.38 Qk Dlav

1.965 Measuring the Non-Recinrocity

More often than not in two-way time exchanges the
up and downlinks frequencies are not under the

* .815 control of the participants in the exchange but are
a determined by available satellites. Thus, there may

o be ocassions where non-reciprocity effects are not
a below the noise floor of the measurement--as the
* .565 discussion of C Band communication satellites in the
C previous section shows. In a more extreme case one
o link might be in the VHF range and the other in the

d microwave region.
* .315

Under some circumstances it may be possible to
measure the ionospheric path delay if the signals
relayed by the satellite can also be received at the

t Nsites initiating the signals. The idea explorod

5.6 19.61 33.N9 47.89 61.89 75.0 here is a variation on the two frequency scheme
developed for measuring the ionospheric delay for

alevationdoren the Global Positioning Systems (GPS) signals.

Fig. 4 Path delay non-reciprocity for 12.007-14.300 Consider the situation shown in Fig. 6. As we
GHz link corresponding to extreme total have seen the group velocity in the ionosphere is
integrated electron content. frequency dependent so that the extra delay due to

Of more immediate interest is the fact that many the ionosphere at frequency, Y, is of the form

communications satellites operate iii the C Band KIN
where the uplink frequency is 6 GHz and the downlink T =
frequency 4 GHz. Figure 5 shows the non-
reciprocity variation with an elevation angle that
we would expect with this pair of frequencies. We where K is a constant depending on the units and IN,
have again assumed a total electron content as before, is the total integrated electron content

corresponding to daytime maximum sunspot number. along the path from A to the satellite.

Here we see that the non-reciprocity is well above Consider two signals at v, and P2 traveling to the
the measurement noise floor even at high elevation satellite from location A and then transponded back
angles. Under more normal circumstances we would to A at frequencies i3 and Y4 . If, on the uplink,
expect all the y axis values in this figure to be two pulses are transmitted (simultaneously, one on
reduced by about one order of magnitude. But even the carrier at Yi and the other on the carrier at
then we are still above the measurement noise floor V2 ), from A, they will arrive at the satellite
at low elevation angles and approach the noise floor separated in time by an amount,
as the path direction approaches the zenith. AT I = KIN 1 1 1 I

These results suggest that non-reciprocity should L 1  Li2

be scrutinized when communications satellites

operating at C Band are used in two-way time

exchanges. In the next section I suggest a

procedure that might be applied to correct for

ionospheric delay in circumstances where it cannot

be ignored.
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'Satellite  sunspot maximum conditions Fig. 7 shows the total
differential delay, AT2, we would expect to find for
elevation angles ranging from 5 to 45". These
results suggest that, with care, we can measure the
total integrated electron content for C-Band
transponders in circumstances where it is important.

Nasarig Totl Electron Content

A .5565

L2  N .4M6
L3 :

I V 4  0

: .505
time - C

o

Fig. 6 Schematic representation of pulse delay
spreading on transponder up and downlinks to .2505
the same location.

These same two pulses transponded back on the .15 ,
downlink signals at frequencies a and v will
arrive back at A separated by an amount. 5.W 13.W 21.16 29.6 3.M 45.6

Ilunatlce Dereea

AT=AT+I [- " -
]

Fig. 7 Variation of pulse delay spreading, AT 2 , with

elevation angle of the satellite. The figure
corresponds to extreme total integrated
electron content for up and downlinks of 6.00

which we can rewrite in the form and 4.00 GHz respectively.

Absoretion in the Ionosohere

As stated earlier, absorption in the ionosphere is
produced by free electrons colliding with neutral

AT2 = KIN [ - - 1 - - ]. particles. At gigahertz frequencies we have been
VT P M2 - - -considering absorption effects may be ignored.

1  3  L However, for the sake of completeness I shall

mention one circumstance under which absorption can
be a problem.

Then solving for the total integrated electron The problem arises in connection with two-way
content, IN, we have exchanges involving low frequency signals propagated

AT2  over long paths by the ionosphere.
K [- 1 1 At frequencies of 10 kHz and lower, where the

M2 v2 M2 v2 wavelength is 30 km and longer, the actual orbits of

the electrons as they collide with neutral particles
Now, knowing the total electron content we can becomes important in computing absorption. Detailed
determine the ionospheric signal path delay at any analysis shows that the electron orbits have a
frequency we desire. smaller radius in one direction of propagation than

they do in the reversed direction. The net effect
In a practical case the two uplink signals at is that for one direction there is more absorption

frequencies Yj and P2 could be at the upper and of the wave than there is in the other. The effect
lower frequency limits of the uplink transponder and is most pronounced for east-west propagation paths
similarly P3 and v, could be at the upper and louer where the absorption is greater for signals
frequency limits of the downlink transponder. Of propagated to the west than it is to the east.
course, whether this scheme would work in practice
depends on a number of factors including the Here again we can have the kind of problem
transponder characteristics and the satellite mentioned earlier in the section on absorption in
transmitted power. the troposphere. That is when the pulse shape is

altered due to absorption we can no longer be sure
As a practical illustration of the method where the time reference point is. The problem is

discussed here consider a C Band communication compounded for low frequency waves reflected to
satellite operating on 4 and 6 GHz. Typically, the earth by the ionosphere because now the absorption
transponder bandwidth on these satellites is 30 MHz depends on the direction of propagation. Now not
so we shall assume this figure for the frequency only are the pulse shapes altered by absorption but
separation between v, and V2 on the uplink and Y3 they a-e altered in different ways depending on the
and v4 on the downlink. Again, under daytime, direction of propagation, thus magnifying the

problem of identifying the time reference point on
the received wave.

191



Conclusions and Summary

For present two-way satellite time transfer
systems operating in the 12.00-14.00 GHz frequency
range, propagation non-reciprocity is not ordinarily
a problem. Sample calculations show that under
typical conditions non-reciprocity effects are about
an order of magnitude below the 0.5 ns noise floor
of current systems. However, at low elevation
angles when the integrated electron density is
unusually high, daytime sunspot maximum conditions
for example, non-reciprocity begins to approach the
two-way noise floor.

For two-way satellite time transfers in the 4.00-
6.00 GHz region (C-Band), path non-reciprocity
cannot be ignored when the electron content is
unusually high at any elevation angle and can be a
problem at low elevation angles even under normal
conditions.

Under certain circumstances it may possible to
correct for ionospheric non-reciprocities using a
system analogous to the CPS procedure for correcting
for ionospheric delay.
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Abstract Although SBS-3 is geostationary, there is some
nearly linear motion which can amount to a few

NIST and USNO began making two-way sat llite nanoseconds per second during the measurement run.
time transfers on August 12, 1987. The time The second-by-second comparison has proved co be a
transfers are made using the SBS-3 satellite and cleaner and simpler method of data reduction than
take place three times per week. The paper regression analysis,
describes the equipment used to make the transfers,
the data reduction procedures, and the results Equioment
obtained.

The equipment used at NIST and USNO operates inIntroduction the Ku-band. The configuration at each location is
the same except that NIST has a 6.1 m dish withSeveral two-way time transfer experiments using remote positioning cipability and USNO has a 4.5 m

geostationary satellites have been done over the dish with a fixed mount. Figure 1 shows a diagram
years (1]. Recent studies of the phase stability of of the principal earth station components.
satellite loop tests using present-day equipment Reference 2 contains a description of the earth
have sho- that equipment-delay reproducibility over station equipment at NIST. The earth station
two weeks was I ns [2]. Using this same equipment, opbrates at an uplink (transmitting) frequency of
NIST and USNO have been making routine two-way 14.317 GHz and downlink (receiving) frequency of
satellite time transfers since August of 1987. 12.007 GHz on SBS-3, ':ansponder 7 lower, which is

in geostationary orbit at 9S'W.
During the two-way time transfer, NIST and USNO

simultaneously transmit and receive two spread-
spectrum signals. Both signals are initiated by a 1
pps clock signal that represents UTC(NIST) and
UTC(USNO) respectively. The time difference between
the local transmitted 1 pps and the received 1 pps
from the other station is measured and recorded at A
each site for a 300 s (5 min) interval. The time
differences for each I pps epoch are recorded at
both sites and stored on a central computer at USNO. M TR
These data are then aligned for matching epochs,, and
the difference between the two values is obtained W -4
and then divided by 2. The resulting data show a
second-by-second comparison between NIST and USNO.

The mean and standard deviation are also af.a
sume

computed for each 300 a measurement run to obtain a
single estimate of the time scale difference.
Regression analysis shows no discernible slope above
the residual white noise, and tests of the residuals
show that they follow white noise behavior. Fig. 1. Earth station equipment.

The internal signal delay in each spread- The 1 pps signal is transmitted from each earth
spectrum modem (one at NIST and one at USNO) is station and received by the other earth station by
measured and recorded before starting each means of a spread-spectrum modem that operates at 70
measurement run. These delays are subtracted from MHz [3]. Since orthogonal spread-spectrum code
the average raw time comparison to obtain an sequences are used, the simultaneous transmissions
uncalibrated final comparison. Plots of these do not interfere with each other.
results are presented in this paper. A full
calibration requires subtracting the earth stations' Data Acuisition and Analysis
differential time delays, which has not yet been
measured, and subtracting the Sagnac effect. Satellite time on SBS-3 is scheduled tor 30 min on

Monday, Wednesday, and Friday mornings beginning atData reduction was originally done using 10:30 am eastern time. Raw data are the time
regression analysis. The regression coefficients differences between a local clock's 1 pps signal and
were exchanged and the modem delays subtracted to the 1 pps signal received from the other station and
obtain an uncalibrated final comparison. However, demodulated by the spread-spectrum modem (see fig.
this method was sensitive to satellite motion. 2). The once-per-second time interval counter

readings at MIST and USNO are respectively
Contribution of the U.S. Government; not subject to

copyright.
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This equation is the basis for the data reduction

N T -for the time transfers between NIST and USNO. It

contains the raw counter readings, the cable and
modem delays (calibration delay), and the
nonreciprocal equipment and Sagnac effect R(l) for
this specific communications link. Taking one-half
the raw counter readings between NIST and USNO
relates directly to the difference of the time
scales. The calibration delay (difference of the

UTC(NIUT UTC(U9NO modem delays) remains constant within ±100 ps for a

TM / W. 30 min interval and therefore is essentially a
constant during the time transfer. R(1) is unknown

but will be determined by using a mobile earth
OW .F' Mv TJM station and by calculating the Sagnac effect.

Td us f ot- Several auditional stations will participate in

twi-way satellite time transfers in the future.
Comparisons will be performad between two locations

Fig. 2. Each spread-spectrum modem transmits a I at a time designated as the I
th two-wAy link. With

pps signal(Tx) to the other earth regard to the raw difference data, a generalized

station location via SBS-3. The Tx expression for an I
t
h link involving locations "A"

signal is slightly delayed from the and "B" is
external 1 pps (UTC(NIST) and UTC(USNO)) TIk(A)-TIk(B)
by 6Tx. Mk(I) = 2 (9)

TI(NIST) = Tx(NIST)-[Tx(USNO) + UpC(USNO) + Although this paper discusses only ene link (USNO-

Sat.path(EW) + DnC(NIST)] (1) NIST), this generalization is useful for future
referenc3. We refer to the raw difference data
between NIST and USNO as

TI(USNO) = Tx(USNO)-[Tx(NIST) + UpC(NIST) + TIk(NIST) - TIk(USNO)
Sat.path(WE) + DnC(USNO)] (2) Mk(1) = 2 (10)

where "Tx" is the I pps signal as sampled on the
front panel of the modem, "UpC" and "DnC" are the or one-half the kth difference of the time interval

upconverter and downconverter equipment delays at counters at NIST and USNO. The designation "1" for

either NIST or USNO, and "Sat.path" is the signal Mk refers to the USNO-NIST link. Five minutes worth

path up to, through, and down from the satellite of data (300 readings) are collected at a time. The

going from East to West (EW) or West to East (WE). time-interval counter readings at both USNO and NIST

Sat.path includes a nonreciprocal delay due to the are stored by PC-type computers. A large computer

rotating satellite-earth system (the Sagnac effect), at USNO is used for data preparation, archiving, and

Subtracting equations and rearranging, we obtain retrieval. Preparation consists of obtaining the
computer files by telephone modems, aligning the

TI(NIST)-TI(USNO) = 2Tx(NIST) - data so that 1 pps epochs match from each station,

2Tx(USNO) + 2R(l) (3) and computing each 1 s difference and dividing by 2
(computing Mk(l)). The spread-spectrum modem

where 2R(1) = [UpC(NIST)-DnC(NIST)I - (UpC(USNO) calibration delay is also part of the file and is

- DnC(USNO)j - (Sat.path(EW) archived in a separate file at USNO. Both USNO and

- Sat.path(WE)]. (4) NIST can retrieve the data from the USNO computer.

Thus, Typical I s phase stability oy(1s) is between 3
and 20 x 10-10, with C/N0 between 65 and 55 dB-Hz at

Tx(NIST)-Tx(USNO) = 4[TI(NIST)-TI(USNO)] - R(1). both USNO and NIST. The range of signal levels
(5) encountered is dependent on weather and antenna

conditions, shared satellite traffic, and antenna

The designation "I" for R refers to the NIST-USNO pointing error. C/N0 (carrier-to-noise density

link. There is a combined cable delay and internal ratio) is a general figure of merit parameter used

modem delay between the local clock and "Tx," the 1 by the satellite communications industry to describe

pps signal actually transmitted by the modem. We a link 14).

shall denote this delay as STx, where rigure 3 shows typical plots of the second-to-

T(NIST) = UTC(NIST) - Tx(NIST) (6) 300

and 6Tx(USNO) = UTC(USNO) - Tx(USNO). (7) 
1k=1

Combining these equations into Eq. 5 and Spectral analysis of this kind of data shows that

rearranging, we obtain the power spectrum In consistently white over the
range of frequencies between 1/2T, or 1.67 mHz, and

UTC(NIST)-UTC(USNO) = 4[TI(NIST)-TI(USNO)) - 1/2t, or 1/2 Hz (the Nyquist frequency), where T is

(6Tx(USNO)-6Tx(NIST)I-R(1). the entire measurement duration (here, 300 s) and t

(8) is the minimum sampling interval (here, 1 s).
Figure 4 shows a plot of a power spectrum on log-log
scale taken from typical data. The method of
spectral analysis is a direct, or non-parametric
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02/19/88 NBS/USNO spectrum estimate ol Fig. 4 is noisy (as noisy as
10 the original data), the distribution of power over

frequency f is fairly constant.

The simple mean of M k(1) is used as the value of
the raw time comparison. The level of the spectrum
is an estimate (although biased, as explained in the
preceding paragraph) of the variance of Mk(l), and
its square-root is the standard deviation with
respect to the mean. The standard deviation is the

X_-- measurement precision. For every scheduled
transfer, it is simpler to compute the classical
standard deviation of the mean to get a measure of
precision for that transfer. Typical precisions
range from 200 ps (high C/N0 ) to 1.5 ns (low C/N0 ).

Averaging data for about 100 s exceeds the
performance specifications of limiting components,

S -300s-- I-300s-- -300s--1 even with transfers having low C/No. This is so
because the poorest ay(r) is of order 2 X 10-gr-'.

SECONDS Therefore, the standard deviation of the mean is 115
ps for a 100 s interval. In the best case, the

Fig. 3. Example plots of raw time-difference time-interval counter at each location has an
data. Three plots of 300 seconds (5 inaccuracy of ± 35 ps rms. Furthermore the 1 pps
min) each are shown with a separation signal from the NIST computer-controlled
between each measurement series of 1 microstepper has an error of 350 ps rms relative to
min. UTC(NIST), although it is usually better. A test of

the round trip delay through the earth station
equipment in an in-cabinet test showed
reproducibility over two weeks to the level of Ins1ST 512 MJD4721 5 12]. From this we could expect the "differential"
delay to be reproducible to a better level, but it

o.would be presumptuous to say it is reproducible to

less than 100 ps without a specific test of this.

0;, Another observation is that regression analysis of
0 !Mk(l) shows no discernible linear slope above the

measurement precision in 300 s. Daily observations
C,4 show the rate difference between UTC(USNO) and
* UTC(NIST) to be several nanoseconds per day (actual

data will be given in the next section). This
amounts to 30 ps dtrng a 300 s interval. Short-
term clock phase fluctuations are expected to be
lower than 200 ps/s rms. Therefore, simply
computing the mean value of Mk(l) is sufficient for

<0 obtaining a time transfer from a second-to-second
comparison of 100 s to 300 s given typical two-way
transfer precisions.

0

102 10
3  104 Results

t, ., CYCLES/DAYCYCL ESDA Second-to-second records of time-interval readings

taken simultaneously at NIST and USNO started in
Fig. 4. Typical spectrum of raw time-difference mid-February of 1988. A plot of time comparison

data. This is a direct estimation of results since that time is shown in Fig. 5. This
the power spectrum using the Fourier plot represents Mk(1), or the mean value of the
transform of the raw data. second-to-second differences (300 s per measurement)

divided by 2, and corrected by the spread-spectrum
estimation in which the Fourier transform of the 300 modem delays, 6T(NIST) and ST(USNO). There is no
s time series Mk(l) is computed. For confirming the correction for the differential equipment delay and
presence (or lack thereof) of bright lines in the Sagnac effect (collectively as R(l) in eq. 8) and
power spectrum, the highest resolution is obtained for cable delays from the UTC signal point of origin
using an unsmoothed direct method of the entire data (NIST and USNO) to the corresponding spread-
set as an appropriate first approximation of the spectrum modem. The cable delays are incorporated
spectrum. This first-level analysis is biased, when a determination of R(1) is completed.
however, because the Fourier transform of the
"window" function (here, a simple rectangle) results Figure 6 is the two-sample, or Allan, variance
in a passband filter which follows a sin(f)/f o (r) of the USNO-NIST master clock comparisons
function around the discrete frequency intervals of plotted in Fig. 5. From 1 d to 10 d, u(r) behaves
the spectrum. This bias is termed "leakage" [5,6]. as white frequency noise with a level of 1.35 - 10-"
We are less concerned with bias and more concerned T-4. The I pps estimate of UTC(NIST) is derived
with establishing that the time series Mk(l) is from a commercial Cs-standard member of the NIST
indeed white since the variance can easily be clock ensemble whose output is fed to a microstepper
computed classically. Although the unsmoothed which is updated every 12 min. Therefore the short
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UTCUSNO - UTCNIST
TWO-WAY TIME TRANSFER DATA

4200

4000

3800Y500
3400
200...

7207247287307367400 7440 7430 7520 7560 7600 7640
7220 7260 7300 7340 7380 7420 7460 757007540 7580 7620 7660

DAY (Mod M,.O)

Fig. 5. Over one year of time comparison results taken at scheduled satellite availabilities beginning in

mid-February of 1988. Differential signal delays due to earth station equipment and Sagnac effect

have not been accounted for.

USNO - NIST via 2-WAY

0M

x

1002100

o2 2. . . . .. . . .. 1. ..... . | .

2 0 0 ..,• ', , .. . .. ... . ...

10 ° 011 200

T " in days

Fig. 6. Plot of ya ) of data shown in fig. 5. From 1 to 10 d, stability goes as 1.35 gining i

implies whte frequency behavior. From 0 to 100 d, stability is 1.4 x 10- 4 flicker of frequency.
The rightmost point at 2.1 x ed14 is due to steering corrections applied to UTC(USNO) and

UTC(NIST).
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term noise of this 1 pps signal is the noise of the Routinely scheduled two-way time comparisons
commercial Cs standard plus the small steering between NIST and USNO began in August, 1987. The
corrections applied every 12 min. The 1 pps data reduction now involves the exchange of all 300
estimate of UTC(USNO) is derived directly from a time-interval counter readings and corresponding
hydrogen maser which is steered by its frequency times in hours-minutes-seconds. The initial
synthesizer in time periods of a few days. In- procedure involved regression analysis of the 300
cabinet loop test data of ay(r) of two-way satellite time-interval counter readings taken at each
equipment through a satellite simulator is plotted location simultaneously. A fourth-order polynomial
in Fig. 6 [2]. This a,(r) level of 2.0 , 10Or'"I  was fitted to the readings, and a difference of the
was the measured result at C/N0 of 55 dB-Hz; usually coefficients was computed to obtain a mean raw time
the USNO-NIST time transfers have a C/N0 better than difference. Curve fitting is less satisfying than
this. taking the simple average of second-to-second

differences because uncertainty in the polynomial
The NIST-USNO time-transfer procedure, although fit is not readily quantified even by analysis of

routine, is still in the experimental stage and some white-noise residuals. Figure 8 is a plot of the
equipment was not the same throughout the 1h years difference between time comparisons using the curve-
of operation that these data represent. There was fit procedure vs. the second-to-second average for a
every effort to maintain an unperturbed set up and series of days in which both procedures were used.
procedure at NIST and USNO, however; there were This difference never exceeded ± 1 ns.
changes and occasional malfunctions along the way.
Since transfers were completed every 2 or 3 d,
unknown phase-delay variations of as much as a few
nanoseconds are within the full set of data. CURVE FIT - POINT AVE

In longer term, the level of the flicker of TWO-WAY TIE TRANSFER DATA
frequency noise extends from roughly 10 to 100 d and
shows a level of 1.4 - 10'. This agrees with
expected results and in-cabinet loop tests show
equipment limits to be in the 10-15 region, a factor [
of 10 better. There is therefore no reason to ,
assume any degradation due to the two-way satellite a
system, and this flicker level is agreeably due to
UTC(NIST) and UTC(USNO).

Beyond 100 d, long-term rate corrections of 0

UTC(NIST) and UTC(USNO) account for the increase in
ay(r) in Fig. 5 (rightmost point) to 2.1, 10" .
Granted there is poor confidence for this point;
nevertheless the increase in a,(r) is consistent
with noise resulting from these long-term
corrections. If a second-order least-squares fit is
subtracted from the data, this point drops to 1.6 , 7200 7240 7280
10-14. Figure 7 shows thL time comparison results 7220 7260 73O0

of Fig. 5 with removal of a first difference of DAY("odMMA)
-6.29 ns/d, second difference of 0.003 ns/d 2 , and
mean of 221 ns.

Fig. 8. Difference between reduction of raw data
using curve fittirg and using the
average of second-to-second differences,

Ll0NO NIST via 2-WAY Mk"

U)_ Conclusion

Tire comparison data between UTC(USNO) and
UTC(NIST) has been presented along with some
analysis of that data. A measurement of the offset
time delay due to the earth stations will be
performed in the near future so the comparisons here

0o) remain uncalibrated. Second-to-second raw
o difference data is white with no discernible slope
(n for a 300 s measurement, and a simple mean is
rc . .computed for the value of the time comparison. Long-
Z term o,(r) results are consistent with exiected

results of a comparison between NIST and USNO, and
in-cabinet loop tests of the two-% iy satellite
equipment point to system noise being a factor of 10
below the stability of these results. Therefore the

N noise contribution due to the two-way time transfer
720 3 7method is assumed to be negligible. Our results
72107 7293 9 7377.1 7460.3 7543.5 7626.7 show that the measurement time could be reduced from

MJD 300 s to 100 s with little or no compromise in

Fig. 7. Time comparison data of fig. 5 with precision even with a C/N0 of as low as 55 dB-Hz.
first and second difference and mean
removed.
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ABSTRACT an analysis was performed which gives an
indication of the external precision of the data

The purpose of this study is to compare the and, consequently, a reflection of the techniques
results of remote clock synchronization obtained and the procedures used in the data reduction
by two different techniques, i.e., CPS Common procedure.
View and Two-Way Satellite Time transfers.
Values for UTC(USNO)-UTC(NIST) published by the II. TWO-WAY SATELLITE TIME TRANSFERS
Bureau International des Poids et Mesures (BIPM)
and the National Institute of Standards and The Two-Way Satellite Time Transfer Method gives
Technology (NIST), based on CPS Common View an almost immediate estimate of the differences
data,are compared with values obtained by Two-Way betweern the two clocks at each terminal in the
Satellite Time Transfers. The differences between network with about five minutes of observation
the values published by NIST and those obtained after an exchange of data between the stations
by the Two-Way Satellite technique do not seem to involved. The internal precision of the technique
be significant. The differences between the Two- currently varies between 300 and 700 picoseconds.
Way Satellite values and those published by the The reason for these remarkable numbers is that
BIPM are probably due to truncation and the way it is not the received signal which is compared
the BIPH smoothes the CPS Common View data which against the local 1 PPS but the signal from a
form the basis of their values, crystal which is phase locked to the received

signal. In the case of the two clocks used in
I. INTRODUCTION this experiment, the one at USNO is a Smithsonian

Astrophysical Observatory (SAO) Hydrogen Maser
During the last 14 years, the Two-Way Satellite which realizes the mathematical Time Scale
Time Transfer Method using geostationary UTC(USNO). At NIST, the clock is a Cesium Beam
communications satellites has matured from an Frequency Standard which is steered to UTC(NIST)
experimental time transfer system of great promise every twelve minutes.
to an operational system of fulfillment 1. Both

early and current data indicated extremely high
precision in the time transfer values obtained by UTC(USNO,MC) - UTC(MST, MC)
this technique. While the internal precision was V
great, nothing still could be said of its external

precision 1. This study is an attempt to compare Two-Way SatoihTs Transfer
the results of the Two-Way Satellite Techniquewith that of two different approaches to the GPS , - ii-

Common View Technique to get an estimate of the
relative precision of the three techniques. The
estimate will be obtained by the Three-Cornered
Hat Technique ', i.e., three different estimates
of a quantity will be inter-compared in order to
obtain an estimate of the precision of each
estimate.

Each of the three processes being inter-compared
obtain estimates for the clock differences between
two locations. In the case of the Two-Way 3 . 89
Satellite Technique discussed here, the clocks at AU 8 3FEB8

the two locations are physical realizations of the
time scales denoted as UTC(USNO,MC) and a nuteftakft
UTC(NIST,MC). With regard to the NIST GPS Common ShwIPAverew
View data, the values tabulated are UTC(USNO,MC)- N w
UTC(NIST), where the values of UTC(NIST) refer to ntpaotogotMdhU In 9
the smoothed time scale UTC(NIST) and not to its UrC(UgNo) -rrpNIST,MO)
physical realization UTC(NIST,MC). Similarly, the
values published by the BIPM using GPS data are Figure 1.
the differences UTC(USNO)-UTC(NIST) which are
affected by a smoothing process. The procedures
used for smoothing are known via private
communications ', but the minute details are not Figure I shows the difference UTC(USNO)-UTC(NIST)
readily available Therefore, for a common period as obtained from the Two-Way Time Transfer data.
of time, when the differences for UTC(USNO)- Several things should be pointed out. First, each
UTC(NIST) were available from all three sources, data point represents only about five minutes of
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observing time. Second, because these data will
be compared against other data which are listed UTC(USNO.MC) - UTC(NST)
for MJD's which end in a 9, simple linear Via
interpolation was performed across several points
that were on each side of the date in need. S TTkme&FrequemySA h
Figure I then represents the first set of data
needed for application of the Three-Cornered Hatto
Technique.

III. BIPM COMMON VIEW DATA FOR ITC(USNO)-UTC(NISI.

Every month, the BIPM releases their estimates of
UTC(BIPM)-UTC(Laboratories) in their Circular T. i

Values are listed for each MJD which ends in a 9.
Normally the publication lists values which aretw
two months in arrears. The values for UTC(BIPM)- It
UTC(Lab) are derived from GPS Common View data.
The data for UTC(USNO)-UTC(NIST) are inferred
from th e publ ish ed d a ta. Th e or ig ina l d a ta ha v e . 44in V W . 0 W." 4M M .
been smoothed by a weak Vondrak smoothing 27AU0 8 S 'MOO
algorithm '. Furthermore, the data are only
released to the nearest 10 nanoseconds. Figure
2 exhibits these data. w aveavg of 6 GM aatelte

UTC(USNOC) -UTC(MST)
UTC(USNO) - UTC(NIST)

via Figure 3.

EIPM Ckctiar T
M Iadopted here is similar to that of finding the

stability of a single oscillator through its
-comparison with two other oscillators '. First,,

the differences between the estimates for
UTC(USNO)-UTC(NIST) from the data in the NIST
publications and the data in the BIPM publications
are formed. This set will be called (ab), where

- .Ja refers to the BIPM data and b refers to the NIST
data. A linear regression is performed through

' _the differences. Residuals are then formed and
an estimate for the variance is made. Similarly,

,T.1 the differences between the BIPM data and the Two-
1*w sM M ~ Way data are formed. This set is called (ac),

27AUG MJD 3Mwhere c refers to the Two-Way data set. The

variance for this set is also formed. Finally,
the differences of the NIST data and the Two-Wayv Oday OAVWs. data are formed and estimates for its variance is

obtained after a linear regression is fitPdAed to1 Ons. orgy through the differences. This data set is called
UTC(USWO)-UTC(NB" (bc). The data so obtained are exhibited in

Figure 4. The variance for one of the data sets
Figure 2. is obtained as shown in Figure 5, keeping in mind

that the variance is the square of the standard
deviation. Figure 6 summarizes the resulting
standard deviations for each of the three data

IV. NIST COMMON VIEW DATA FOR UTC(USNO)-UTC(NIST) sets.

Each month, NIST publishes its time and frequency VI. DISCUSSION AND CONCLUSIONS
data. It contains estimates for UTC(NIST)-
UTC(Lab). These estimates are also obtained from The data in Figure 6 show that the NIST data set
GPS Common View data. It is probably correct to has a standard deviation (external precision in
assume that the GPS data used by NIST are almost this case) of about I ns. The Two-Way data set
identical to the data used by the BIPM. However, has a standard deviation of about 2 ns. and the
it should be pointed out that NIST uses a BIPM data set has a standard deviation of about
different optimized smoothing filter to estimate 4 ns. While the NIST data set has the smallest
their values of UTC(NIST)-UTC(Lab). Thus, it is standard deviation of the three data sets, it
difficult to say whether the two data sets are should be noted that the manner in which it is
strongly correlated. Figure 3 shows the formed employs the strongest smoothing. It is
difference UTC(USNO)-UTC(NIST) as obtained from believed that the results reflect this smoothing.
the NIST publications. The Two-Way data set is not smoothed at all.

However, interpolation was done to derive points
V. THREE-CORNERED HAT ANALYSIS for the same times as the other data sets. The

BIPM data set is derived using a weak smoothing
By inter-comparing the three different data sets, algorithm. However, it is assumed that the
it should be possible to derive an estimate for large variance of this data set is caused by
the external error or a measure of consistency publication of the data to only 10's of
between the three sets by the method known as the nanoseconds. This is a shortcoming of this
Three-Cornered Hat Technique. The procedure
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UTC(USNO) - UTC(NIST) Resudts

Residuals to Liear Regression

for different data sets

07PM-? 4S 4.1 ns.
I _- , c = 4.7 ns

-. = 2.4 ns.

2., A. " W= 4 ns.
(Va.) i 2 ns.

0F%-NST Is(& E.S
Da-E.S. 22 In.
rIST-E.S. 6 no. (T= I ns.

Figure 4. Figure 6-Results of applying the Three Cornered
liat Technique to uetermine the Standard
Deviation of the BIPM, NIST and Two-Way data

nsets.
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Abstract resulting low signal to noise ratio (SNR), and can only
be used to syntonize frequency references generated by

Fiber optic distribution systems will soon be frequency standards and synchronize timing references
used as the preferred method for frequency and which are clocked by adjacent frequency standards. Syn-
time distribution. Presently, passively stabilized chronization and syntonization of frequency and timing
fiber optic systems can distribute hydrogen maser signals is achieved by averaging the satellite signals over
quality signals, having an Allan deviation of 1 long averaging times. Fiber optic systems are the only
part in 1015 for 1000 seconds averaging times, over systems that can disseminate precise frequency and tim-
30 kilometers with less than 10 percent degrada- ing signals to remote users hundreds of kilometers away.
tion in the frequency stability. The high distribu- Thus, the remote users do not need a frequency reference
tion stability achievable with fiber optic systems, source at the site. The high cost of developing and main-
provides improved performance and permits new taining a state-of-the-art frequency standard makes it
experiments to be performed. Specifically, fiber beneficial to use a fiber optic distribution system. In ad-
optic systems will b- used in applications such as dition to providing long distance distribution, fiber op-
spacecraft navigati.., relativity experiments, ar- tic systems provide very stable distribution. Fiber optic
rayed antenna expehnents and frequency distri- distribution systems also enable various scientific exper-
bution in dynamic environments. This paper will iments that require coherently connected systems sepa-
discuss present and future applications of fiber rated by tens of kilometers.
optic frequency distribution systems. A stabilized
fiber optic system that can improve distribution The time and frequency systems researcb group at
stability by more than 100 times will also be de- JPL is involved in the distribution of ultra-stable sig-
scribed. nals from a hydrogen maser throughout the Deep Space

Network (DSN) complex at Goldstone, California (Fig-
ure 1). The DSN consists of three complexes located
at Goldstone, California, Madrid, Spain and Canberra,
Australia. At each complex there are at least four sta-

Introduction tions, each supported by a parabolic dish antenna with an

ultra-sensitive receiving system requiring a precise fre-
Diverse applications ranging from gravitational wave quency reference. Currently each complex is supportzi

detection to coherently arrayed multiple antennas require by a primary hydrogen maser and a backup hydrogen
ultra-stable frequency distribution systems. Other fre- maser
quency distribution systems use coaxial cable, waveguide
and terrestrial microwave and can distribute signals over The present capabilities at the Goldstone complex, in-
distances of a few kilometers. Satellites cannot dissemi- clude distribution of a 100 MHz signal over a 29 km link
nate precise frequency and timing signals because of the with a stability less than 1 part in 1015 for 1000 seconds

*This work represents the results of one phase of research car- [2]. As new, more atable, frequency standards are devel-
rMi out at the Jet Propulsion Laboratory, California Institute of oped, the distribution systems must improve to achieve
Technology, under contract sponsored by the National Aeronautics the goal of being ten times more stable than the refer-
and Space Administration. ence signal. Our present goal is to distribute a 100 MHz
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- - - -- group delay of the signal as it is transmitted through the
DSS-15

L---- MARS PIONEER medium.

--------- P - -E The SNR is limited by the amount of available output
DSS-14 I-11 power from the frequency source and the low in the dis-

L -- - -- I tribution system. Because fiber optic cable is a low loss
S 1 medium, a reference signal can be transmitted over long

10 - -distances and maintain a high SNR. Degradations in the
10 Km SNR due to the length and loss of coaxial cable is given

I . . . .6 Iby,

L----- 22 Km ECHO 10-*.L Pi
APOLLO S-R - IB ' (1

I 1 I where,

I SNR = signal to noise ratio,

VENUS a = loss in the medium [dB/Km],
7 KmJ I D--- 3 L = length of the medium [Km],

L - - Pn = input power [Watts],

k = Boltzmann's constant,

Figure 1: Goldstone Complex Configuration = 1.38054 x 10-2 3 [J/K],
T = temperature [K] and

signal with a stability of 1 part in 1017 for 1000 seconds B = bandwidth [Hz].
over the 29 km link.

The two ultimate objectives in any distribution sys- Typically, SNR is given in units of dB, thus
tem are longer distribution distances and higher distri-
"ution stability. With improved lasers, fiber optic sys- SNR[dB] = 10 x log ($NR). (2)
&ems should have Ahe capability of distributing signals
over hundreds of k*),,3meters. Assuming a matched load resistance at 300 K in a 1

This paper will dibcIuss general considerations impor- Hz bandwidth and low loss coaxial cable distribution sys-
tant in frequency distribution over fiber optic distribu- terns, 1 kW of power would be needed to distribute thetion systems. The present capabilities of the fiber optic signal through 7 km of coaxial cable having a loss of 16.4

links will be presented as well as results from applications dB/km (0.5 dB/100 ft) and maintain a SNR of 120 dB.
currently using fiber optic distribution systems. Because of the conversion from optical to electrical

power, equation (1) does not apply directly to fiber optic
For applications requiring distribution stability greater cable. For fiber optic distribution systems, a I milliwatt

tanilized fiber pa t ik 5 a t he ons avepr esn optical signal can be distributed in fiber optic cable with
stabilized fiber optic link is the only choice presently a loss of 0.5 dB/km over a distance of 54 km and main-available. A stabilized fiber optic distribution system tan a SNR of 120 dB. Such parameters as laser optical

designed at JPL reduces phase variations on the link by poer sho nie dar cr et s a ther oise

400 times. This system will be discussed. power, shot noise, dark current noise and thermal noise
can degrade the SNR of a fiber optic link [6).

Variations in group delay are caused by physical
changes in the transmission medium. A constant rate
of change in group delay does not effect the frequency

Fiber Optic Distribution Systems stability, but a change in the rate of group delay vari-
ations does degrade the frequency stability as shown in

Fiber optic distribution systems provide high stabil- the following equation:
ity because fiber optic cable is a low loss medium and
has a low thermal coefficient of delay (TCD). There are d(6f) = fo d2 D (3)
two basic limitations in frequency distribution systems. dt dt2

The first is a distance limitation set by the SNR of the where,
received signal. The second limitation is the degrada-
tion of the frequency stability due to variations in the 8f = frequency offset [Hz],
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f. = mouulation frequency [Hz] and n = index of refraction of the fiber,

D = group delay [Seconds]. C = speed of light [3 x 108m/sec] and

P = period of temperature change [seconds].

Frequency stability describes the time behavior of a
frequency standard. Frequency stability is typically inea- For a 4 km length of fiber optic cable having an index of
sured by its Allan deviation, a two sample deviation that refraction of 1.429, a TCD of 7 ppm/*C and a sinusoidal
describes the frequency stability for different averaging temperature variation of 10 aC over 24 hours, the Allan
times [3]. deviation is,

Assuming white phase noise, the double sided spectral 133.
phase density S.(SNR[dB]) is given by, OO(r) . . -  Fsin(--) (9)

r L86400J

S,(SNR~dB]) = 10 1o (4) The Allan deviation of a signal can be calculated from

the measured phase variation of the received signal. The
The Allan deviation for white phase noise is [41, Allan deviation in terms of the peak to peak phase fiuc-

OVr) = 0.276. ,/S,(SNR) VT (5) tuation is given by,

w here, (3 60[ 2o (10)
(60 -Ifo r) pJ

r = averaging time [seconds], where,

S.(SNR[dB]) = spectral phase density, Op = peak to peak phase fluctuation [degrees],

SNR[dB] = signal to noise ratio [dB] and f. = modulation frequency [Hz],

1h = measurement bandwidth [Hz], r = averaging time [seconds] and

= modulation frequency [Hz]. Pp = period of phase variations [Peconds].

Combining equations (4) and (5) we get,
A theoretical estimate of the Allan deviation of a fiber0.276 -1U 0 optic link can be determined by looking at the combined

ETr (T) - 0.7 (6) effects of the SNR of the received signal and the periodic
temperature variations on the link. Figure 2 shows the

For a SNR of 120 dB in a I Hz bandwidth and a mod- Allan deviation of a 4 km link having a SNR of 120 dB

ulation frequency of 100 MHz, the Allan deviation is, with a 40 degree phase variation over 24 hours and a 0.13

4 2.76 x 10-15 degree change over 8 hours.

r One of the first experiments performed on the 29 km

The Allan deviation of a signal is degraded due to fiber optic link was to measure its Allan deviation. A
changes in the group delay. Typically group delay vari- frequency reference signal from a hydrogen maser was

ations are periodic and caused by thermal variations on used to modulate the signal on the fiber optic transmitter
the fiber optic cable. The Allan deviat )n of a periodic at 100 MHz. The signal was received at the remote end
variation can be describes in terms of the temperature and then retransmitted back to the source for a total
variations on the link or by the phase variations of the distribution distance of 58 km (Figure 3).
distributed signal. The Allan deviation as a function of The fiber optic cable is buried 1.5 meters underground
a sinusoidal temperature variation is given by [5], to minimize temperature variations. The phase differ-

ence between the transmitted and received signals at the
ov(r) = L ' 'ST " n Wsin2(.)] (8) source was compared and the Allan deviation of the dis-

c L T tributed signals was calculated as in equation (10). At

where, 1000 seconds averaging times, the Allan deviation of the
signal is a part in 10-15. The plateau in the Allan de-

r = averaging time [seconds], viation at 10000 seconds is due to diurnal temperature

a = thermal coefficient of delay (TCD) [ppm/°C], variations of the fiber optic cable (Figure 4).

L = length of the cable [meters],

6T = peak to peak temperature change [0C],
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Figure 2: Allan deviation vs. Tau for 4 km link with Fiber Optic Distribution Limitations
SNR = 120 dB and phase variations

Degradations of distributed frequency stability in a
fiber optic distribution system can be related to the fiber

optic transmitter, the fiber optic receiver or the fiber op-
tic link [6]. Any factors that degrade the SNR or cause
thermal degradations of the system components will de-
grade the distribution stability.

Network Factors that effect distribution stability at the trans.

Analyzer mitter include available maximum optical laser output
power, modulation depth of the laser, modulation fre-

A B quency and the relative intensity noise (RIN) of the laser.
ITypical transmitter parameters are,

P. = optical power = 1mW,

FO 29 Km F m = modulation index = 0.5,
t xmf. = modulation frequency = 100 MHz and

RIN = relative intensity noise = -135dB/Hz.

Optical Fiber
P0 --~------ ___ AMPL

IC-" Factors that effect the distribution stability at the re-

ceiver include responstivity of the detector, detector load

S4 resistance and the modulation frequency. Typical re-

DSS- 13 DSS- 14 ceiver parameters are,

Figure 3: Test configuration for frequency distribution R = responstivity power = 0.7A/W,

over 58 kilometers of fiber optic cable. f. = modulation frequency = 100 MHz and

RL = detector load resistance = 500.
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Factors that effect the distribution stability due to the efeece Unit
link itself include the length of the link, the modulation
frequency, TCD of the fiber optic cable, the attenuation ----------- CVIUO-.m ............
in the cable and splice loms. PHA.E .I _

100Mz

Stabilized Fiber Optic Distribution 0
Link

Burying the fiber optic cable underground reduces I

most of the temperature variations on the cable and thus 1 FO

the fiber optic system is passively very stable. For ap- Auxiliary LPF
20 MHz

plications requiring stability greater a part in 10-15 at XRemote Unit

1000 seconds averaging times, however, active stabilie---
tion must be incorporated.

As was stated earlier, the final goal ;n frequency dis- 
DELAY

tribution is to distribute the 100 MHz signal over 29 km ico MHZ MIROR
with a stability of 1 part in 1017 for 1000 seconds. In or -

der to achieve this goal, an active means of stabilization
is necessary. Temperature variations on the fiber optic Figure 5: Block diagram of cable delay compensator.
cable are the largest cause of degradation of frequency
stability and can be compensated for by adding a correc- out of the mixer (M1) into two signal paths. Band pass
tive amount of phase. A cable delay compensazor (CDC) filters in each signal path separate the 80 and 120 MHz
has been built and tested at JPL [7],[8]. signals. The 80 MHz signal and the 100 MHz signal from

The basis of the CDC design is the phase relationship the VCO are multiplied in mixer (M2) to produce a 20

between signals propagating in the fiber optic cable in MHz intermediate (IF) signal. The 20 MHz IF signal

both directions. A signal passing through the fiber optic contains the instantaneous phase difference between the

cable and its reflection from the remote end experience VCO signal and the 80 MHz signal.

identical delay in the two directions. The midpoint of the The 120 MHz signal and the 100 MHz signal reflected
signal propagation time is the far end of the cable, thus from the remote unit are multiplied together in mixer
the signal undergoes exactly half the round trip delay of (M3) to produce another IF signal. This 20 MHz IF sig-
this path. If the phases of the transmitted and received nal contains the instantaneous phase difference between
signals at the reference end of the cable are conjugate, the the reflected signal (100 MHz) and the 120 MHz signal.
phase at the remote end is independent of phase delays
in the medium. Thus, the CDC is an electronic device The phase detector (PD) receives the two 20 MHz IF
that detects the phases of the transmitted and received signals and produces an error voltage that is proportional
signals at the input to the fiber and adds enough phase to the phase difference between them. The error voltage
to maintain conjugation. is applied to the VCO control input through the inner

loop filter (ILF). Delay changes in the fiber optic cable
The CDC compares the phase of the transmitted and result in changes in the control voltage. This voltage

received signals in the reference unit and derives an error controls the phase of the VCO relative to the reference
voltage from the phase difference (Figure 5). This volt- 100 MHz signal.
age is then used to control a voltage-controlled oscillator
(VCO). The particular design of the CDC requires a 100 The output of the VCO is divided into two signals in
MHz reference signal and a 20 MHz auxiliary signal. A the RF power splitter (52). One of the signals is received
previous design used a single 100 MHz reference signal, by mixer M2 and the other modulates the optical carrier
but required two precisely matched phase detectors and emitted from the laser transmitter.
tightly controlled signal levels. By using the 20 MHzauxiliary signal, a single phase detector can be used to The modulated optical signal is transmitted to the re-
mauiryge phase r cmote unit through the optical coupler. The 50/50 mir-ror at the remote unit reflects half of the optical signal

The 100 MHz signal and the 20 MHz signals are mul- back toward the reference unit while the other half passes
tiplied together in mixer M1 to produce 80 MHz and 120 through the mirror to the optical receiver. The receiver
MHz signals. A power splitter (SI) separates the signal demodulates the optical signal and amplifies the resulting
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Figure 6: Allan deviation for unstabilized 4 kilometer Figure 7: Allan deviation for stabilized 4 kilometer fiber
fiber optic link. optic link.

100 MHz RF signal. A PLL filters the signal to be used of the velocity of light propagated the signal back and
at the remote unit. The reflected optical signal returns forth in two-way experiments. Two-way experiments
to the reference unit where it passes through the optical are limited in that the isotropy of the average velocity is
coupler and is detected by another optical receiver. This tested. The effect of anistropy of the speed of light on
signal is also filtered by another PLL and provides a con- phase measurements can be shown by considering
stant amplitude signal into mixer M3. With the signal
back at the reference unit, the system loop is closed. c = c. + 6c(T) (11)

The CDC was tested with a 4 Km link of fiber in an en- where,

vironmental test chamber. The temperature of the fiber c = speed light with anistropy [m/sec],
optic cable was varied sinusoidally 10 C over a 24 hour
period. The resulting phase variations were reduced by = average speed of light [m/ec],
400 times (Figures 6 and 7). Figure 1 shows the phase = 299,792,458 m/sec,

variations of a stabilized and unstabilized 4 km link with 6c = generalized perturbation [m/sec] and
a 10 0C temperature change over 24 hours. TR = period of perturbation [seconds].

The phase variation resulting is,

Applic.*,ions Of Fiber Optic 89(TR) = OL Th) (12)
Dip ribution Systems where,

Relativity r periments 60(TR) = phase variation [degrees],

fo = modulation frequency [Hz],
Because of the high stability of fiber optic systems and L = baseline of experiment [meters],

the fact that light can be transmitted both ways through
the fiber optic cable with up to 100 dB isolation, fiber
optic cable is the ideal distribution medium for relativityexperients.According to special relativity, 60(Tit) should be zero
experiments. for all TR. As greater precision is obtained in the mea-

Experiments have been done to determine the isotropy surement of 60(tR), more is known about the anistropy

of the velocity of light. Previous tests of the isotropy of light.
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Figure 8: Test configuration for relativity experiment.

The 29 km fiber optic link at Goldstone has been used Figure 9: Additive phase results of relativity experiment.
to propagate a signal one-way between two ultra-stable
frequency sources [9]. Signals (100 MHz) from two hy-
drogen masers located at each end of the link were trans-
mitted to the opposite end of the link. The 29 km link
spans a 10 km distance in the East-West direction. This
orientation changes with respect to the stars as the earth
rotates and thus provides the test conditions for this ex-
periment. For a frequency of 100 MHz and a baseline of
10 kin, equation (12) can be rewritten as,

60(TR) =- 1.2 X 106. 6c(r) (13)

Co

The phase of the transmitted maser signal and the re- DEA

DIFFERENCED PHASE DATA
ceived signal were compared at each end of the link for a (DIFFERENTIAL MASER DRIFT ONLY)
period of 4.5 days (Figure 8). Co

These two sets of data were analyzed to cbtain the ad- ,
ditive phase and differenced phase. The additive phase c 20-
represents the drift of the fiber and was determined to be W

2 degrees peak to peak at 100 MHz (Figure 9). The dif- - '

cn -20
ferenced data represents the differential maser drift and
was determined to be 30 degrees peak to peak (Figure a.

10). The accuracy of the r~solution is thus limited by .60

the stability of the maser.
-100-

0 24 48 72 96
Distribution in Dynamic Environments TIME, HOURS

Besides being a low loss medium, fiber optic cable has
a very low TCD and low sensitivity to bending. The Figure 10: Differenced phase results of relativity experi-
TCD for standard loose tube fiber is (7 ppm/*C) and less ment.
than (0.5 ppm/°C) for new low TCD fiber. Thus, fiber
is an excellent medium for transmitting ultra-stable sig-
nals in dynamic environments. A specific application in
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Figure 11: Test configuration for distribution of reference Figure 12: Results of distribution of reference frequencies
frequencies to cone of the antenna. to cone of the antenna.

the DSN is to distribute a reference signal from a con-
trol room and through an antenna wrap- up (Figure 11). the spacecraft is received by two widely separated anten-

Fiber optic cables in the antenna are subject to large nas. The time at these antennas is accurately synchro-

temperature variations, bending, and other environmen- nized to a common time standard using GPS satellites.

tal effects. The stability of an 850 meter long standard The signal at each antenna is time tagged as it is received

loose tube fiber optic cable operating in such an environ- and autocorrelated to the time tagged signal received by

ment was measured and found to be 3 parts in 1015 for the other station. The difference in arrival time of the

1000 seconds in this application. Tests will soon be made signal between the two stations can be used to pinpoint

using the new low TCD fiber optic cable. the location of the spacecraft.

Changes in the polarization and amplitude of reflection Fiber optic sysLems are used to keep the local timing
from the fiber optic cable back into the laser transmit- at each station very accurately. For instance a frequency
ter cause phase instabilities in the transmitted signal. reference is transmitted to the antenna front end where it
These changes in reflections occur when the fiber optic is used to generate tones which fall within the passband
cable is flexed. The phase changes due to cable flexure of the receiver. These tones are added to the incoming
can be eliminated by isolating the laser from reflections. signal and are compared to the station standard at the
This can be accomplished with an optical isolator. The output of the system to determine the receiver system
standard commercial optical isolators have 40 dB isola- delays. At the Goldstone DSCC a fiber optic system is
tion, but 60 dB isolation is needed. New isolators having used to distribute a frequency reference which is gener-
greater than 60 dB isolation have recently been developed ated by a centralized frequency standard to each station
and are becoming commercially available, on the complex. Typical distribution distances are 10

Results from the measurements made on the stabil- to 20 kilometers. This distributed reference frequency
ity of the loose tube fiber optic cable routed through is used by the station to maintain its internal time and

the wrap-up of an antenna at the Goldstone complex is to syntonize its internal frequency references to the cen-
shown in Figure 12. tralized frequency standard. The measurement precision

available with VLBI allows ranging, doppler and doppler

Spacecraft Navigation rate parameters to be measured. An additional measure-
ment supported by VLBI is angular navigation.

Antennas used in the DSN for spacecraft navigation
are separated by continental distances. One of the navi- The coaxial systems which have been used to distribute
gation techniques used in the DSN is Very Long Baseline reference frequencies within stations are gradually being
Interferometry (VLBI). In this technique a signal from replaced with more stable fiber optic links.
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FREQUENCY REFERENCE DISTRIBUTION SYSTEMS

Ronald T. Logan, Jr., George F. Lutes, Lute Maleki
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Abstract ideal distribution system should be an order of magni-
tude more stable than the distributed signal. With the

This paper presents an analysis of the effect of promise of trapped ion frequency standards [2] and su-
the linewidth of a single-longitudinal-mode semi- perconducting cavity masers [3] providing more stable
conductor laser on the frequency stability of a frequency references, fiber optic link stability of 10 - i at
frequency reference transmitted over single mode 1000 seconds will be required for stable distribution.
optical fiber. The interaction of the random laser
frequency deviations with the dispersion of the
optical fiber is considered to determine theoret-
ically the effect on the Allan deviation of the The demanding requirements that a frequency refer-
transmitted frequency reference. It is shown that ence distribution system must meet necessitate the ex-
the magnitude of this effect may determine the anination of all sources of instability at levels far be-
limit on the ultimate stability possible for fre- yond the needs of typical analog and digital fiber optic

quency reference transmission on optical fiber, communication systems. Presently, laser source ampli-
but is not a serious limitation to present system tude noise and thermal variations of the optical fiber have

performance. been identified as the limiting factors to distribution sys-
tem performance. Improved lasers with lower intensity
noise and single longitudinal mode operation will be em-

Introduction ployed in the near future. A thorough examination of
fiber optic systems and components has indicated that

Ultra-stable fiber optic transmission of hydrogen maser laser frequency deviations may limit system performance
reference signals is presently operational at the Gold- as lower amplitude noise lasers become available. How-
stone facility of the JPL/NASA Deep Space Network [1]. ever, a quantitative analysis of the effect of laser fre-
This capability supports radio science experiments such quency noise on a narrow-band frequency distribution
as Connected Element Interferometry (CEI) by enabling system has not previously been performed.
phase coherent arraying of widely separated antennas
in real time. Also, distribution of a centralized maser
reference throughout the entire complex eliminates thenefedre ahyrogenutmasertfrequoplen s na s ateh The present analysis theoretically estimates the effectsneed for a hydrogen m aser frequency standard at each o h m lt d n h s t blt f af e u n y rfDeepSpae Satin, ithsubsantal ostsavngsand on the amplitude and phase stability of a frequency ref-D eep Space Station, w ith substantial cost savings and e e c r n m t e n s n l o e o t c l fb r d e tincreased reliability erence transmitted on single mode optical fiber due to

laser frequency fluctuations. An expression for the phase
A reference signal produced by a hydrogen maser fre- noise spectral density of the mudulation signal due to the

quency standard is presently distributed over distances frequency noise spectral density of the laser is derived
up to 29 km with differential fractional frequency sta- and then used to calculate the expected Allan deviation
bility ff % 10-' for 1000 second averaging times. Al- of the transmitted reference signal. The laser induced
though the present fiber optic distribution capability is phase noise is shown to depend on the modulation sig-
as stable as the hydrogen maser frequency standard, the nal frequency, fiber length, and fiber dispersion, as well

as the magnitude of the laser frequency fluctuations. It
is shown that the differential frequency stability of a sin-

*This work represents the results of one phase of research car- is own fib er nia frequentality aser
ried out at the Jet Propulsion Laboratory, California Institute of gle mode fiber optic link is fundamentally limited by laser
Technology under contract to the National Aeronautics and Space frequency noise. Thus, as laser intensity noise is reduced,
Administrat .... the laser frequency noise will limit transmission stability.
CH269n-6/89/0000-212 $1.00 C 1989 IEEE 212



Fiber-Laser Interaction typically used. Externally modulated Nd:YAG lasers at
1318 nm may be an attractive alternative to semicon-

The dispersion of optical fiber causes various optical fre- ductor lasers for long-haul analog signal transmi,.sion.
quencies to travel with different velocities. Optical car- The present analysis applies equally well to these types
rier frequency deviations couple with the dispersion of of lasers by substitution of the appropriate parameters.
the fiber to produce random phase deviations in the en-
velope of a modulation signal thereby degrading its phase
stability. Optical fiber acts as a frequency discriminator Analysis
to translate random frequency deviations of the laser into
random phase deviations of the RF modulation envelope. Intrinsic laser frequency noise has its origins in the dis-
Although every effort is made to operate the laser at the creet random photons spontaneously emitted into the las-
minimum dispersion point of the fiber, the slope of the ing mode that cause random frequency changes of the
fiber index of refraction versus wavelength is typically not laser wavelength [8,9,10]. The high frequency character
zero. As the laser frequency deviates, the signal experi- of this noise is well known. It is basically fiat within the
ences changes in the fiber index of refraction that cause modulation bandwidth, peaking at the relaxation oscil-
phase shifts of the modulation envelope. lation resonance of the laser diode cavity, usually in the

Under bias current modulation, a semiconductor laser tens of gigahertz region [8,9]. Within tens of kHz of the
exhibits changes in wavelength, or chirp, that are syn- carrier, the frequency noise exhibits a 1/f characte: [I J].
chronous with the bias modulation due to the change in Close-to-carrier measurements of laser noise are limited
refractive index of the laser gain medium [4]. Lasers also to within about 10 kHz, due to the physical difficulty of
exhibit random frequency fluctuaions due to the quan- fabricating frequeucy discriminators with sufficient reso-
turn phenomenon of electron-hole recombination in the lution at optical frequencies. It is this low frequency FM
gain media with an attendant change of refractive index noise that is of interest for the analysis of narrow-band
[5]. Temperature excursions of the laser diode also affect frequency distribution systems.
the index of refraction and the lasing wavelength, but We desire an expression for the phase noise spectral
with time constants from minutes to hours. density of the modulation signal as a function of the spec-

In digital transmission systems, laser chirp is the pre- tral density of laser frequency fluctuations. The resultant
dominant limit on transmission distance [6,7]. These phase noise density may then be used to calculate the ex-
wide-band systems are sensitive to phase deviations of pected Allan deviation of the reference signal, provided
the modulation envelope at all frequencies. However, in the character of the laser frequency noise is known.
such systems, spontaneous emission noise is ignored since Consider a single longitudinal-mode laser, coupled to
chirp is the overwhelming effect [7]. a single mode fiber. The laser output is amplitude mod-

In contrast to digital or wide-band analog transmis- ulated t t. RF frequency fl. The phase delay for the mod-
sion systems, frequency distribution systems employ a ulation signal envelope along the fiber is given by
narrow-band loop filter at the output of the fiber re-
ceiver. Therefore, high frequency deviations of the mod- 2r . n. L. 0 [rad](
ulation envelope phase are averaged out, leaving only the c
laser noise within the loop bandwidth. An analysis of the where n is the fiber index of refraction, L is the fiber
effect of close-to-carrier laser frequency noise on a long length, and c is the speed of light in vacuum. It is as-
distance frequency reference transmission system has not sumed that the laser operates in a single longitudinal
been published (to our knowledge), so the effects of laser mode at A = 1.3pm. Now, consider the effect of a per-
frequency noise have not been known. Also, at the lev- turbation, such as a change in ambient temperature, on
els of signal to noise ratio (SNR) and frequency stability the refractive index of the fiber. This causes a phase
of the frequency distribution systems under considera- change
tion, it has been unclear what role laser frequency noise
plays in determining the ultimate system stability attain- dO = dn . 21r . L. l [rad] (2)
able. The present analysis provides an estimate of the c
role of intrinsic laser frequency noise in a narrow-band Multiplying the numerator and denominator on the r.h.s
frequency distribution system to determine the level at by dA, gives
which system performance might become limited.

Since high-frequency laser chirp can be neglected in a dO = 21r. L0 \. d [rad] (3)
narrow-band system, the present analysis considers only c "d 
the intrinsic laser frequency noise within the bandwidth By writing dA in terms of the laser frequency v, the phase
of the output filter. As such, the analysis applies to any deviations may be expressed in terms of the laser fre-
type of laser system, although semiconductor lasers are quency deviations, which have the same (random) time
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dependence. Thus tioned physical mechanisms may be modelled as

C K2x. L. 0-A'. S,(W = C+ K (8)
dO(t) = dz(t) C 2  

1 dn 1  (4) T (
where P is the average output power of the laser and f

For the analysis of frequency stability, it is more con- is the frequency offset from the optical carrier. C and
venient to look at the last expression in the frequency K are empirically determined constants. For the Fujitsu
domain by Fourier transforming as follows: DFB laser diodes measured [10], C = 1.5 x 104 [Hz. W),

and K = 5.8 x 1011 [Hz 2].
f). A2 d] 2 The frequency noise spectrum of a typical DFB laser is

=SM. 2  . [rad 2/Hz] illustrated in Figure 1. As laser power is increased, the
d2 white portion of the noise spectrum decreases propor-

(5) tional to P-1 . A numerical estimate of the additive RF
In this expression, S#(f) is the sptctral density of the phase noise requires that only the 1/f portion of S(f)
phase fluctuations at ari offset frequency f from the RF be inserted into Equation (7), which gives
signal, induced by the spectrum of random frequency de-
viations, S(f) of the laser. S(! = 5 8 X 10llL2(1.05 2 10-" ) [rad2/Hz]

The variation of the effective fiber index of refraction f
with wavelength 11 depends on the waveguide parame- 5.9 x 10-40 [rad2/Hz] (9)
ters and material composition of the fiber. The measured f
result for typical single mode fiber at 1300 nm is [11]

The 1/f laser frequency noise is converted to 1/f, or

dn = 270.1 m- 1  (6) "flicker" phase noise in the fiber optic distribution sys-
dA tem. This level of 1/f phase noise depends on the in-

Inserting this value into Equation (5) and substituting herent quantum fluctuations of the laser frequency and
the appropriate constants produces the simple relation represents the ultimate phase noise floor of the system.

SO(f) = S(f). L 2
. . 2. (1.02 x 10-"') [rad 2/Hz]

(7)

The above quantity is the mean square phase noise
spectral density at an offset f from the modulation signal,
fl. This is the spectrum which would be observed if a
perfect oscillator (i.e., an oscillator with no phase noise)
modulated the laser, and the output of the photodetector N 8

was compared to a second perfect oscillator as in a phast Co4
N

noise measurement system. X

Numerical Estimates z

P=1 mW
The FM noise spectrum of distributed feedback-type co
(DFB) single mode lasers typically used in fiber optic 7
distribution systems exhibits a power independent 1/f
character at low frequencies (below about 1 MHz). In the
modulation band the FM noise is white and inversely pro-
portional to optical power [10]. The physical mechanism
responsible for the 1/f behavior is thought to be trapping
of carriers due to impurities and interfacial boundaries, P = 10 mW
but is not fully understood. The white portion of the 1/f
spectrum is due to spontaneous emission events and is 6 I I I I

3 4 5 6 7 8
adequately modelled by theory [5,8]. LOG (FREQUENCY OFFSET), Hz

The frequency noise spectrum of typical DFB lasers Figure 1. Typical DFB laser frequency noise spec-
has been measured experimentally [10]. The above men- trum.
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Figure 2. Hydrogen maser and laser FM noise- actual 29 kmi link, theoretical FM noise-limited link.
limited fiber optic link frequency stability compari-
son. For purposes of comparison, we consider an actual

frequency distribution link in use at the JPL/NASA
For flicker phase noise, the Allan deviation (square root Goldstone Deep Space Communications Complex. The

of the Allan variance) may be calculated from the follow- longest frequency distribution run is 29 km. Assuming
that the output filter bandwidth fh is 10 Hz, the Allan

deviation, calculated from Equation (11), is

or W '3 ST2 In(8.88. •h' r) (10) 4.1 x 10-16(12)%()- (2?r)2 r2  S(.2/ %(r) - 4. (10- )

where fh is the frequency cutoff of the phase noise; in The relation between the laser frequency noise-limited
this case, one half the bandwidth of the output filter. Allan deviation of the 29 km link, and the Allan devia-

Substituting Equation (9) into the last expression, the tion of a typical hydrogen maser is plotted in Figure 2.
modulation frequency cancels and the expression for the This represents the ultimate frequency stability attain-
Allan deviation reduces to able with such a link, provided all other noise sources are

negligible.
0 / 3 • L x 104 ln(8.88 • .fh"- r)

o-v(r) = (2 ) . L .6 10-4. - Present State of the Art

(11)
The laser induced flicker phase noise thus sets the min- The ultimate link stability plotted in Figure 2 will only be

imum bias level of the 1/r section of the Allan deviation attained if all other noise sources are negligible. In real-
plot. The fact that the last expression does not depend ity, other noise sources do contribute to the link stability.
on the RF modulation frequency, fl, is significant. This This is illustrated in Figure 3, where an actual measure-
implies that moving to higher or lower modulation fre- ment of the 29 km Goldstone link is plotted in addition to
quencies for reference signal distribution will not alter the maser and the ultimate stability link curves of Figure
the laser frequency noise "floor" of the Allan deviation. 2.
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In present-day systems, the Allan deviation 1/r inter- -14
cept is set by the SNR of the fiber link, which is deter-
mined by the laser intensity noise. The SNR of a typical
high performance analog link is 120 dB/Hz. Figure 4 il-
lustrates the 1-second Allan deviation as a function of
fiber length. It is immediately apparent from Figure 4
that the laser frequency noise does not limit frequency
distribution system performance at this time, since the
laser SNR dominates. As lower amplitude-noise lasers -15-
become available, the laser frequency noise floor of the
Allan deviation may begin to limit frequency reference LASER FREQUENCYNOISE-LIMITED
distribution system performance. L = 29 km

-12

-13 H-MASER -16-

SNR-LIMITED

-14 SNR =120 dB/Hz

W130 dB/Hz

-15 10-

-15 140 dB/Hz

-16 -r LSRF E-LIMITED 158 
1BH

-18 ________________________

120 145 200

-17- SIGNAL-TO-NOISE RATIO, dB
0 50

FIBER LENGTH, km Figure 5. Comparison of fiber link frequency sta-
bility at one second vs. SNR with laser FM noise-

Figure 4. Comparison of frequency stability at one limited 29-km link.
second for maser, FO links of various SNR, and laser
FM noise-limited vs. fiber length. ments are realized, the low frequency 1/f FM noise of

the laser may begin to limit system performance.
Figure 5 depict§ fiber link Allan deviation at 1 second, A final observation: Since the fiber optic transmission

as a function of link SNR. The laser relative intensity system converts laser frequency noise to RF phase noise,
noise (RIN) sets the SNR of the fiber link :or short di3- it may be the case that a stabilized fiber optic link com-
tances [13J. Also shown is the Allan deviation floor due to prises a very accurate system for measuring the frequency
laser frequency noise for a 29 km link. This plot shows deviations of lasers close '.o the optical carrier. This ap-
clearly that laser frequency noise limits the frequency proach is under consideration for future research.
stability "floor" of the fiber link to 4 x 10-1 6/r for SNR
> 145 dB/Hz. Systems with as high as 150 dB/Hz SNR
may be achievable with externally modulated high power Conclusion
semiconductor diode-pumped Nd:YAG solid state lasers,
or through the use of squeezed light generated directly At present, the noise floor of fiber optic distribution sys-
from semiconductor lasers. As these system improve- tems is determined by the laser signal to noise ratio
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(SNR) in the RF modulation band. However, lasers with [4] L. Chinlon, G. Eisenstein, et. al., "Fine structure of
lower relative intensity noise (RIN) or the use of squeezed frequency chirping and FM sideband generation in
light, promise increases in link SNR and passive and ac- single- longitudinal-mode semiconductor lasers un-
tive temperature stabilization schemes can improve link der 10-GHz direct intensity modulation," Applied
stability at long averaging times. As these improvements Physics Letters, 46 (1), 1 January 1985.
in components and systems are realized, the fundamental
limit for frequency stability due to laser frequency noise
may be reached. [5] K. Vahala, A. Yariv, "Semiclassical Theory of Noise

The present analysis provides the contribution to the in Semiconductor Lasers: Part I, Part II," IEEE
phase noise of a transmitted frequency reference due to Journal of Quantum Electronics, Vol. QE-19, No.
single-mode laser source frequency deviations. Through 6, June 1983.
interaction with the dispersion of the fiber, the 1/f FM
noise close to the optical carrier is converted to 1/f phase
noise close to the RF reference signal. The additive 1/f [6] J.C. Cartledge, G.S. Burley, "The Effect of Laser
laser-induced phase noise is a function of the fiber dis- Chirping on Lightwave System Performance," IEEE
persion and length, and delermines the ultimate Allan Journal of Lightwave Technology, Vol. 7, No. 3,
deviation floor of the fiber optic distribution system in March 1989.
the 1 to 100 second region.

For the longest fiber optic frequency distribution link
in the NASA Deep Space Network (29-km), using data [7 D.A. Atlas, A.F,t Elrefaie, MB. Romeiser, D.G.
for commercially available DFB lasers, the analysis indi- Daut, "Chromatic dispersion limitations due to
cates the link Allan deviation is limited to 4 x 10-16/r semiconductor laser chirping in conventional and
(for averaging times between 1 second and 100 seconds). dispersion-shifted single-mode fiber systems," Op-

This stability limit will be reached at link SNR of 145 tics Letters, Vol. 13, No. 11, November 1988.
db/Hz, which is 25 dB better than the present system.

Further increases in SNR will not yield higher link sta-
bility unless laser frequency noise is decreased as well. [8] B. Daino, P. Spano, M. Tamburrini, S. Piazzolla,
The laser FM noise stability limit is two orders of mag- "Phases IEd Spcra Linesan Eecon-
nitude higher stability than the best current frequency ductor Lasers," IEEE Journal of Quantum Electron-
standard, which indicates that laser frequency noise will ics, Vol. QE-19, No. 3, March 1983.
not limit fiber optic frequency distribution capability in
the forseeable future. [9] R. Schimpe, W. Harth, "Theory of FM Noise in

Single- Mode Injection Lasers," Electronics Letters,
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ABSTRACT However, the simultaneous observations of GPS
satellites (called the "GPS common-view technique")

One of the problems with the use of the Global cancel or oiminish some of these one-way system
Positioning System (GPS) for time transfer is that errors 11]. But the common-view approach does not
it is a one-way system. In addition, most of the cancel or diminish the ground-antenna coordinate
time-keeping laboratories of the world use only the errors. Thus the adoption of good ground-antenna
Li frequency. However, the use of tPS in the common coordinates appears to be an important factor in the
view approach diminishes the impact of some of the accuracy of time comparisons by GPS satellites.
errors such as orbit error, GPS clock error and
ionospheric error, in the one-way system. But the With the present state of the art of atomic
common view approach does not cancel the antenna clocks it is desirable that their comparisons be at
coordinate error. the level of few nanoseconds of accuracy. In order

to achieve such accuracy, the error due to antenna
Thu Bureau International des Poids et Mesures coordinates should not exceed I to 2 ns in the

(International Bureau of Weights and Measures, BIPM) global budget of errors of the common-view
has developed a method of differential positioning technique.
using the data of time comparisons themselves. The
consistency of the coordinates is within 30 cm for To attain this goal the antenna coordinates must
distances up to 1000 km. The agreement with space fulfill the following requirements:
geodesy positioning for such distances has been
verified within involved uncertainties. The method (a) They must be accurately determined in a common
was applied to the European laboratories one year homogeneous geodetic reference system. Uncertainties
ago. Since then the obtained coordinate corrections should be of the order of 30 cm or less.
have been used for the current BIPM computations of
time comparisons in Europe. The consistency of time (b) In order to reduce the residual errors of the
comparison improved from about 10 ns to about 2 ns common view method, the satellite and antenna

coordinates should be expressed in the same geodetic
The principles of this technique and the results reference system; for example WGS 84 is currently

of its application to the North American time used for the broadcast ephemerides of GPS
laboratories are presented in this paper. Work on satellites. But this requirement is less strong than
differential positioning by geodetic double- (a): WGS 84 is known with an accuracy of only about
frequency receivers, between U.S. Naval Observatory two meters with respect to the GPS monitor station
and Maryland Very Long Baseline Interferometry network.
(VLBI) point, are reported.

To realize the positioning at such a level
1. INTRODUCTION between antennas located on different continents,

the most accurate geodetic technologies, such as
The Global. Positioning System (GPS) now in Very Long Baseline Interferometry (VLBI) or

general use for regional and intercontinental atomic Satellite Laser Ranging (SLR), are required. The
clock comparisons is a one-way system of time TRANSIT positioning is not sufficiently accurate.
transfer. This means that the errors of satellite Inside the continents or regions a less expensive
clock, satellite position, ionospheric delays, and differential positioning, giving desired
ground antenna coordinates have a direct impact on uncertainty, can be applied.
the accuracy of time transfer between satellites and
earth stations. We can imagine the following approach for access

of time laboratories to accurate coordinates:

------------------------ (a) realizations of differential positionings
*) Acronym meanings are listed at the end of the between the antennas of the principle timing centers
text. within a given area and

Contribution of the U.S. Government; not subject to (b) realizations of differential positioning between
copyright, those principal timing centers of a continent or a

region and a VLBI site or SLR site located in the
concerned area.
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In practice however, the time-keeping Let A and B be the positions of the GPS antennas
laboratories are often using TRANSIT positioning of two laboratories (also designated by A and B) and
(± 1 m) or a navigation solution provided by GPS Sk the position of a satellite theX track. The unit
time receivers (± several meters) or other types of vectors of ASk and BSk are ak and b, (fig. 1). The
coordinates not accurate enough. true value of the clock comparison at the instant of

tracking is designated by
Recent studies (5,6] have shown that over

distances of about 1000 km or less, a main source of clock reading of A - clock reading of B U.b.
biases in the GPS time comparisons is the adoption I
of wrong geodetic coordinates of the antennas. In
BIP14 a method of differential positioning over theS Sk
distances of 1000 km or less has been developed by
using data of time comparisons themselves. This
method was applied to the European time laboratories
one year ago. Since then, the obtained coordinate
corrections have been used for the current BIPM
computations of time comparisons in Europe,
improving their consistency from about 10 ns to
about 2 ns.

To examine and eventually establish the
homogeneity of antennas' coordinates of North
American time-keeping laboratories, several actions
have been undertaken:,

(a) An analysis of the antennas' coordinates of
these laboratories by the BIPM method has ak -
been realized; the resulting coordinate k
corrections are reported here.

(b) A differential positioning by geodetic dual
frequency receivers between the U.S. Naval B
Observatory and, the Maryland Point VLBI
site, 20 km away, has been realized by NGS; Fig. 1. Errors in the positions of satellite and
final reductions of the data should be antenna.
completed by mid-June 1989.

It is assumed throughout section 2 that the
(c) In order to realize a differential relativistic conversion in geocentric coordinate

positioning by the BIPM method between NIST time has been made.
in Boulder and the Platteville VLBI site 50
km away, NIST located an atomic cesium clock If the broadcast ephemerides correspond to the
and GPS time receiver in Platteville in April erroneous position S'k, the measured time comparison
1989; the results of this positioning will be (U.b)k i, etroneous, and we define
available later this year.

Ek = U.b - (U.b)k. (1)
We hope these actions will reduce to I to 2 ns

the impact of errors of antenna coordinates on the Ek is gi-vn by
accuracy of time comparisons within North America. SEk - * ( -k), (2)
In addition the links with VLBI sites are a step 

Ek 
= 

" 
c ' ) (2)

toward improved accuracy of GPS time links with where c is the velocity of light. For a given S'kSk
other continents. Ek is roughly proportional to the chord IABI.

The planned degradation of the GPS system, If the adopted coordinates for B correspond not to
especially the degradation of the broadcast B, but to B', the measured time comparison requires

ephemerides, raises the question of the use, for a correction Fk defined as in (1)

time comparisons, of post-computed corrections to Fk = - c
" I - * - 9 , (3)

the broadcast ephemerides. One of the possible ways independent of the *ocation of A.
to resolve this problem is to compute the
corrections to the broadcast ephemerides by time It is possible by a theoretical approach to
comparisons themselves. This approach is facilitated estimate the amount of E-type errors over short
by the use of accurate coordinates of ground distances by considering their amount over long
stations. distances.

2DB BIP APPROACH The laboratories of the U.S. Naval Observatory

(USNO) and the Paris Observatory (OP) are 6000 km

apart. One may compute the differences between the
2.1. Biases due to Errors of Antenna Coordinates clocks of these laboratories for the same day as

For the comparisons of remote clocks by GPS given by different common-views (different
satellites, the time laboratories apply a program of satellites, or the same satellite at differentsimultaneous trackings, called "common-vews," which locations in the sky). The standard deviation of
cancels the role of the satellite clocks and these computations with respect to the mean is of
diminishes the errors of satellite position and the order of 10 ns (15 ns in 1985, 7 ns in 1987).
inshesic tela. eIf we assume that this standard deviatiot, is
ionospheric delay. entirely due to the satellite ephemerides, which

would be the worst case for our study, the influence
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of the E-type errors theoretically should reduce to which are included in the standard format for CPS
1 ns (one sigma) over distances of 600 km. Averaging data exchanges. However most of the CPS receivers
over the usual 15 to 20 scheduled common-views leads give elevation and azimuth for instants which do n
to a quite negligible contribution, at correspond to the center of tracking interval.

Corrections are easily derived from these data
Let us comment on another aspect of time themselves with the additional knowledge of rough

comparisons by CPS satellites: the repeatability of values of the orbit inclination and of the
the same geometry of observations from day to day terrestrial longitude of the ascending nodes. These
for periods of several months. The scheduled common- corrections have been made.
views (SCV) are repeated every 23 h 56 m, so that on
account of the sidereal orbits of thb GPS We have also taken into account the displacement
satellites, the satellites are observed every of stations A and B due to Earth tides, though this
sidereal day at nearly the same location on the sky. effect turns out to be negligible at the level of
The common-view schedule is kept without change for accuracy we are using here.
about 6 months; then a new schedule is issued.

The system of equations (6) is solved by the
Repeated time comparisons, each usually averaged minimum-least-squares method.

over a duration of 13 min, by the same satellite at
the same sidereal time typically have standard
deviations of 3 ns. But systematic differences 2.3. g _ rison of BIPM Differential Solution with
reaching 30 to 40 ns appear between the results of Soace Geodesy Positioning
measurements using different satellites, or the same
satellite at different times. These differences are Four European time laboratories have recently
revealing sources of systematic errors, established the local links between space geodesy

sites and the center of phase of the GPS time
As discussed above, over distances up to 1000 km receivers' antennas. These links have made it

the errors due to the uncertainties of the satellite possible to check the results of the BIPH
position theoretically should not exceed 1 ns. Over differential solution.
such distances, the two paths of the signal through
the refractive media are similar and we expect that We give here, for an example, the differential
the errors of the differential refraction are small, positioning between two French laboratories, the OP
We assume also that the long series of repeated and, located 635 km away (chord), OCA at Grasse.
measurements further decrease the influence of the
errors of the satellite ephemerides and differential At the OP a Doppler technique was used for
refraction delays. They also should reduce somewhat absolute positioning by TRANSIT satellites
the influence of multipath effects. It appears that (uncertainty ± 0.5 m), and in OCA laser ranging was
the observed constant biases persisting during the used to LAGEOS satellite (uncertainty ± 0.1 m).
months over short distances are entirely due to an
error of differential antenna coordinates (F - type In both locations the local links between space
error), geodesy points and GPS antennas have been realized

with an uncertainty of ± 0.2 m.

2.2 Determination of Differential Coordinates The differences between geodetic coordinates and the
coordinates introduced (adopted) into the receivers

For the same day, we assume that the (Uab)k are are following:
all transferred at the same instant (0 h UTC, for
instance). Usually the adopted time comparison is r DX = -0.33 m

OP(Doppler) - OP(adopted) DY = 3.19 m (7)^ 1 n Z=06

;.b = Z (U.b)k = Ub- A DZ = 0.63 m
k=l uncertainty ± 0.5 m.

with the unknown AT defined by DX = -3.12 m
n OCA(laser)- OCA(adopted) DY = 2.64 m (8)

AT X F. (5) DZ = 1.91 m
n k=l uncertainty ± 0.1 m.

If the Doppler and laser positioning are perfectly
From (4) and (3), we arrive at the equation accurate, the difference between the results in (7)

a (and (8) represents the corrections which should be

+AT = (Ub)k added to the relative coordinates of OP - OCA.

The right side of (6) is obtained every day. On They are:

the left side, the unknowns are AT and the
components DX, DY and DZ of B'B in the usual DX = -2.79 m
coordinate system: 0 at the geocenter, OZ toward the DY = -0.55 m
pole, OX in the prime meridian, and OY toward East. DZ = 1.28 in
More precisely, DX, DY and DZ are corrections to add total uncertainty ± 0.5 i.
to the adopted coordinates of B in order to express The determination of these relative coordinate
them in the same frame as the coordinates of A corrections, by the BIPH method realized over the
(differential positioning). period 18 July 1988 to 14 December 1988, is:

The t in equation (6) are easily expressed in the
OXYZ system, using the elevation and azimuth of S,
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DX = (-3.01 ± 0.18) m TABLE III - Closures of differential coordinates
DY = (-0.09 ± 0.07) m given by Table II by triangles of laboratories.
DZ = ( 0.52 ± 0.17) m,

Unit: 1 meter.
where the uncertainty stated here is the statistical
deviation in the solution.

DX aX DY oY DZ oz
Gien the various uncertainties, the agreement
between two determinations is quite satisfactory. U"') - APL 1.02 0.11 0.99 0.23 -7.52 0.42

UbNO - NRC 9.47 0.10 -2.96 0.24 4.05 0.41
APL - NRC 8.40 0.12 -4.60 0.24 11.91 0.49

Similar agreements have been found for other pairs
of laboratories having the links between GPS Closure -0.05 -0.65 0.32
antennas and space geodesy sites. The self
consistency of the BIPH method appears to be 30 cm.
To determine accuracy, this method needs to be USNO - NIST -2.12 0.16 5.06 0.35 -3.39 0.61NIST - NRC 10.95 0.12 -7.84 0.30 6.59 0.51compared with a method that is more accurate. USNO - NRC 9.47 0.10 -2.96 0.24 4.05 0.41

..............................................................

Closure -0.64 0.18 -0.85
2.4. AnDlication to North American Laboratories

Proceeding with the above method, we have NIST - APL 2.71 0.16 -3.60 0.40 -5.02 0.69NIST - NRC 10.95 0.12 -7.84 0.30 6.59 0.51
determined the relative coordinates between four APL - NRC 8.40 0.12 -4.60 0.24 11.91 0.49
time laboratories in North America. The analysis is --------------------------------------------------------------
based on the data of the common-view schedule No. Closure 0.16 -0.36 0.30
10, extending from 15 December 1987 to 22 June 1988.

NIST - APL 2.71 0.16 -3.60 0.40 -5.)2 0.69The distances between laboratories are shown in USNO - APL 1.02 0.11 0.99 0.23 -7.52 0.42
Table I. We notice that the distances between NIST USNO - NIST -2.12 0.16 5.06 0.35 -3.39 0.61
and the other laboratories are more than 2000 km. In ...........................................................
this case, the results should be used with caution. Clo ure -0.43 0.47 -0.69
They are nevertheless given because the stability of
the biases seems to indicate a predominant
contribution of coordinate errors. This analysis is based on a schedule which has

not been optimized for the positioning. Only 14 SCV
TABLE I - Distances between the laboratories have been used. This explains the quite large
considered in this study in thousands of kilometers uncertainties of differential positioning (up to 0.5
(chords). m). Using an optimized schedule (a good geometry and

APL NIST NRC 24 SCV or more) has led to uncertainties below 0.2 m
[6].

NIST 2.41
Special comments are needed for the USNO results.

NRC 0.70 2.44 This laboratory is equipped with a receiver which is
still using parameters of the WGS 72 coordinate

USNO 0.03 0.73 0.73 system instead of WGS 84, the system adopted by GPS
since January 1987. Thus antenna coordinates

The results of this differential positioning are enterred in the receiver in the geodetic form 4, A,
given by Table II. Errors of up to 12 m are noted. h, are transformed into cartesian coordinates X, Y,

Z using the wrong ellipsoid parameters. In December
TABLE II - Results of the differential coordinates 1988, the cartesian coordinates X, Y, Z expressed in

determination between laboratories considered in WGS 84, were directly introduced into the USNO
this study. receiver, thus avoiding the use of WGS 72 ellipsoid

Unit: 1 meter. parameters. Before this date the USNO coordinates
should be corrected by:

DX oX DY oY DZ UZ
DX = 0.36 m

USNO - APL 1.02 0.11 0.99 0.23 -7.52 0.42 DY = -1.58 m
USNO - NRC 9.47 0.10 -2.96 0.24 4.05 0.41 DZ = 1.05 m
USNO - NIST -2.12 0.16 5.06 0.35 -3.39 0.61
NIST - APL 2.71 0.16 -3.60 0.40 -5.02 0.69 These corrections have been applied to the results
NIST - NRC 10.95 0.12 -7.84 0.30 6.59 0.51 given by tables II and III.
APL - NRC 8.40 0.12 -4.60 0.24 11.91 0.49

Another problem arises in the computation of the
Table III gives the closure by triangles of position of satellites by receivers using WGS 72

laboratories. A good consistency of differential parameters. The cartesian coordinates X, Y, Z of
solutions including NIST is observed, the satellite are computed by the receiver software

from the broadcast Keplerian elements using WGS 72
values of the universal gravitational parameter and
the earth's rotation rete. The estimated error in
the satellite position due to the use of wrong
parameters is of the order of 2 to 3 m. If the error
vector for each satellite has a constant value and
direction, it could introduce an error of a similar
amount to the differential coordinates computed by
BIPH method. This possible error was not removed and
could exist in the differential coordinates between
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USNO and other laboratories, provided by Tables II II, we get a total uncertainty of 2 ns due to
and III. positioning for the pair laboratories in that list.

This may be optimistic in that we have not fully
established the accuracy of this method.

2.5. Use of Coordinate Corrections for Accurate Time
Comnarisons

3. LINK OF NORTH AMERICAN LABORATORIES
Let us consider again a pair of laboratories. We WITH VLBI SITES

refer to the notation and equations in section 2.1.
Instead of using AT from the coordinate solution to The two principal time centers NIST and USNO can
correct the b.,, it is better for time transfer to be linked to two VLBI primary sites of the BIH
correct each (U.b)k by applying the coordinate Terrestrial System (BTS).
corrections to, let us say, B by (3). This is easily
done by computation, using the known elevation and BTS has been established by BIH, with the aim of
azimuth of Sk. providing the best possible world-wide reference

frame by giving the coordinates of a small number of
Fig. 2 illustrates the improvement brought by sites where the most accurate positioning are

application of coorenate corrections, permanently used (very long baseline interferometry,

NRC - USNO lunar laser ranging, satellite laser ranging).

0
The uncertainties of BTS primary sites range from

about 5 to 20 cm. The coordinates of sites are
revised annually and referred to epoch 1984.0 with a
model of tectonic plate motions. This model can be
used also to bring the coordinates to date.

"0

0 The 1987 issue of the BTS, designated BTS (1987),
0.0 and the formulas for the transformation of BTS
0, coordinates into WGS 84 are given in the BIH Annual
0
2o Report for 1987 (2].

Since 1 January 1988, the maintenance of the BTS
. __has become one of the tasks of the International

'47139.0 471790 472190 47259.0 472990 Earth Rotation Service (IERS), and the name BTS
MJD changed to IERS Terrestrial Reference Frame (ITRF).

NRC - USNO 3.1. Link Between USNO and Maryland Point VLBI Site

In Ap:il 1985 the double-frequency geodetic OPS
receivers were used to connect the Maryland Point
VLBT Site (BTS site reference, VLBI 7277) to the
time transfer antenna at the USNO located 20 km

NO away. The geodetic GPS receivers located a point

0 directly below the time transfer antenna relative to
0o Maryland Point, with the height of the time transfer

antenna above this point determined by direct

measurement. This connection between the Maryland
1Point VLBI site and the USNO time transfer antenna
I is xpc-ted to be accurate to 2 to 5 cm. Final

reductions of the CPS data should be completed by
471390 471790 47219.0 47259.0 47299.0 mid-June 1989.

MJD

Fig. 2. D is (Uab)k - Ubb of equation (6), 3.2. Link Between NIST and Platteville VLBI Site
averaged over 10-day intervals. One
line is drawn for each k, above with the In order to realize the differential positioning
adopted coordinates, below after by the BIPM approach between the NIST CPS time
coordinate correction. receiver and the VLBI site in Platteville, 50 km

away (BTS site reference: VLBI 7258), NIST installed
A bias could remain due to the remaining error of an atomic cesium clock and a CPS time receiver in

the differential coordinates of B with resect to A. Platteville in April 1989.
It is maximum for B'B in the direction of BS'k.

A specially conceived tracking schedule for Lie
A conservative estimate is: c-1 IB'BI/2, positioning, having 30 tracks has been introduced to

corresponding to BI-B vertical and uniform both receivers in Boulder and Platteville. The CPS

distribution of Sk on the sky BIB is antenna in Platteville is located at the level of
evaluated by the ground without any obstacles around. This

location seems to have reduced the noise due to
-multipath interference to 2 to 3 ns. The antenna in
B'B = (oz + 02 + 0,)%, Boulder is shielded by an andi-reflecting plane,

_ reducing noise of multipath to 3 to 5 ns.

where the a's are those of the differential
positioning. If we takz the portion of the error The expected consistency of this differential

represented by the statistical deviations in Table pos4.tioning is about 30 cm.
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Because the differential positioning by BIPM (f) The accurate coordinates of GPS time receivers
method requires several months of observations, the located on different continents may permit the
results will be available in the Fall, 1989. computations of the corrections to the broadcast

ephemerides, assuming that the problems of
ionospheric delay errors and multipath have been

4. UNCERTAINTIES OF GPS TIME COMPARISONS resolved.

Although it is not the purpose of this paper to The degradation of GPS system, planned for the
discuss in detail other sources of uncertainties in near future, makes the improvement of deteriorated
GPS time comparisons (13], we will mentiot. them ephemerides a matter of urgent interest.
briefly.

(g) It is important to investigate other sources of
The differential receiver delays can be uncertainties of GPS time comparisons such as

calibrated with uncertainties of the order of 1 ns ionospheric delay, satellite position, multipath
[3,10,15,12]. However more recent studies have interference and anomalies of GPS time receivers'
revealed systematic and random differences between software.
different type of GPS time receivers [4,9].

For short distances, with observations spread in 6.
time and direction, we assume that the systematic
component of the differential refraction, not The authors wish to express their gratitude to
corrected by the model, is below I ns. Nevertheless David Allan, Dick Davis, and Judah Levine from NIST
this assumption should be verified by measurements for their most helpful advice and their help in the
of ionospheric delay by dual frequency CPS realization of the link between NIST and
receivers. Platteville. The authors thank the staff of

National Geodetic Survey for their work in
For long distances, a model to compute the performing the differential positioning between USNO

ionospheric delay is insufficient, and the and the Maryland Point VLBI site.
measurements of ionosphere by dual-frequency
receivers are necessary (7,8].
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ABSTRACT

The Modular Intelligent Frequency, Time and Time I OSCILLATOR MICROCOMPUTER BATTERY

Interval (MIFTTI) Subsystem is a modular time and
frequency subsystem that includes built-in intelligence EXTERNAL CIRCUIT

to improve its performance. Modularity is used to REFERENCEI CIRCUIT~POW/ER
achieve maximum configuration flexibility. Intelli- 
gence is used to achieve maximum time and frequency ! t
performance from the available frequency sources by FREQUENCY CL CAND
providing automatic fault detection, synchronization, DISTRIBUTION TE CONVERTER
and syntonization, and by providing compensation for GENERATOR
such systematic errors as aging and temperature sensi- ------ ------ -- - -- ---
tivity. f, , f3 D I PPS VIN

This paper describes the continuing research on the
MIFTTI Subsystem being sponsored at EG&G by the U.S. Figure 1. MIFTTI Subsystem Block Diagram.
Army Electronics Technology and Devices Laboratory
(ETOL) under Contract No. DAALO1-87-C-0715.

ARCHITECTURE
A primary objective of this program is to study the
MIFTTI Subsystem concepts and to define an architecture The architecture of the MIFTTI Subsystem is described
for it. This is a key task because the choices made in the following sections of this paper. The MIFTTI
will shape all the hardware and software that follow, architecture is arranged to combine all elements of a
The overriding goal has been to provide sufficient time and frequency subsystem under microcomputer
flexibility to allow the inclusion of all reasonable control. A detailed block diagram of the complete
features while making those specific choices necessary MIFTTI Subsystem is shown in Figure 2. The elements of
to build real and practical hardware. Hardware is the MIFTTI Subsystem are arranged as separate modules
being designed and two MIFTTI Subsystems are being that allow for maximum flexibility of its overall
built to test the control system software and evaluate configuration. A list of the MIFTTI module types is
the efficacy and tradeoffs associated with the MIFTTI shown in Table 1. Besides the Chassis, only three of
concepts. the modules (Power Supply, Microcomputer, and A/D

Converter), plus at least one external or internal
The first year of this,30-month program has concen- frequency source, are required to configure a useful
trated on defining the architecture and packaging system. The frequency source may be a crystal oscilla-
concepts of the MIFTTI Subsystem, design of the basic tor (XO), a rubidium frequency standard (RFS), an
crystal oscillator and rubidium frequency references, external reference (such as a cesium frequency standard
and development of the basic control software. The or GPS receiver), or any combination thereof. The
architectural, hardware, and software work so far has system can be enhanced by adding accessory modules for
resulted in the construction and test of an "Intelli- a particular application such as a Battery, a Clock and
gent Rubidium-Crystal Oscillator (RbXO)" that is being Time Code Generator (C/TCG), and Distribution Amplifi-
used to verify the MIFTTI Subsystem concepts. The XO ers.
can be continuously or periodically syntonized to the
RFS, and the RFS can be syntonized to an external
reference, all under software control. Compensation Table 1. MIFTTI Module Types.
for XO and RFS aging and temperature sensitivity is
included, as is display of XO and RFS monitors. The Category Modules
results are encouraging, and show the potential for
significant improvements in the capabilities of mili- Essential Chassis
tary time and frequency subsystems by the incorporation Power Supply
of these concepts. Microcomputer

A/D Converter

Source Crystal Oscillator
INTRODUCTION Rubidium Standard

External Reference
The Modular Intelligent Frequency, Time and Time
Interval (MIFTTI) Subsystem program [ii is a research Accessory Battery
c fort to study the advantages and methods of adding Distribution Amplifier(s)
intelligence to a time and frequency subsystem. Clock/Time Code Generator

A simplified block diagram of the MIFTTI Subsystem is Spare(s)

shown in Figure 1. An oscillator drives frequency
distribution, time of day, and time interval outputs
under the microcomputer control. An external reference Power/Data Bus. A vital aspect of the MIFTTI Subsystem
may be applied for higher stability and to update the architecture is the power and data bus arrangement that
subsystem time and frequency. Power for the subsystem interconnects and runs the various MIFTTI modules.
is provided by either external dc or a battery via a Means must be provided for powering all anticipated and
dc/dc converter, future modules in a way that is both flexible yet

CH2690-6/89/0000-
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Figure 2. MIFTTI Subsystem Detailed Block Diagram.

efficient. Sufficient choices of voltage and current lines and a Clock line, along with three Address and
levels are provided to supply a variety of heater, two Write lines that define addresses for up to 16
analog, and digital loads from a single dc input with MIFTTI modules.
provisions for battery backup. Means are also provided
for the exchange of information between MIFTI modules. A block diagram of the MIFTTI data bus is shown in
A simple, yet flexible, serial data transmission system Figure 3. Data transfers from the microcomputer involve
was conceived for this purpose. clocking out the desired number of data bits on the

Data Out line, which propagate into parallel output
Power Supl and Bus. The MIFTI Subsystem is powered shift registers in each module. When the appropriate
by an external +28 V dc supply. Power is supplied to number of data bits have been sent, they are latched
the MIFTTI modules via the MIFTI power bus, which into the addressed registers by a strobe pulse from the
distributes dc power at +28 V, ±15 V, +12 V, and +5 V. address decoder. Data transfers into the microcomputer
These supply choices are sufficiently flexible for all operate in a similar fashion. A control bit commands
circuit requirements, and all MIFTTI modules are de- the connection of the output of parallel input shift
signed to operate from them. All bus supplies are de- registers in one module to the Data In line, and ir
rived with switching power supply techniques except for data are clocked into the microcomputer.
the +28 V bus, which is the main power input to the
subsystem.

The +28 V bus is intended to supply power to the RFSD
and any other large loads (up to 170 W total). This
line is diode-steered from the +28 V input under normal i
operation and from the battery module (if included) if
the main dc input fails. The RFS module contains a
power control switch which can be programmed by the
MIFTTI Subsystem to turn the RFS off under battery
operation. The external +28 V supply itself can also
be battery-backed.soT M
One dc/dc converter supplies +12 V from the internal 1cuae
+28 V bus. This supply is intended primarily for the s
oven and oscillator power of the crystal oscillator or
other relatively high power loads (30 W total). Another
dc/dc converter supplies the remaining ±15 V and +5 V
MIFTTI buses. The ±15 V supplies are intended primari- > IN

ly for analog circuits (each 1.5 W total) and the +5 V DA TAIW9
supply is intended primarily for digital circuits (2.5 ) - - -I-

W total), including those of the MIFTTI data bus > - - I
interfaces. 9M 1I

Data-Bus. The MIFTTI Subsystem uses a unique data bus > 311l

that emphasizes simplicity and low power. Data trans- NIT0
fers within the MIFTTI Subsystem are quite slow by > MW)

normal computer standards, and the number of addresses
required is very low. This dictates a simple serial
data transmission arrangement with Data In and Data Out Figure 3. MIFTTI Data Bus.
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A special feature of the MIFTTI data bus is an analog Distribution Amplifiers. Distribution amplifiers at
line that can be read via an A/D converter by the standard frequencies of 0.1, 1, 5, and 10 MHz are
microcomputer. Analog switches in the various MIFTTI planned as optional modules for the MIFTTI Subsystem.
modules can connect analog signals, such as monitors, Each distribution amplifier module is driven at 10 MHz
to this analog line one at a time under control of the and has four outputs at a selectable output frequency.
microcomputer. Each output level is +7 dBm nominal with harmonic

distortion components suppressed by at least 30 dBc.
The outputs are isolated from each other by at least 60
dB. An important feature of the distribution amplifier

HARDWARE architecture is that the 10 MHz drive is a 5 volt CMOS
signal that may be "daisy-chained" to drive any number

The hardware under development for the MIFTTI Subsystem of modules.
is described in the following sections. Common features
of the MIFTTI hardware design include (a) packaging Clock/Time Code Generator. A Clock and Time Code
into standard modules, (b) interfacing to the MIFTTI Generator (C/TCG) is planned as an optional module for
power/data bus, and (c) outputting of ID information the MIFTTI Subsystem. Several approaches to the C/TCG
that uniquely identifies each module, are under consideration. These include (a) the use of

a commercially available C/TCG board or module, (b) the
Crystal Oscillator. Most MIFTTI configurations will use of the single-chip CMOS gate array C/TCG used in
contain a Crystal Oscillator (XO) module. The baseline the U.S. Army SCOTT MILSTAR terminal, or (c) the
XO for the present hardware is the TMXO [21 , but the development of a new general-purpose C/TCG chip.
MIFTTI Subsystem can be adapted to use other comparable
voltage-controlled crystal oscillators (VCXOs). One attractive possibility is to develop a C/TCG

device that could be down-loaded by the MIFTTI host
There are two modes of operation for the MIFTTI XO microcomputer with instructions for a specific time
module. In the first operating mode, it can be operated code format. This could result in a practical approach
as a computer-controlled crystal oscillator, in which to a "universal" device that, augmented with high-speed
case the control voltage is set by the MIFTTI microcom- or specialized interface circuits, could serve in a
puter. A local temperature transducer allows the wide variety of applications.
MIFTTI Subsystem to make intelligent frequency compen-
sations to the TMXO due to variations in ambient A/D Converter. The A/D Converter is required in nearly
temperature. In addition, using modeling techniques, all MIFTTI Subsystem configurations, since it is needed
the MIFTTI Subsystem can compensate for oscillator to measure the monitor and other signals on the analog
aging. This mode of XO operation enhances the effec- line of the MIFTTI data bus, and it plays an essential
tiveness of the system because of the crystal oscil- role in the syntonization of the RFS to an external
lator's ability to operate without constant access to a reference.
superior reference. This can thereby reduce the size,
cost, or power consumption required for a certain level Computer. A single board computer using the Intel TM
of timing stability. 80C188 microprocessor has been selected as the MIFTTI

The second mode of XO operation allows the crystal Subsystem microcomputer. This board has a MS-DOSTH

oscillator to be locked to a local or external refer- compatible BIOS that provides low level I/O routines

ence. Although this process is initiated by the MIFTTI compatible with the IBMTH PC. It has all the necessary

Subsystem microcomputer, the computer has little to do memory and port capabilities to support the MIFTTI

with the actual syntonization. XO syntonization is Subsystem requirements.

accomplished by means of phase locked loop and digital Packaging. The primary objectives of the MIFTTI
follower hardware. The microcomputer is able to T
monitor the process by reading the 12-bit up/down Subsystem packaging are (a) modularity to facilitate

counter via a parallel to serial converter shift reconfiguration both during the study and for various
register. These aa car theno b s tonrte swith applications, and (b) the use of standardized, commer-register. These data can then be stored along with cially available hardware to minimize design andtemperature data in the MIFTTI microcomputer to charac- fabrication costs and to ensure the availability of

terize such parameters as TMXO aging and temperature add-on or replacement parts.

coefficient.

An outline drawing of a MIFTTI Subsystem is shown in
The Crystal Oscillator board also has logic to monitor Figure 4, which illustrates the packaging approach and
the input levels of the local and external references, shows one possible configuration. The chassis is 17.0"
the varactor voltage of the TMXO, and the ambient wide, 5.2" high, and 16.7" deep. It can be fitted with
temperature. cover plates for use as a table-top case, or mounted

in 19" racks or cabinets. Modules can be installed
Rubidium Freauencv Standard. The Rubidium Frequency from the front and back, with guides ensuring proper
Standard is an optional MIFTTI Subsystem module for alignment of the module and back-plane connectors. The
applications where the high stability of an atomic connectors comply with DIN 41612 and have both standard
frequency standard is required. It consists of a RFS and coaxial contacts. The modules are available in
and circuitry to interface it with the MIFTTI Subsys- various types and widths, provide protection and EMI
tem. shielding, and accept 100 x 160 mm Eurocard boards.

The MIFTTI Rubidium Frequency Standard module uses a
modified version of the EG&G Model RFS-1O Rb standard.
This RFS has had widespread application in military SOFTWARE
communications systems. It is also the Rb referer-e
that was used in the original RbXO(3.41 , where it Software is probably the most important aspect of the
proved its stability and reliability while undergoing MIFTTI Subsystem because it supplies the intelligence
severe temperature and on-off cycling. The interface that provides the flexibility, automatic features, and
circuitry for the Rb Reference Module is primarily to performance gains that are the program objectives. It
allow tuning of the Rb reference via the MIFTTI data was therefore decided that the software effort should
bus. This is accomplished by a tuning register and D/A be done in a well-structured, highly professional
converter that controls the C-field current of the Rb manner emphasizing flexibility, portability, and
physics package. maintainability. This led to three fundamental
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Figure 4. MIFTTI Subsystem Outline Drawing.

choices: (a) the use of a professional programming Control Program. The Control Program is the heart of
organization, (b) the use of the C programming lan- the MIFTTI software, since it is the code that deter-
guage, and (c) the use of the 8086 family of micro- mines most of the subsystem's functionality. This
computers and a PC compatible BIOS system. software controls the configuration and operation of

the MIFTTI hardware, performing such functions as
C is a highly portable programming il=guage well suited periodic syntonization of the XO to the RFS, or one-
for control system applications. C programs are Lime syntonization of the RFS to the external refer-
organized into well-structured functions, and the ence. Flexibility and maintainability are critical for
language i.cludes means for hardware bit manipulations. this code since it is likely to undergo frequent change
As a compiled language, it results in fast and compact as new features are added.
code. PC compatibility allows access to many software
tools and hardware options, and allows the MIFTTI Modeling. The Modeling block Is potentially the most
Subsystem hardware to be operated by an external PC sophisticated portion of the MIFTTI Subsystem software
compatible computer. and is the area in which the most research and experi-

mentation will occur. In a sense, all of the current
These choices have proven to be sound. The selection hardware and most of the software are being developed
of a highly professional programming organization has to allow exploration of the advantages of modeling as
greatly enhanced the quality of the software. The C applied to a time and frequency subsystem. It Is
language is very satisfactory for this application, primarily through the modeling and subsequent compensa-
especially when augmented with a commercially available tion that stability performance improvements will be
multi-tasking operating system and other software gained.
tools. The major software modules are discussed in
more detail below. Two approaches are being taken regarding the MIFTTI

Subsystem modeling software. The first approach (part
OQeratlng System. The Operating System portion of the of this EG&G effort) involves straightforward feedfor-
MIFITT software provides low level real-time executive ward compensation of aging and temperature sensitivity
functions such as keyboard, event, timer, CRT, printer, for the XO and RFS frequency sources. The second

por IO, ndEEPOMtass.Man o thsefuntins re approach (recently completed at Ball Corporation)por I/, ad EPRO taks.Han ofthee fnctonsare involves the use of Kalman filter methods to estimate
provided by a commercially available multi-tasking an foest he im adfrqnc saes fte

opeatig sste an a et f gnerl-prpoe sftwre IFTTI Subsystem. [S,61 Since both software efforts are
tools. using the C programming language and there have been

informal meetings held to coordinate these efforts, It
Application Support. The purposo of the Application is expected that the second approach will eventually be
Support software is to insulate the details of how ported into the actual MIFTTI Subsystem hardware.
things are done from the application software. This
approach enhances the maintainability, flexibility, and Certain fundamental principles apply to either ap-
debugability of the software. proach. Syntonization provides actual frequency correc-
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tion of a source (XO or RFS) when a more stable refer- OPERATION
ence is available (RFS or external). This syntoniza-
tion also provides data for the modeling process. When The MIFTTI Subsystem may be operated with several
tagged with the time and temperature, and the synton- combinations of freque.icy sources, as shown in Table 2.
ized source control voltage is interpreted in terms of The frequency sources available determine the possible
freouency, the syntonization performs a measurement for operating modes of the subsystem. A summary of the
the modeling process. (The microcomputer real time MIFTTI Subsystem operating modes is shown in Table 3.
clock provides the time tag, a sensor in the source Four basic operating modes are defined, depending on
module provides the temperature data, and prior charac- what frequency source(s) is included in the particular
terization of the source tuning curve provides the MIFTTI Subsystem. These MIFTTI Subsystem operating
frequency value.) modes are described in more detail below.

Simple feedforward (non-adaptive) modeling would use Table 2. MIFTTI Source Combinations.
prior characterization of the frequency versus tempera-
ture dependence of the XO or RFS to compensate the
source for temperature variations. (The modeling Frequency Sources Mode Descrintion
software will probably have a learning mode to facili-
tate the storage of the source temperature characteris- Ext. RFS XO
tic.) Such compensation for temperature (or any other X X X Syntonized RbXO
deterministic error such as supply voltage or baromet- X X Syntonized RFS
ric pressure) would precede any other modeling. X X Syntonized XO

The first modeling approach would then apply an aging X External

compensation factor (based on a single linear drift X X RbO

value or other simple model) between syntonizations. X Rb

The second approach would use each new syntonization to X XO

update the system state vector and make optimal state
estimates between syntonizations (which do not have to
occur regularly). Review of RbXO Operating Principles. A RbXO 3'41  is a

voltage-controlled crystal oscillator (VCXO) that
Monitoring. The Monitoring portion of the MIFTTI operates continuously and is occasionally syntonized by
software will monitor the status of the subsystem and a rubidium reference that can remain off most of the
make that data available to an external printer, time. This concept combines the best features of a
terminal, or PC for logging and analysis. Off-line rubidium frequency standard (fast warmup and low aging)
analysis of monitor data (such as aging corrections) with those of a crystal oscillator (low power and small
can be done on an external PC using off-the-shelf size). While not an essential part of a MIFTTI Subsys-
software packages. tem, the RbXO is a basic building block for many such

Table 3. MIFTTI Subsystem Operating Modes.

Mode Sub-Mode Sources Function RemarksExt RbXO

XO Manual X XO frequency adjustable Like ordinary XO
via user interface plus modeling to

correct aging
and TC

Ext. X X Syntonize XO to external Periodic or con-
Synt. reference tinuous syntoni-

zation

Rb Manual X RFS frequency adjustable Like ordinary RFS
via user interface plus modeling to

correct aging
and TC

Ext. X X Syntonize RFS to external Periodic syntoni-
Synt. reference zation only

RbXO Synt. X X Syntonize XO to Rb Periodic or contin-
by Rb uous syntonization

Ext. X X X Syntonize Rb or XO to When external refer-
Synt. external reference ence available

Ext. X MIFTTI Subsystem driven
by external reference
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units. A MIFTTI Subsystem can, however, add signifi- RbXO Modes. The basic RbXO mode also closely resembles
cant new features (modularity and intelligence, for conventional RbXO hardware and operates normally
example) to a RbXO. The subsystem intelligence can without direct MIFTTI microcomputer involvement.
further enhance the power conservation advantages of Unlike most RbXO configurations, however, the Rb
the RbXO concept. -action is a complete RFS (with its own crystal oscil-

lator), not just a Rb Reference. This allows maximum
XO Modes. The simplest useful MIFTTI operating mode is MIFTTI Subsystem flexibility and permits the XO PLL to
as an ordinary crystal oscillator (except that the XO treat the RFS and external references identically. It
frequency is controlled by tuning word data rather than also allows the use of the RFS module by itself, and
a trimmer or external control voltage). At startup, offers a convenient way to use the separate XO module
the previously stored XO tuning word is loaded from to isolate the system from RFS noise, syntonization
EEPROM. The XO frequency can then be manually adjusted disturbance, or failure,
via the user interface. The operator can command a
certain tuning word or a certain frequency, either The MIFTTI intelligence does, however, offer many new
absolute or incremental. These frequency adjustments possibilities for optimum control of RbXO operation.
will use XO tuning characteristic data previously These should certainly include a choice of continuous
stored in EEPROM (as a lookup table with linear inter- or periodic operation of the RFS under user control.
polation). Great flexibility also exists in the criteria for

"syntonization complete" (fixed time, oven status, tun-
If an external reference is available, the MIFTTI ing word stability, etc.) as well as syntonization
Subsystem can use it to calibrate (syntonize) the XO. control (significant temperature change, etc.).
(XO syntonization by the Rb Reference is discussed
under the RbXO mode below.) This external XO syntoniza- The RbXO can be externally syntonized in either of two
tion can be selected to take place either continuously ways. The first syntonizes the Rb C-field as described
or periodically. If the external reference controls above for the RFS alone. During this process, however,
the XO continuously, then the XO serves as a "fly- the XO serves as a buffer to isolate the system from
wheel," and would be available to take over if the the Rb disturbances during its syntonization. This is
external reference is lost. (This ability is enhanced the preferred method, but it does require a pro3ram-
greatly by the MIFTTI aging and TC modeling.) The mable C-field register and a servo integrator monitor.
control logic must respond gracefully to the loss of This limits the method to a programmable RFS that can
the external reference at any time, causing the XO to be adjusted to the correct frequency.
operate at the best valid tuning condition.

An alternative syntonization method is to introduce an
XO syntonization is accomplished by a digital phase offset into the XO tuning word. The XO is first locked
lock loop (PLL), with no direct involvement by the to the external reference, and then to the RFS. The
MIFTTI microcomputer. This PLL hardware establishes difference in the tuning register words is stored and
the correct tuning register word to syntonize the XO to subtracted, ard the RFS offset is calculated knowing
the external or Rb reference. The resulting tuning the XO varactor characteristic. The system then
word can then be read by the microcomputer. operates at the correct frequency. Subsequent XO aging

is corrected for by another RFS syntonization followed
The XO PLL loop is relatively slow so that the phase by subtraction of its frequency offset. This method
noise of a high quality crystal oscillator is not can be used with a non-programmable RFS (and even one
degraded by the noise of the reference. The pattern of that is significantly off frequency but stable).
external XO syntonization can be either (a) one-shot
syntonization on command, or (b) continuous syntoniza- Power Modes. Intelligent power control is another
tion while the external reference is present. aspect of the MIFTTI Subsystem operation. In particu-

lar, the state of the Rb reference is an important
Rb Modes. The operating modes of a MIFTTI Subsystem programmable parameter during battery operation. A
with only a Rb source are similar to those with only a RbXO configuration would probably, but not necessarily,
XO. The RFS frequency is programmable via a C-field switch to XO-only operation under battery power. An
tuning register that is initialized from EEPROM at turn ongoing syntonization cycle might be completed, how-
on and can be manually adjusted via the user interface, ever, or the Rb reference might turn on infrequently,
The C-field tuning characteristic is stored in the or only if there were a significant environmental
EEPROM and used to allow absolute or incremental disturbance.
frequency adjustments.

If an external reference is available, the MIFTTI
Subsystem can use it to syntonize the RFS. This synton- CONCLUSION
ization uses a successive approximation process that
uses the sense of the frequency difference to sequen- Virtually all military communications, navigation, and

tially adjust the bits of the C-field register to the IFF systems require a time and frequency subsystem. The
correct setting. The frequency sense information comes MIFTTI program is studying the concept of adding
from the RFS servo integrator via the MIFTTI analog intelligence to such subsystems as a means to improve
monitor bus A/D converter, their performance. The results are encouraging, and

show the potential for significant improvements in the
RFS syntonization will take place only periodically o- capabilities of military time and frequency subsystems
in response to a command. Continuous RFS syntonization by the incorporation of these concepts.
is not desirable because the successive approximation
process disturbs the frequency, and the inherent high
stability of the RFS makes frequent syntonization
unnecessary. During normal operation, RFS syntoniza- ACKNOWLEDGEMENT
tion is most likely (a) when an external reference is
tempnrarily available, or (b) when a significant period The work on the MIFTTI program at EG&G is sponsored by
of time or change in temperature has taken place. The the U.S. Army Electronics Technology and Devices
system can detect the presence of an external reference Laboratory (ETDL) under contract No. DAALO1-87-C-0715.
and it must gracefully restore the previous C-field The authors wish to acknowledge their stimuliting
word if the external reference is lost during a synton- discussions with Messrs. R. Filler and J. Vig of U.S.
ization cycle. Army LABCOM concerning the MIFTTI operating concepts.
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KALMAN FILTER ANALYSIS OF PRECISION CLOCKS WITH
REAL-TIME PARAMETER ESTIMATION

S.R. Stein*
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Introduction defined to be

This paper extends the Kalman analysis of precision clocks pre- P(tit) = E I [(t1t) - :i(t)] [ (lt) - (t)]T} (3)
sented at the 42" Annual Symposium on Frequency Control. [1)
It addresses the real-time estimation of the noise parameters of The diagonal elements of this n x n matrix are the variances of
the clocks, i.e., the spectral densities of the noises. The work was the estimates of the components of i(t) after the measurement
motivated by the need for updated parameter values for adaptive at time t. Next, the error covariance matrix just prior to the
Kalman filter analysis and clock forecasting and control. measurement at time t + 6 is defined as

Clock parameters are traditionally calculated by an off-line T
batch processing technique such as variance analysis, spectrum P(t -61t)= E { [,:(t + 81t) - i(t + 6)] [x(1 + 6)1) - I( .)]}.
analysis or maximum likelihood analysis. We have developed a (4)
method of analyzing the Kalman filter residuals which provides Finally, R(t) is the covariance matrix of the measurement noise
updated parameter values in near real-time, eliminating the need and Q(t + 6)t) is the covariance matrix of the system noise gen-
to interrupt the recursive Kalman computations with periodic pa- erated during the interval from t to I + 6
rameter analysis. The procedure is similar to estimating the clock
noise parameters from the two-sample variance, except traditional R(t) = E [Vi(t)i:(t)T ]  (5)
variance analysis requires equally spaced data.

Q(t + 6it) = E [i(t + 61t)i(1 + 61t)T]. (6)

Kalman Filter Model for a Precision The evolution of the error covariance matrix is determined by the

Oscillator system model

The states of the clock are formed into an n dimensional state p(t + 6)t) = f( 6 )p( 1 t) 4 (6)T + rq(t + bIt)rr. (7)

vector g(t). The system evolves from time t to time t+6 according The new estimate of the state vector depends on the previous
to estimate and the current measurement

i(t + 6) = 4(6)w(t) + ri(t + bit) + *(og)(1), (1)

where the n x n dimensional state transition matrix 4(6) embod- (t + 6)t + 6) = (6)Xi(tlt) + 4(6)(t)

ies the system model, the n dimensional vector i(t + 61t) contains + K(I + 6) [(t + 6) - H(t + 6)4() 7(tIt)]
the noise inputs to the system during the interval from t to t + 6, - K(t + 6)H(t -5)6) (1), (8)
and the n dimensional vector 0(t) contains the control inputs
made at time t. The state transition matrix is assumed to de- where the gain matrix, K(t + 6), determines how heavily the new
pend on the length of the interval, but not on the origin. Each measurements are weighted. The optimum or Kalman gain, K0,,,
element of i(I + 611) is normally distributed with zero mean and is determined by minimizing the "square of the length of the error
is uncorrelated in time. Equation 1 generates a random walk in vector,"i.e., the sum of the diagonal elements (the trace) of the
the elements of the state vector. The observation vector i(t) is error covariance matrix.
described by the measurement equation K,,,,(t + 6) = P(t + 611)H(1 + 6S)Tx (9)

i(1) = H(1) (1) + q(1). (2) [H(t + 5)P(1 + 61t)H(t + )T + R(t + 5)]'

The r observations made at time t are related linearly to the n Finally, the updated error covariance matrix is
elements of the state vector by the r x n dimensional measure-
ment matrix H(t) and the r dimensional white noise vector V(t). P(t + 6it + 6) = (10)
Kalman and Bucy defined a recursive procedure for estimating 11 - K(t + 6)H(t + 6)) P(t + 6it)[I - K(t -6)H(t + 6)IT

the next state, which requires the mean squared error of the es-
timates from the true state to be minimum. + K(t + 5)R(t + 5)K(t +

The error in the estimate of the state vector after the measure- where! is the identity matrix. If the optimum filter gain is used,
ment at time t is (tlt) - :(t). The error covariance matrix is Eq. 10 reduces to a simpler form

'Work supported by U.S. Army Laboratory Command, Contract No.
DAALOI-87-C-0717 P( + 6 5 4- 6) = (I - K ,,(t + 6)H(t - 6)] P(t + 611). (11)
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Equations 7 through 11 define the Kalman filter, and so defined itisaotimal stimtorh IIfin the numan sq ad ro sene Eh Table 1: Relationship between spectral densities and h coefficientsis an optimal estimator in the minimum squared error sense. Each

application of the Kalman recursion yields an estimate of the state Spectral density h coefficient units
of the system which is a function of the elapsed time since the
last filter update. Updates may occur at any time. In the absence SO,(t) (2 r)-h 2(t) seconds
of observations, the updates are called forecasts. Simultaneous S(t) ho(t) seconds

observations may be processed in parallel or in series, in any order, S,1(t) (27r) 2 h- 2(t) seconds-

with no change in the final result. The interval between updates, S(t) (21r) 4h4(t) seconds -

6 is arbitrary and is specifically not assumed to be constant. The
state vector is

u(t) an independent method. The techniques that are normally ap-
:(t) = X(t) (12) plied are Allan variance analysis and maximum likelihood anal.

Y(t) ysis. The problem with using the Allan variance is that it is
w(t) defined for equally spaced data. In an operational scenario where

where u(t) is the output phase, x(t) is a dummy variable, y(t) is there are occasional missing data, the gaps may be bridged, but

the frequency and w(t) is the frequency aging. The corresponding when the data are irregularly spaced, a more powerful approach

noise vector is is required.
The maximum likelihood approach determines the parameter[ i3(t 4 S"It) 1set most likely to have resulted in the observations. Equally

i(t + 61t) = ('(t + 6it) (13) spaced observations are not required, but the data are batch pro-
71'(t + 61t) cessed. Furthermore, each step of the search for the maximum
a'(t + 6it) requires a recomputation of the Kalman filter for all the observa-

The state transition and control matrices are tions, resulting in an extremely time-cousuming procedure. Both
the memory needs and computation time are incompatible with

0 1 6 62/2 the use of this approach in real-time or embedded applications.

4(6) = 0 1 65 /2 (14) A variance analysis technique compatible with irregular obser-
0 0 1 6 vations has been developed. The variance of the innovation se-
0 0 0 1 quence of the Kalman filter is analyzed to provide estimates of the

and parameters of the filter. Like the Allan variance analysis, which
1 1 0 0 is performed on the unprocessed measurements, the innovation

r(6) 0 1 0 0 (15) analysis requires only a limited memory of past data. However,
0 0 1 0 the forecasts provided by the Kalman filter allow the computa-

0 0 0 1 tion to be performed at arbitrary intervals once the algebraic form

The system covariance matrix is calculated from the definition in of the innovation variance has been calculated. Also, the Allan

Eq. 6. The non-zero elements are variance is not defined for noise processes more divergent than
rw frequency, but the variance of the innovations is well behaved

Q(t + Sit) 00 = Ss(t)fh because the state equations account for the appropriate degree of

Q(t + 81t)ii = Sf(t)6 + Su(t)b/'3 + S((t)65/20 non-stationarity.

Q(t + bit) 22 = Sg(l)6 + S (t)b3/3

Q(t + b1t)33 = SC(t)s Theory
Q(t + 61t)2 = S.(t)5b2/2 + Sc(t)b4/8 The innovation sequence has been used to provide real-time pa-
Q(t + 61t)13 = S((t)63 /6 rameter estimates for Kalman filters with equal sampling inter-
Q(t + 61t)23 = SC(t)52/2 vals. Gelb [21 describes the case of continuous and discrete filters.

Q(t + 51t)ij = Q(t + bit), Mehra [3] developed an approach for discrete Kalman filters with
equal sampling intervals, and derived the conditions for estimat-

where fh is a rectangular high frequency cutoff. Without this ir.g LIl the parameters of the filter:
bandwidth limitation, the variance of the white phase additive 1. The system must be observable.
noise would be infinite. The spectral densities which appear in
the system covariance matrix may be written in terms of the 2. The system must be time invariant.
standard oscillator noise coefficients. The values and units areshown in Table 1. 3. The number of unknown parameters in Q must be less than

show inTabl 1.the product of the dimension of the state vector and the
The particular case treated here is specified by a series of time thenpro of the mesion oe ta c n

observations described by dimension of the measurement vector.
H(t) = ( 1 0 0 0 ) and R = _.2. (16) 4. The filter must be in steady state.

where o 2. is the variance of the phase measurement process. Mehra's technique cannot be used in this case because of the
w r iassumed irregular sampling, which prevents the system from ever

reaching steady state. However, it is possible to proceed in a
Adaptive Filtering similar fashion by calculating the variance of the innovations in

terms of the true values of the parameters and the approximate
Estimating the parameters required by the Kalman filter is usu- gain and actual covariance of the suboptimal Kalman filter that
ally accomplished external to the Kalman filter computation by produced the innovation sequence.
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Let x(t_) be the the error in the estimate of the state vector is solved for the dominant parameter, and the estimate of that
before the measurement at time t, and let x(t+) be the error parameter is updated in an exponential filter of the appropriate

after the observation. One can show that, if the estimate is to be length. If the minimum sampling interval is too long, it may not

unbiased, one must have an estimati -quation in the form be possible to estimate one or more of the parameters. However,
there is no deleterious consequence of this situation, since a pa-

'(t+) = 11 - K(t)H(t)]x(t1_) + l(t)v(t), (17) rameter that cannot be estimated is not contributing appreciably
to the prediction errors.

where lk(() is the (suboptimal) filter gain obtained from using es- This method of adaptive modeling works over a broader range
timated noise parameters. The innovation vector is the difference of situations than Mehra's method. The only criteria are that:
between the observation and the prediction

1. The system be observable.0(t) =_ i(t) - H(t)x(t + r,'t). (18)

2. The number of unknown parameters in Q be less than the
Substituting Eqs. 17 and the measurement model, yields product of the dimension of the state vector and the dimen-

sion of the measurement vector.0(t) = V(t) - H(t)R(t_) (19)

The variance of the innovations may now be calculated. 121 Verification

E [7(t - 5)o(j + 6)?] = H(t + S)P(t + blt)H(t + 6)T + R(t + S) Simulation testing has shown that the this method of real-time
(20) parameter estimation combines good data efficiency and high ac-

curacy. First, a simple case was selected for simulation analysis.

Estimation Procedure A clock with white frequency noise and random walk frequency
noise was considered and a simulator was used to produce data

The adaptive modeling procedure is initialized with approximate for analysis. A program was written to compute two Kalman fil-
parameters for the clock from which the first approximate Kalman ters, one running as often as possible and the other running at

gain, IK, is computed. The initial approximations may be ob- twice the sample interval corresponding to the minimum in the

taimed from a calibration and two-sample variance evaluation, a,(r) curve. The parameter estimation is 'real-time' to the ex-
from the manufacturer's data sheet, or from experience. As the tent that no observations need to be used that are earlier than

state estimates are computed, the variance of the innovations on two days prior to the time the estimate is made. The performance

the left side of Eq. 20 is estimated. The right-hand side of this of the algorithm appears superior to two other methods of real-

equation is written in terms of the actual filter element values time parameter estimation: calculation of the parameters directly

(covariance matrix elements) and the theoretical parameters. from the estimated autocorrelation function of the second differ-
ence of the observations and the real-time ARIMA technique de-

E [t;(t + S)O(1 + 6)?] P11(t[t) + 26P 12 (tlt) + 2Pp13 (tit) veloped Barnes. [41 Both comparison methods require uniformly

+ b3p 23(111) + 2P22(tt) sampled data. It was found that the direct computation of the

64 53 parameters from the autocovariance function re',ltrfd in higher
+ -P 33(tLt) + S((t)b + S(t)- rms deviations from the true values than the use of feedback.

6 3 Thus, the feedback method was selected for comparison with the
+ S()- + _.(t) (21) Kalman technique. The ARIMA technique was found to produce

20 biased estimates when the parameter 0 was near 0 or 1. Figures 1
Finally, the equations are inverted to produce improved estimates through 4 compare the true parameter values to the real-time
for the parameters. ARIMA and Kalman estimates. This simulation illustrates the

It is assumed that the oscillator model contains no hidden noise bias of the ARIMA estimate of S, but shows no comparable bias
processes. This means that each noise process included in the in the Kalman estimate.
model is dominant over some region of Fourier frequency space. Additi.inal verification of the technique has been performed us-
The principle of parsimony supports this approach to modeling. ing real clock data with unequal sampling. Allan variance analy-
If a noise process is not observable with signal-to-noise ratio larger sis was used to determine initial, approximate parameter values.
than one, then its inclusion in the model deteriorates the ability Subsequently, improved parameter values were calculated for the
to forecast future performance. It is assumed that there are k < 4 spectral densities of the white phase noise and random walk fre-
visible noise processes. If the observations were uniformly spaced, quency noise of the clock. The random walk frequency aging pa-
it would be possible to calculate the variance of the innovations rameter, a level so that the frequency aging rate could change over
for k suitable sample times and solve the resulting k simultaneous a period of approximately one year. There was not enough data
linear equations. This procedure is not possible when the obser- to improve this estimate. If the Kalman filter were run without
vations occu, at unequal time intervals. In this case it is still any random walk frequency agi-g, the estimate of the frequency
possible to use a bootstrap procedure to evaluate the parameters. aging rate would converge on a fixed and incorrect value and the

For each of the k parameters to be estimated, a Kalman filter is resulting time predictions would be grossly in error. Instead, the
computed using a subset of the observations chosen to maximize estimated frequency aging varies slowly during the two years of
the number of predictions in the interval for which that param- available data. The estimates of the white pm and random walk
eter makes the dominant contribution to the innovations. Each fm are shown in Figs. 5 and 6. The white pm level increases
innovation is used to compute a single-point (primitive) estimate dramatically at approximately MJD 45850 and subsequently re-
of the variance of the innovations for the corresponding . Substi- turns t. its original level. The filter tracks with a time constant
tuting the estimated values of the remaining parameters, Eq. 21 of approximately 20 days. The change is not an artifact of the
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parameter estimation process. It has been verified using Allan
variance analysis and by examining the unfiltered observations.
The random walk fm level decreases over the two years of data
acquisition. This change is also visibile when one examines the
frequency estimates of the clock. Most likely, the random walk fm
was elevated for several months after the clock was first turned
on and subsequently improved. The software tracks the change
automatically and is not significantly affected by the dramatic
changes in the white pm.

Conclusions

An "optimum" algorithm has been developed for estimating the
time, frequency and frequency aging of clocks and oscillators while
simultaneously estimating the noise rpectrum. The algorithm is
sufficiently general to be used with all types of quartz oscillators
and atomic clocks yet the approacl: is appropriate for use with
an embedded controller in automated systems intended for field
applications. The technique is ada,,.ive -- it calculates and up-
dates estimates for all required cloc . parameters as observations
occur. Data are accepted whenever available and are not required
at fixed multiples of a fixed sampling time. Only coarse estimates
of the parameters are required to initialize the computation.
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Abstract---Doppler tracking of distant spacecraft can This extreme weakness has two consequences. First,
be used in broadband (frequencies -10-4-10 - 1 Hz) GW's are generated at appreciable levels only by very

be ued n bradbnd (reqencis ~0-4~O-1Hz) massive objects undergoing very violent dynamics, iLe.

searches for low-frequency gravitational radiation. In as si o rcs eon in v io ent

this experiment, the Earth and spacecraft act as free astrophysical sources. Second, in their subsequent

test masses and the Doppler tracking system propagations GW's interact very weakly with matter,

continuously measures the relative dimensionless undergoing negligible scattering and absorption.

velocity Av/c = Af/fo as a function of time (here Af is
the Doppler perturbation in a link having center Why are G1W1's interesting? There are two

frequency fo). Gravitational radiation--propagating, reasons: as tests of fundamental physical law

polarized gravitational "ripples" produced by (relativistic gravity) and because of their potential for

nonspherical motions of massive astrophysical objects- opening a new window for observational astronomy.
-is characterized by a dimensionless strain amplitude, h Thome [1] thoroughly discusses both case:. I mention
= A 9/9. A gravitational wave of amplitude h here only the potential for gravitational wave

incident on this system causes small perturbations (of astronomy. Since GW's propagate essentially
order h in the relative Doppler Af/f o ) which have a unchanged from their sources, they preserve detailed
characteristic "three pulse" signature in the Doppler information about those sources that is unavailable by

time series. The spacecraft tracking technique is any other means. (Electromagnetic waves are easily
essentially a "one-armed" interferometer; since clock scattered. Even supernova neutrinos are scattered
instability is not canceled, precision frequency control many times before leaving the cores of those

of the Doppler system is essential for good sensitivity, explosions. In both cases, information is retained

In this paper, I give a short review of ideas about about the last scattering surface, not the interior.)

astrophysical sources, radiation time scales, and Relativistic bulk motion and strong gravitational fields

associated gravitational wave amplitudes at the earth. are central to theoretical views of violent activity in a
The current and near-future space-based detection number of astrophysical objects. GW's from these
approaches and sensitivities are then summarized, objects will give the first observations of the interiors
along with a discussion of the major noise sources in of those regions. Additionally, Schutz [2] has
space-based experiments. Finally, possible emphasized that one class of GW source--coalescing
improvements in space-based detectors, including binary systems--has the remarkable property that the
approaches that depart significantly from the current mathematical combination of (GW amplitude)/
prototype systems, are briefly discussed. (instantaneous GW frequency)/(instantaneous GW

frequency derivative) is proportional to 1/(distance to
source), independent of the masses of the objects in the

I. Sources/Strengths/Timescales binary system. This offers a method of accurately
measuring distances to very remote objects--a thing

This introductory section gives a theoretical which is very difficult to do in astronomy.
perspective on sources, strengths, and timescales of
astrophysical gravitational waves. It is based on the From an observational viewpoint, the problem is
recent exhaustive review by Thome [1]. that the GW's are weak and must be observed in the

presence of noise. The waves are far too weak to be
Gravitational waves (GW's) are propagating, generated at detectable levels in the laboratory. For

polarized gravitational fields. They are predicted by (decently non-spherical) astrophysical systems,
all relativistic theories of gravity (with different however, the situation is more promising. GW's are
properties). They manifest themselves by changing the generatud to lowest order by the second time
distance between separated test masses and shifting the derivative of the "transverse, traceless" mass
rates at which separated clocks keep time. The quadrupole moment of the system (Misner, Thome,
strength of these waves is characterized by the wave's and Wheeler [3]). In order of magnitude (e.g., Tyson
dimensionless strain amplitude, h = A A/k, where A k and Giffard [4]):
is the change in separation between masses having
nominal separation ..

In General Relativity, GW's are propagating = [G Meff/1 (v/c)210.1
solutions of the Einstein field equations, thus tensor (Meff/Mo) (v/c)2 (10 kpc/r)
strain waves. Like electromagnetic waves, GW's are
transverse, have two independent polarization states
and propagate at the speed of light. Unlike where G is the Newtonian gravitational constant, Meff
electromagnetic waves, GW's are extremely weak. is the part of the system's mass distribution involved in
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the time-varying quadrupole moment, MO is the solar responses in the tracking record and the net response

mass, and v is a characteristic velocity of the source. then cancels to first order. The tracking system thus

The scaling of distance to the source, r, in units of has a passband to gravitational excitation: the low-

l0kpc is motivated because 1Okpc is about the distance frequency band edge is set by pulse cancellation to be
to the center of the galaxy (thus the nearest of the about (1/one-way light time), while thermal and other
"reasonable" sources). As will be seen below, current noises limits the high frequency response to about
and near-future space-based experiments can only hope (1/30 seconds).
to detect very massive systems.

By convention, GW's are classified by the 11.1 Noise Sources in Low-Frequency Experiments
temporal behavior of their waveforms. Bursts are
waves that are "on" only for a well-defined time The main noise sources in a spacecraft
interval. Burst waves might be generated, for gravitational wave experiment are briefly summarized
example, by the collision of two black holes. Periodic in this section.
waves, the prototype of which is sinusoidal radiation,
are waves having power concentrated in a few At frequencies higher than about 0.033 Hz,
harmonics that are sensibly stable over an observing thermal noise arising from finite signal-to-noise ratio
interval. Periodic waves might be generated by black in the Doppler tracking link dominates. This (white
holes in a binary system. Finally, stochastic waves phase) noise corresponds to a power spectrum of
might be generated by density inhomogeneities in the fractional frequency Af/fo going as (Fourier
Big Bang itself. Thome [1] has given an exhaustive frequency) 2 , which dominates at high frequencies. Its
review of the possible strengths of GW's at the earth level can be reduced by increasing the signal power in
from sources as far away as the Hubble distance ( = 3 (he radio link or decreasing the system noise
Mpc). In the "low-frequency" band to which temperature.
spacecraft experiments are sensitive, the estimated
strengths of these waves are typically -10-15 or less. At lower frequencies, propagation noise and

instrumental instability are important Propagation
noise is caused by phase variations imposed on the

II. Detection Methods radio wave as it traverses irregularities in the
transmission media between the earth and spacecraft

Experimental approaches to a- of detection vary (troposphere, ionosphere, solar wind). These phase
depending on the time-scale of the radiation: for the variations ("phase scintillation") map to frequency
theory of the detectors and experimental sensitivities as variations in the Doppler time series. Charged particle
of 1987, see Thome [1]. Briefly, at relatively high- scintillations (ionosphere and solar wind) are the
frequencies (~100-10,000 Hz) ground based dominant noise source for the current generation (S-
approaches include resonant bars and laser band radio link--2.3 GHz) experiments (Wahlquist et
interferometers. Each of these approaches achieves al. [6]; Armstrong, Woo, and Estabrook [7]; Woo and
excellent sensitivity. Below about 100 Hz, however, it Armstrong [8]). The level of the plasma scintillation
becomes prohibitively difficult to isolate these varies with sun-earth-spacecraft angle, reaching a
detectors from seismic and other acoustic noises. Thus broad minimum in the antisolar direction Expressed
for lower-frequency observations, one or all of the test as an Allan varianc the antiselfractiona. frequency

masses must be moved into the relatively benign space deviation at an integration time of 1000 seconds, this
environment. The current prototype space-based component reaches a minimum value of about (3 X 10"
detectors us the earth and a distant spacecraft at 15) (8.4 GHz/radio frequency of link)2 . The plasma
separated test masses, with a Doppler link driven by a scintillation data have a "red" spectrum varying
high-quality frequency standard continuously
monitoring the relative dimensionless velocity (Av/c) approximately as
between the the two masses. A gravitational wave of In addition to propagation noise, there is
strain amplitude h incident on the system causes small instrumental instability. Here there are a variety of
perturbations in the tracking record. These contributors: clock (timekeeping) noise, instability
perturbations are of order h in Af/fo (the fractional cntrib sgclock tikein nisintability
change in the Doppler frequency of the link) and are introduced by signal distribution within the ground
replicated three times in the Doppler data (Estabrook station, transmitter and receiver instability, mechanical
and Wahlquist [5]). That is, the "signal part" of the stability of the antenna (e.g. dish sag changing the
observed Doppler time series is the convolution of the phase center of the antenna over time as the elevationaravitational wvfrwihtefnto:[-l/] angle changes), stability of the spacecraft's

(t) - [t-(l+L/c)frm +[(l+)2]with the fun 2L/c), where[(l)/2] is transponder, etc. Considerable engineering effort
the cosine of the angle between the earth-spacecraft within NASA's Deep Space Network (DSN) is being

the osie o th anle etwen he art-spcecaft directed toward improving frequency standards and
vector and the gravity wavevector and L is the earth- geeally ardnim ing reqentyistns ind
spacecraft distance. Two of these three "pulses" are generally minimizing other noise contributions in the
separated by the round-trip light time between the grourd system. The expected instrumental stability
spacecraft and the earth while the third occurs at an for the Galileo gravity wave experiment (X-band
intermediate time that depends on the wave's angle of transponder, tracking with NASA's new 34-meter
arrival. The sum of the Doppler perturbations of the hiqh-efficiency DSN antennas, 1993+) is a few parts in
three pulses is zero. Pulses with duration longer than 1015 for integration times of 1000 seconds.

about the one-way light time produce overlapping
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Non-gravitational forces (or effects that enter 11.2 Example: Pioneer 11 Periodic Wave Search
like non-gravitational forces) also act as noise sources.
Things like spacecraft buffeting (e.g., leaking This section gives an example of the sensitivity
thrusters), irregularities in the spacecraft spin rate (for of current generation detectors to one class of signal:
Doppler measurements using circularly polarized sinusoidal radiation. A more detailed discussion of the
signals), microseismic disturbances, etc. can influence data shown here has been given by Armstrong,
sensitivity. It is expected that in the Galileo era the Estabrook, and Wahlquist [10]. For a discussion of
most important of these can be calibrated and removed burst and background sources, see e.g. [1], [9], [11],
with engineering telemetry to a level that is less than [13], and [14].
the propagation and instrumental noise levels.

The data were taken in 1983 using the Pioneer
Finally, systematic errors are always present at 11 spacecraft, which was at that time 12.9 AU from

some level. These are difficult to quantify and usually the earth at a sun-earth-spacecraft angle of about 160
influence the sensitivity to different degrees depending degrees. Hydrogen masers provided the frequency
on the spectral characteristics of the gravitational wave standard at each of the three 64-meter antennas
being sought. (California, Spain, Australia) used in this experiment.

About 38.8 hours of data having elevation angles of
These noises enter through "transfer functions" the up- and downlinks above 20 degrees were taken

which connect the noise excitation to the Doppler over a three day period. The raw data--transponded
observable. The transfer function depends on the type electric field--were recorded at the ground stations on
of noise. In general the Doppler system responds magnetic tape and then shipped to JPL. The phase of
differently to noise than it does to gravitational the received signal was later estimated in the computer
radiation; see Estabrook and Wahlquist [5], Wahlquist using a digital phase lock loop. The time series of
et al. [6], or Armstrong [9] for a discussion. fractional frequency fluctuation was computed and

corrected for the known orbit of the spacecraft. The
resulting time series was searched for sinusoidal
signals in the low-frequency band, but with otherwise
unknown frequency.
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Figure 1. Power spectrum of fractional frequency fluctuations, Sy(f), for the Pioneer 11 data discussed in the text.
The main features of the spectrum are a 'red" component, dominated by plasma scintillation noise, varying
approximately as (frequency) - I, and a "blue" component dominated by finite signal-to-noise ratio on the downlink.
See text for discussion.
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Since the phase of the signal is unknown, it was However, some spectral lines have associated
necessary to form the power spectrum, Sy(f), of the amplitudes larger than this and one is faced with
Doppler time series. Figure 1 shows this spectrum for judging statistical significance. This is determined by
the Pioneer 1983 data formed using standard the estimation error statistics of the power spectrum.
techniques. This spectrum is two-sided; that is the Armstrong, Estabrook, and Wahlquist [10] discuss this
variance is the integral of the spectrum over both point in detail and conclude that the 90% confidence
positive and negative frequencies. The main features upper limit for a real signal in these data is 6 X 10-14.
are "flicker" noise (spectrum roughly proportional to The important question of how to relate upper limits
1/f) at low frequencies due mostly to propagation for fractional frequency fluctuations to upper limits on
noise, and thermal noise (spectrum approximately strain amplitude, given the lack of knowledge of the
proportional to f2 , rounded at the higher frequencies wave polarization state, is also addressed in [10].
here by an anti-aliasing digital filter). For these data
the interval (0.0005-0.033 Hz) has the lowest noise
level; in this interval Sv is roughly constant at 1.6
(+1.6,-0.8) X 10-23 Hz-I. Superimposed on this
continuum would be any discrete spectral line 11.3 Experimental Limits in the LF and VLF Bands
associated with a gravitational wave signal. The
spectrum in Figure 1 is unsmoothed (resolution All searches to date have yielded only upper limits for
bandwidth, B, is approximately 41gHz) and statistical the gravitational wave amplitudes at the earth. Table 1
estimation error is obvious. shows current sensitivity and projected near-future

Conversion of Sy to equivalent sinusoidal sensitivity of searches in the LF and VLF bands.
fractional frequency amplitude at a given flu,'tuation
frequency is done as follows: amplitude = 2[B
Sv(f)]1 / 2. This gives values typically 1.5 X 10-14.

Table 1. Experimental Limits in the Low-Frequency and Very-Low-Frequency Bands

Burst Waves:

FreQuency Band Strain amplitude Data Type Reference
-10- 3 Hz <3 X 10- 14 Voyager Hellings et al. [11]
-10- 3 Hz < 6 X 10-14 Viking Armstrong et al. [7]
-10- 3 Hz < 5 X 10-14 Pioneer Armstrong [9]
10-1 to 10-4 Hz - 3 X 10-15 Galileo Galileo (1993+; predicted performance)

Sinusoidal Waves:

Freguencv amplitude (1 sigma) Data Tve Reference
1.04-X 10-4 Hz < 2-X 10- 14  Pioneer Anderson etal. [12]
0.0005-0.033 Hz < 1.5 X 10-14 Pioneer Armstrong et al. [10]
=10-1 to 10-4 Hz - 3 X 10-16 Galileo Galileo (1993+; predicted performance)

Stochastic Background:

(amplitude expressed as energy density in gravitational waves in bandwidth equal to the center frequency, except for
the normal mode data, normalized by the energy density required to close the universe)

energy density/
Freouencv (Hz) closure density Data Type reference
-10-8 < 1.4 X 10-4  pulsars Hellings and Downs [13]
-10-6 < 18 Pioneer Anderson and Mashoon [14]
-4 X 10-6 < 38 Pioneer Anderson and Mashoon [14]
-7 X 10-5 < 260 Pioneer Anderson and Mashoon [14]
-4 X 10-4  <40 Voyager Hellings etal. [11]
-3 X 10-4 < 100 sun normal modes Boughn and Kuhn [151
10-1 to 10- 4  - 0.01 Galileo Galileo (1993+; predicted performance)
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for selected frequencies). In addition, an observations Center, and the NASA/JPL Deep Space Network for

to date have been initiated after spacecraft launch, with their cooperation in gathering those data. This work

no opportunity to influence spacecraft design to was supported by the NASA UV/Visible/Relativity
optimize the exreriment. Opportunities for Office and was performed at the Jet Propulsion
significantly-imprc ..;d experiments exist in both the Laboratory, California Institute of Technology, under

near and intermediate terms. contract with NASA.
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Abstract Among the different possible characterizations [1],
required for quartz oscillators, temperature sensitivity

Quartz crystal oscillatorE are sensitive to external pertur- remains the main one, since temperature and its variations
bations in their environment. These sensitivities have been are always present, whatever the application domain of the
intensively studied for many years. But the conditions of oscillator is. Important efforts have been made in
measuring them can vary and the results are affected by characterizing acceleration and vibration sensitivities and
the way of measuring. The present paper will show the in reducing them. Surprisingly, pressure sensitivity was
distinction between characterizing a complete oscillator, neglected until recent years, and studies have only jurt
and characterizing only the quartz resonator by using a begun. Generally speaking, these effects became more
passive phase bridge. Advantages and disadvantages of crucial with the development of space and airborne
both methods will be discussed. Then measurements of applications o," oscillators. Interesting results have also
temperature sensitivities, including quasistatic or dynamic been presented on the influence ofhumidity [2].
thermal conditions will be presented. One important point
will be how to measure the real temperature of the device
under test (quartz crystal for instance) rather than the Measuring frequency or phase variations
temperature of the probe. Then methods for measuringacce eration and pressure sensitivities will be also presen- The effect of the environment directly on the oscillator can
ted (spurious effects of temperature changes will be be evaluated. This is achieved with the well known
considered). Finally different problems will be discussed in methods adapted to frequency or phase measurements. A
connection with the measurement of the sensitivity to regular test set is shown on Fig. I. The osdllator under test
magnetic fields, and to electric fields. The first corresponds is compared to a reference oscillator. The two oscillators
to a new problem and some emphasize will be given to it. can be locked by using a phase lock loop and the errorsignal at the mixer output is directly analyzed in the

frequency or the time domain. Alternatively, the two
Introduction oscillators are not locked, and the mixer delivers a beat

frequency which is directly counted. This is the easiest way
The purpose of this paper is not to describe the sensitivities to obtain the sensitivity of the oscillator to some given
of oscillators to the different parameters of their environ- effect.
ment, such as temperature, pressure, forces, accelerations,
fields of different kinds, etc., which have been and are still
intensively studied. The paper will rather discuss the
methods used for measuring these sensitivities and point
out the many pitfalls which c.in be encountered. For the
user it is of upmost importance to know the magnitude of
the sensitivities, but fur the designer it is also necessary to tinder test 0 Recorder
understand, where the sensitivities come from, and which Counter
solutions can be found to reduce them. In the first case a
measurement of the signal of the overall oscillator is made.
But in the second case it is generally necessary to test
separatly different parts of the oscillator in order to localize Q Spectrum
the causes of the problem. Reference 4- 0 nalyser

The first difficulty in a measuremeit is to measure
effectively the property of the element under test, and not
the property of the probe. (This is for example the problem
of measuring the temperature of a quartz crystal with a
temperature probe, which is never completely thermally Fig. 1
coupled with the crystal). The second difficulty is to Fqn vf
measure the desired quantity without being too much Measurementofthefrequencyvariationsofoscillators
affected by the spurious influence of other parameters on
the device under test (for instance measuring acceleration
or pressure sensitivities without excessive influence of
temperature), or on the measurement system itself. The But if one needs more information concerning the origin
measurement system is at least to some degree, sensitive to and the physical mechanisms of the sensitivity, it is
the environment. Finally, the ultimate resolution of the generally necessary to measure separately different parts
measurement, which is determined by the basic frequency of the oscillator ; and in most cases, the quartz crystal
fluctuations of the oscillator under test, is a basic resonator itself must be characterized. Several experi
limitation. mental methods are available.

CH2690-6/89/0000-242 $1.00 C 1989 IEEE
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The first one can still use an oscillator, but with different Frequecy
components removed. In this case the difficulty is the Directional

strong influence of the connections, which induce phase P hoaso
variations in the oscillating lcp and therefore frequency - dulatr

variations.

The second method utilizes a passive phase bridge, the
resonator (or any other component) being placed in a n Environmoent
transmission network (Fig. 2). Its advantage is the facility _ --
with which the tested resonator can be changed. The
frequency source can be a synthesizer directly adjustable to
the resonator resonance frequency. Lowfruney

Fig. 3: Measurement of the frequency variations
Frequency of a resonator in reflection

source

Temperature

Temperature remains the most important cause of the
/7j 7 /frequency instability of oscillators, the resonator being in

general at the origin of the sensitivity. For that reason
Fig. 2 :Measurementoffrequencyvariations high stability oscillators are ovenized, and at lower cost

in transmission with a passive phase bridge (and lower performances) oscillators are compensated. In
both cases temperature must be measured by means of
temperature probes, such as thermistors, thermocouples, or
sometimes quartz resonators with appropriate cuts.

Measurement of the phase difference across the resonator The first question is how to measure the right temperature,
directly gives the crystal resonance frequency changes Af in other words the temperature of the resonator (or of the
due to the environment, following the relation oven) rather than the temperature of the probe itself. This

A01 - 2Q Al f.) is illustrated by Fig. 4, which represents the thermal
coupling between a temperature probe (temperature Tp), a

where Q is the resonator loaded quality factor, and f0 its quartz resonator (TQ), an oven (TO) and the external
mean resonance frequency. The disadvantage of the temperature (Te). Both oven and external medium are
transmission network method is again the spurious cable considered in this example as large heat reservoirs with
effect, which an be important if the crystal is connected to constant temperatures To and Te. The thermal coupling
the other elrm.uients with long cables. between the crystal and the oven on the one hand and

between the crystal and the probe on the other hand is
The third method, which was presented by Stein et al. in limited at least by the thermal resistor of the crystal
1978 [3]. uses the concept of a passive reference system. As mounting structure in its enclosure. Considered as metal
shown in Fig. 3, a frequency source (which can be a ribbons about 8 mm long and with a 0.75 mm2 cross section,
frequency synthesizer) is locked to the resonator under their thermal resistance is evaluated to be = 100 K/W).
test, which is operated in reflection. The driving signal is Additional thermal resistances (resistances of contact) are
phase modulated. As a consequence the reflected signal neglected. The resistance between the probe and the
obtained with a directional coupler is amplitude modulated exterior is of the order of 5 000 K/W, corresponding to a
if the driving signal f,'equency differs from the resonator cable which is 4 cm long with a thermal conductivity of
resonance frequency. This amplitude modulation is - 80 W/K. The thermal mass of the crystal is 0.6 J/K for a
detected and compared to the modulation signal with a 5 MHz 5th overtone resonator and 0.3 J/K for a 10 MHz 5th
lock-in amplifier ; the error voltage locks the frequency of overtone one.
the source to the resonance frequency of the resonator. The
advantage of the system comes from the fact that in the
comparing the reference signal (incident) and the signal
which carries the information on the resonator frequency (envronmente
(reflected) both travel in the same cable (between the
resonator and the directional coupler). Thus most of the | |
spurious influence of the environment on the cable will be cP Cq
compensated, and, if necessary, it is possible to use a long
cable. This measurement system allows detection of Ifrequency changes on the order of 10-12 for a high Q
resonator (Q z 2.106), even connected at the end of a
several meters long cable. It is therefore particularly
adapted for measurements of sensitivity to irradiation Fig. 4 Simple diagram ofthermal couplings
(where the electronics cannot be close to the resonator), or between the quartz resonator, the temperature probe,
to accelerations (without disturbance due to the movement the oven and the environment
of the cable itself, which is partly subject to the
acceleration).
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In Fig. 5 is shown the difference of temperature between The second problem results from the thermal time
the probe and the crystal, versus time, for Te = 200C and constants of the devices (temperature probe, oven, crystal,
To = 70*C. Different types of temperature probe were used etc.) and the superposition of the dynamic temperature
with different thermal masses. This shows that using a coefficient of the resonator on its static temperature
temperature probe which is not sufficiently well coupled to characteristics.
the crystal can easily give an error of 10C in the
measurement. The well known relation [51 between frequency and

temperature is [5)

(f - f) f (T- T) + b. (T- To2 (TT)3 +- T d (2
25- in which fo is the resonator frequency at temperature To;

Thermistor and 5 MHz resonator ao, bo, co are the static temperature coefficients and a the--dynamic one. For A-cut resonars -10 sec C and for
20-- SC-cut resonators a = 10 "7 sec/*C. In view of these values it

is clear that the influence of the dynamic term becomes
large when the temperature variation rate increases. In

15- Fig. 7 are shown the static and dynamic temperature
characteristics of SC-cut resonator measured with tempe-

LCcutquartzprobe and 10Mlzresonator rature variation rate of 2.10, 3 C/sec (quasistatic) and
0.1°C/sec (dynamic). The dynamic behavior in that case/ must be considered as an error in the calibration of the

LCcutquartzprobeandMzresonator resonator characteristics. For reducing this error below
./.1 Hz (2.108 for the fractional frequency of a resonator at

5 MHz), the temperature variation rate cannot exceed
2 m°C/sec for AT-cut crystals and 0.2°C/sec for the best SC-
cut crystals (i.e. with V = 10"7 sec/C, but this is not always

-f-+---+f 5 -- I-1 j-t-jj~ 'i~d s--r -- 4 - -'-rs . the case, and the coefficient can be larger). In other
words plotting the static characteristics of AT-cut crystals

Time (sec) from -400C up to +800C in this condlition will take at least
16 hours.

Fig. 5 : Difference of temperature .....

between the probe and the crystal

One possibility for avoiding this problem is to use the
crystal resonator itself as temperature probe. This is g
possible with doubly rotated cut crystals, and in particular 00
with SC-cut crystals, by means of the B mode. The B mode " '
has a quasilinear frequency-temperature characteristics /
with a sensitivity of 22 ppm/C. Therefore, if calibrated, the -
B-mode can be used for measuring the temperature of the N s. N-6
crystal with the best confidence. Another application is the I,
possibility of calibrating the temperature stability of the
oven by measuring the residual temperature fluctuations
of the crystal via the B-mode (4]. Results are shown in
Fig. 6. 

1 - 4 43

_10
"4  

Temperature (VC)

Fig. 7:Quasistatic and dynamic frequency-tmperature
nin,,] oven characteristics ofa 5 MHz SC-cut resonator (a = 3.10-7°C)
.- -(-5-- quasistatic: 2 m°C/sec ;-dynamic: 50 m°C/sec)

• d oble oe . Accelerations

0

-$ --

- Some of the first measurements of the g-sensitivity of
. -4 quartz resonators were made by using a centrifuge [6),

threefold oven which applied accelerations over s wide range from 0 to
-7 r100 g. The difficulty is the environment of the centrifuge
5 I0 %. -.. ,which is not stable in terms of temperature, and also some

problems related to the electrical connections with arotating device. However it is interesting to note a thermal

"o8  phenomenon that was observed. The oscillator frequency
10 did not come back to its previous value at zero g when the0o n0v l00 centrifuge was stopped, but a relaxation of several minutesTime interval Lt(sec) occured (Fig. 8). This relaxation can be attributed to areequilibration of temperature in the oven perturbed by

Fig. 6: transfer of air masses, when subjected to the high
Residual temperature fluctuations of a SC-cut quartz acceleration field. The phenomenon will be generally
crystal resonator in an oven, by mean s of the B-mode neglegible for small accelerations, but it is important to

know that it can happen.
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Fig. 10: Measurement of the g-sensitivity of a quartz
crystal resonator by rotation in the earth

Fig; 8: Thermal relaxation following the application gravitational field (tip-over test) (Janiaud, 1978)
ofa 50 g DC acceleration on an ovenized oscillator

Measurements of the g-sensitivity at lower accelerations Pressure
are made easier by using the tip-over method. In Fig. 9 are
shown the g-sensitivities of a quartz resonator, the The pressure sensitivity problem is encountered in
acceleration being applied along three orthogonal axis and oscillators used for airborne applications. The effect was
in the two opposite directions on the same axis. These originally expected to be small since the crystal is mounted
results presented by Valdois in 1974 [6] indicate that the g- in a glass or metal enclosure under vacuum. In practice,
sensitivity changes sign when the direction of the accele- variations of the atmospheric pressure induce deformations
ration is reversed, of the enclosure, which are transmitted by the mounting

structure as forces acting on the crystal. The measurement
of the pressure sensitivity appears simple, using a closed

6'0 container and a vacuum pump. But thermal effects can also
take place. For example a modification of thermal transfer
in the oscillator can occur when the gas is evacuated. This

® is a drastic effect with ovenized oscillators, because the
characteristics of the oven are completely different in air at

0 atmospheric pressure and in vacuum. This is illustrated in
Fig. 11, which shows the frequency variations of the
resonator itself and of the oscillator in an oven.

Plressure

...................................................=

Fig. 9 g-sensitivity of a quartz resonator 7 -i
as afunction of the acceleration direction 1 1Crysta0 oven oc46 lat1r

1I,'~ F 4.66 N l: 0-

The g-sensitivity can thus be measured by rotating the
device around an axis perpendicular to the gravitational
field as indicated by Fig. 10. This is the easiest method, X
which allows one to completely characterize the oscillator . '°'
or resonator by rotation around three orthogonal axis,
following the relation 4 10-_ Resonator (ATP5)

= K .1 (3) F-4.6Mz

where ri are the components of the acceleration with
respect to the three axis and K, are the g-sensitivity A_,_ _ _ ,_ ,_ ,
coefficients along the same three axis. 0 oo 200 300 400 500 600

Time (sec)
The resolution in such a measure depends on the accuracy
of the angular positioning, which can be for the most
sophisticated equipment on the order of a few seconds of arc Fig. 11 Frequency-versus pressure for a quartz oscillator
(equipment used for calibrating high performance with in addition spurious thermal effects
accelerometers).
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Magnetic fields Electric fields

The sensitivity of quartz oscillators to magnetic fields is on Measuring the sensitivity of a quartz resonator to electric
the order of 10 "2/gauss [7]. This means that the best fields is simple, since the effects are of the order of 10"9N.
oscillators can detect the earth's magnetic field, but also But the presence of impurities in interstitial positions
that measuring the sensitivity for fields of the order of a modifies the initial phenomenon, because the impurities
gauss requires some care. Of course measurements can be diffuse under the influence of the field and create a
performed in an electromagnet field of several 1000 gauss. depolar:'zation. This behaves as a relaxation (Fig. 14), with
In that case the effect is not difficult to detect, but for such a time constant that depends on the nature of the impurity
high fields saturation occurs (as shown in Fig. 12), and it is and on the temperature [8]. In fact knowledge of these
not possible to evaluate by extrapolation the sensitivity at phenomena is of interest for oscillators when their circuitry
low field. It is obvious that the low field effect (shown in is such that polarization is applied on the crystal. The
Fig. 13) cannot be measured unless the oscillator stability impurity relaxation induces a frequency drift which can
is better than the effect itself, appear as long term frequency aging.

AC magnetic fields are also a source of problems, since AC,
or any transient magnetic field, dissipates energy (propor-
tiona to the area of the hysteresis cycle in the corres- .20
ponding material). This causes spurious thermal effects. In
addition eddy currents are generated.

+500V OV
Magnetic Field (kilogauss)

o .1 . 3. 4. a. 0. 7. a. 0 0- /U-

W 'J OV -500
tJ-

cw
W

.T'.- 0V "T o

Li.

o 20

.; -0 6 IME

LL.IM (Hours)

Fig 14: Sensitivity of a 5 MHz SC-cut crystal
L) to an electric field combined with impurity relaxation

Fig. 12: Sensitivity ofa quartz oscillator
to high magnetic field (Brendel, ref. 7) Conclusion

The presentation was limited to some examples of
environmental sensitivity measurements and was not

1.00 -1---4--! I----I----I---I-- i t I intended to exhaustively cover all possible topics.
Radiation was not discussed, even though it is an
important subject, which brings up the same questions:

us 0.so how to measure radiation sensitivity without being
perturbed by temperature ? How to test separatly the

r .oo 0.00 --- - -------- different components or parts of the oscillator ? Humidity is
* another environmental condition which influencesW" -- oscillator characteristics, as was recently shown for the

6, - first time by Walls (2]. Other disturbing parameters in an
• , oscillator's environment are still unknown today and not

---00 yet anticipated. But some will certainly contribute to the
frequency instabilities of concern in the future.

-i. 50
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EXPERIMENTAL PROCEDURE APPLIED TO CHARACTERIZE

CRYSTAL OSCILLATOR UNDER FUNCTIONAL ENVIRONMENT

By G. ROBICHON, A. DEBAISIEUX and JP. AUBRY
CEPE 44 avenue de la Glaci~re 95100 ARGENTEUIL

I/ ACCELERATION

I.1/ Static
ABSTRACT

+1- 100 g is the maximum value which can
be tested on the equipement used by CEPE

Oscillators performances are very often
specified under various kind of This test is performed on a rotating
environmental stresses. machine (fig. 1) of the ONERA which is a

French governmental organization
G sensibility is probably the more popular specialised in aeronautic and space
but others stresses are also specified applications.
such as electromagnetic, magnetic fields,
barometric.... CEPE has to prove that the oscillator

fulfill the specification. The first
In order to check the performances of parameter we think about is the frequency
oscillators and resonators under nominal deviation.
environmental conditions, tests equipments
and methods have been specifically That one depends on the g sensitivity of
designed in various field, these methods the crystal. The difficulty comes from
being not yet standardized. We will additional effects such as : acoustic
present the methods used by CEPE in some excitation and vibration. The phase noise
areas is then affected. The problem is to prove

that this degradation is not due to the
- g sensibility : dynamic test (spectrum static acceleration.
analysis of phase fluctuation under know
random vibrations).

- acoustic sensitivity (spectrum analysis FIG I
of phase fluctuation under known acoustic
excitation) 1x
- power supply sensitivity (spectrum
analysis of phase fluctuation with ripple
on power svpply)

- barometric (pressure) sensitivity
MRCHINE FRRlNCE

- magnetic field sensitivity

Description of test equipments and
procedures of these various measurements
will be given. Typical results (including
reproducibility) will be given.

Fig. 1 : Rotating machine

INTRODUCTION
1.21 Vibration

For Air borne radar, customers are more Phase noise degradation is described by
and more able to describe the environment filter's relation
of the crystal oscillator. The electrical
specification (phase noise, frequency
stability output power, etc) has to be met F 2F
under Functional environment. That one L (dBcIHz) = 20 log .
becomes more severe and electrical -2 f
performances asked are always better. The
normalization of these tests follows
technical progresses. Few of them are Wherediscribed below.2 A2 RMS is the vibration level in g2 /Hz

2'is the g sensibility value
F is the frequency of the
oscillator

f is the frequency of the vibration
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The max f is from the normalization
lim~ited up to 2 Kliz.

Rinoleromltor used flo ttopotel used 10#: 6835 22-DEC-86 15: 51: 41
for the shaker regulationl thet" vb,Sl on 2L.c- 4- -- - - - - AVRCWCT

level anAIRMItm
the holder L 24E-3 - - IkATO -N '"f IR AVG TYPE.: S

01 THE IU. CA1R11AqIW1.

224.E- I- - - TEUATI OF

VIDMION TINTi

UIP TO 3KWZL

HERTZ

CLMNR I TRAM I . POSIT110 * 127&.0 HERTZ
AJWLtTUs a 1.04-0 CMGAt1111011

Fig. 2E

Figig.2

INPT IBATONCEPE THOMSON-CSF PHASE NOISE MEASUREMENT
PILO=f h IPIITW

SPECTRU :4 5S HzW~ -IP 3G T@ .1,00 Giufr X0 1"

MA .56 H inmM (rflum ) Cade flip I" Visa

UG MIN- 1E -662IH

-T T

Fig. 3 F4 REQUENCY (ND) CURVE no: 6

Some applications require vibration up to
3 Ktiz and CEPE produce oscillators 100 7
tested up to 3 KHz. The test requires a
second accelerometer in order to measure
the exact vibration level applied on the Fig. 5
oscillator. Distorsion of about 6 dB can
appears between the first accelorometer
used for the phase looked loop and the II/ ACOUSTIC
second one at 3 K11z.

The difficulty to make such an oscillator I1.1/ Low level (, 100 dB)

is to find components tested up to 2 K11z The equipement used to test crystal
and to use then up to 3 KHz. oscillator is at CEPE an anechoic chamber

transformed into a reverberent one
according to the normalization.
The acoustic level is produced by an
electrical loud sneaker and controled by a
microphone.

249



Customer gives to CEPE the acoustic
spectrum and CEPE proves that electrical
specification (phase noise) is met under
acoustic excitation. CEPE produces to day
crystal oscillator 100 % tested under
acoustic environment. ___

CEPE THOKSON-CSF PHSE NOISE ismmoicwr

44.;v a a, 61.1-. T-p XwU
11.2/ ACOUSTIC : High level up to 160 dB 1nmm i, "t ia.'

(rif. 2.10- 5 Pascal)

For higher level CEPE performs the
acoustic test in BERTIN company. They use
a pneumatic loud speaker in a reverberent
chamber. Its volume is 12 m3. Sound
presure level is measured with a
,microphone. Note that 160 dB is about theI I
sound presure level obtained at 10 m from I
the output of the space launcher reactor.

We have at CEPE a study for a VCXO large
shift with lithium tantalate crystal able 11
to meet the phase noise specification 11
under a sound pressure level equal to 145 FKQ-XY (Hz)

dB. The acoustic spectrum is not yet URV. not
determinated.

fig. 7
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III! RIPPLE ON POWER SUPPLY

III.1/ Low frequency

Up to 100 KHz, the test is performed 111.2/ High frequency
without any difficulties. The pollution is
obtained by a power transistor. The problem of a ripple on power supply

between 1 MHz and 1 GHz is difficult if
There is no difference between the level the impedance becomes equal to zero (case
at the transistor out put and the power of bypass capacitor filter). We propose in
supply input cf the crystal oscillator, this case a calibration of the ripple

level when the crystal oscillator is
Up to 1 or 2 MHz, in general, the unconnected.
equipment can be used but a difference
level appears between the two points. We call this level the potential ripple

power. A coaxial cable is used and 50 ohms
load is placed as near as possible of the
terminal. The output impedance is also
equal to 50 ohms.

THO"SON-C9F RIPPLE cFLInmT IoN

a ' Is GI="Min anThe phase noise is degraded under rippleI I z lmse ,m I, on power supply. The performance is

improved by increase of internal power
1 [I [[Jsupply treatment.

RIMPE TEM Slw - 5H

ESYNTNEHe

RIIIIII a t I I aIlI Ie

A". FREQENY (ft) C o

Fig. 9 
s
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. 111111 I I IIIII I M S I I III Pow Iipl IIIM

supplier and customer we suggest to use a

'so by pass filter whith inductance
-capacitor- inductance type.
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Fig. 10
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VI/ KACNETIC FIELD REFERENCES

IV.1I Static (1] R.L. filler, "The effect of vibration
on quartz crystal resonators "Electronic

A frequency deviation is measured when technology & devices lab.
crystal oscillator is placed into a static
field. The test is performed by mean of (2] R.D. Weglein - W.C. Hu and A.F
Helmotz inductance. The frequency Margagliano
deviation is measured when the static "Microphonics in UHF Quartz resonators and
magnetic fiel is inversed. Oscillators" 1984 Ultrasonics Symposium

(3] JP AUBRY, G. CARET, G. MAROTEL, BNM
IV.2I Dynamic Temps-Frequence (1986)

Oscillateurs A quartz de faible
The first method in order to make a sensibilit6 a l'environnement pour les
characterization of the oscillator under applications temps-fr~quence
dynamic magnetic field is to put crystal
oscillator inside an inductance. The (4] M.Driscoll "Low noise, VHF
frequency of the excitation is between 20 Crystal-Controlled oscillator utilizing
Hz an 2 KHz. In this case, the magnetic dual SC-cut resonators"
field is alternative only for one IEEE transactions on ultrasonics,
direction. ferroelectrics and frequency control. vol

UFF-C 33/6/11/86
The second method consists on using two
perpendicular inductances. (5] JP VALENTIN - Th~se de Doctorat es

Sciences Physiques Besanqon 1983
This method allows to generate a turning "Analyse de quelques aspects du
magnetic field. comportement thermique des r6sonateurs A
Inside the crystal oscillator, it is quartz A ondes de volume.
proved now that the self inductors of the
oscillator make the largest part of
magnetic sensitivity. Consequently, we
think that the turning magnetic field
method is the best one.

Under this test, CEPE has to prove that
the phase noise of the oscillator fulfils
the spurious non-harmonic specification
(dBc value).

V/ BAROMETRIC PRESSURE SENSIBILITY

This test is a static experience. It
consists on measuring the shift of
frequency due to the barometric pressure
variation.

Our equipment is able to reach secondary
vacuum and to make a simultaneously
temperature variation. T~e typical
sensitivitylPS about 10 latmosphere or

4F/F - 5.10 /Pascal.

We note that, for ovenized crystal
oscillators the frequency deviation versus
temperature range is modified when
pressure is changed.

For the test, the crystal oscillator is
rigidely screwed on the floor of the
equipement.

CONCLUSION

Technical progresses new measurement
method will be followed by the
normalization. We hope that CEPE's
contribution will improve the clarity of
discussions between suppliers and
customers.
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SPECIFICATION AND MEASUREMENT OF THE FREQUENCY VERSUS
TEMPERATURE CHARACTERISTICS OF CRYSTAL OSCILLATORS

RAYMOND L. FILLER, VINCENT J. ROSATI,
STANLEY S. SCHODOWSKI, XND JOHN R. VIGU.S. Army Electronics Technology and Devices Laboratory (LABCOM)

Fort Monmouth, NJ 07703-5000

SUMMARY

We review several factors to consider when v+iI0e AFAxl + Qf
specifying and measuring the frequency vs. 

______/temperature (f-T) characteristics of precision -4puX 1l0ICquartz crystal oscillators. Topics include , /static vs. dynamic measurement, thermal time
constant, activity dips, condensables, hystere- OCstal Oscillator (XO) _10
sis, and trim effect.

INTRODUCTION Senjo 45ctr l
There is i hierarchy of quartz crystal oscil- X -

lators (Figure 1)-, ranging from uncompensated
clock oscillators (XO) that have a many parts- Temperature Compensated (TCXO) 4*per-million (ppm) (f-T) accuracy, to oven-con- Oven,- . fO t10trolled oscillators (OCXO) that can have frac- XO 45'c + I0ctional parts-per-billion (ppb) accuracy. Between
these is a wide variety of analog and digital Saw Itemperature-compensated crystal oscillators U.(TCXO), and microcomputer-compensated oscilla- F Oven Controled (OCXO)
tors (MCXO). Generally, the more stable anoscillator is, the more carefully it must be Figure 1. Hierarchy of crystal oscillators.
specified, and the more difficult it is to
measure. Furthermore, there is an almost direct
relationship between accuracy and price, which - 7 -carries over to the cost of the required test
setup.1 A major component of the price of anoscillator is the cost of testing.The details of specifying f-T characteristicsSTBLY
can be found in MIL-O-55310. This paper re-
views some f-T considerations that are not .... .....discussed in detail in MIL-O-55310.

RACCURACY
STABILITY vs. ACCURACY 0.1

Two often-misused terms are stability and
accuracy. Figure 2 illustrates the difference
between the two terms. The definition of
frequency-temperature accuracy is the maximum
measured deviation of the oscillator frequency spec'd__from the specified nominal value due to opera- freq.
tion over the specified temperature range.; The
definition of frequency-temperature stability Temperatureis the maximum measured deviation of the oscil- Figure 2. Stability vs. accuracy.
lator frequency, with no reference implied, due
to operation over the specified temperature
range,2 i.e., +(max f - min f)/2. Frequency-
temperature accuracy considers the combination C T L
of f-T stability and calibration-related errors, CONTROLLER
and should be the preferred method for specify-
ing the f-T characteristics of crystal oscilla-
tors.

At the outset, designers concern themselves F r, C O u N T E R

chiefly with stability, assuming that they can
always trim the oscillators to the specified T 0
nominal frequency. This is often not true, C Cpartly because of the trim effect, which will be IT
reviewed later. Systems engineers almost always X X
demand accuracy, although MIL-O-55310 allows for 0 0
specification of the f-T characteristic in terms
of either frequenc.-temperature stability or TEMP. CHAMBER
frequency-temperature accuracy.

Figure 3. Frequency-temperature measurementMEASUREMENT OF THE f-T CHARACTFRISTIC setup.

Measurement of the f-T characteristics of
US GOVERNMENT WORK IS NOT PROTECTED BY US COPYRIGHT 253



crystal oscillators is normally carried out 10.3

using a setup similar to the one in Figure 3.
The setup is straightforward, but there are 10-4 AT
several subtleties that must be taken into !
account to avoid inaccurate characterization. 10-

PITFALLS [ 10-6 Deviation from statc f vs. T = '

The primary cause of the variation of oscil- 1 '  where, for example, u-2 x I0"7  /K2

lator frequency with temperature is the inher- 1A eo

ent f-T characteristic of even 
a perfect quartz 0

resonator. There are, however, other elements 1 T me5m-'

that influence oscillator performance. Some are Ii (min)

due to imperfect resonators, others to circuit .1o-8

design, and still others to in-process adjust- -Oven WarmupTime

ment of the oscillator. Among these influences -101

are: activity dips, condensables, thermal k
hysteresis, trim effect, and oven offset. "t 10

Static vs. dynamic testing Figure 4. Response of AT- and SC-cut resonators

Figure 4 shows a comparison of the response to an abrupt change of temperature.

of AT-cut and SC-cut resonators to a large,
abrupt change in temperature caused by the turn-
on of the oven in an OCXO. The figure demon-
strates that sufficient time must be allowed for U
the resonator to stabilize before accurate fre- Z
quency can be obtained. Note that the SC-cut Z
shows very little thermal transient effect. G

w

Thermal time constants LL

Figure 5 shows how the thermal time constant A TIME
of the oscillator moderates the thermal step.
The time constant may add considerable time to
the measurement cycle and must be considered.

3  STEP CHANGE OF TEMP
One must be certain to allow enough time for Figure 5. Oscillator thermal time constant.
the oscillator to stabilize before making a
measurement if the static f-T characteristic is 5....................................... ..120
desired. F.O.ENCY--

Activity dips

Activity dips, depicted in Figure 6, are .15

usually caused by interfering modes that can
occur within a narrow temperature range and Hertz Ohms
cause severe frequency shifts. In the example
shown, the resonator was intended for use in a
precision OCXO; note the activity dip near the lie
turnover temperature. A small oven drift could RuISTANCE

cause a frequency shift of about 0.3 ppm. If
this resonator was used in a TCXO, the activity
dips could go unnoticed during testing, unless
small temperature steps were used during f-T 3 J_-
characterization. If testing for high preci- 9 1 a a
sion, measurements should be made at closely Tomperature (C)
spaced temperatures. Figure 6. Activity dips.

Condensables

Figure 7 is a plot of the f-T curve of a TCXO
which shows a phenomenon that, at first glance,
appears to be an activity dip. Upon closer
examination, the figure shows that the frequency
shift occurs over a temperature range wider than a
is characteristic of activity dips, and it a
occurs only in one direction of the temperature IL

sweep. The cause of this phenomenon is, proba-
bly, condensible vapor in the resonator enclo- < -
sure. To detect the presence of condensables, 7 n. .
one should ramp the temperature in both direc- W
tions after a rapid cool-down.

Thermal hysteresis

Looking at the low-temperature end of Figure Figure 7. Condensables.

7, notice that the frequency curves do not
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superpose, but are displaced vertically. This Trim ef1ect
is thermal hysteresis, defined as a thermally
induced effect in crystal resonators which nani- In TCXO's, a signal from a temperature sensor
fests itself as nonrepeatability of the frequen- (thermistor) is used to generate a correction
cy-temperature characteristic observed ovex a voltage that is applied to a voltage-variable
complete quasi-static temperature cycle.2  reactance (varactor) in the crystal network.
Figure 8 is a plot of a different TCXO; it shows The reactance variations compensate for the
thermal hysteresis present at all temperatures. crystal's f vs. T characteristic. Reactance
(Note that thermal hysteresis usually degrades changes also are used to compensate for aging.
the accuracy of an oscillator.) The top curve The frequency vs. reactance relationship is
in Figure 9 shows yet another example, where nonlinear, leading to the trim effect, i.e., the
there is considerable thermal lag besides degradation of crystal oscillator frequency-
thermal hysteresis, which indicates that not temperature stability as a result of frequency
enough time was allowed for the gradient between adjustment.2  The trim effect manifests itself
the thermistor and the resonator to stabilize as a rotation or distortion, or both, of the
before making a frequency measurement. In the initial frequency-temperature characteristic.
bottom curve, the thermal lag has been elimi- Figure 10 depicts the nonlinearity of the
nated by computer processing of the data, frequency/load-capacitor relationship, and
resulting in the "actual hysteresis."'4  To Figure 11 shows the result of varying the load
properly characterize an oscillator, it is capacitor. It is important to measure the f-T
necessary to measure over a complete up and down characteristic at the specified extremes of the
temperature sweep, and allow enough time for frequency adjustment range.
all components to reach thermal equilibrium.
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4. Measure the f-T characteristic at both
extremes of the frequency adjustment range to
ensure that the trim effect does not degrade f-
T performance to an unacceptable level.
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THE TESTING OF RUBIDIUM FREQUENCY STANDARDS

T. J. Lynch, W. J. Riley, and J. R. Vaccaro
EG&G Frequency Products

Salem, Massachusetts 01970

ABSTRACT An example of a Qualification Test Plan for a tactical
RFS is given in Reference 1. That test regimen in-

At the present time no standards exist for the testing cludes just about every kind of environmental test.
of atomic frequency standards. The methods used for Some of these tests verify critical performance param-
the qualification and acceptance testing of such eters (such as stability and phase noise under vibra-
devices are devised on a case-by-case basis, with the tion). Others constrain the design and construction;
test procedures defined by the manufacturer or cus- still others guard against unexpected weaknesses. The
tomer. Similarly, there are no standard test methods list of these tests is familiar; it is during the
to aid the user in his evaluation of such devices, process of incorporating these tests into a detailed

test plan that the specific RFS considerations need to
An effort is currently beginning under NIST and IEEE be addressed.
sponsorship to define standard test methods for the en-
vironmental sensitivities of atomic frequency stan- ENVIRONMENTAL TESTS
dards. That project is expected to eventually result
in a document (similar to Section 4.9 of MIL-O-55310B) The environmental requirements for an item of military
that will define standard test methods to evaluate, electronic equipment (such as a rubidium frequency
quantify, and report the sensitivity of the frequency standard) can involve a bewildering maze of data
of standard frequency generators under environmental sheets, contractor equipment specifications, and a
influences such as magnetic fields, atmospheric pres- hierarchy of military specifications (some of which are
sure, humidity, shock, vibration, acceleration, temper- shown in Table 1)(2-111 . It is impossible to generalize
ature, ionizing radiation, and intermittent operation. about such requirements except to say that the RFS

equipment specification (which usually takes prece-
This paper describes the test methods used at EG&G for dence) must be carefully written to define the proper
measuring the environmental sensitivities of rubidium requirements. It is unusual for a RFS procurement to
frequency standards. It discusses the objectives of involve complete environmental testing because existing
such tests, the parameters to be considered and mea- test data can often be applied "by similarity." New
sured, the rationale for the test methods, the setups designs or particularly demanding applications may,
required to implement the tests, and the way that the however, require a full series of environmental tests.
test results are reported. The paper also considers In those cases, a test plan or procedure should be
Environmental Stress Screening (ESS) of rubidium written and approved before testing begins. In addi-
frequency standards. Examples of these tests are tion to the tests themselves, the plan should define
given, the order of the tests and whether more than one unit

can be used, and should address such matters as instr-
It is hoped that the exchange of this information ument calibration[121 and discrepancy reporting. It is
between the organizations involved will facilitate the common to include a table of standard operating condi-
adoption of standard methods for such test activities. tions and a basic functional test that is used before

and after each environmental test to verify normal RFS
INTRODUCTION operation. This usually includes measurement of output

level and frequency, dc power input, and monitor read-
The success of a rubidium frequency standard (RFS) in a ings. The test procedure should contain blank data
particular application often depends more on its sheet forms.
ability to withstand the operating environment than its
performance under benign conditions. This is especial- The most demanding combination of RFS environmental
ly true for a tactical RFS in a military application, requirements is usually associated with an airborne
It is therefore very important that the proper choices application which includes high temperature and severe
be made in specifying the environmental tests and vibration. While it is possible to design a RFS to
conditions that convey the operational requirements to operate at the +950C intermittent conditions of MIL-E-
the vendor, and allow the product to be correctly 5400 Class 2, it should be realized that the stability
designed and qualified. Similarly, it is vital to of a RFS subjected to extreme temperature and vibration
choose the appropriate acceptance tests that will most can be far worse than under benign conditions. And a
economically ensure compliant production hardware. RFS design constrained to meet extreme environments can

Table 1. Military Specifications for the Testing of Electronic Equipment.

RFS GENERAL TEST ENVIRONMENTAL EMI
USAGE SPECIFICATION REQUIREMENTS TEST METHODS TEST METHODS

All MIL-STD-454 MIL-STD-810 MIL-STD-461

Airborne MIL-E-5400 MIL-T-5422

Ship MIL-E-16400

Ground MIL-E-4158

Space DOD-E-.8983 MIL-STD-1540 MIL-STD-1541

CH2690-6/89/0000-257 $1.00 C 1989 IEEE 257



result in compromised performance under benign condi- current and monitors are measured by digital or analog
tions. This makes correct environmental specification meters, and its recovered signal is observed on an
and test particularly critical, oscilloscope. (Alternatively, a custom "monitor box"

may be used, especially if special control or monitor
A list of the most common environmental tests used to functions are involved.) A stripchart record of the
evaluate and qualify a rubidium frequency standard is RFS dc supply current is often useful for evaluating
shown in Table 2. Also shown is the most critical RFS performance and diagnosing problems. Besides warmup
parameter associated with each test, whether the test and steady-state power, the current record shows lamp
is normally performed as part of the RFS Qualification ignition and oven stability, and can be integrated to
Test Procedure (QTP) or Acceptance Test Procedure determine RbXO1201 syntonization energy. The primary
(ATP), and references to common military specifications measurements, however, are the RFS rf output level,
for these environmental tests 13.4.13.141. While the spe- frequency, and purity. The frequency measuring system
cific test conditions (temperature range, vibration may be simply a vector voltmeter or analog frequency
levels, etc.) will vary with the particular applica- difference meter (to measure RFS phase or frequency
tion, certain general considerations apply to these RFS change), a frequency counter (perhaps the high resolu-
tests and they will be discussed in the following tion interpolating reciprocal type), or a very high
sections of this paper. resolution heterodyne arrangement (perhaps with compu-

ter control and data analysis). The frequency refer-
Test Setun. A typical test setup for the environmental ence may be a crystal oscillator (for low noise),
testing of a RFS is shown in Figure 1. The RFS under another rubidium standard (fo- stability, portability,
test is installed in an environmental chamber (which and fast warmup) or a cesium standard (for absolute
may be a temperature, humidity, altitude, or other such frequency determination). The RFS spectral purity may
chamber, or a shaker, shock machine, or other such be observed on a rf spectrum analyzer or on a wave or
apparatus). It is powered from a dc supply and its FFT analyzer (after downconversion). A phase noise

Table 2. RFS Environmental Tests.

ENVIRONMENTAL CRITICAL MIL-O-55310B MIL-STD-202 MIL-STD-810
TEST PARAMETER QTP ATP PARAGRAPH METHOD METHOD

Acceleration/ Frequency 0 N/R 4.9.18,.41 212 513
Orientation

Acoustic Noise Phase Noise N/R N/R 4.9.39 515

Altitude/Pressure Frequency 0 N/R 4.9.45-.46 105 Sou

Bench Handling Function R N/R 516

EMI Susceptibility Frequency AIR N/R 4.9.36 MIL-STD-461

Explosive Atmosphere Function N/R N/R 4.9.42 109 511

Fungus Function N/R N/R 4.9.54 508

Humidity/Moisture Function 0 N/R 4.9.49 103 507

Immersion Function A/R N/R 104 512

Magnetic Field Frequency R 0 4.9.43 ASTM 346-64

Radiation Frequency A/R N/R 4.9.47

Rain Function 0 N/R 4.9.49 106 506

Salt Fog Function 0 N/R 4.9.50 101 509

Sand and Dust Function N/R N/R 110 510

Shock, Operating Function 0 N/R 4.9.40 213 516

Temperature, Operating Frequency R R 4.9.10-12

Temperature, Non Op. Function 0 N/R 4.9.46

Temperature/Altitude Frequency 0 N/R 504

Temperature Cycling Function R N/R 102

Temperature Shock Function 0 0 4.9.44 107 503

Vibration, Sine Frequency R 0 4.9.18-.38 201 514

Vibration, Random Phase Noise R 0 4.9.18-.38 214 514

R=Recommended O=Optional A/R=As Required N/R=Not Required
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measuring system may also be necessary (probably using and Rb lamp, and (c) thermal effects due to heat
a double-balanced mixer and phase-locked crystal transfer of the electronic circuits. Effect (a) is
oscillator). The primary concern for this instrumenta- proportional to the pressure change; effects (b) and
tion is often its portability to an outside testing (c) are small until the pressure is reduced to about 10
lab. In such a case, careful planning is critical and Torr (100,000 feet altitude). Oven power will be less,
all the test instrumentation should be set up "at home" and stabilization factor better in vacuum. The elec-
to confirm the test methodology and to avoid missing or tronic circuits must be designed for adequate heat
malfunctioning items in the field. transfer without air, and temperature profiling may be

necessary to ensure reliable operation in vacuum. The
barometric sensitivity of a RFS can also be measured as

ENVIRONMENTAL CHAMBER part of a temperature-altitude test. Unlike a cesium
frequency standard, a RFS does not use high voltages

MONITORS METERS and can be safely operated throughout the full pressureRFSIP AND

UNDER H SCOPE Krange from sea level to hard vacuum without any corona
TEST discharge hazard.

RFPOWER Bench Handling. A bench handling shock test is perhaps
POWER METER the most severe yet realistic and practical way to

check a RFS for ruggedness. The unit should be removed
CHAMBER from its enclosure as if it were being serviced. After
CONTROL PHASE completing the test, the unit should be inspected for

NOISE damage and operated to show any resulting frequencyMEASURING offset.
SYSTEM

J___.. SPC _EM I Susceptib ilitv. The most significant form of EMI

METER ANALYZERUM FREQUENCY susceptibility in a RFS is usually due to ripple (CS01)
MEASURING and transients (CS06) on the dc input power. This
SYSTEM aspect of RFS design is covered by military and other

standards [4.11.151, but specific requirements may also be
imposed. Ripple susceptibility is generally worst at

POWER FREQUENCY the RFS servo modulation rate; large frequency offsets
SUPPLY REFERENCE are possible due to interference with the servo that

locks the VCXO to the Rb reference. A phase compara-
tor, vector voltmeter, or analog frequency difference

Figure 1. Typical RFS Environmental Test Setup. meter is very useful for showing RFS EMI susceptibili-
ty, as is observation of the RFS recovered signal on an
oscilloscope. Ripple susceptibility testing does not

Acceleration/Orientation. Unlike a quartz crystal, a actually require a screen room or specialized EMI test
RFS does not have any inherent static acceleration instrumentation, and can be investigated with ordinary
sensitivity (either "tip-over effect" or centrifuge), laboratory equipment. The EMI susceptibility test
It is possible, however, for a RFS to show some fre- procedure must include a pass/fail criterion; a fre-
quency change due to acceleration and reorientation quency change of Ix10-10 is a reasonable value for a
because of thermal effects. A test for RFS orientation tactical RFS. The radiated susceptibility test setup
sensitivity should therefore allow sufficient time should pay particular attention to the shielding and
(about 5 minutes) to reestablish thermal equilibrium, grounding of the RFS power/ monitor leads; this is
It is also possible to have some change in the physical often the primary path for interfering rf into the
distribution of the rubidium in the lamp under high unit. It is also advisable to use a linear (rather
static g forces that can cause a small frequency than switching) dc supply to power the RFS during all
change. This effect will occur if the acceleration EMI testing.
forces molten rubidium into the body of the lamp, and
will be reversed by acceleration in the opposite The requirements for transient protection[16-181 vary de-
direction or by quiescent operation. It is possible pending on the degree of external power conditioning.
(but not always easy) to make the precision frequency Reverse and overvoltage protection is often necessary
measurements necessary to see these effects via the and must be tested. Applying a pre-charged capacitor
slip rings of a centrifuge. Redundant slip rings across the dc input is one simple way to simulate
should be used for both power and RFS output to reduce voltage transients. RFS turn-on (inrush current) and
contact noise. turn-off (voltage spike) transients can be a problem

for the host system. A manually tipped mercury relay
A separate "2g tip-over" test may be required for the and a digital storage oscilloscope is an effective
crystal oscillator portion of a RbXO. The test results means to simulate and observe these transients.
should be reported as the resultant of the g-sensitiv-
ity vector. Explosive Atmosphere. An RFS does not use high volt-

ages or mechanical relays and switches, and can be
Dynamic acceleration can have a profound effect on the operated in an explosive atmosphere with minimal
stability and purity of a RFS, and those tests are likelihood of causing an explosion. Since a RFS is not
discussed in the Vibration section below, normally sealed, the outer cover should be removed or

loosened during the test to facilitate the penetration
Acoustic Noise. Acoustic noise is usually not a of the explosive vapor.
significant factor affecting RFS operation. The RFS is
typically suspended on elastic cords during exposure; Fungus. A fungus test is usually conducted "by analy-
frequency and phase noise should be measured. sis" to verify that the design uses only components and

materials that are inherently fungus inert.
Altitude/Barometric Pressure. The main considerations

for the sensitivity of a RFS to ambient pressure are Humidity/Moisture. A typical humidity test consists of
(a) frequency shift due to absorption cell buffer gas five 48-hour temperature-humidity cycles with RFS
pressure change caused by deflection of the glass cell operation near the end of each cycle. With an unsealed
envelope (about IxO-1o/atm), (b) frequency shift due unit, the test results depend strongly on the adequacy
to thermal effects involving the physics package ovens of conformal coating and encapsulating processes, and
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these should closely represent the actual production usually CMOS devices; all circuits may require resis-
processes for the test results to be valid. RFS tors or other means for current limiting.
moisture sensitivity is most often associated with the
high impedance servo amplifier synchronous detector/in- Total dose radiation testing requires a differ,.,
tegrator circuits. methodology. Analysis (based on piece part test data)

is often preferable to a test of the entire RFS because
Immersion. The capability to withstand immersion in a worst-case error budget can be done. The most
water is seldom a requirement for a RFS. Immersibility critical devices are usually servo amplifier and
requires a sealed case and connectors, but it otherwise temperature controller op amps and the C-field voltage
does not affect RFS design or performance. reference. RFS testing, if done to confirm the analy-

sis, must be done with hardened parts. Total dose
Intermittent Operation/Retrace. (See Power/Temperature testing is likely to damage the unit as it is exposed
Cycling below.) A test for the frequency retrace of a to a series of successively higher radiation levels.
RFS under intermittent operation should, by definition, The test setup is usually quite simple if the unit does
return the unit to exactly the same operating condi- not have to be operated during the exposure; before and
tions so as not to confuse retrace with environmental after frequency (and perhaps monitor) measurements are
sensitivity. The main concern is that the retrace generally all that is required. Total gamma dose is
error be non-accumulative. The test must define (a) usually done by placing the unit in a Co6O cell. Dose
operetfng conditions (temperature, etc.), (b) off time, rate and annealing effects should be considered. If
(c) restabilization time, and (d) number of retrace the unit is operating during exposure, the RFS photo-
cycles. A well-designed RFS should have an excellent detector will respond to the gamma irradiation.
retrace characteristic (pplO 1 ) that has little depen- Neutron exposure is usually done by placing the unit in
dency on temperature, off time, or restabilization a reactor. The unit may become radioactive because of
time. The test emphasis should therefore be on per- neutron activation of the magnetic shields and other
forming enough cycles to verify that the retrace error high-Z materials. The most critical part for neutron
does not accumulate. fluence is usually the silicon photodetector, which

loses output due to lattice damage.
Magnetic Field. A RFS (unlike a XO) has an inherent

sensitivity to dc magnetic field, and contains magnetic No standard procedures apply to RFS radiation testing;
shielding to reduce this sensitivity. The largest each case requires careful planning and expert advice.
magnetic sensitivity is along the physics package
optical axis (the direction of the internal bias Rain. The test procedure should specify which sides of
field), and has a quadratic dependence of frequency on the RFS are to be exposed to rain. Typical , water-
dc magnetic field (Af/f = 8.38x10-8 H,Gauss 2). Since the RF s ar e exposed t o te t est, ate
the magnetic sensitivity varies with C-field frequency proof cables are attached throughout the test, and the
adjustment, the test procedure must specify the RFS unit is operated near the end of each exposure.
frequency setting (minimum, nominal, upper range, or
maximum); nominal is usually used. Salt Fog. Since the RFS is typically not operated

during exposure, its connectors should be covered. The
The test procedure must also define the magnetic field unit should not be washed after exposure (as allowed by
environment. The electrical reversal of a 3 Gauss MIL-STD-810). EMI testing should follow salt fog
field from a pair of 4' Helmholtz coils 01] is recom- exposure since salt deposits and corrosion could affect
mended. This field is easy to produce yet considerably grounding and shielding.
larger than the Earth's field (about 0.5 Gauss), and
field reve.sal tends to eliminate offsets due to the
Earth's field (a shielded room is impractical). Other Sand and Dust. The test procedure should specify the
considerations for the test field are (a) uniformity RFS face to be exposed. Since the RFS is nonoperating
(coils much larger than RFS, away from metallic ob- during exposure, connectors should be covered. Pene-
jects), (b) calibration (measure field at center w/o tration of dust should not necessarily be considered a
RFS), and (c) magnitude (affects shielding factor and failure.
measurement resolution). Care should be exercised when
deenergizing the Helmholtz coils; unplugging them can Shock. The RFS under test should be powered to best
produce a hazardous high voltage, show intermittent failures under shock. Test cables

should have strain relief and should be supported close
Magnetic sensitivity is generally a qualification test, to the unit to prevent whipping and damage which could
but variations in C-field and/or shield permeability affect RFS measurements. The RFS should be observed
and fit can require 100% testing for critical applica- for timing error and permanent frequency offset.
tions. AC magnetic field sensitivity is generally part Rubidium motion in the lamp (as described under Accel-
of EMI susceptibility testing. eration) may occur.

Radiation. The radiation sensitivity of a RFS is Temoerature, Operating. Temperature sensitivity is
essentially that of its electronic circuits; the Rb often the most significant environmental factor affect-
physics package is inherently quite hard. RFS surviv- ing the performance of a RFS. A stability of 3xI0-10
ability can be a critical requirement for both tran- is typical for a small tactical RFS over a military
sient and total dose radiation environments. Transient temperature range, whereas the unit will not have that
radiation testing usually requires a Flash X-Ray (FXR) much frequency aging over several years. Furthermore,
facility to generate an intense gamma pulse. The RFS there is considerable unit-to-unit variation of this
is operated during the exposure and may be required to important parameter, which is not necessarily monotonic
"operate through" or to quickly recover frequency and which may have regions of high incremental sensi-
accuracy; in all cases it must not suffer latchup, tivity. The RFS temperature stability is usually
burnout, or other permanent degradation. The test specified as the maximum (peak-to-peak) variation in
setup generally includes extensive recording of RFS frequency anywhere within the operating temperature
output level, phase, frequency, light monitor, VCXO range. RFS operating temperature range is usually
control voltage, and dc input current (as well as specified from a minimum ambient value to a maximum
radiation dosimetry). Transient radiation testing is baseplate value. The distinction between ambient and
very desirable to verify analysis of the RFS circu;ts, baseplate temperatures is necessary (because of the RFS
and is meaningful even for a single sample having internal dissipation) unless the unit is attached to a
generic parts. The most critical parts for latchup are large heatsink or is otherwise well coupled to the

260



ambient. It is sometimes necessary to specify the subject to beats due to coherence between the gate time
thermal resistance of the heat sink (from ambient air and vibration frequency. The RFS recovered signal
to RFS baseplate). should also be observed, as should the lock detector

output. Checks should be made for interference from
RFS temperature stability should be measured as part of the magnetic field of an electrodynamic shaker (by
the ATP for every unit. It is best to make continuous holding the unit slightly above the top of the shaker).
frequency measurements on a stripchart recorder as the A slip table can help by allowing separation between
RFS is stepped or ramped over its full operating the shaker and the RFS under test. Ground insulation
temperature range (rather than just measure the RFS (rigid) or an isoldtion transformer in the RFS output
frequency at a few discrete temperatures) so that a can also helI to avoid hum and interference; mea-
region of large sensitivity or anomalous behavior is surements should not be made at 60 Hz harmonics.
detected. An averaging time should be chosen long
enough to average the measurement noise while not pOWER/TEMPERATURE CYCLING
masking rapid changes; 100 seconds is usually a good
choice. Sufficient dwell time must be allowed, especi- RFS units intended for frequent on-off and temperature
ally at the temperature extremes, and the record should cycling (in particular, the Rb reference of a RbXO[20)
be examined for noise, "glitches," and retrace. should be subjected to a Design Verification Test (DVT)

to prove their endurance under such cycling. The
If the RFS uses C-field temperature compensation, it physics package of a fast-warmup RFS turned on after a
may exhibit disparate frequency-temperature character- cold soak experiences severe thermal stresses; never-
istics at different frequency adjustments, similar to theless, with proper design, a unit can survive such
the XO "trim effect". (EG&G does not use this method.) cycling and provide a stability comparable to a unit

that operates continuously. A typical DVT would
Temperature. Non-Ooeratina. Sufficient soak time must subject 4 RFS units to 20 on-off cycles per day while
be used to ensure that RFS internal temperatures reach subjecting them to a -62 to +680C temperature cycle
the specified limits. each day for 180 days. The daily temperature cycles

include a cold soak at the low temperature extreme.
Temperature Cycling. (See Power/Temperature Cycling The internal temperature of the Rb physics package
below), should decay essentially all the way to the air tem-

perature between turn-ons. The 3600 on-off cycles and
Temperature Shock. Temperature shock testing is not as 180 temperature cycles of the DVT simulate 20 years of
effective with a RFS as with small components because normal RFS operation.
of the slow internal temperature response of the ovens.
The severity of the test is indicated mare by the The DVT should also include frequency measurement data
internal temperature extremes than the rate of change after each turn-on cycle. A plot of RFS frequency vs.
of ambient temperature, which may be expensive to temperature should show a consistent pattern for each
produce. daily temperature cycle, similar to the static tempera-

ture stability characteristic. A plot of average daily
Temperature/Altitude. The Temperature/Altitude test frequency vs. time should show a retrace characteristic
has been deleted from the latest revision of MIL-STD- trend similar to the normal RFS aging behavior.
810. It is better to measure the effects of pressure
(altitude) and temperature separately. A DVT such as this should be performed on any basic Rb

physics package design that is intended for an applica-
Vibration. The stability and purity of a RFS are tion that involves frequent on-off and temperature
affected by mechanical vibration primarily because of cycling. EG&G has also, as part of our RFS development
the acceleration sensitivity of the quartz crystal used process, subjected a Rb physics package to over 7500
in the VCXO that produces the output signal. Direct fast warmup turn-on cycles over a period of 25 months
vibrational modulation of the crystal oscillator without any sign of wearout due to thermal fatigue
generally affects the RFS phase noise and spectral stress. A cold soak and turn-on is also an effective
purity at vibration frequencies higher than the servo means of environmental stress screening for production
bandwidth without producing a frequency offset. RFS units as discussed below.
Vibrational modulation of the VCXO at the 2nd harmonic
of the servo modulation rate, however, can cause a ENVIRONMENTAL STRESS SCREENING
frequency offset. Low frequency vibrational modulation
of the crystal oscillator can cause a frequency offset The purpose of Environmental Stress Screening
due to loss of microwave power. These XO effects are (ESS)121,221 i-s different from other environmental tests.
reduced by a high modulation rate, a wide servo band- The latter are intended to verify the adequacy of the
width, and a low crystal g-sensitivity. RFS design, construction, and performance under the

anticipated environments. The purpose of ESS is to
reduce the number of service failures by applying

RFS stability can also be affected by vibrational temperature and vibration screens to each production
modulation of the physics package light beam at or near unit to precipitate latent manufacturing defects as
the servo modulation rate. This problem is reduced by detectable failures.
rigid physics package construction. Circuit board and
wiring microphonics can also affect RFS stability. To devise a suitable ESS test, vibration and tempera-

ture surveys are performed to arrive at tailored levels
RFS vibration testing requires measurement of frequency whiLh will show flaws without damaging a sound RFS
offset, frequency stability (Allan variance) and phase unit.123.241 A typical tailored vibration screen is
noise under dynamic conditions while the unit is on a random vibration of 5 grms (0.028 g2/Hz from 80 to 350
shaker. It should also include before and after Hz, decreasing' at 3 dB/octave to 20 Hz and 2000 Hz),
measurements to check for a permanent frequency offset. applied for 10 minutes in each of three axes with the
Phase noise is the primary parameter of concern during RFS unit operating and the input current and lock
random vibration, and frequency stability is the most monitor signal recorded. Wideband random vibration is
critical factor under sine vibration. Particular far more effective than sine vibration because the
attention should be paid to frequency stability while random excites all vIbrational modes simultaneously and
the RFS is vibrated at the servo modulation rate and for the full duration of the exposure. Single axis
its harmonics. An analog frequency difference meter is excitation is usually selected because of shaker
an effective measurement tool; counter measurements are availability.
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A typical tailored temperature screen consists of 12 7. MIL-E-16400, "Electronic Equipment, Naval Ship And
temperature cycles with power applied after a cold soak Shore, General Specification."
of 1 hour. The cold soak is necessary to adequately
stress the physics package ovens and temperature 8. MIL-E-4158, " Electronic Equipment, Ground, General
control circuitry in terms of temperature rates and Requirements For."
excursions. The cold soak duration is determined by
the thermal time constants of the physics package 9. DOD-E-8983, "Electronic Equipment, Aerospace, Ex-
ovens. The effectiveness of temperature cycling in tended Space Environment, General Specification
precipitating and detecting failures is greatly in- For."
creased by operating and monitoring the test unit, and
by recording the input current and the lock monitor 10. MIL-STD-1540, "Test Requirements For Space Ve-
signal. In particular, a cold soak and turn-on is much hicles."
more effective than exposing a fast-warmup RFS to an
external temperature shock. A temperature rate of 11. MIL-STD-1541, "Electromagnetic Compatibility Re-
5 C/minute is generally selected (rather than a faster quirements For Space Systems."
rate which requires a higher performance test chamber)
since the internal response of the RFS is not signifi- 12. MIL-C-45662, "Calibration System Requirements."
cantly different for the slower rate.

13. MIL-O-55310B, "Military Specification, Oscillators,
Our experience has shown that a properly chosen ESS Crystal, General Specification For," 10 May 1988.
test is a cost-effective way to find latent defects and
thereby ensure a lower failure rate in the field. An 14. MIL-STD-202, "Test Methods For Electronic and
important part of the ESS process is to review the test Electrical Component Parts."
records to refine both the RFS manufacturing processes
and the effectiveness of the ESS test. 15. MIL-STD-462, "Electromagnetic Interference Charac-

teristics, Measurement Of."
CONCLUSION
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tions of rubidium frequqncy standards. No standards
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standards (such as those of Section 4.9 of MIL-O-55310B System In Military Vehicles."
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users of such devices. Such standardization wo,'Id ease Electrical Power Utilization And Transient Protec-
device specification, eliminate test duplication, tion," Aeronautical Radio, Inc., Dec. 1976.
simplify test plan preparation, clarify test results,
and lead to improved environmental performance for 19. ASTM 346-64, "Standard Methods Of Test Of Magnetic
these devices. It is hoped that the exchange of Shielding," American Society For Testing And
information like this paper will lead to the adoption Materials.
of such a document.
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ABSTRAC OUALIFICATION TESTING

The stability of a precision timing signal source under the Qualification (Qual) testing serves to verify the design; it is
influence of environmental perturbation is a key usually performed on one of the first articles produced after
performance parameter. The testing of this performance is the design documentation is complete. Qual testing may
frequently no less important from a system design include extended testing to assess long term performance
perspective: the user must define the tests to reflect the or device life. It may include exposure to environmental
actual environment and the designer must optimize the extremes to determine design margin. Examples include
equipment to provide maximum performance margin, higher vibration levels or greater temperature extremes.
I requently a performance error budget can be a useful tool Qual testing may involve costly or destructive tests to verify
to define clock behavior under environmental influence, performance under exposure or to verify survival and

ability to perform after exposure. Safety issues of the
Standard environmental test methods are generally not design are typically addressed during qual testing.
suitable for evaluating precision signal source performance.
What is needed is a defined framework for environmental A
test methods which can be tailored as required to meet
program test needs. Acceptance testing serves to verify the production process;

included are a selection of performance and functional
INTRODUCTION verifications. Specifically what to test is a complex question

involving issues of design margin, product complexity and
Environmental testing may, in general, be divided into product maturity. The performance verification process
several types, depending on the maturity of the product seeks to determine, in summary fashion, that all elements
design. These types are: development, qualification, and of the design are working as intended. In quartz oscillators,
acceptance. Development testing is by its nature informal critical indicators of performance irclude, typically,
and somewhat ad hoc, depending upon the design history temperature sensitivity, phase noise and aging. In cesium
and the performance desired. Qualification and devices temperature sensitivity and Allan variance are
acceptance testing are formal structured procedures using critical indicators of performance. The functional
standardized test methods. Rarely can standard verifications determine that, for example, all outputs and
environmental test methods be applied directly without instrument controls are functional. Acceptance testing also
some tailoring to accommodate unique system or product may include workmanship verification through
requirements. Military standards form a useful baseline environmental stress screening. Exposure to random
from which to develop these tailored test methods. vibration in accordance with MIL-STD-21641 is typically

used; MIL-STD-2164 also defines a temperature cycling
The starting point in any product specification is usually a profile for workmanship screening.
statement of the requiredperformance, a topic which
cannot be adequately addressed without considerations of PERFORMANCE CHARACTERIZATION
testing. Typically, environmental sensitivities should be
addressed one parameter at a time; this ultimately In tme case of cesium and quartz instruments,
minimizes the design cost as well as the test cost. characterization of performance begins with a
Occasionally, the required performance is defined as determination of the frequency offset being produced.
bounded accuracy or stability requirements over a Acquisition of this data record has two goals: to provide
combination of environments. In tl Is case, an error budget verification of performance or in the event of a failure, to
is often an effective way to allocate the individual provide insight into failure mechanisms and to events
environmental performance requirements. Within the leading up to the failure.
error budget, decisions can be made on how to sum the
individuafitems. The error budget can also usefully handle Automation of data acquisition has many advantages; it has
other (performance) parameters such as design and test several pitfalls as well, particularly when the observed
margins, specification guardbands, etc. behavior differs significantly from the norm. These pitfalls

must be anticipated and accommodated. Typical areas of
Specific test techniques have their own considerations. In concern include acquisition aliasing and windowing,
some cases, standard apparatus and commonly used inadequate measurement or recording bandwidth or too
techniques are available. In other cases it is difficult to infrequent measurement intervals. No general, best
isolate and control a single environmental parameter in the measurement system exits, of course; each system must
test process. A number of pitfalls have to be anticipated. balance cost and complexity against measurement

requirements.

CH2690-6/89/0000-263 $1.00 C 1989 IEEE
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Data record length is always a troublesome concern. Table 1 provides a sample error budget for a cesium
Figure I shows a record which demonstrates a pathological instrument. NQle that the items summed arithmetically
behavior that would not have been detected in a truncated yield 10.7 x 10"14, when glimmed in root sum square fashion
measurement. Frequently, historical experience is the best the items yield 4.2 x 10" .
guide to use in determining the proper data record length. SI.EITCHNLOUES
The characterization of cesium performance is usually
derived from a measurement ofphase at 5 or 10 MHz. For Several general considerations arise in a discussion of
computer data reduction, the RF signal is mixed down and specific test techniques. One of these is measurement
the phase extracted as a time interval measurement. A duration. Transients arising from environmental change
linear phase detector driving an analog chart recorder can must be allowed to decay. Following that, measurement
also be a valuable measurement tool particularly where a duration must be sufficiently long to average frequency
continuous phase record is desired. noise to an acceptable level, to allow adequate modeling of

quartz aging and to acquire adequate data for the lowest
In the characterization of quartz performance, a frequency noise components of interest.
measurement of frequency against an offset reference is
used. For computer data reduction, measurement of beat Another general consideration addresses transient versus
period is effective. Computer modeling of performance is steady state sensitivities. Unless otherwise specified,
empioyed when measuring temperature sensitivity. As 2ensftivities are assumed to be steady state.
shown in Figure 2, the oscillator aging must be modeled
and extracted from the measured data in order to obtain The testing of temperature sensitivity can be performed in
the temperature performance. A simple graphic technique standard environmental chambers manufactured for this
can be used when computer aided data reduction is not purpose. The measurement duration is driven strongly by
required. Plotting the high resolution digits of a beat thermal time constants which are, for oscillators,
period counter yields a graphic record of quartz device approximately 1/2 to 1 hour and for cesium devices,
performan- i . approximately 1 to 2 hours. Air movement is typically

implied. Humidity effects, if uncontrolled during
Ttemperature testing, can seriously contaminate the

measurement. Figure 3 shows an extended measurement
Standardization of test methods has many advantages: the of quartz oscillator performance during a temperature test.
utilization of test ",paratus and techniques is enhanced; Note the one day frequency transient for the 20 to 50 °C
qualification by si iflarity and transfer of prior test results is change which is totally absent for the 50 to 20 °C change.
facilitated; and tailoring of standard test methods is usually Moisture which condensed in the chamber during the 20 0 C
straightforward when required. In a development effort, period produced a large humidity transient which is absent
standard test methods have the advantage that they can be in the 50 to 20 °C change. The oscillator design was revised
defined and known to the designer and the user at project to eliminate the humidity sensitivity.
inception.

Several military standard provide useful sources of test Humidity testing may be performed with standard
methods. MIL-STD-8101 is devoted to environmental test environmental chambers. Note that humidity effects may
methods. Many of these methods require tailoring in order have long time constants (days).
to be useful for testing of cesium and quartz sensitivities.
This tailoring is straightforward, usually involving the Altitude testing may be performed in standard
extension of dwell times to allow adequate stabilization and environmental charTibers. Temperature control is
measurement resolution, necessary. The observed time constants are not dissimilar

from observed thermal time constants. The magnitude of
Other military standards contain test methods: MIL-STD- transient effects may exceed that of static effects.
2023 is sometimes applied to quartz device testing.
MIL-O-553104 addresses test methods for quartz Vibration testing represents a significant measurement
oscillators. Certain technical groups have generated challenge for precision quartz and cesium signal sources
standardized test methods for specific applications. An primarily due to the large magnetic fields associated with
example, for the aeronautical industry, is RTCA/DO-1605. vibration test equipment. In cesium, transient (or

permanent) magnetization of the device under test can
significantly degrade frequency accuracy. In quartz

ERROR BUDG oscillators, the magnetic fields can modulate oscillator
phase or frequency. In general, the large ac fields can

The error budget is a useful tool to define the allocation of couple directly to the measurement apparatus. Great care
various environmental sensitivities to an overall system must be exercised to insure that the sensitivity being
specification. The budget requires input from both the user measured is vibratory and not magnetic. Hydraulic and
and the designer. The user knows the environmental mechanical vibration apparatus, which would eliminate this
exposure as well as the required performance. The concern, are not generally available nor do they have the
designer knows the intrinsic strengths and weaknesses of capability to perform at or above 1 kHz6.
the technology and can allocate the budget to produce
maximum design margin. The user and the designer must Shock and seismic testing are usually performed to
agree on a methodology of summing the individual demonstrate survival. If electromagnetic apparatus is used,
elements of the budget depending on their random or the ciacerns iegardiiig magnetic effects discussed above
deterministic nature. Note that environmental factors are are applicable.
sometimes correlated; for example, loss of aircraft
pressurization might cause an otherwise controlled Magnetic field testing can be straightforwardly performed
temperature environment to degrzde significantly. No in a classical Helmholtz coil. For ac fields, it is sometimes
general methodology for addressing the factors can be necessary to resonate the coil inductance sc that adequate
given, but they can, if properly addressed, maximize design excitation currents can be provided. Note that ambient
margin, magnetic fields (e.g. Earth s, building structural stel) can

be significant.
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Radiation test techniques are perhaps the least
standardized. The techniques and levels are usually
program-specific and require significant test design input.
Dose rate effects in quartz oscillators produce transient as
well as longer term effects. Both must be measured. In
dose rate testing of cesium instruments, dose rate effects
are predominantly transient with time error being the
useful parameter of characterization. Total dose effects in
cesium have their primary impact on frequency accuracy.

CONCLUSIONS
TABLE 1: CESIUM ERROR BUDGET

It is difficult to define generalized test methods. What is

needed is a testing framework which can be easily tailored
to the specific needs of the product and/or program. In TEMPERATURE 3.1 x 10"12
some cases, existing military standards can serve as a
starting point. MAGNETIC FIELD

An error budget is a useful !ool to obtain a clear definition DC 25 GAUSS EXPOSURE 0.3
of the desired performance in a given environmental
scenario. The error budget should be developed early in AC 2 GAUSS PEAK
the system definition phase in order to maximize design
and performance margin. 50 HZ 0.3

60 HZ 1.0

400 HZ 1.8
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Abstract Doris specifications

This paper presents recent investigations on magnetic Doris is a satellite-based radio positioning system whose
sensitivity of certain on-board quartz crystal oscillators. A main purposes are very high precision orbit determination
part of the study deals with the global magnetic sensitivity and high accuracy location of ground beacons. Applications
of the devices as a function of the magnetic field intensity of this system mainly concern the monitoring of natural
and direction. Measurements were done in the Frequency phenomena such as continental drift, sea level measu-
and Time department of the CNES and in the laboratory of rement, vulcanology or civil engineering construction like
the Office National d'Etude et de Recherches Arospatiales dams, tunnels, etc. Locations of beacons or orbitographic
(ONERA) on various ovened oscillators used in actual measurements are performed by using the Doppler effect.
satellites. In addition, in order to determine the origin of In order to achieve the required positioning accuracy,
the magnetically induced frequency shift, some compo- which has to be less than 10 cm, both the on-board and the
nents have been separated from the oscillator and indi- ground oscillators must have a short term frequency
vidually submitted to the magnetic field. The paper stability better than 5.10 13 over an integration time from
presents the experimental setup, measurement procedures 10 s to 100 s [1]. Among the various parameters likely to
and results obtained at the CNRS laboratory in affect the on-board oscillator stability, attention has been
Besanqon. Special attention is paid to the quartz crystal focused on the magnetic environment. In fact, the magnetic
resonator itself. It is shown to have a sensitivity on the induction in satellites may reach intensities of a few 10,1 T
order of 10 12/gauss. An explanaLion of the resonator's (a few 1/10 gauss) [2] randomly oriented, due to magnetic
magnetic sensitivity is given, together with related stabilizing couplers and earth's magnetic field changes
verification experiments. during low altitude flights. The required frequency

stability needs an oscillator magnetic sensitivity less than
10 13/gauss [3].

Introduction Magnetic sensitivity of an oscillator as a whole

The increasing accuracy of positioning systems, especially Experiments done by CNES over several years [4,5] on a
for space applications such as orbitography, requires better variety of commercially available oscillators show that
and better stability of the on-board oscillators. As a their magnetic sensitivity is often much larger than the
consequence, certain fluctuations of environmental para- limiting value previously mentioned.
meters such as temperature, pressure, acceleration ..
whose influence on the oscillators has gone unnoticed in Figure 1 a, b, c shows the results obtai.ied for an on-board
the past (being below the required precision) can no longer oscillatir in a magnetic induction of intensity lying
be neglected. between -5 and + 5 gauss and directed along the principal

axes of the oscillator as shown on Fig. 2. It can be observed
Interest is now bcing paid to the influence of magnetic field in this case that the fractional frequency change is always
because it has been observed that starting and stopping a negative for all magnetic induction orientations and
satellite's magnetic stabilizing equipment can induce weak senses, and that there is a least sensitive direction (here :
frequency shifts in nearby oscillators. Although the obser- the Y-axis). Nevertheless in any case the high magnetic
ved fractional frequency variation (a few 10 11/gauss) is sensitivityis crippling(on theorder 10 "/gauss).
acceptable for most applications, it is crippling or uture
orbitographic missions.
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"Various attempts have been made to reduce the oscillator
.I * ,magnetic sensitivity, the simplest being to shield the

oscillator with a high magnetic permeability material.1 I I. This solution leading to a reduction of the magnetic"' induction by about 35 to 40 dB restores the oscillator
magnetic sensitivity to an acceptable level [6]. Never-
thelss this improvement has other drawbacks: weight and

C volume increase, thermal behaviour modification, appea-03 rance of an undesirable magnetic momentum. Further-
vCr more, the aging characteristics of such shielding materials
L remain incompletely understood.
'.4
M Another solution consists of a modification of the
C oscillator's electronic design (7). Figures 3 and 4 show the
H (magnetic sensitivity measured before (Fig. 3) and after

U (Fig. 4) modification.
L . Y-Axis

Magnetic field (gauss)
-E. 4. -2. 2a. .i. 0. 1. 2. S. ,. 5.

I T , , +2.5 -

I. +
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MAGNETIC FIELD in GAUSS

Fig. 3 : Magnetic sensitivity of an oscillator
Fi. 1 : Sensitivity of an on-board oscillator in a magnetic
induction directed along (a) X-axis, (b) Y-axis, (c) Z-axis

(see Fig. 2)
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Fig. 4 Magnetic sensitivity of the same oscillator as in t
Fig. 3, after electronic design modifications

Fig. 6: Various induction wave shapes used
(a) increasing steps, (b) decreasing steps,
(c) on-off stages of increasing amplitude

Experimental results obtained with strong magnetic fields

Although the solutions previously presented significantly Magnetic Field (kilogauss)
reduce the magnetic sensitivity, the disavantage or the C 0. -. a. .. 4. 6. 6. 7.
residual sens'Uivity observed in every case led us to
undertake a more thorough study. "

wI
The first experiments were carried out with a 5 MHz 2
ground oscillator used in the SARSAT-COSPAS search and
rescue program. The oscillator under test was put in an ."5
electromagnet induction field whose intensity could be
adjusted from a few gauss to several kgauss (see Fig. 5).
The frequency variations of the oscillator were measured " U

by means of the error signal of a locked systhesizer while C '
the magnetic induction B was measured by a gaussmeter n
whose Hall effect probe was placed close to the oscillator. a)
The two inputs of the plotter were respectively fed by the L. L
analog output of the gaussmeter (X-axis) and by the lock-
input of the synthesizer (Y-axis).

0
Various wave shapes of magnetic induction have been used " .
to test the oscillator sensitivity (see Fig. 6a,b,c).

Figure 7 shows that the results obtained depend essentially "
on the induction strength but not on the way it is applied.
Also it can be seen that the fractional frequency shift, Fig; 7: Magnetic sensitivity of a SARSAT-COSPAS
which is negative, has a mean slope of a few 10-12/gauss. ground oscillator exposed to strong magnetic fields

of different wave shapes (see Fig. 6)
Oscillator I _

Electro- Electro- Power Resonator magnetic sensitivity
Magnet i Magnet supply In order to determine what are the most sensitive

_I component(s) of the oscillator it was decided to separatelyF_ submit each part of the device to the magnetic induction,

Haoll Probe GaussmeterI beginning with the resonator.
f , The txperimental setup used is described in Fig. 8. To limit

temperature induced frequency fluctuations, the crystal
>- -- c _ and the oscillator sustaining circuit were separatelyL ovened, the resonator crystal being maintained at its turn

over point.
Plotter

Lockin The main measurement features are identical with those
-he. previously described. In addition a microcomputer is used

to store and process data. The electromagnet can be driven
Fig. 5 Experimental setup for oscillator sensitivity with a low frequency generator in order to get various time

measurements in a strong magnetic field dependent magnetic inductions.
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Hall Probe Other experiments have shown that the shape of the
frequency-induction curve strongly depends on the orien-

Power tation of the crystal with respect to the magnetic field. The
Electra- E ElC1 ;tro - Supply orientation effect has been studied by mounting the quartz
Magnet M.gnet unit on a rotating support with its axis normal to the

LI magnetic field (see Fig. 10). The results shown in Figs. 11,
Oened ___1 12 and 13 were obtained for different orientations of the

Quartz FMnd silao field with respect to the plane of the crystal.
[urz OeeL =ltr L~asne t er __ _

I J Interface
Card 1.f0
I n a - - P l tte r . 0 0

Syorhe Loo oputer 00

-0.50

Fig. 8 Experimental setup for resonator sensitivity 1.0

measurement in a strong magnetic field g1.10
K-2.00

Figure 9 is a typical record obtained, showing that the -25

frequency shift may change in sign as the induction - 00_ _ __ _ _ _

strength increases. Here the component under test is a Meiai Field (gauss)

regular 10 MHz SC-cut silver electroded resonator.

2.00 I
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-6 -2.50
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-8 50es 10*e ISee 20-02 25t2 Manei Field (abuse)
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Fig. 9 Magnetic sensitivity of a standard 10 MHz SC-cut 2.00 ---- i----
silver electrodes resonator 15

Rotating Axis 1.00

Glass _ WolOe 0.50

Insulating Suppor00t ----

.-1.00W

S-1.8005 s

Electro-Magnet Electrc-Mlagnet -2.00

-2.80
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Figs. 11, 12,13: Magnetic sensitivity records obtained with
different induction orientations:

Fig. 10 : Resonator support used to study the magnetic field (a) 0 = 00 (b 0 = 300 Wc 0 = 600 Wd 0 = 900 (e) 0 = 1000
orientation effect (f 0 = 1300 (g) 0 = 1600 Wh 0 = 1900 Wi 0 = 2200
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Although the amplitude and shape of the frequency-
induction curve depends on the orientation of the field, it
doesn't depend on its sense, as shown in Fig. 14, the curve
obtained is quite symmetrical with respect to the null
magnetic induction axis.

i.00 ---- -4.4---

0.80

0.60

40.0

0.20 
l

-0.20

-0.40

-0.60

-0.80

* -1.00 Fig. 15: Standard quartz crystal supports
-1.20

-1.40

-1.80

-1.80

-2.00_ + Crystal Axes
-1000 -500 0 ;t0 00 I0 0

Magnetic Field (gene)

Fig. 14 : The resonator magnetic sensitivity does not
depend on sense of the induction vector

0*

H 7

Physical interpretation of the resonator magnetic - -

sensitivity 0

The magnetic sensitivity of quartz crystal resonator has 07"

already been the subject of investigations in 4he past, and
various interpretations have been given. They usually (a) Demagnetized (b) Magnetized
eliminate the intrinsic magnetostriction of the quartz
material itself because it has a non measurable order of
magnitude [8]. Other work has attempted to explain the Fig. 16: Magnetic domains ir a ferromagnetic medium
magnetic sensitivity by the magnetostriction of the (a) demagnetized state, (b) magnetized state
electrodes when they are made with a magnetic material
such as nickel [9]. But this interpretation cannot be applied
in case of the non magnetic silver electrodes used in some of
the experiments presented here. Frequency variations
could also be explained by an increase of the equivalent
series resistance of the resonator, due to the eddy currents
F roduced by the motion of the electrodes in the magnetic

eld [10], but a calculation gives an effect whose amplitude
is two or three order of mignitude smaller than the MiS
observed value.

*C
Another explanation of the magnetic sensitivity, H H
mentioned in [81, will be reviewed and developed here. -
Usually, the crystal is supported by two or more thin
metallic strips made of a nickel-based alloy, as shown on
Fig. 15. When exposed to a magnetic field, all constitutive
magnetic domains initially randomly oriented (Fig. 16a)
tend to align along the same direction, corresponding to the
easiest magnetization direction (Fig. 16b) [11]. When all
domains reach the saturation state, ueir magnetization (a) (b)
vectors Ms are all oriented along the same direction and
are subject to a torque C tending to align them with the
magnetic field H as shown on Fig. 17a. When inverting the Fig. 17 : The torque C acts in the same sense for (a) direct
magnetic field s, nse, the sense of the magnetization vector magnetic excitation, for (b) inverse magnetic excitation
M0 is also inve, ted so thp.t the resulting torque doesn't
change (Fig. 17b).
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If each strip is twisted at one end, it globally experiences a Experimental verifications
general bending whose sense does not depend on the
magnetic field sense (see Fig. 18). As a result, the crystal In order to p rove the above mentioned assertion, two
fastened to the other end of the strips is subject to a pair of experiments have been carried out. In the first one, the
plane torques of opposite signs achieving mechanical magnetic strips of Fig. 15 have been replaced by two thick
ejuilibrium but inducing inside the crystal a stress field brass supports (Fig. 19) in such a way that the mounting
which changes the resonant frequency through nonlinear cannot be bent by the magnetic forces, using the same
effects just as for accelerometric sensitivity [12]. crystal. Figures 20, 21 and 22 show the records obtained for

various directions of the magnetic field both before andThe calculation of the mechanical stresses induced by the after the magnetic strips have been replaced. It can be seen
bending of the support strips is very difficult because of the that with the brass supports the resonator no longer
lack of knowledge concerning the magnetic properties of exhibits any measurable frequency change with respect to
the strips. In fact, these properties depend not only on the the magnetic field.
material composition but also on the way it has been
mechanically and thermally processed, etc. 0.00 I I I I I I I I I I

70.00

S60.00

S0.00

H 40.00

*30.00

S - a. 20.00

I -10.00,' Ioa)0

-10.00

%0 200 4'00 800 600 1o0i0 120 100 1600 160 20020 400
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Fig. 18 Bending of the strip in an applied magnetic 4.00.
excitation field induces plane torques in the crystal 30.00

w. 20.00

5 00.00

0 .00

-10.00

Fig. ~ ~ ~ ~ ~ ~ ~ ~ ~ 2 19 : rs uprsue ocektemgei 00 , ,
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Fig. 19: Brass supports used to check the magnetic -20.00 1o40s1 acobib aoob . eo.b
sensitivity of the crystal mounting 0 00008+0 tc 1i400 12001puss) ;1WOit

Figs. 20, 21, 22 : Magnetic sensitivity records obtained for
different induction orientations

with brass supports (a) and nickel-alloy supports (b)
Fig. 20: 0 = 0° , Fig. 21: 0 = 60', Fig. 22: 0 = 90*
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Fig. 24: Experimental setup for demonstrating bending
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Abstract - The Space Applications uation of atomic clocks In the GPS satellites,
Branch of the Naval Research Laboratory in that they appear to be performing better
has developed a special Clock Test Facil- :.. orbit than they did in ground testing. An
ity to evaluate atomic clocks developed for approach to answering this question will be
space and ground application. The facil- described along with the means of parame-
ity itself will be described and the method- terizing even small effects ordinarily ignored
ologies involved in long-term performance in ground testing.
testing, initial qualification testing of space-
craft clocks and post-acceptance testing of I. BACKGROUND
candidate spaceflight clocks to be evaluated
in orbit. The objective of long-term test- In Dec 1973 the Department of Defense
ing is to build a performance and reliabil- assigned the Air Force as the executive ser-
ity database on newly developed clocks to vice for the joint-service NAVSTAR Global
support eventual operational system accep- Positioning System (CPS) program and es-
tance. Initial qualiflcation testing for devel-
oping clocks is used to guide development un- tablished the GPS Joint Program Office

der contract and to support in-house design (JPO). The GPS JPO assumed the responsi-
of components, subsystems and experimen- bility for development of the entire GPS pro-
tal atomic clocks. Typical testing procedures gram, with the Navy being assigned specific
and methodologies will be discussed. The
purpose of testing spaceflight clocks is to per- responsibilities concerning advanced tech-
form ground testing beyond current accep- nology, the most notable of which was ad-
tance tests of flight candidate cesium beam vanced clock technology. [1] An integrated
frequency standards. The additional data management approach to proving the sys-
will provide a better understood clock for mem ent aac toprvn the sys-
GPS applications by extending the available
baseline data, and could result in pre-flight ment of the overall concept was the im-
detection of latent defects. Latent defects as provement, development and deployment of
used here, represent weaknesses which could atomic clocks for application in the NAVS-
result in a much higher piece part failure rate
than that indicated by predictive analysis.
The procedures of the post-acceptance test- this beginning of the program, the Naval
ing are designed to maximize the amount of Research Laboratory (NRL) has had the
available data on a clock while limiting the to- responsibility of develop,,g these atomic
tal amount of usable life consumed in testing. clocks for satellites and ground stations. [2]
A special experiment, known as the Benign
Environment experiment, will be described. The activities involved in the atomic
This experiment will be designed to quantify clock development for GPS have a long his-
the environmental effects on atomic clocks in
space. A question has been raised in the eval. tory. Efforts to develop precision flight fre-

quency standards were initiated in Lj64 by
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NRL as part of the Timation navigation data were collected to show the improved
batellite program. The first two satellites performance of rubidium over quartz. NTS-
in this program, designated Timation I and 2, launched in July 1977, was intended to
II, (launched May 1967 and Sept 1969 re- be one of the original four satellites compris-
spectively) employed quartz-crystal oscilla- ing the GPS Phase I constellation. Of the
tors as frequency standards. These stan- two experimental cesium standards carried
dards were especially developed for space- on NTS-2, one experienced a power supply
flight and stability. [3] While quartz oscil- failure after a period of satisfactory opera-
lators do not have the required long-term tion. The other continued to operate long
stability for precision navigation, their use after a satellite failure occurred which pre-
on the Timation satellites showed their reli- vented collection of data to continue long
ability in a space environment and provided term performance evaluation.
an excellent early demonstration of the use In the CPS Phase I (Concept Valida-
of space-borne clocks for navigation using tion) plan, the satellite constellation was to
passive ranging, or as it is called in the GPS consist of four vehicles, NTS-2 and thr -

sense, pseudo-ranging. It should be noted Navigation Development Satellites. Rubid-
that each atomic clock employs a quartz ium clocks were selected for use on the first
oscillator as the output element. Further, Navstar satellites with the intent of adding
the standards in the developmental (Block cesium standards as the progress of the
1) satellites and current operational GPS technology permitted. The NTS-2 ranging
satellites (Block 2), are so designed that the transmitter failed prior to deployment of the
crystal oscillator may be operated indepen- first NDS. Consequently, the Phase I GPS
dently in a backup mode if the atomic clock constellation consisted of four I DS vehicles
should fail. Navstars 1 and 2 were operated (designated Navstars 1, 2, 3, and 4). Nays-
for a time in this manner. Additional satel- tars 1, 2 and 3 each carried three rubidium
lites of the Timation series were planned. standards. Navstar 4 had, in addition to
Timation III was to employ further refined the three rubidium standards, an engineer-
quartz oscillators and two experimental ru- ing development model (EDM) cesium stan-
bidium atomic clocks, and the fourth satel- dard. Navstars 1 - 4 were all launched dur-
lite was to use a cesium AFS. With the ing CY 1978. The rubidium standards on
formation of the CPS piogram, the T--na- the Navstar satellites provided performance
tion project was merged with an Air Force which supported an evaluation of the GPS
project and the planned two Timation satel-
lites were re-designated Navigation Technol- ccetand demonsrate e ngationaccuracy requirements. However, single-day
ogy Satellites (NTS) 1 and 2 respectively, prediction errors (one upload) were at times

A key objective of NTS-1 was to as much as ten meters as compared to a
demonstrate the performance of space-borne three meter requirement for the operational
atomic clocks. The satellite was launched in GPS satellites. B~y 1979 the experience with
July 1974 and contained two quartz oscilla- atomic clocks in the satellites was such that
tors and two experimental rubidium clocks, a dedicated clock developmeat program was
[4,5] Even though a stability control prob- initiated between the GPS JPO and NRL.
lem developed which left the NTS-1 in an
unstable condition and precluded a thor- A. CESIUM DEVELOPMENT

ough evaluation of the rubidium, sufficient
The first cesium clock for spacecraft was
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developed by Frequency and Times Sys- ability in the early 1970's of new hydro-
tems, Inc. (FTS) under contract to NRL. gen maser standards from the Smithsonian
This was an interactive development in that Astrophysical Observatory offered the pos-
many of the tests to qualify the prototypes sible of these units fulfilling the tracking
and engineering model units were performed station need. These units were first devel-
at NRL. The specification for the unit was oped for Very Long Baseline Interferometry,
developed over the course of the prototype whose requirements were primarily in the
development, and formed the basis for fu- short term, less than one day, and were oper-
ture development. After the prototypes ated by experienced scientists at observato-
were built and tested in the Laboratory the ries. Investigations into improved reliability
project proceeded through an engineering and smaller size led to a dedicated program
development phase to preproduction, be- to develop hydrogen maser technology for
fore the prime contractor for the operational ground and space application [9,10]. This
(Block II) GPS satellites subcontracted for development of a new device represented the
flight units. Since these units were the first same testing problem as the case of cesium,
to be built for satellites little data was avail- only with an increased requirement for bet-
able on the operation of cesium under any- ter precision [11].
thing other than laboratory or controlled
conditions. To develop a new component II. OVERALL TEST APPROACH

for a space system and expect a reasonable To test and evaluate precision frequency
projected lifetime would require representa- standards for long term applications in a
tive numbers of units to be built and tested space environment required a specialized
to develop a database of performance and testing facility. The facility must be capa-
operating characteristics. ble of performing evaluation while the clock

The dedicated clock development pro- under test is operating in an environment
gram begun in 1979 called for the develop- similar to the anticipated mission environ-

ment of alternative sources of spacecraft ce- mental profile. The resulting measurements
sium standards. The development with Fre- must be very precise and referenced to accu-
quency Electronics Inc. (FEI) and Kernco, rate and precise standards. The test facility

Inc., incorporated the experience learned developed for this purpose at NRL is divided
through the inital development. Common into four sections, (1) flight candidate hard-
specification, qualification and acceptance ware testing, (2) prototype and engineering
test plan [6]-[81 were used with the two con- development model evaluation, (3) life test-
tractors in a phased development from EDM ing and (4) Benign Environment evaluation.
to PPM. The resulting PPM units are to Figures 1 is a block diagram of the Clock

be launched in the Block II replenishment Test Facility, figures 2 through 5 are block
satellites as the primary clocks for in-orbit diagrams of the individual section configu-
evaluation and demonstration. rations. The facility is equipped with a 100

kilowatt emergency power backup system
to ensure uninterrupted facility operation.

B. HYDROGEN MASER DEVELOPMENST Each section was developed to provide infor-
With the development of improved fre- mation about candidate clock designs dur-

quency standards for satellites, the need for ing different phases of development. While
even better standards in the giound track- the test plans may vary for different arti-
ing stations became greater The avail- cles, proceiures for performing the tests are
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controlled by the section where testing is be- piece parts and materials and fabricated un-
ing conducted. For instance, section (1) is a der established controlled procedures.
limited access area for testing actual flight Typically test programs for developmen-
candidate hardware that will be launched tal units will expose the units to a highly
in satellites. This testing requires detailed stressful environment. The test programs
documentation of all events occurring dur- are designed to precipitate failures to reveal
ing unit testing. While section 3 is a life possible design weaknesses or improper se-
testing section which continuously monitors lection of piece parts. If no failures occur, a
short term data spans and only records sig- review of stress levels might be in order to
nificant events or data for intervals of up determine if the levels should be increased
to one or two months. All environmental or if modifications in the test sequence is re-
chambers are equipped with fail-safe power quired. Stress levels imposed for these units
shut-down for test articles, should a mJ- qre trevel i e th se uis
function occur in a environmental chamber's r e no tin y the tpes mistheral r pessre ontrl sstes. achprofiles. Life testing for these types of unitsthermal or pressure control systems. Each ?s u uly n t c ni ee e a s t c n

clock is interfaced with a telemetry simula- is usually not considered because it con-
sumes equipment and provides questionabletor units for controlling normal power on/off insight into the final design life. Life test-

cycles, discrete commands and digital tun-ing.Allperormnce telmety ad evi-ing is generally restricted to PPM units or
ing. All performance, telemetry and envi- special subassemblies such as cesium beam
ronmental monitoring data is recorded for tubes. Tubes are a special consideration
later analysis. since the new designs used in the space units

A. TEST PLANNING have little background and database to es-
tablish reliability and operating life. After a

Test plans are tailored to specific test baseline performance database of prototype
articles ani are designed based on, prior to EDM units has been established, some
knowledge of the article under test, it's stage units are instrumented with sensors to eval-
of development and the performance pa- uate their thermal profiles. These tests of-
rameters to be evaluated. The clock de- ten corrupt the clock stability data, but in-
velopment regardless of the technology (ce- sight into possible thermal stress levels are
sium and hydrogen maser), typically follows obtained which can be a critical parameter
the development pattern derived from MIL- in missions with long durations. Environ-
STD 280, from prototype (or advanced de- mental test;ng of subassemblies is often pre-
velopment model (ADM)) to EDM to pre- ferred over total system testing since design
production model (PPM). Prototype, ADM weaknesses can be masked by good perfor-
or EDM would have a different test plan mance in the short term. All test programs
than the PPM or flight candidates. PPM include, (when ever possible) a mechanism
and flight candidates are not tested to ver- for providing feedback of test results to the
ify if a unit meets the required specifications manufacturer of the unit to strengthen their
but to establish a performance data base understanding of the final objectives of the
in a simulated operational environment, on development and improve their capability to
a design or particular unit prior to flight, produce a good unit. Test plans are devel-
For a given design, individual units will ex- oped in concert with the manufacturer and
hibit differences in performance and envi- end user to ensure the unit will conform to
ronmental sensitivities. This occurs even the system of use and the system designers
when units are built from the same lot of
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are fully aware of the units capability. Acceptance test program are designed pri-

The testing of prototype, ADM and marily to verify the unit meets the per-
EDM units is to provide data as follows: formance specifications, and as a screen to

detect workmanship errors aud precipitate

1. Performance latent defects in components to detectable

2. A -1aptability to ultimate intended use patent defects. Latent defects are defects

and environment undetected during piece part screening or in-
troduced during assembly. Acceptance test-

3. Usefulness of diagnostic monitors ing will provide limited or no insight, into

4. Commands and tuning required the expected long term performance, espe-
cially if the unit has a high aging coefficient5. Configuration, weight and power con- during early life. A data package is gen-

siderations
erated as an aadendum to the acceptance

6. Formulation of test plans for PPM life data which fully documents the total life of
testing and flight candidates the item while at the facility. This data

7. Development of required test docu- will aid in determinij, the useful operat-

mentation ing life of the unit for future system plan-
ning. The data includes any on/off cycles

8. Establish special user operational re- scheduled and unscheduled, and any event
quirements (storage life, ion pump cycling, such as vacuum chamber anomalies, emer-
stabilization time) gency power switching, telemetry simulator

In addition to providing baseline design or data acquisition malfunctions, etc. When
data the prototypes and EDM models are these flight units are not under powered
used to formulate test procedures, data re- evaluation they are stored in a controlled
quirements and test systems configurations thermal vacuum environment. This precau-
for long and short term testing. Through tion is taken to prevent possible contami-
this gathering of test data the specifications nation which might reduce the useful on-
for PPM units are defined, orbit operating life by causing accelerated

aging in some organic materials or increases
in the degradation across thermal interfaces.

B. FLIGHT TESTING The specific test goals are to, (a) determine

A section of the test facility is a lim- long term stability performance out to a

ited access area designated for performance tau of 10 days, (b) observe the unit's oper-

testing of PPM or flight candidate units. ating characteristics under anticipated on-

The intent of this section is to establish a cbit thermal variations, (c) document di-

baseline performance of the particular unit agnostic monitors for all conditions to aid

to better anticipate on-orbit performance. in analysis should anomalies occur on-orbit

Experience has shown that clocks of the and (d) provide data to evaluate the vari-

same design and manufacture will exhibit ances from unit to unit of a particular design

different on-orbit performance characteris- and investigate solutions lor the possible re-

tics, and in some cases, these differences duction of these variances.

have been significant. Tests performed in The cesium standards used on the GPS
this section should not be interpreted as spacecraft have produced a limited data set
a screen or an extension of the acceptance on cesium performance. This is because
testing performed by a clock manufacturer.
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even in operational deployment, the num- bought under the same specification. Iter-
ber of flight clocks that have been manu- ative improvement by observing operation
factured is small. Of this number, only 6 of in the system suffers the same problem as
the Preproduction Model (PPM) series have on-orbit clock performance evaluations.
actually been operated on board a satellite
and two production series are just starting C. SPECIFICATIONS AND PROCEDURES

in orbit. Only one of the PPM clocks (PPM- The initial specifications for space ce-
14) has undergone extensive ground test-
ing. Clocks designated for flight use are sub- sium standards was developed in 1974 withjected to the required Acceptance Test at the initial contracts with FTS. The contract

econtractor's facility and are then placed was to build four flight cesium prototypes
the cfor the NTS-2 satellite. The key element of
in bonded storage until required for space-
craft integration. They are again tested on thi de ment w a d to sa e caly
the spacecraft as part of the overall space- cesium beamptube which hadmbeen scay
craft checkout and then turned off until re- tetemin ior cesim bea ube td
quired for use on orbit. None of the current toudetermet apabilityto s the
flight production clocks has been subjected launch environment. NTS-2 was to use the
to extended ground testing. Knowledge of same launch vehicle and stage vehicle sys-
the behavior of these standards will be lim- tem that the Block I NAVSTAR satellites
ited to acceptance test data and demon- was to use. Therefore, the qualification en-
strated, on-orbit performance. vironment would be directly applicable to

both satellite vehicles. The initial proce-

Ground testing of flight frequency stan- dure for testing were based on the tests de-
dards beyond the current acceptance level veloped under the TIMATION program for
testing can provide better clocks for GPS precise quartz oscillators. The later proce-
by extending the available database. This dures with the alternative cesium develop-
will not only result in pre-flight detection ers incorporated the information gained in
of more clock anomalies, but also provide a the inital PPM program. The development
better basis for understanding the severity of the hydrogen maser unit for space and
of and possible solutions to on-orbit clock ground followed the same development pro-
problems. This same knowledge would be cedure in an even more interactive program
available to the GPS clock contractors for to develop the basic techrology.
future product improvements. There is an
additional benefit to testing each flight clock D. BENIGN ENVIRONMENT EXPERIMENT
to a greater level than currently done in
the acceptance testing. GPS uses a Kalman The testing of precision clocks in a

filter algorithm in the Master Control Sta- ground test environment is valuable for sim-
tion software to predict the satellite clocks ulating how the clock will perform in the
performance. This method requires accu- system. To provide information on how the
rate input parameters to make reasonable clocks are actually performing an effort to
output predictions. The present method is separate and estimate the clock performance
to use the clock specification levels for in- on-orbit is on-going. The results of these ef-
put. This does not allow the system to take forts has shown a range of performance esti-
full advantage of a better clock and makes mates covering almost and order of magni-
no allowance for differences between clocks tude. This performance span could be due

to the uncertainty in the distribution of er-
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rors in the system, since the clock error is a variety of displays or analysis routines.
indistinguishable from the satellite position The test facility primary reference for
error. However, it is possible that the clocks time/frequency measurements is the Naval
are performing better than that shown in Observatory. To facilitate this reference, a

ground tests due to the satellite environ- number of specially built hydrogen maser

ment. As a means of evaluating that pos- standards, which comprise the local refer-

sibility, the benign environment experiment enare comprt the MasterrClock

was designed to isolate and examine the dif- a e N aval to two as. A
fernt araetrs f evirnmnta sesitv-at the Naval Observatory in two ways. A

ferent parameters of environmental sensitiv- special arrangement with the local channel
ity. Tests in thermal vacuum chambers ordi- 5 TV Station enables a comparison of the
narily would control temperature and pres- broadcast carrier at NRL and the Observa-
sure. Other effects such as electromagnetic tory to provide a continuous sub- nanosec-
fields and vibration would not be controlled ond phase comparison to be made. The
or monitored. other technique is by time comparison via

The experiment would be designed to the NAVSTAR GPS in the few nanosecond
separate the different environmental effects range. These comparison techniques are in-
and reduce them from ambient levels by one tegrated into the data acquisition system so
to two orders of magnitude. Eliminating the comparison data are collected automat-
them completely would of course be impos- ically and continuously.
sible. With each effect so separated, they
would be re-introduced. The effects, if any, A. FLIGHT CLOCK DATABASE

on the clock in the test chamber would be GPS has flown and successfully oper-
identified. This will place even greater de- ated cesium clocks in NAVSTAR spacecraft
mands on the measurement system to mea- 5,6,8,9,10 and 11. Operational Block II
sure whatever effects may be detected. The NAVSTARs 14 and 13 are now in orbit for
one spacecraft effect not possible to evalu- inital test and eventual operational use. Of
ate will be zero gravity. It is hoped that the six Block I units, one (NAVSTAR 5) was
isolation from vibrational influences, includ- turned off due to spacecraft problems and
ing seismic vibrations, will simulate the very two others (NAVSTAR 6 and 11) failed due
low force effects of zero gravity on the clock. to cesium exhaustion believed due to oven

III. TEST FACILITY problems. The remaining continue to oper-

The 13 test chambers and other test se- ate with more or less nominal performance.
tups are tied together by a central data Such anomalies as have been reported have

acquisition system. This system can col- been remotely diagnosed as well as possi-
lect performance data and telemetry infor- ble. A good example of the remote diagno-

mation from up to 48 separate clocks un- sis is NAVSTAR 6 where random frequency
der test and store these data in a 6 month jumps occurred during the first year of its

temporary file. The temporary file is dupli- operating life. These were on the order of

cated in another long term storage file and a few parts in 10- 12 and seemed to be of

transferred to a VAX-750 for further pro- equal magnitude occurring at random inter-

cessing and analysis. Integral with the cen- vals. While several theories have been pro-

tral data acquisition system are two work- pounded, no exact diagnosis can be made

stations, which enable an operator to view due to lack of complete data.

the latest data for performance analysis in The clock designated PPM-14 was built
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by FTS at the same time as the initial clocks on-orbit and PPM-14 have been valu-
batch of flight clocks bought by the GPS able in understanding and improving the
prime contractor. It is the only clock of the performance and reliability of frequency
PPM or later series that has been exten- standards used in the GPS spacecraft. The
sively tested on the ground. PPM-14 was amount of information available is still lim-
built to full flight standards and was, at one ited by the actual number of clocks built and
time, actually scheduled for flight due to a tested. This is partially offset by the exten-
lack of available standards. Since its return sive experience in the clock community with
to NRL, it has been tested in thermal vac- Hewlett-Packard clocks and a smaller num-
uum for long term stability and tempera- ber of FTS commercial and FEI militarized
ture effects. The long term stability data clocks. However, these clocks operate in a
has been consistently within original speci- different environment than the GPS units.
fication and, just as consistently, worse than In particular, the thermal environment of
its on-orbit siblings as well as can be deter- space leads to significantly different compo-
mined from on-orbit evaluation. The tem- nent operating temperatures and different
perature data was done simulating on or- temperature gradients. The GPS design re-
bit environment and clearly showed a phase quirements for reliability are quite stringent
change that should have been detectable by in this area but only long term testing of a
the GPS control segment. PPM-14 has also meaningful number Pf clocks will verify the
shown frequency jumps different from those design. While this da ,a will eventually come
observed in NAVSTAR 6. out of GPS' orbital experience, it may come

at the cost of premature loss of clocks. Even
B. EXAMPLE RESULTS then it may be quite difficult to sort out the

The two workstations incorporated into cause of the failure with only the available

the data acquistion system for the test facil- telemetry data.

ity permit output of the test data during the The delays in the GPS operational de-
test performance. The data as is it accumu- ployment schedule offer an opportunity to
lated, is available on the workstation so the significantly expand our knowledge of the
progress of the test or special experiment GPS flight hardware. Rather than keep
came be monitored continuously. Figures 6 these clocks in storage either on a spacecraft
through 9 are example results of monitoring or on the shelf, as many as are available
tests. As the data is accumulated the dual could be tested in the space environment
mixer approach to obtaining phase data al- (thermal vacuum within the acceptance test
lows any clock on the system to be com- range limits). This testing will help find in-
pared with any other clock on the system. fant mortality type failures prior to launch
The software in the workstation allows the and will also allow a much broader look
experimenter or test personnel to run eval- at anomalies under controlled conditions.
uation routines ranging from a simple plot It would also be highly desirable to desig-
of the phase comparisions to detailed stabil- nate several clocks from the current batch
ity analysis. The data would then also be of flight units to be long term test devices.
available for studies into clock performance These could be the clocks from spacecraft
or modeling. which will fly the alternate source cesium.

IV. CONCLUSIONS Clocks from the flight group which have

The data gathered so far from flight been redesignated for long term testing
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would be tested over a broader range of con- [6] NRL Specification for Advanced
ditions. In particular, these units would Cesium Standard Development
be tested at constant temperature in ther- dated 1 Jan 1984.
mal vacuum to uncover latent thermal de-
sign flaws and also to document long term [7] NRL Qualification Test Plan

frequency stability in a stable environment. for Advanced Cesium Frequency

One or more of these clocks could also be Standard Development dated 30

temperature cycled within the acceptance Jan 1984.

range over a long time to force failures due [8] NRL Acceptance
to design. The resulting data would be given Test Plan for Advanced Cesium
to the manufacturer to allow evolutionary Frequency Standard development
design improvements in future clocks, dated 30 Jan 1984.
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ABSTRACT and receives data from the various
planetary probes (Mariner, Voyager,

The Frequency Standards Laboratory at Magellan. etc.). The long round trip
the Jet Propulsion Laboratory (JPL) is light tiates and the desire to extract

responsible for the research, devel- the most information possible from each

opment and implementation of frequency launch and fly-by produces extremely

generation, monitor and control and stringent requirements on the FTS

distribution equipment for the world- quipment. Since the equipment is

wide Deep Space Network (DSN). In order operated in a field environment, com-

to achieve the required plete testing of each component and

state-of-the-art performance and subsystem is necessary in the research
reliability, n extensive testing and development phase, before imple-
capiability, hs beensve .tisn mentation and after every repair. Thecapability includes special equipment requirements on the performance of the

FTS and the variations in the envi-
and facilities as well as a standard rneti h ttrso h S r
set of procedures which are described ronment in the stations of the DSN arein hispapr. he eserchandused to determine the allowable
in this paper. The research and environmental sensitivities of the
development program utilizes these different parts of the FTS and to select
capabilities in the development of thetest rgim e plial fo ech
advanced frequency standards and dis- device.
tribution equipments that are well
characterized for environmental
variations. The implementation program PERFORMANCE REQUIREMENTS
tests each piece of equipment to be
installed in the DSN for various Each mission generates its own per-
environmental sensitivities which may formance requirements set for the
affect its field operation. The oran re entre Fom theenvironmental tests which are performed operation of the entire DSN. From these
egr ls are: sets, an error budget is developed forregularly are: each of the systems in the DSN. This

* temperature, error budget consists of the overall
barometric set of specifications which will meet* mt pressure, all requirements. The present error

* magnetic field and budget for the FTS is shown in Table

* time. I.

This performance is for the entire FTS,
INTRODUCTION in the field environment, 24 hours per

day, 365 days per year. It is apparent
that knowledge of the actual environ-

The Frequency Standards Laboratory ment is essential in order to determine
(FSL) at the Jet Propulsion Laboratory the required environmental
(JPL) is responsible for the Research sensitivities for the components of the
and Development and the Implementation FTS. Typical environmental parameters
of the Frequency and Timing System (FTS) for the DSN stations are shown in Table
equipment for the NASA/JPL Deep Space 2.
Network which operates tracking sta-
tions at three stations spaced
approximately 1200 apart around the
world. This network tracks, controls

1 This work represents the results of one phase of research carried out at
the Jet Propulsion Laboratory, California Institute of Technology, under a
contract sponsored by the National Aeronautics and Space Administration.

CH2690-6/89/0000-289 $1.00 C 1989 IEEE 289



The actual spectral characteristics (or MHz to 8.1 GHz is shown on the table
time domain behavior) for each of these and the interconnecting cables to and
parameters is also important. Typical from the test equipment. These are
vibration spectra for the antenna cone special cables to reduce the table
environment are shown in Figure 1 for motion effects on the cable transmis-
the vibration frequency range of 0 to sion which can also cause erroneous
1 Hz and 0 to 100 Hz. Similar curves readings.
are available for the other antennas Frequency and phase measurements are
as well as the Frequency Standards Room made using the "picket fence" technique
and the Control Room. and by use of either identical units,
By combining the requirements of Table a reference maser, or a high quality
1 with the vibration environment of VCXO. The capability of these mea-
Figure 1 and Table 2, the requirements surements are shown in Table III. One
for the vibration sensitivity of an of the reference nydrogen masers in its
antenna mounted VCXO were derived. In double-walled magnetic shield as well
actual usage, these requirements must as the AC Helmholtz coil are shown in
be modified by the transfer function Figure 8.
of any phase-locked loop or filter which
affects the performance of the VCXO.
In addition, since the performance
requirements are near the state of the
art, the vibration induced noise must TEMPERATURE
be somewhat lower than the total The general procedure for temperature
requirements. We have arbitrarily testing is shown in Figure 9. After
specified a ten dB margin. The resulting stabilization at the nominal room
required vibration sensitivity is shown temperature of 25 °C, the temperature
in Figure 2, along with the actual is stepped to a higher temperature near
measure sensitivity of the best VCXO the limit of 35 OC. The frequency is
available to us. monitored while stabilization occurs

at the higher temperature in order to
Test Capability of the Frequency determine the thermal time constant ofstapab Laofatereqency the device under test. The remainder

Standards Laboratory at JPL of the test consists of varying the

temperature between the high limit near
A set of three environmental test 35 OC and the low limit near 25 OC
chambers in the Frequency Standards several times with a period of at least
Laboratory (FSL) is shown in Figure 3. 5 thermal time constants to enable

These chambers are 8 ft x 8 ft x 8 ft accurate frequency readings to be

and have vertically directed air flow obtained. The frequency/temperature
to simulate the conditions in the DSN. profile of Figure 9 is typical for mostthe simua the conldi s by the st units. Some devices (usually hydrogenThey are controlled by the left-most masers) have a double time constant
rack shown in Figure 4, either manually mase he a letime ant
or by the computer of Figure 5. This caused by the electronics and the
computer also performs the data physics units and produce a frequen-
acquisition and analysis. cy/temperature profile as shown in

Figure 10. The dotted line is the
The interface between the computer and response of the physics unit while the
the Zero Crossing Detectors for the solid curve indicates the extra time
measurement of Allan Variance is shown constant due to the electronics. It is
to the right of the computer. The important that the initial determina-
remaining interfaces, patch panels, tion of the unit time constant is made
zero crossing detectors and high iso- over a time long enough to allow both
lation distribution amplifiers are responses to be completed in order to
shown in Figure 6. evaluate the overall temperature sen-
The capability of the chambers and the sitivity. The values of the time
entire measurement system are shown in constants are also important since they
Table III and Table IV. determine the response to temperature

variations of the environment.

The shake table is shown in Figure 7.
This table has the drive system
separated from the actual table so as
to minimize the magnetic field effects
of the drive magnet on the vibration
tests. A frequency multiplier from 100
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MAGNETIC FIELD square wave. Using the "picket-fence"
The procedure for the magnetic field technique2 in a computer system with
tests is demonstrated in Figure 11. In eight input channels for Allan Vari-
this case there is not a problem with ance, the data are collected and
time constants, but there are non- analyzed for inspection and archival
linearities and hysteresis. Small storage.
changes (± 200 mg) are made in the
magnetic field, using an Helmholtz
coil. Several cycles are made in order
to determine the complete frequency vs Measurements of the power spectral
magnetic field curve. Then the process density of phase are usually made by
is repeated using a larger field (± 600 locking two identical units together
mg), and lastly using a large field (± in a narrow band phase locked loop,
1 g). The three curves thus obtained mixing the phase-shifted signals
are the ones shown in Figure 11. Note together in a double-balance Schottky
that the shielding effect is smaller diode mixer to produce a zero DC offset,
for small fields than for large fields amplifying the resultant signal in a
and that, even for small field changes, special low-noise amplifier and ana-
there is a certain amount of hysteresis. lyzing the signal with a fast Fourier

transform low frequency spectrum

HUMIDITY analyzer. When measuring single

Humidity test are performed over a range sources, a low noise VCXO is used as

of 11% to 90% relative humidity as shown the reference. Test procedures have

in Figure 12. As in the temperature been written to handle nearly any

tests, there is usually a time constant possible configuration and problem that

involved in the response of the unit might arise.

under test, particularly in the case FUTURE R&D AND IMPLEMENTATION
of hydrogen masers. This time constant REQUIREMENTS
may be as long as several days, so it While these requirements and test
is important to be sure that the
response has settled before continuing capabilities are for the present needs
rhepse. of the DSN, future requirements are
the cycle. much more stringent. These future

requirements are outlined in Table V.
PRESSURE The corresponding test capabilities are

The barometric pressure tests are given in Table VI. Work is in progress,

normally run between nominal atmo- both in the R&D area and in the test
shrcll preure (14.7en psia a o- 12 area, to meet these future goals. Thespheric pressure (14.7 psi) and ± 12 time scale for these performances and
inches of water (±=0.5 psi) as shown test capabilities lies between 1990 toin Figure 13.195
For most devices, the change in 1995.
frequency due to a pressure change is
nearly instantaneous, bu checks should
be made with each device to ensure that
this is the case.

ALLAN VARIANCE

The measurements of Allan Variance are
performed at 100 MHz. Special low noise
frequency multipliers are used when
measuring devices which have only a 5
MHz or 10 MHz output. One of the
reference masers is offset by 1 Hz and
the output of the maser is mixed with
the output of the device under test to
produce a 1 Hz beat tone. This 1 Hz
signal is used as the input to a
Zero-Crossing-Detector which produces
a fast rise, accurately controlled

2 C. Greenhall, "A Method for Using a Time Interval Counter to Measure Fre-
quency Stability", Proceedings of the 41st Annual Symposium on Frequency Con-
trol, 27-29 May, 1987, pp.126-130
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FIGURE 5 JPL TABLE III

TEST OPERATIONS CONTROL CENTER JPL FREQUENCY STANDARDS LABORATORY
ENVIRONMENTAL TEST CAPABILITY

* TEMPERATURE 15 TO 35 °C±O.05 *C

* PRESSURE 13.7 to 15.7 PSI ±0.5" H20

* HUMIDITY (relative) 11 TO 90%. ± 5%

* MAGNETIC FIELD

e STATIC ±2 GAUSS

- DYNAMIC (60 Hz) ±1 GAUSS

0 VIBRATION 0 TO iG(RMS), 0.1 TO 200 Hz

(limited at low end
by excursion limit
of 3" pk-pk)

TABLE IV

JPL FREQUENCY STANDARDS LABORATORY

FIGURE 6 FREQUENCY AND PHASE MEASUREMENT CAPABILITY

INTERFACE ASSEMBLY

/ POWER SPECTRAL DENSITY OF PHASE, S (f)

-165 dBc/Hz, 0.1 Hz to 100kHz

* ALLAN DEVIATION, ay( r)

10-14 /r., 1 to 106 s at 100 MHz

Floor at 10 17

FIGURE 7

SHAKE TABLE
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FIGURE 8 FIGURE 11
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JP TABLE V

Future R&D and OSN Requirements

Alon Var0nce 1 3 10 -13

los 10 -15

1000s 2 x 10 -1

3600s 10 -17

12 h 10 -17

10 d 10 -17

Knowledge of Frequency 3 x 10-13

vs UTC(NIST) Time 10 )X

Synchronizotion Time <3 ns

Syntonizotion Frequency 1 x 10- 16

L(f) at 5 MHz 1 Hz -130 dSC/Hz

10 Hz -140 dBc/Hz

100 Hz -150 dBc/HZ

1 kHz -155 dBc/Hz

10 kHz -160 dBc/Hz

100 kHZ -160 d~c/Hz

TABLE IV
JPL FREQUENCY STANDARDS LABORATORY

FUTURE MEASUREMENT CAPABILITY

" POWER SPECTRAL DENSITY OF PHASE, S. (f)

-170 dBc/Hz. 0.1 Hz to 1O0kHz

" ALLAN DEVIATION. C%,(r)

10-16, 1 to 106 s at 100 MHz

Floor at 10 -'
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MEASUREMENT OF THE FREQUENCY RESPONSE OF CESIUM CLOCKS TO TEMPERATURE FLUCTUATIONS

Les A. Breakiron
U. S. Naval Observatory, Time Service Department, Washington, DC 20392-5100

Abstract Intended Analysis

An apparatus is described that is being used to cali- The cross-correlation function between temperature
brats the sensitivity of several cesium clocks to tamp- change and frequency change yields the lag time of
erature fluctuations. maximum correlation. If the correlation is suffici-

ently large, it should be possible to determine each
Introduction clock's temperature coefficient accurately enough to

correct its frequency for most of the temperature
one of the most critical environmental factors effects, though frequency steps due to other causes,
affecting the stability of a cesium-beam atomic clock such as random walk or human activity, would have to be
is the ambient temperature. Analysis of USNO clock taken account of.
data has shown that control of the temperature range to
within +10C is sufficient for the attainment of an However, the frequency change f may not just be caused
Allan deviation of a few parts in l0''/day; cross-
correlations with frequency were found only for temper- by a temperature change T at one time 7, however
ature excursions that were significantly greater (1). delayed, but by a series of temperature changes over a
Such excursions were not numerous enough to permit range of lag times. In order to characterize such a
determination of accurate temperature coefficients dynic system, we attempt to model its transfer func-
(knowr to be approximately 2 parts in 1014/OC) because, tln. Assuming the simplest form for the relation
until recently, we were unable to induce such varia-
tions at will. between the input T and the output f, namely a linear

filter:
Equipment v y + v lT,.t + v ai,., +

Figure 1 is a schematic of a USNO clock vault with T
reasonably good temperature and humidity control that - (v. + vyB + vB + ...) T
contains five cesium clocks. The air conditioner has
been fitted with two thermostats set at temperatures - v (B) Tv
differing by several degrees which are alternately
selected by a microcomputer controller programmed, for where the backshift operator B is defined by B T
reasons to be seen, to "witch between the two thermo- Tr., , v (B) is thjetiranfer function, and v, v
stats after a period of time varying randomly from one v., ... comprise the weighting or impulse function of
hour to up to saveral days. The vault temperature and the system (2).
humidity and the clock frequencies are monitored hourly
by an external computer. If the series is stationary and produced by a linear

system afflicted with white noise, the transfer func-
tion can be modelled by:
(l - A,- haB'.-..) ir - ((a. -WB - &J a...) T.b+

where $1, A, ... and 4,, oi, w,, ... are cross-
correlation parameters, b is 

a delay parameter, and

UILOI O 02 VAJLj is white noise. If the series involved is not station-
ary, it can be replaced with one that is through

A IRrepeated di'Zerencing. Stationarity is indicated by
rapid damping of the estimated autocorrelations.

CONOI- S Usually only a few parameters need be solved for, and
IONCH M.AIN- indeed the fewest necessary should be solved for if one

FM is to maximize the accuracy of one's prediction. Such
Oa parsimonious model most appropriate for one's data

RL8A COcan be chosen using recursive estimation of the input's
DECK autocorrelation function and the cross-correlation

Cs LOC - function between the input and the output (2).

PC Considerable simplification of the model-identifying
,OO C process can be achieved if the input to the system is

n Cwhite noise, for in this case the impulse response
EEOfunction is given by an orthogonal set of equations:

C .CLOCK'4. . (k) a.
v - Tf fIk a.I s LCK 5T f

for lags k - 0, 1, 2, ...;p#..(k) is the cross-I A Tf
correlation function between T and f; and 0. and 7. are

T f
the standard errors of ; and f respectively, i.e. the

Figure i. cross-correlation between the input and output of a
linear, time-invariant system is proportional to the
impulse resonse of the system. This need for white
noise is the reason for the random noise generator in
our apparatus. vk can be used to make initial esimates
of the cross-correlation and delay parameters, which
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can then be improved recursively by nonlinear least Acknowledgements
squares. If the model is correct, the residuals a
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clocks were referred), some significant frequency Annual Precise Time and Time Interval (F-lY±) ap -
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the temperature range (too small in Figure 2) and the December 1-3, 1987, pp. 175-84.
maximum time between temperature fluctuations (too long
in Figure 2 to lie in the white noise frequency domain (2) G. E. P. Box and G. M. Jenkins, Time Series Analy-
of cesium clocks). Planned hardware upgrades will sis: Forecasting and Control. San Franciscot
improve our temperature and humidity control. It Holden-Day, 1970, ch. 10-11.
remainc to be seen whether a single probe will suffici
to characterize the temperature each clock is experA- (3) L. A. Breakiron, "The effects of data processing
encing. After enough data has accumulated, the resilts and environmental conditions on the accuracy of the
of an analysis will be published. Considering the USNO timescale," in Proceedings of the 20th Annual
importance of humidity effects (3), such an analysis Precise Time and Time Interval PTTI) Appication-
will probably involve solution for humidity coeffic- and Planninq Meeting, Tysons Corner/Vienna, VA,
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ETR CESIUM MAINTENANCE AND REPAIR

Chauncey P. Dunn and James L. Wright
Computer Sciences Raytheon

P. 0. Box 4127
Patrick Air Force Base, Florida 32925-0127

Abstract seconds and frequency accuracy of 1 X 10- 13 (lhu = I day) for
the major tracking station "Station Clocks".

This paper describes the procedures by which the Air Force
Eastern '"Ist Range's (ETR) Cesium Beam Frequency Standards are b meet the Range's PTrI requirements, a hierarchy of Clocks
maintained and repaired. The ETR employs over 75 cesiums, has been established. At each major tracking station, a Station
distributed among various instrumentation sites throughout the Clock is established and synchronized to both the Range Clock
Range, as primary frequency standards in Precise Time and Time (located with the Station Clock at CCAFS) and the USNO Master
Interval (PTTI) Systems. These cesiums perform critical mission Clock. PTTI requirements at outlying sites are supported by Site
support functions and must be maintained at a high state of Clocks synchronized and syntonized to the local Station Clock. The
readiness. The Air Force regulations authorizing local (ETR) repairs Range Clock is configured with four cesiums and each Station
will be briefly examined. Maintenance routines and repair pro- Clock is configured with at least three cesiums. Three more cesiums
cedures, from fault determination to certification of repair, will be are used for portable clock applications. The Range also supports
presented. Repair facilities and test equipment will be described, a U.S. Navy system, which is configured with over 20 cesiums
And finally, the authors will express a thought on what is needed distributed among nine distant locations. Additionally there are two
from industry and government to facilitate frequency standard pro- ships, which are supported by the Range and require cesium
curement and repair. maintenance support. In all, with spares, there are over 75 Cesium

Beam Frequency Standards supported by the ETR.
Introduction

Air Force Maintenance Policy
The Eastern lest Range is a specialized complex of facilities

available to military and commercial users for the test, checkout, The Air Force maintenance policy for Cesium Beam Frequency
and launch of missiles, rockets, and space vehicles. In addition, Standards is established in Air Force Regulations 66-1 and 74-2,
the ETR employs major stations for tracking space vehicles at the and in Technical Orders 33K-1-100 and 00-20-14. In summary, these
Cape Canaveral Air Force Station (CCAFS) in Florida, the regulatory documents establish an Air Force Metrology and Calibra-
Jonathan Dickinson Missile Tracking Annex (JDMTA) in Florida, tiop (METCAL) Program, which applies to all Air Force Preci-
the Antigua Air Station in the British West Indies, the Ascension sion Measurement Equipment (PME) or Test, Diagnostic, and
Air Station on Ascension Island, and the U.S. Naval Ship, the Measurement Equipment (TDME), including cesiums. The Air
USNS Redstone, which provides tracking coverage for areas other- Force METCAL program is established to ensure that PME used
wise not covered. Additionally, there are a number of other minor in Air Force programs is accurate, uniform and their accuracies
instrumentation sites and ships which support and/or are supported can be traced to standards maintained by the National Institute
by the ETR. (See Figure 1.) of Standards and Technology (NIST) or the Department of Defense

(i.e. the USNO Master Clock).

-- F.. /',oA2--The Air Force Measurement Standards Laboratory (AFMSL),
located at the Aerospace Guidance and Metrology Center (AGMC),

WALLPS SLAD UNZ RNGESENINUNewark Air Force Station, Ohio, is responsible for maintaining Air
WAL ,, Uo,, SS to.T,,AME Force primary standards, which are traceable to national standards.

"Ot" GAC" 0 "AA 0 Precision Measurement Equipment Laboratories (PMELs) are
established at selected facilities where a significant number of

MidIW Acalibrations are required. The standards at the PMELs are traceable

qANM"U~s .0M.1to the national standards, either directly or through the AFMSL.
Normally, all precise time support, maintenance, and calibra-

tion for Cesium Beam Frequency Standards is accomplished at
either a local PMEL or the AFMSL. However, due to the timekeep-
ing and maintenance capabilities developed in the Cesium Support
Center, the ETR obtained a Precise Time and Frequency Self Suf-

NAM VA TP"M, ficiency Certification from AFMSL in 1984 and now performs" _____ VA _________________ almost all of its maintenance on cesiums. The lone maintenance
Figure 1. ETR Cesium Instrumentation Sites item not accomplished by the ETR is the replacement of the beam

tube assembly which the ETR has been unable to obtain through
There are many PTTI requirements at various locations, with the national supply system. The ETR now performs all precise time

varying accuracies, associated with each ETR operation. Many of support, cesium maintenance, and calibrations that were formerly
the mission PTI requirements occur during the period just before accomplished by the AFMSL and the nearby PMEL located at
and after an actual launch (T minus 90 minutes to T plus 30 Patrick Air Force Base.
minutes). The Range also supports Space Tiansportation System
(Shuttle) missions and others for the duration of their missions, Cesium Support Center
which can last several weeks. Due to the many tests supported by
the Range and the high accuracy requirements for time and fre- In order to obtain and maintain the Self Sufficiency Certifica-
quency, the ETR PTTI systems must be maintained at a high state tion and to ensure that the cesiums are maintained at a high state
of readiness. The most stringent accuracy requirements met by thL, of readiness, the ETR has established a Cesium Support Center.
ETR PTTI systems are synchronization accuracy to the United This Cesium Support Center is currently distributed between two
States Naval Observatory (USNO) Master Clock of 100 nano- locations at CCAFS. All records are maintained and repairs per-
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formed in a timing repair facility. Final calibrations and certifica- the cesium is evaluated using the Hewlett Packard model 5390A
tions are performed at the Range Clock where the ETR's best PITI Frequency Stability Analyzer System. This system produces Sigma Y
System exists, of hu graphs for averaging periods of ; x 10- 3 to 1 x 104 seconds.

Long term testing is then conducted comparing the frequency drift
A record file is maintained for each cesium serviced by the of the unit under test with LORAN-C. This testing is conducted

ETR, This includes cesiums that have received maintenance atten- for at least one week and, if satisfactory, the cesium is then
tion at the Cesium Support Center, but that are not normally a transported to the Range Clock for final verification. Upon its ar-
Range responsibility. In each file are the date of arrival on the ETR, rival at the Range Clock, a final degaussing of the beam tube is
a record of its configuration, records of routine maintenance and conducted. Then with the aid of the PTTI Monitor and Control
repair, a history of the locations where the cesium has been, all System, the unit under test is compared against the Range Clock
other information particular to the cesium. In addition to these and other synchronization sources through automated measurements
records, there are manuals, procedures, and instructions germane and phase comparison chart recordings for a second week. If war-
to cesium maintenance, ranted, the C-field is adjusted, and the testing and verification pro-

cess repeated. Because many of the cesiums must operate to tight
The cesium repair facility contains one large work bench, tolerances in extremely remote areas, every effort is made to en-

several cabinets of repair modules and parts, and nearly a full rack sure that certified units are as stable and accurate as possible.
of test equipment (see Appendix A for a list of test and support Typically, the cesiums are returned to operational systems with less
equipment). Although several ETR employees are qualified to than 40 nanosecond per day drift rates.
operate the repair facility, normally one technician is assigned full
time to record keeping and cesium repairs. Generally, ETR Problem and Recommendation
employees who are required to repair cesiums have attended the
one week Hewlett Packard Cesium Beam Frequency Standard Ser- In recent years there have been several new manufacturers that
vice Seminar and have extensive on-the-job training. This training, have entered the Cesium Beam Frequency Standard market. While
plus well-written manufacturer's service manuals, has proven to be most manufacturer's specifications are similar, few units perform
sufficient to perform almost all repairs. equally. Almost each unit requires a unique support program. This

problem is not limited to only cesiums, since the government pro-
Routine Maintenance curement system almost guarantees that multiple procurement ac-

tivities for similar units will yield a multitude of different manufac-
For each equipment type, the ETR develops a Maintenance turers and model numbers.

Procedure to detail periodic and as-required maintenance instruc-
tions, which verify pre-service or in-service performance. Typical- A government specification for cesiums should be developed
ly, these documents provide schedules and instructions for routine to ensure that all compliant cesiums procured are compatible and
maintenance and operational checks derived from the manufac- maintenance support modules obtained from the supply sources
turer's manuals and operators' emperience. All loutine maintenance are interchangeable.
for ETR cesiums is performed in accordance with these
Maintenance Procedures. Appendix A

Monthly, each ope onal or stand-by cesium is checked via Cesium Support Center
front panel monitor meters and by measuring output signal levels. Test and Support Equipmevt
All readings are recorded and initially analyzed ')y site personnel.
Then the readings are forwarded to the Cesium Support Center Nomenclature Manufacturer Model
for final analysis and filing. Additionally, whenever a Portable Clock Degausser Hewlett Packard 10638A
Team from the Range Clock visits a remote cesium, the same mon- Signal Generator Hewlett Packard 8660C
thly routines are performed by these experienced personnel. At two Spectrum Analyzer Hewlett Packard 141T
(and eventually all) Stations Clocks, there is a computer-based PTII Function Generator Hewlett Packard 3325A
Monitor and Control System which automatically makes at least Audio Oscillator Hewlett Packard 204CD
daily synchronization measurements between all local operational Sweep Generator Hewlett Packard 8620C
cesiums and other time keeping sources (i.e. GPS, LORAN-C, and RMS Voltmeter Hewlett Packard 3400A
Transit receivers). All of this data assists Operations and Cesium DC Milliampmeter Hewlett Packard 428B
Support Center personnel in determining the current and near future RF Power Meter Hewlett Packard 432A
health of on-line units. Specifically the Ion Pump and Second Har- Vector Voltmeter Hewlett Packard 8405A
monic readings are good indicators of predictable cesium Time Interval Counter Hewlett Packard 5370A
performance. Counter Hewlett Packard 5334A

Selective Voltmeter Hewlett Packard 3581C
Repair Maintenance Power Meter Hewlett Packard 431B

Strip Chart Recorder Hewlett Packard 7132A
The Cesium Support Ce~iter arranges for replacement units Loran-C Receiver Austron 2100

at locations where there are fWled or suspect cesiums. Most replace- Oscilloscope Tektronix 475
ment units are fully configured (high performance beam tube, in- Storage Oscillosc Tektronix 2430A
temal battery, and clock) to meet all the requirements of any Range Standby Power Supply Hewlett Packard 5089A
cesium and thus are loaned to instrumentation sites until their unit Standby Power Supply Hewlett Packard 5085A
is repaired and returned. Most repairs are accomplished using the Terminators and Attenuators Miscellaneous
resources in the Cesium Support Center and take less than one Frequency Stability Analyzer Hewlett Packard 5390A
day (not including testing and verification). However, a significant consisting of:
number of failed units require replacement beam tubes. These units Instrumentation Controller Hewlett Packard 9825A
are not repaired on the ETR but are returned to the vendor for Electronic Counter Hewlett Packard 5345A
required beam tube replacements. Measurement Storage Unit Hewlett Packard 5358A

Timing Generator Hewlett Packard 59308A
Test and Verification Test Tone Generator Hewlett Packard 10831A

Oscillator Hewlett Packard 105H
All new and repaired cesiums undergo extensive testing and Mixer/IF Amplifier Hewrtt Packard 10830A

verification prior to being placed in an operational system. Initially, Printer/Plotter Hewlett Packard 9871A
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PRECISION TEMPERATURE TEST STATION for QUARTZ CRYSTALS

Robert Kinsman and Donald Ryback

Motorola, Inc.
1301 E. Algonquin Rd.
Schaumburg, IL 60196

82, measurement of the crystals was

Summary performed with a group of instruments

A new temperature test station has including a frequency synthesizer, vector

been developed for testing moderate voltmeter, directional coupler, digital
quantities of crystal resonators. The voltmeter, and frequency counter which
primary function of this station is to were computer controlled through a multi-
accurately measure the frequency versus programmer interface. In the new system
temperature characteristics of quartz all electrical tests are performed by a
crystals of all types. Additional
features include curve fitting routines to network analyzer which interfaces directly
characterize the frequency-temperature with the computer. All functions of the
function and the derivation of the network analyzer are controllable through
crystal's equivalent circuit parameters as the computer inteface. This feature
a function of temperature. In this system
all electrical tests are performed by a gives the new test system considerably
network analyzer which interfaces directly more flexibility than the old system and
with a computer. All functions of the allows for such functions as testing parts
network analyzer are controllable through over a wide range of power levels and
the computer interface. This feature
allows for such functions as testing parts testing with a variety of frequencies in
over a wide range of power levels and for the same batch. The capabilities of the
testing parts with different frequencies new system are listed in Table 1.
in the same batch. Crystal measurements
are performed with an HP 3577A network System Description
analyzer using the general methods
outlined in EIA Crystal Measurement A block diagram of the new system is
Standard 512.

This paper describes the equipment shown in Figure 1 and the equipment is
used in this station and provides a listed in Table 2. All equipment
general description of the custom software functions are controlled by the computer
used to operate the system. Estimates of
system accuracy and repeatability are and no preliminary adjustments are
provided. Test results for a variety of required except for turning on the power.
crystals are shown. All test data is processed by the computer

and then stored on the hard disk. The
Introduction pro'essed data may be displayed on the

screen or dumped to the plotter. The
A second generation crystal temperature chamber used in the current

measurement system is now operational in system i8 an analog type unit which has
Motorola's Components Research Laboratory. been modified so that the temperature can
The primary function of this system is to be selected by a switchable resistance
accurately measure the frequency- versus- card in the multi-programmer. The chamber
temperature characteristics of quartz may be operated over a range of -650 to
crystals of all types. Additional +140 0 C in steps as small as 0.10. Newer
features include curve-fitting routines to oven controllers are now available which
characterize the frequency-temperature will interface directly with the computer.
function and the derivation of the The oven temperature is monitored by a
crystal's equivalent circuit parameters precision quartz thermometer. The crystal
as a function of temperature. In the measuring system measures the reflection
first generation system developed in 1981- coefficient of the crystal under test at

CH2690-6/89/0000-300 $1.00 C 1989 IEEE
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test program occupies approximately 100
Frequency range: 100 kHz to 200 MHz kbytes of memory. For a test run

additional memory capacity of 64 bytes perTemperature range: -650 to +1400aaponCsreurd
data point is required.

Temperature increment: 0.10 C min.

Temperature measurement accuracy: 0.040C

Reference frequency accuracy: set by System Operation
external standard

Temperature Control
Measured crystal parameters as a function

of temperature: The timing of events during a

Resonance frequency of series arm: fs temperature run is keyed to the operation
of the temperature chamber. The desired

Frequency of zero reactance: fr temperature excursions are entered into

Motional parameters: L1, R1  the computer prior to starting a test run.
In the entry process a pair of temperature

Equivalent series resistance at fr: Rr end points and the temperature increment

Static capacitance: Co (near resonance) is specified for each leg of the total
run. Several entries can be made to make

Crystal drive level: +2 dBm max. up the total temperature profile. For
(dependent on crystal RI) example, a single run might be specified

Outputs: All crystal parameters versus as; end points = +850,-400C, increment n

temperatAre. The frequency versus 50 C. A multiple step run might be; Step
temperature data may be fitted to a curve 1: end points = +250,+85*C, increment =
of maximum order 10. The computed curve, 100 0; Step 2: end points = +850 ,-550 C,
curve coefficients and deviation between. increment w 50 C; Step 3: end points
the computed curve and actual data can beC
outputted. -550,+250C. increment = 100C, The soak

time after reaching a specified
Capacity: 10 crystals temperature and the temperature window are

Test time: Typically 20 minutes per also specified by the user. A typicaltemperature test point after reaching soak time would be 10 minutes. For any
initial temperature. p temperature step greater than 100, an

additional 2 minutes is automatically
added to the specified soak time. The

Table 1. System specification temperature window defines the allowable
deviation from the specified test

temperature. The minimum window size isa set of points near its resonance +1_ 0.200.

frequency and computes the series

resonance frequency and equivalent circuit During the test run the computer

parameters from this data. The use of the selects a temperature value and then

reflection coefficient measurement switches in an appropriate resistance

technique offers the advantages that only value from the resistance card in the

a single coaxial line is required between multi-programmer. This resistance is

the network analyzer and the crystal, and connected to the temperature chamber and

a simple error correction routine can be makes up one arm of a temperature

used to compensate for the cable and test sensitive bridge. The temperature profile

fixture characteristics. In our system, versus resistance for the temperature

ten crystals can be tested at one time. chamber is stored in the computer. The

This is accomplished by running ten cables computer monitors the temperature in the

into the oven and using an external, 10- chamber by use of the quartz thermometer.
position, coaxial switch between the When the temperature rate of change drops

network analyzer and the ten cables. The below 0.020 C/minute, a soak time period

switch is operated by the computer through will be initiated if th,: chamber

the multi-programmer. The system could be temperature is within the specified

expanded by adding more switches. The temperature window. If the temperature is
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outside this window, a new resistance the final sweep the drive level is reset
value will be selected which corresponds and 51 data points are taken. The sweep
to the needed temperature shift. After speed and settling time are automatically
the desired temperature is achieved and adjusted as a function of the sweep
the soak time period has passed, all bandwidth (the settling time, the time to
crystals are measured and the data is measure each data point, must be increased
stored along with the measurement for very high Q crystals). These sweep
temperature. After all units are speed and settling time values are then
measured, a new temperature value is maintained throughout the temperature run.
selected and the cycle is repeated. After After the sweep parameters are set
all measurements are completed at the for all crystals under test, the
final temperature, the chamber returns to temperature chamber is activated and
room temperature. A flow diagram for the starts moving to the initial test
computer software controlling this temperature. The crystals are
procedure is shown in Figure 2. continuously monitored during the

temperature excursion and values are
calculated for each crystal's series

Crystal Measurement frequency, 3dB bandwidth, series
resistance, motional inductance, shunt

The crystal measurements are capacitance, and drive level. Slight
performed by a network analyzer wnich adjustments are made in each successive
includes an S-parameter test set. The sweep based on the data obtained from the
measured data consists of a set of previous sweep. During this period the
reflection coefficient readings taken in computer screen displays each crystal's
the vicinity of the crystal's resonance frequency, resistance, and inductance as
frequency. This data is corrected to they are updated. A copy of a typical
compensate for the impedance screen display is shown in Figure 3. When
characteristics of the measuring fixture the test temperature is reached and the
and then the corrected data is used to chamber has stabilized, a final sweep is
compute the crystal parameters of taken, all of the crystal parameters are
interest, calculated, and the data is stored on the

Before starting a test run, values hard disk. Eight parameters are saved for
for each crystal's nominal frequency (fo), each crystal at each test temperature.
approximate Q (Qe), and desired drive These parameters are: drive level, fa, RI,
level are entered into the computer. Ll, Co, fr, Rr, and the test temperature.
Reflection coefficient error correction After all parts are measured, the
data is stored in the computer for each of temperature chamber moves on to the next
the ten test ports. If any changes are test temperature. At the completion of
made in the test fixtures or cabling a the run all data is stored and is keyed to
calibration run can be performed to obtain the test date.
new error correction data. After the
crystals are installed in the test ports,
a search routine is initiated to locate
each crystal. An initial frequency sweep Crystal Modeling
equal to 50,000 fo/Qe is used and thedely i mesurd. deay eakThe crystal equivalent circuit model
group and the method used to derive its
occurs near the crystal resonance. The
sweep is carried out from both directions parameters are in agreement with the new
and two peaks will be found; one above and measurement standard FTA-512, "Standard

Methods for Measurement of the Equivalentone below the crystal resonance frequency.Crystal
These two peaks are then used to define a
new, narrower frequency sweep. From this Units, lkHz to 1GHz." The single-port
sweep data the crystal parameters can be equivalent circuit as shown here includes
calculated and the final sweep is adjusted the motional parameters Ll, C1 , and RI and
to exactly cover the 3dB bandwidth of the the shunt capacitance Co.

crystal (3dB bandwidth = fo/Qactual). In
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The resonance frequency of the series where 0o, Bo are the coordinates of the
resonator is denoted as fs where center of the circle and Rad is the

radius. The locations of the series
resonance frequency fs and the frequency

= /(2n 1 -LIY) of zero reactance fr are shown.

fs corresponds to the

For oscillator applications the frequency frequency at which B = Bo
of zero reactance is often of interest.
This frequency is denoted as fr and the fr corresponds to the lower
equivalent resistance at this frequency is frequency at which B a 0
denoted as Rr.

The admittance locus Y = G + JD of
the crystal equivalent circuit is shown in For the crystal equivalent circuit model
Figure 4. The locus describes a circle in
the vicinity of the . sonance frequency
which is tangent to the imaginary (B) axis R1  - 1/(2 Had)
and may or may not intersect the real (G)
axis. Co = Bo/211fs

Rr =l/(G0 + /Rad2 - B0
2 )

T I. The inductance L1  is derived from the
S R slope of the series resonator am at

frequency fs.

411LI dX(f)/dff

where X -(B - Bo)/[G 2 + (B - Bo)2 ]

frel. The actual computation process is carried

out as follows:

+The reflection efficient S11 is measured
at 51 frequencies equally spaced across

G the 3dB bandwidth of the crystal (ie.

G _GO). These values are then error
corrected to compensate for the cables and
test sockets in the measuring system. The
admittance at the 51 points is then
calculated from the corrected reflection

Figure 4. Admittance 1o ,s for coefficient values.
a crystal resonator

The admittance Y is
The general equation for the circle is

Y - G JB - (1 - 811)/50(1 + all)
(G - Go)2 + (B -B) 2  = Rad2
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These data points cover the right one-half its resonance. In our system this

of the admittance circle shown in Figure measurement is made at 0.95 fs.

4. A circle is fitted to this data usiag To find L1 and fs, the circle is shifted

a linear-least-squares algorithm. At this so that Bo  = 0 thus effectively

point a value for R, is calculated from subtracting out Co . Then the reactance Xs

the parameters of the 04 'ted circle. If of the series arm is found where

R, is greater than l0kohm, the calculation

procedure is stopped and the part is

indicated as lost. On the next test of Xs = -(B' - Bo)/[(G') 2 + (B' - Bo) 2)

this part the frequency search routine

will be initiated. If the crystal is lost

at any time during the final two minutes This data is fitted to a straight line

of the temperature soak, it will not be

tested at that particular test

temperature. If the R1 value is less than Xs(f) = m(f - fc) + a

or equal to l0kohm the data is then

"smoothed" by shifting all points along a

radial vector through the center of the where fc = center frequency of the sweep.

circle (Go,Bo).

Thus, for a specific data point

Yi = Gi + jBi, the angle e of the vector Then

will be LI = m/4r

91 = tan-l [(Gi - Go)/(Bi - Bo)] fs = fc - a/m

The coordinates of the smoothed point The frequency fr is defined as the

Yi' = Gi' + jBi' will be frequency at which the reactance of the
crystal is zero. In the admittance

diagram of Figure 4, this occurs where the

Gi l = Go + (Rad)(Cos 9 i) circle Y(f) first intersects the real

axis. For higher overtone crystals the

circle may not cross the real axis and

Bi' = Bo + (Rad)(sin ei ) there is no f'r Therefore, initially a

check is made to see if

Crystal parameter values are calculated

from the smoothed data as follows: Bo  < Rad

RI = 1/(2 Rad) If this relationship is not true, no

further check is made. If it is true, the
reactance Xr is computed where

An approximate value for Co can be derived

from the relationship Xr = -BI[(Q,)2 + (B')2)

C= B0/2Trf5  This data is fitted to a second order

curve where

However, for high Q crystals, the value of

o is not precise enough to provide an
dccurate value for Co . Better results can Xr(f) = A0 + Al(f - fc) + A2 (f - fc)2

be obtained by measuring the admittance of

the crystal at a frequency well away from
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Then typical printout for an AT-cut crystal is
shown in Figure 5 and for an SC-cut in
Figure 6.

fr -AI/2A 2 + I(A1/2A2)2 - A0/A2 + fc

Accuracy
The value of Rr is calculated from the Y
circle contants where The accuracy of the crystal measuring

procedure is enhanced by the use of
multiple data points which are fitted to

Rr = l/(Go + jRad2 - B0
2 ) appropriate functions. The improvements

resulting from these methods have been
extensively investigated by Smith of Bell

The crystal drive level (power Laboratories and some of his results will
dissipation) is calculated at frequency be presented here [1,2). His conclusions
f8. The crystal drive level (pwr) is are based on certain assumptions as to the

equipment and the devices under test:
(Vs2/R)|Zx/(50 + Zx)1 2 1. Equipment accuracy estimates assume

Pwr V2that the network analyzer, cables and test

fixture are properly calibrated to
determine the appropriate error-correction

where functions.

Vs is the Thevenin equivalent source 2. The crystal resonant mode under test
voltage (source impedance - 50 ohms) is adequately isolated from other modes.

RH is the crystal motional resistance 3. Non-linear amplitude effects in the

crystal can be neglected across its 3dB
Zx is the crystal impedance at fs. bandwidth.

4. Variations due to ambient temperatureThe source voltage is held constant during can be neglected.

a frequency sweep, but is updated for each

new sweep to meet the prescribed crystal
drive level. The maximum power available
from the network analyzer with the S-
parameter test set is approximately 2 mW. The HP3577A network analyzer specification

lists a dynamic accuracy of +/- 0.02dB
magnitude and +/- 0.20 phase in the test

Data Processing and Output levels most commonly used for crystal

measurement. Typical tolerances are
At the completion of the test run, purported to be approximately one-half the

all data is stored on the hard disk and is maximum values. The specified tolerances
referenced to the test date. The standard translate into a maximum area of
output is a plot of frequency versus uncertainty of +/- 0.35% of the magnitude
temperature for each individual crystal. for reflection coefficient measurements.
The frequency f8 or fr can be fitted to a Analysis of these tolerances indicates
curve of up to the 10th order. AT-type that impedance measurement accuracy is
crystals are normally fitted to a 3rd or best for impedance magnitudes near 50 ohms
4th order curve. The printout consists of and deteriorates for impedances away from
the computed response curve plus a 50 ohms.
residual curve showing the difference Two of the crystals used as examples
between the computed curve and the actual in Reference 1 were analyzed. In the
data. All curve constants and an reference these crystals were measured and
inflection temperature (where applicable) modeled and then a 0.5% random error noise
are listed along with the drive level and was added to the reflection-coefficient
temperature increment. If requested the and error-correction data. Equivalent
actual frequency data is plotted as circuit parameters were then calculated
discrete data points. Also, data can be from the disturbed data. This process was
plotted for RI or Rr and L1 or Co as a repeated 100 times and the following
function of temperature. A copy of a results were obtained: For a 3.15 MHz
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fundamental mode crystal with a Q of References:
35,000, maximum errors of 0.1 ppm were
obtained for fa, 0.5% for R1 , and 1% for 1. W.L. Smith, "An Overview of a Proposed
Ll. For this crystal, the maximum error Standard Method for the Measurement of the
in admittance parameters due to network Equivalent Electrical Parameters of Quartz
analyzer maximum tolerances ranges from Crystal Units up to 1GHz", Proc. 6th
0.19 to 0.47%. For a 40.68 MHz third Quartz Devices Conf., August, 1984,
overtone crystal with a Q of 75,000, Electronics Industry Association, (I - 41)
maximum errors of 0.06 ppm were obtained
for fs, 1.5% for R1 , and 1% for L1 and the 2. W.L. Smith, "Electronic Industries
maximum error in admittance parameters due Association Standard 512: Some Further
to the network analyzer ranges from 0.34 Discussion and Comment", 7th Quartz
to 0.37%. Devices Conf., August, 1985, Electronics
The typical accuracy tolerances for the Industry Association, (13 - 51)
network analyzer fall well within the 0.5%
limits used for the disturbed data. From
the parameters derived from the disturbed
data, several conclusions may be reached:
The worst case frequency accuracy is well

within 1 x 10-7 which is more than
adequate for characterizing frequency Computer: HP Model 216S with 512 kbyte
versus temperature. The frequency memory and Basic 5.0 software (has
vecrus is teatret functhn ofr y comples numbers capability). Also
accuracy is a direct function of crystal includes an HP 98635A floating point
Q, but this should not be a limiting math. card and an HP 98257A one Mbyte
factor in evaluating quartz crystals. RAM board.

Worst case errors for R1 and L1 are of the Hard disk: HP 9133H (20 Mbyte)
order of 1%, which is adequate for most
test purposes. Accuracy can be Network Analyzer: HP 3577A with
substantially improved by averaging the
results of several sequential tests. HP 35677A S-parameter test set

Thermometer: HP 2804A quartz thermometer

Multi-programmer: HP 6940B with

Conclusions HP 59500A multi-programmer interface

A second generation precision crystal Temperature chamber:
measurement system is now operational.
The new system takes advantage of the Tenney Jr. (modified for external

capabilities of the latest generation of temperature control)

network analyzers which are fully digital Coaxial Switch: Matrix 7710-DR-50
in operation and interface directly with a (10 position)
computer. Accuracy is enhanced by taking

many data points which are "smoothed" and Plotter: HP 7550A
fit to appropriate functions. The network
analyzer replaces a combination of several
analog and digital instruments to provide Table 2. Equipment list
a more reliable system which offers
considerably more flexibility than the
previous system. The new system can test
any type of crystal over the range of
100kHz to 200MHz including high overtone
types which may not have a zero-reactance
frequency. The new system completely
characterizes the crystal's equivalent
circuit and allows for testing at a wide
range of drive levels.
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COMUTER C R Y S T A L T E S T initialize TempSope Interrupt values

S Y S T E M I Activate Temp/Giope Interrupt (30 S -c)
HARD I ~GoSub Track -----

HARD
DISK Temp Slope Ok? No Temperature

Transition

F Deactivate Temp/Slope Interrupt]

- PLOTTER No emperature Ok
TEMPERATURE

CHRMBER Start Soak Timer

I Activate Temp/Slope Interrupt (15 Sec)

QUARTZ
THERMOMETER GoSubTrack Temperature

No emperature Soak

MULTI- Soak Timed Out? No

- PROGRAMMER MUT-RF SWITCH yes
PROGRAMMER

INTERFACE ADeactivate Temp/Slope Interrupt

GoSub Track

Last Device? No Measure
NETWORK S-PARAMETER Devices

ANALYZER TET SSave Data To Disk
IIncrement INo

Temperature ast Temperature?

HOUSE FREQUENCY Loop Counter ig 2
STANDARD I Oven To Room Temp T

Pigure 1. System block diagram TeperFlow Diagram

:'::: Temperature Information ::::: Start - 9 Apr 1987 18:56:06
At Temperature 0 4 of 121 Points (Est) Finish - 11 Apr 1987 08:08:00
Desired = 82.000 Slope = -.034 Elapsed Time - 1:02:21
Current = 82.050 State = Soaking Time Until Measure - 0:09:41

Port # Frequency Resistance LI
1 4 999 981.105 102.5 7.315 H
2 1 535 606.691 45.95 1.276 H
3 14 559 882.278 19.40 8.503 mH
4 16 057 139.900 18.92 10.27 mH
5 16 041 800.785 13.35 10.69 mH
6 16 067 839.193 29.09 10.38 mH
7 16 056 453.304 16.18 10.44 mH
8 16 049 432.838 34.65 10.58 mH
9 154 083 987.957 109.6 1.157 mH
10 43 700 156.719 25.60 10.23 mH

::::: Temperature Information ::::: Start - 9 Apr 1987 18:56:06
At Temperature 0 4 of 121 Points (Est) Finish - 11 Apr 1987 08:08OC
Desired = 82.000 Slope = 0.000 Elapsed Time - 1 12:27
Current = 81.957 State = Measuring

Port 0 Frequency Resistance LI
1 4 999 981.108 102.5 7.315 H
2 1 535 606.689 45.92 1.276 H
3 14 559 882.090 19.41 8.477 mH
4 16 057 137.877 18.93 10.40 mH
5 16 041 799.631 13.37 10.69 mH
6 16 067 845.343 29.03 10.38 m
7 16 056 452.275 16.21 10.46 mH
8 16 049 431.721 34.68 10.57 mH
9 154 084 027.642 109.7 1.155 mH
10 43 700 153.839 25.60 10.22 mH

Figure 3. Screen display during test
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Iss ~/3/6 - 4 Fs (ppm) Inf Tamp 29.91Iss 1/1/8 -14 15- Inf Freq 14 553 664.965
Power- 10.9 nW Temp Inc- I Bleg RMS Error .862 ppm

Max Error -.155 ppm
Ist Term -4.134267E-131
2nd Term -1.906611E-13
3rd Term 9.714242E-05

'4 
t Term 9.3975 

66E-09

0
VI0C)

-3 -25 -i5 355- 45-r! 55 65 75 85
R1 LlmHy

A 16 9.75

- ----- = 8.65

14 --- - - - - - -.- - -.. 64

13 6.35

1 2 Residual Scale Is ppm/10 -IS 9.25

Figure 5. Test results f or an AT-cut crystal

SC Cut - 5/26/89 - 16 Fs(ppm) Inf Temp 98.84
5- Inf Freq 4999 0.7

Power- 10.0 uN Temp Inc- .5 D~eg RMS Error .861 ppm
Max Error .886 ppm
1st Term -9.8770?7E-02
2nd Term -1.384997E-8
3rd Term 6.904602E-05
4th Term 1.128030E-07

2

5 6,5 75 8'5 9 5' 85 115 5

140 ... .7.55

30- 
7.45

120

08 .'t--.cu,]' -p,' -p 10 -5- 7.25

Figure 6. Test results for an SC-cut crystal
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STATISTICAL ANALYSIS OF SSB PHASE NOISE TEST RESULTS

Robert R. Zeigler Jr.
Operations Manager

Piezo Crystal Company

ABSTRACT
Statistical analysis of recent phase noise *Crystal screening test results for SSB phase noise

measurement results for a production lot of 100 MHz at 100 Hz offset from the carrier for each
to 111.25 MHz oscillators using 3rd overtone SC cut frequency measured.
quartz crystals will be reported. The test results are *Completed oscillator screening test results for
from a lot of 262 units of 10 different frequencies. The SSB phase noise at 100 Hz offset from the carrier
results will show the statistical variations of the close-
in phase noise measurements of both the crystal and
the completed oscillator. Phase noise is reviewed at 10 ,A comparison between the screening noise data
Hz to 40 MHz offset from the carrier and analyzed in at 100 Hz offset and the completed oscillator
detail at 100 Hz offset where crystal noise is critical to noise at 100 Hz offset from the carrier for each
the noise performance of the oscillator. The final frequency measured.
results show a significant improvement over *Data from repeat measurements and experiments
previously reported production run data. Measured
noise readings as low as -136 dBc/Hz at 100 Hz with to determine the magnitude aj" various
limited process capability greater than -140 dBc/Hz is measurement errors.
shown.

CRYSTAL DESCRIPTION
INTRODUCTION The crystal required for this particular oscillator

Low noise quartz crystal oscillators in the 100 MHz application had to be capable of producing the best
region have been the mainstay of UHF and microwave combination results for close-in phase noise, high
synthesizers by providing a stable internal reference. drive capacity, lowest gravitational sensitivity with
These sources have either been phase locked to a the best long term stability that can be achieved in the
lower, more stable reference, (i.e., a 5 MHz crystal or 100 to 111.25 MHz frequency range.
atomic low aging system clock) or free running. The The crystal of choice was an SC cut design
100 MHz region represents the highest frequency manufactured by Piezo Crystal Company with the
range where crystals can be economically produced to following design parameters:
achieve a compromise of desired characteristics. High *Holder Size: HC-35/U (TO-5) 4 point mount
Q, low long term aging, low gravitational sensitivity, internal construction
and ease of manufacturing are normally the most
important crystal parameters specified. *Gravitational Sensitivity: 3 sigma limit of (I)

The data presented will show not only the 7 x 10E "', mean average of 4 x 10E
specification limit, but it will be clear as to the *Drive Capability: > 5 milliwatts
statistical chances of meeting the limit in a production
environment using commercially available phase eCrystal Q: > 100,000/mean average of 115,000
noise test equipment. If the system engineer or *Long Term Stability: < 5 x 10E" per year
designer of higher order assemblies is aware of these *Frequency Stability Over Temperature: + and - 8
statistics, each is better able to evaluate his system PPM over the temperature range of 0 to +65
noise budget when the system is produced in quality. P er t
This paper will show plots of the distribution of degrees C
measurements with calculations for " (mean average *SSB Phase Noise: -120 dBc/Hz maximum at 100
value) and sigma (standard deviation), 2 sigma, and 3 Hz offset
sigma limits.

Statistical process control (SPC) was introduced by OSCILLATOR DESCRIPTION
Dr. Deming and utilized with great success by the The oscillator needed the same design attributes as
Japanese. Manufactures in the United States are now the crystal. The oscillator was designed to met the
becoming more aware of the importance of process following limits
control and the value of maintaining each process step
to within measurable statistical limits. Piezo Crystal *Output Frequency: 100 to 111.250 MHz range,
Company has been extensively using SPC for the last single frequency at one of 10 discrete frequencies
two years. Piezo is actively encouraging customers to *Output Power: +3 to +5 dBm into 50 ohm load
evaluate our performance using SPC data available to *Output Waveform: Sine, Harmonics lower than
them.

This paper will present statistical data for the -30 dBc, Spurious lower than -100 dBc

following tests: 9SSB Phase Noise

CH2690-6/89/0000-309 $1.00 C 1989 IEEE 309



Offset Frequency Max. Level Mean Average Under Test. The modification consisted of the
100 Hz -120 dBc/Hz -127 dBc/Hz insertion of a Hi Q varactor circuit in the crystal loop
1000 Hz -150 dBc/Hz -154 dBc/Hz of the oscillator stage. This provided control of the
10,000 Hz -158 dBc/Hz -164 dBc/Hz center frequency to compensate for normal frequency
100 KHz to 60 Mhz -160 dBc/Hz -167 dBc/Hz drift of the Unit Under Test due to room temperature

and set tolerance variations of the crystals and
oscillators tested. Special care was taken to maintain

*Package Size: 1.62 x 1.50 x 1.00 inches rLxWxH) the loaded Q of the design at same time provide the
*Absolute Frequency Tolerance: ±10 PPM frequency deviation needed to perform the test.
includes frequency drift over temperature ( 0 to The system in Figure 1 requires that the noise of the
+650 C) and set tolerance at time of delivery Reference Unit with its crystal, referred to as the
The oscillator stage is a one transistor Pierce reference crystal, be equal to, or better than, the

configuration with the crystal running in the parallel lowest anticipated noise of the Unit Under Test.
resonance mode. The oscillator directly drives a Finding a reference crystal for each of the 10
common base one transistor tuned amplifier. The frequencies tested was a time consuming task. Due to
amplifier provides gain, load isolation, and harmonic the large number of possible freqLencies that could be
rejection. specified in any given frequency range, one does not

have available a reference crystal of the exact
TEST/SETUP DESCRIPTION frequency that represents the lowest noise possible for

that design and exact frequency. This task becomes
Phase noise sidebands in frequency sources are more difficult if the crystal design and process which

caused by phase fluctuation due to the unintentional can affect phase noise is still in the development
frequency modulation of the oscillator. The low offset stage. When measuring noise with the test setup in
frequency noise is mainly a measure of the crystal Q, Figure 1, the indicated noise will not be lower than
crystal noise and loaded Q of the oscillator stage. The the noise of the Reference Unit/Crystal or the
higher offset frequency noise is mainly due to the Unit/Crystal Under Test. If the noise generated by the
signal to noise ratio of the individual active stages. two sources is the same, then the indicated noise is 3

dB too high. Thus, the test method is inherently
Figure 1: Phase Noise Setup Diagram conservative. The method we used was to substitute

crystals in both oscillators until the lowest total noise
. ........................... performance was achieved. We then used one of the

HP 3847 PHASE NOISE crystals as the reference crystal for that particular

' SYSTEM frequency.

Figure 2: Photo of Test Setup

I 01(11 I :
r... ii wel I ........ ..

I 1131! I
I. -------.

r ....... DR 1-11 1 -

I TEVSThL I

I 31 I ...........

L .. . ... .

I C YS AL IO 1 . ... . . . Ofil .

As you will see later, the process capability shows
that lower phase noise crystals most likely were
available later in the screening process. However, we
felt the reference crystals selected were adequate for

The two oscillator method was used in conjunction the test and for production to proceed. All reference
with the Hewlett Packard HP 3047 Phase Noise crystals selected where a minimum of 12 db better
System to measure single side band phase noise. The than the specification of -120 dBc/Hz at 100 Hz offset
Reference Unit was a modified version of the Unit from the carrier.
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During the crystal screening test, a Crystal Test -134.5 dBc/Hz and the histogram would not be as
Oscillator of the same electrical design, with a crystal skewed.
socket, was substituted for the Unit Under Test.

The Reference Unit also had a crystal socket for the Figure 5: Crystal Process Capability
reference crystals of each frequency tested. When a
new crystal or oscillator was tested, the Reference IN.N Ms hAL Fus s ASUnit's reference crystal was changed and the oscillator .? Wel

and amplifier stages were retuned to the new LTL:-15.0,U

frequency.
A typical readout from the system is shown is t S V,

Figure 3. As noted, the crystals and oscillators with 0
this design show well-behaved phase noise /..
characteristics. The noise shown is total noise WITH P171)
measured. No attempt was made in this data, or any , VtYe..... : 1
data presented, to account for the fact their are two '
sources contributing to the measured noise. , -i,, - __,____________- _

Figure 3: SSB Phase Noise Curve
, ....-..... The same data at 100 MHz that is shown in Figure 4

"- is used to generate the curve in Figure 5. This shows
the capability of the process used in' the

"p - manufacturing of this crystal at 100 MHz to meet a
phase noise specification of -120 dBc/Hz at 100 Hz
offset from the carrier. -rom this curve we can
determine future yields if the same crystal design and
process is used.

Figure 6: Crystal Capabilities 100 MHz to 111.25 MHz
.(f) ... ft-.) 1 SIGMA PROCESS CAPABlIn

CRYSTAL SCREENING TEST RESULTS --

The crystals were screened for phase noise at 100 Hz -,
offset from the carrier using one Crystal Test Oscillator ......
for all crystals. The Crystal Test Oscillator was -

-  2SIGMAPROCESCAPABILTY
retuned for each frequency measured. The Reference - -

Oscillator was also retuned with the reference crystal
for that particular frequency. , ,

.025 ~ ~ '075A

Figure 4: Crystal Screening Measurements .1..

Left Cell 1IN.66 Mz XIAL SCREINIIG DATA File: CRVSMKIBoundaries: 7 21 2 65 5 51411910 2 0 1 No. Su~gpouPS 5
36 1-3 80 O 4$Uqgeoup Size 19 -In" 12

3:-1321 -13 8 FOR ALL d ATA: OWA x om a 0
4:-13 . 9 Average-127.91
5:-IZ8 so lp 13
5:-128,80 i I Kxl -7 3 SIGMA PROCESS CAPABIUTY
7:-124,8 VI 8nIm-136,8
8:-f22,so Stid ev , 7.61
9:-128.:8 Using TOTAL Yap

II:-IlG,$O Gary Z -9.538 -i

V7:-114.,0 Skeees ,13:-11211 9 - toss$ .i14
14:-, 23 4567819 11111 1 F'ORSURIP$: -

9 Max Avg- 1H1916,$1 to AVS-131. 99
17:1 4:8 & aj 26,34
I 15: 192 $ w 35,2 ] .u
19 :-16.86 i n 16.0 -

The data shown in Figure 4 are the actual readings ' (M& nD", M "
for the 100 MHz crystals measured. This represents
the typical spread of readings for all 10 frequencies. When all frequencies were tested and analyzed, the

Note that in Figure 4 the peak of the actual data is results in Figure 6 show the process capability of all
skewed from the normal curve. The reason for this 10 frequencies measured. From this set of curves, the
skewness was the lack of available data below -134.5 statistical chance of meeting various crystal noise
dBc/Hz. The measured noise can be no better than the levels becomes clear. For example, the following
Reference Oscillator with its reference crystal. yields can be reasonably expected from this crystal
Statistically a better reference crystal could have been design and process in the frequency range of 100 MHz
selected. This would have provided readings below to 111.25 MHz.
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Phase Noise Specification Minimum Yields Figure 8: 100 MHz Phase Noise Measurement Data
-88 dBc/Hz 99.7% ... L....

-98 dBc/Hz 96.0% 0........
IIAI € S It """l I I M A " IN i . 1. loA -O! 0 1.0 , N't IP

-110 dBc/H-z 68.0% WI SMOto CliffI)lit 51.3855 T0o3810 II IsII 0 .1 508 So 0 MLIS?-121 dBc/Hz 50.0% .. . . .. . .. a .......... ... .................-121 dBc/Hz 50.0% ........~ . ... .
-130 dBc/Hz 32.0% .. .. .. ... ..
-139 dBc/Hz 4.0% 0 .0I8 S 3 Iii 3.,05 083 III1 I00 $1$

-148 dBc/Hz 0.3% ... ':,

The actual yields for a noise specification of -120.dBc/Hz at 100 Hz offset show a range 88.42% at 100 6. 069 ,3 , 1 11

MHz to 60.53% at 110 Mhz. The average yield for the 85 1 5 , .. :, ".1I0 ..08 ' $ :..entire frequency range was 72.64%. 0 0, 0 0, "11 0 1 000 1 1.2 13 o

20S 00 322 30 314 00 4 .1

Figure 7: Actual Crystal Yields 07 081 ,3 . ,0 , .,8 0.: 2
07 102 23460 4 0

M0 I0 330 I 3'1SI 3 1 .'30 4.$ 1

Figure 8 is typical of the data collected at each of
SSB NOISE -l2OdBe/Hz AT 100 Iz the 10 frequencies. Data from all three tests is charted

to show the typical spread of readings.

TA1 ,U0 Figure 9: Oscillator Screening Measurements

Left Cell 1909.0 Met OSC. 15 MEASD R$D S File: 0SCSKi0
D/aodaroes: 1 0 9 2 5 3 4 1 Q 2 0 6 1 2 Me S usZ

7000 1:-134.9 Saooa S e 13
into 2:-133.9 veCli-: 1.0

V:132.0 -134.9 DATA:
5GD4-136. IyemplIII\6:-129.0

7:-128.9 N imm.134
8:-127,9 Std Den 4.29:-126. UsiAg, 1AL vI ,

19:-125.0 i ,40 ' "-r--r--r --- T-T----r - '--7 11 -124.6 2II ,

02 0 ' 0 1 (6 11 i 12 -123.9 s 8,0 750114:-111:.6 2 3 45 6 768111 1~0i~o (7001 12. 4 1 3 56 Nix Avg-125.7
16: 119.6 Min Avg-127.9l7:-llU,.9 avy 14.5

_____________________________ pein 13

Note that in Figures 6 and 7, the yield decreases as The data in Figure 9 are the actual readings for the
the requencyafthe incFigurstan t creases. Thisr was 100 MHz final oscillator asoembly. Note the skewnessthe frequency of the crystal increases. This result was still present due to lack of measui 9d data better thanexpected due to the decrease in Q as the frequency the noise of the Reference Oscillator.

rises. It becomes increasing more difficult to meet the
same noise specification (i.e., -120 dBc/Hz at 100 Hz
offset) as the crystal frequency is increased. Figure 10: Oscillator Process Capacity

190.00 z OSC. PDWESS CAPABILITY File nu*: 0SCSMIN
IL 120.0 lb. Sub, ou-s 2

Su o Size: 13
LTL:-1S9.9 I~bL v alues: 26

Aveamge:-126,
Pop St Diy: 4.2
(Using within su oup.
I betwen sumoup tI)
Focess Ca: 25 .9

OSCILLATOR SCREENING c. jnie: j.z'
TEST RESULTS l C I:o .4rdui:

The crystals that passed the screening limit of -120 7 2LOVt U: 5.1 'X
' Az ele. H : 0.90 ',

dBc/Hz at 100 Hz offset from the carrier in the first I..712! ':{',:: .-- :s .,$im
test, were installed in the final oscillator assembly. 2

1
.9 -. 8 -114.3 e's2: .23

The completed oscillator assembly was then measured
from 10 Hz to 40 MHz offset from the carrier for phase
noise. The noise measured at 100 Hz offset was The same data at 100 MHz (shown in Figure 9) is
recorded for comparison with the crystal screening used to generate the curve in Figure 10. This shows
results of the first test. The Reference Oscillator was the capability of this 100 MHz oscillator to meet a
retuned with the reference crystal for that particular phase noise specification of -120 dBc/Hz at 100 Hz
frequency. offset from the carrier.
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Figure 11: Oscillator Process Capability: 100 MHz to Figure 12: Actual Oscillator Yields
111.25 MHz

I SIGMA PROCESS CAPABIITY SSB NOISE -120dBc/Hz AT 100 Hz

IUDO

150 2 SIGMA PROCIM CAPABIIUTY

010D 1005 "o 1 X~ oz ,
,0,2 035 XX 5I C6~ 075 11:25 MMLIC Oft ) ~ 05 ll~

.,7 CRYSTAL SCREENING DATA TO
-, ______- - OSCILLATOR SCREENING DATA

1.. -% MoCOMPARISON TEST RESULTS

-,--J A comparison was made between the test results of
,a 2510 I I, B the crystal screening and the resulis from the first

05=00, ,R.Xl o cillator m easurem ent. Figure 13 show s this

3 SIGMA PROCESS CAPABIUTY comparison.

.g Figure 13: Crystal Screening Data Compared to
Oscillator First Test Measurements

0 I

(0 3 '031 5 101 075 1100 25ItoD

When the 10 frequencies were tested and analyzed, I 233 I!1!
the results in Figure 11 show the total process 14: 6 9 2 101111

capability of this oscillator design. From this set of "' 7.700' "
curves the statistical chance of meeting various lox
oscillator noise levels becomes apparent. For example, A

the following yields can be reasonability expected
from this oscillator design and screening process in REPEAT MEASUREMENT TEST RESULTS
the frequenny range of 100 MHz to 111.25 MHz. One hundred of the completed oscillator assemblies

where retested for the customer on a sample basis.
Phase Noise Specification Minimum Yield The noise measured at 100 Hz offset was recorded for

-114 dBc/Hz 99.7% comparison with the first oscillator measurement in
test above. The Reference OrcilBator was again retuned

-118 dBc/Hz 96.0% with the reference crystal for that particular frequency.
-122 dBc/Hz 68.0% Figure 14 shows the results of the retest
-125 dBc/Hz 50.0%
-128 dBc/Hz 32.0% Figure 14: First Oscillator Measuremeat Compared to
-131 dBc/Hz 4.0% the Retest Measurement
-133 dBclHzI 0.3% Left C01 OSC. 0t T210 hASY M~MD 4 DET. reus 5

Bou Amors: 1996 19186 21 1 2 8 3 MD -1,m y 5 42

The actual yields for a noise specification of -120 Su'r9.O s 9 4 s ,, 29
dBc/Hz at 100 Hz offset show a range of 88.46% at 3: ,. .-16.9 ro ALL Doc9:

100 MHz to 100% at 5 different frequencies. Th( : .'
average yield for the entire frequency range was 7: 4 o I3: MDI .
96.18%. 9: and the yield r e

Note that in Figures 11 and 12 the yield remained I 1 461

relatively constant over the frequency range. This is to 6 '1 lTJs il t i itU
be expected due to the fact that the crystals were I: 4'0 I

screened to the same noise specification at each : 12:

frequency before assembly into the oscillator. [" k 9
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ERROR ANALYSIS EXPERIMENT TEST The calibration tolerance of the test equipment has
RESULTS not been considered in either error distributions

The standard deviation (sigma) in both presented. The absolute calibration error of the system
comparisons is approximately 3 dB. Why is there a ±3 of ± 2 dB must be considered. This error can be
sigma spread of 18 dB? An experiment was performed measured and ayded or subtracted from the actual
to answer this question. The experiment consisted of readings. The system error for this production run was
three tests. less than 0.5 dB.

SUMMARYTEST A: The same crystal was screened 10 different Statistical analysis provides a great deal of detail
times. that conventional data listings cannot show. It alsoResults: Standard Deviation of 0.66 dB. gives everyone the opportunity to evaluate the

TEST B: The same crystal was assembled in 10 statistical chances of meeting a particular
different oscillators and noise measured each specification in a production environment.
time. The tests and their results as described have several
Results: Standard Deviation of 1.0 dB. major areas of concern that must be addressed:

TEST C: The same oscillator assembly was 1. The tests are time consuming using expensive
measured 13 times over a 4 day period, equipment.
Results: Standard Deviation of 1.0 dB 2. Finding a low noise reference source (crystal

and/or oscillator) for each frequency measured is
The statistical sum of the results of all three tests, difficu!t.

A, B and C, would explain the majority of the 3. The oscillator and crystal design must have
measured Standard Deviation of 3.346 dB shown in sufficient margin to allow for the measurement
Figure 13. errors of the equipment and those encountered

The statistical results of Test C (Tests A and B do in a production testing environment.
not apply) would explain only 1 dB of the 2.7 dB The results of these test shows the statistical
Standard Deviation of the retest of the completed possibility of producing quartz crystals and oscillators
oscillator assembly shown in Figure 14. However with SSB phase noise at 100 Hz offset lower than -140
,inother factor also contributed to the error; both the dBc/Hz. At this time however, the yield would be very
oscillator first reading and the retest reading were low and unacceptable for production in quantity.
visually read from the phase noise curves. The visual Work is ongoing at Piezo to improve our process
error is estimated to be ± 2 dB. yields with regards to phase noise.
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summary Two measurement systems were used in the
course of the study to collect resonator phase

Phase noise measurements of 1,100 quartz noise data. The first is the HP3047A, which
crystal resonators have been collected and uses the carrier suppression method, placing one
analyzed. The focus of the analysis is on the crystal oscillator in phase quadrature with
nature and characteristics of the variations, another identical oscillator. The second is a
or distribution, of phase noise in groups of passive crystal bridge circuit, which uses a
similarly produced resonators. Crystal cuts balanced bridge and two electrically identical
represented in the study include the SC and AT, resonators as first described by Walls and
of various overtones, ranging in frequency from Wainwright <1>. All phase noise data were taken
18.754250 MHz to 111.250 MHz. at 100 Hz from the carrier.

The phase noise data displayed as Correotions used to Determine
histograms show non-Normal distributions. Many Phase Noise Values From Measurement Data
of these histograms display multi-modal
characteristics. Analyses has demonstrated that The two measurement systems used in
these modal characteristics are statistically collecting the data measure the combined phase
significant. The non-Normal nature of the noise of both the reference crystal and the
histograms is accentuated by the limitation of crystal under test. To correct for this, in
the reference crystal which introduces a order to determine the phase noise' of the
skewness to the distribution. A technique which crystal under test, an error in calculated and
aids in the reduction of this problem is subtracted from the raw phase noise value. This
described, error is given by the following equ.tion:

Process control theory asserts that error(dB) = lolog[l+antilog(Lref-Lout/10)]
assignable causes should exist for multi-modal
distributions. The isolation and identification The inherent advantage of the use of this
of the various modes observed in the correction factor is that the crystal data near
distributions will assist in the control or the reference will shift as much as 3 dB lower
elimination of any associative causes and narrow on the phase noise level axis while crystals
the observed screening variances improving which measured 10 or more dB above the reference
resonator yields. will stay in place. This dispersion in the data

helps to separate any multi-rodal tendencies
Introduction which may exist. It is particularly important

for those distributions which may have modes
A given group of crystals are sent through intersecting with one anothel. An additional

a unique manufacturing process in order to difficulty with either measurement system is
produce units that meet the specifications of that they both use a compa ison method to a
the customer. The quartz and process used is reference. This causes a "pi-e-up" of crystals
believed to be the main determinants of how the to appear on or within the lowest measurement
phase noise of the crystals, within groups, will cells of the distributions. The effect places
vary and their probability of doing so. Thus, a skewness and some kurtosis to any distribution
there exists a theoretical probability modes which appear around the level of the
distribution of phase noise which may be called reference crystals.
the parent distribution. The initiative to
begin the current work came from a recognition Skewness is defined by the third moment of
that little is known of the parent distribution, the distribution and is related to the symmetry
or distributions, of phase noise. However, of the frequency distribution about the mean.
sample data from manufactured resonators can be Kurtosis is the fourth moment and is related to
collected and analyzed using the tools of the "peakedness" of the distribution. A
descriptive statistics. These include significant coefficient of either of these
measurements of central tendency, and factors in a distribution will make the fit of
dispersion. Graphical representations of sample a regular Gaussian curve less than likely.
frequency and cumulative frequency distributions
prove to be also helpful. Based on these sample Consequently, some correction for this
results, and certain statistical tests, measurement effect was desirable. A straight
inferences may be made concerning the nature of forward approach was chosen which tended to
the parent distribution, minimize the "pile-up". This correction was

used in the examination of the aggregate of the
The present paper begins this process of SC distributions described later in the paper.

investigation into the characteristics of the Simply stated, for the generation of the
phase noise parent distributions by presenting aggregate distribution, a weighted average
a great deal of measured crystal phase noise figure for the reference based on all the
data. The building up of a large database is one individual distributions was chosen. The
of the first steps of characterization, and average figure was determined by trading the
hence, control and even reduction of unwanted actual calculated average reference and a value
phase noise. which did not create a detrimental loss in

accumulated data. Crystals whose phase noise
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measured within 1-2 dB of this average reference First, a note on the histograms.
dBc/Hz value were eliminated from the raw data. Technically, phase noise is a continuous random
The effect was to show a marked decrease in the variable. However, measuring it to the nearest
observed skewness in the modes close to the integer forces the values of phase noise
lower portion of the distribution, recorded to become discrete. Therefore, the

histograms look as though they are recording a
Phase Noise Measurement Results discrete random variable, and not a continuous

random variable.
The most familiar way of presenting the

frequency distribution of a group of resonators
is graphically in the form of a histogram.
Here, we present the phase noise data collected
in terms of histograms, by groups, and a table
of descriptive statistics.

Figure 1 is a histogram of a group of ninety five, fifth overtone, AT cut,
80 MHz crystals. The crystals were measured at 100 Hz from the carrier using
the passive crystal bridge circuit.

PHASE NOISE FREQUENCY DISTRIBUTION
Crystals 80 MHz RT 5 0.T.

L(IO)

n - 95
10 Number of Quartz Crystals

0

-139 - -129 -119 -109 -99

-134 -124 -114 -104 -96

PhQse Noise MeasurQment
dec Hz

Figure 1

Figure 2 is a histogram of a group of ninety, third overtone, SC cut, 100 MHz
crystals. These were measured at 100 Hz from the carrier using the HP3047A
phase noise measurement system.
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Figure 3 is a histogram of ninety seven, third overtone, SC cut, 101.250 MHz
crystals. These were measured at 100 Hz from the carrier using the HP3047A
phase noise measurement system.
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Figure 4 is a histogram of one hundred and eight, third overtone, SC cut,
102.500 MHz crystals. These were measured at 100 Hz from the carrier using the
HP3047A phase noise measurement system.
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Figure 5 is a histor'ram of one hundred and thirty four, third overtone, SC
cut, 103.750 MHz crystals. These were measured at 100 Hz from the carrier
using the HP3047A phase noise measurement system.
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Figure 6 is a histogram of a group of one hundred and forty three, third
overtone, SC cut, 105 MHz crystals. These were measured at 100 Hz from the
carrier using the HP3047A phase noise measurement system.
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Figure 7 is a histogram of a group of seventy three, third overtone, SC cut,
106.250 MHz crystals. These were measured at 100 Hz from the carrier using
the HP3047A phase noise measurement system.
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Figure 8 is a histogram of a group of fifty six, third overtone, SC cut,
107.500 MHz crystals. These were measured at 100 Hz from the carrier using the
HP3047A phase noise measurement system.
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Figure 9 is a histogram of a group of sixty two, third overtone, SC cut,
108.250 MHz crystals. These were measured at 100 Hz from the carrier using
the HP3047A phase noise measurement system.
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Figure 10 is a histogram of a group of sixty nine, third overtone, SC cut,
110 MHz crystals. These were measured at 100 Hz from the carrier using the
HP3047A phase noise measurement system.
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Figure 11 is a histogram of a group of ninety one, third overtone, SC cut,
111.250 MHz crystals. These were measured at 100 Hz from the carrier using
the HP3047A phase noise measurement system.
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Figure 12 is a histogram of a group of eighty four, fundamental, AT cut,
18.754250 MHz crystals. These were measured at 100 Hz from the carrier using
the HP3047A phase noise measurement system.
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Table 1 is a chart of descriptive statistics for the 12 groups of crystals.

Table I

Xtal Cut Ovtn Number Mean Largest Range Stand. Skew- Kurto-
Freq. of dBc/Hz Mode dBc/Hz Dev. ness sis
(MHz) Xstals dBc/Hz

80 AT 5 95 -123 -136 44 10.74 -0.62 0.504
100 SC 3 90 -130 -137 38 8.29 2.00 1.521
101.25 SC 3 97 -129 -133 39 7.90 2.62 1.660
102.5 SC 3 108 -122 -126 54 11.59 1.70 1.234
103.75 SC 3 134 -123 -134 60 10.34 2.84 1.383
105 SC 3 143 -124 -134 48 10.41 0.35 0.801
106.25 SC 3 73 -122 -135 45 11.79 -0.36 0.818
107.5 SC 3 56 -122 -130 40 9.78 2.39 1.680
108.75 SC 3 62 -126 -130 42 9.05 0.61 0.868
110 SC 3 69 -122 -128 60 11.98 2.77 1.435
111.25 SC 3 91 -123 -134 36 10.18 -1.00 0.324
18.754 AT 1 84 -124 -127 34 5.47 12.93 3.252

Preliminary Analysis of Results More sophisticated tests might include skewness
and kurtosis variables into the theoretical

A couple of general comments can be made distributions, as well as more accurate
concerning the histograms displayed in the corrections to fix crystal pile up at the value
previous section. Many clearly show non- of the reference crystal. Different theoretical
Gaussian, multi-modal, characteristics. The distributions may also be used.
mean of the samples do not occur at the same
value as the largest mode. Generally, this mode Figure 6 is one of the histograms which
is within the lowest 25% of the dBc/Hz range. displays non-Gaussian characteristics. Note
There exists a significant probability that some that this group of crystals is the largest of
crystal phase noise values will be greater than a single frequency presented in this paper. The
10 dBc/Hz from the largest mode, and in some frequency distribution appears to show a
cases greater than 20 dBc/Hz. distinct mode in the range of -139 to -127

dBc/Hz. It is possible to focus on this single
The Komogorov-Smirnov test can be used to mode and to analyze it. Using a computer

calculate the probability that the distribution generated Gaussian curve the K-S probability is
of phase noise of a set of crystals follows a 65.89% that the mode is Gaussian distributed.
Gaussian distribution. This test is a standard, The probability may be increased by adding a
non-parametric, goodness-of-fit test, which kurtosis factor to the computer generated
compares the cumulative frequency distribution Gaussian curve.
of the sample, to that of a theoretical
distribution, in this case the Gaussian. Table Because of the large amount of data
2 is a chart of the K-S probability that the available for the 100 to 111.25 MHz SC cut, it
given sample follows a theoretical Gaussian was desirable to merge or build an aggregate
distribution, whose mean equals the sample mean, distribution of this data. This merger or
and whose variance equals the sample variance, aggregate would be statistically large and

should provide further confidence in the
Table II characteristic shape of the parent distribution.

The distribution which was generated contained
over 800 data points. This is after the

Xstal Cut Ovtn Number K-S correction for crystal "pile-up" around the
Freq. of Prob. various reference crystals was accounted for in

(MHz) Xstals regard to the correction technique describred
earlier.

80 AT 5 95 0.035
100 SC 3 90 0.000 Another key element to the development of

101.25 SC 3 97 0.000 the aggregate was to account for the linear
102.5 SC 3 108 0.000 degradation or "slip" along the phase noise axis
103.75 SC 3 134 0.000 as the resonator data progressed across the 100
105 SC 3 143 0.000 to 111.25 MHz band. This linear degradation is
106.25 SC 3 73 0.000 the effect of the QxF factor or figure of merit
107.5 SC 3 56 0.000 for quartz. In simpler terms, the measured Q
108.75 SC 3 62 0.099 of the crystal falls as the frequency of
110 SC 3 69 0.011 resonance increases. Figure 13 illustrates this
111.25 SC 3 91 0.002 effect by plotting the observed yield for each

18.754 AT 1 84 0.000 SC cut frequency against a constant phase noise
,,,_ _level of -120 dBc/Hz. The line drawn through

the scatter of points is the best-fit linear
regression. Notice that the slope of the
regression line somewhat corresponds to the
expected 11% change in resonator Q.
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Figure 13

The regression line and the 100 MHz SC cut distribution (Figure 2) were
used in order to approximate the amount of slip along the phase noise axis
which each distribution would exhibit. This amount was derived by moving the
-120 dBc/Hz limit of Figure 13 down the cumulative distribution of the 100
MHz data until the same yield number of about 65% resulted as was observed for
the 111.25 MHz distribution (Figure 11). This corresponds to a shift of about
8 dBc. Using this number and the regression line, each of the ten SC cut
distributions were then shifted a conforment amount based on their frequency.

Figure 14 is a histogram of the aggregate of all ten SC cut
distributions. It is clearly noticable that the distribution is not normal.
A K-S test to a best-fit Poisson distr.bution demonstrated a very low
probabilty that the aggregate was Poisson in shape. To the authors' eyes, it
seemed likely the shape of the aggregate was the intersection of two
fundamentally different distributions. The general shapes of these two appear
freely sketched on Figure 14.
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An attempt to seperate these two distributions was performed by subtracting
an artificially generated distribution. This artificial distribution could
approximate the low dBc/Hz distribution characterised by the large peaked
mode, thereby leaving the second for analysis. The nature of the artificial
distribution was determined by matching the lower cumulative frequency
characteristics of the large peaked mode at the low end of the aggregate
distribution. This was done under the assumption that with a great deal of
the skewness removed due to "pile-up" the nature of the low end distribution
should be somewhat symetrical about its mode.

Figure 15 is a histogram of a randomly generated distribution
with the aspect described above. The sample number chosen was 381 points or
47% of the total amount of data because cumulative analysis showed that 23.5%
of the aggregate occured below the low peak mode. The mean, variance and
kurtosis were then selected to assist in matching the lower cumulative
frequency characteristics of the random distribution to the aggregate.

RANDOMLY GENERATED DISTRIBUTION
n = 381 or 47% of 812
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Figure 15

Figure 16 is a histogram of the transformed aggregate after the randomly
generated distribution of Figure 15 was subtracted. The nature of the
transformed distribution shows a large broad mode centered at approximately -
126 dBc/Hz. Cumulative anlysis of the distributions confirmed that the
decrease in the frequency of data below the mode of the transformed
distribution is real and not an artifact of the subtraction. However, the
shape of the transformed distribution is not normal.
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This could be due to several factors. Should further analysis, and greater
First, the subtraction performed on the numbers of crystals measured confirm the multi-
aggregate could easily have eliminated some of modal nature of the parent phale noise
the lower tail of the transformed distribution distributions, then an analysis of each mode,
(Figure 16). There is no doubt that some as presented for the 105 MHz data, will be an
intersection between the two distributions important thing to pursue. Process control
speculated in the aggregate (Figure 14) has theory asserts that assignable causes should
occured. Second, an inspection of the data of exist for multi-modal distributions.
the ten individual files shows that there are Investigations of these causes which lead to
large differences in the shapes of these their control or elimination will make it
constituent distributions. This will create a possible to attenuate or eliminate the unwanted,
"smearing" in the aggregate which will distort high dBc/Hz, phase noise modes.
any similarities to any standard shaped
distributions. Finally, the analysis performed Acknowledgements
above is by no means exhaustive. More intense
study and careful construction of the aggregate The authors wish to acknowledge the
will be required before any firm conclusions of participation and advice of the following
the parent population may be drawn. individuals: William Hanson, Tim Wickard and

Warren Walls. We would also like to thank Mike
Conclusions Driscoll for his contribution of the VHF bridge

circuit with which some of the data was taken.
Phase noise measurements on 1,102 crystal

resonators has been presented, in order to References
investigate the nature of the theoretical parent
distributions of phase noise. Histograms of 1. F. L. Walls, A. E. Wainwright "Measurement
groups ranging from 56 to 143 units show multi- of the Short Term Stability of Quartz Crystal
modal characteristics. They also show large Resonators and the Implications for Crystal
ranges that give rise to significant Oscillator Design and Applications." IEEE Trans.
probabilities of having crystal phase noise Instrum. Meas., Vol IM-24, no. 1, March 1975
values greater than 10 and sometimes 20 dBc/Hz
from the largest mode. Those which do not seem
to show a multi-modal nature have, however,
extremely peaked single modes.

The Komogorov-Smirnov test results, as
recorded in Table 2, has shown that the
frequency distributions of the sample groups of
crystals do not follow a Gaussian distribution
whose mean equals the sample mean, and whose
variance equals the sample variance. This is
not to say, however, that as the number of
crystals within a group increase to 200, 300,
cr higher, the distributions will not tend
towards the Gaussian. The authors have not
presented in this paper any results of the K-S
test used to model sample data to other
theoretical distributions, which they may
legitimately follow.
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Abstract

In part one different digital noise generators are described. The "Modified Allan" variance (1] proposed by Allan in
They use 1981 gives the possibility to solve the ambiguity.

1) a recursive equation known for its properties of
successive bifurcations leading to a chaotic behavior. For the white phase noise this variance exhibits a 0- slope

2) a second method is presented based on the theory of which is sligthly different from the T
2 slope obtained for the

fractals. The noise is generated from a reccurent fractal flicker phase noise: however, on a log-log plot it is difficult
curve with a given fractal dimension, the slope of the noise to find the respective asymptotes, Therefore, it can be inte-

resting to use a new variance which offers a better
spectrum being linked to the fractal dimension, separation of the white and flicker phase noises. This is the

3) a third method consists in applying the mean purpose of the present paper.
theorem to the random number series given by RDN
function of a calculator. In this manner a sample series is The variances are tested on a computer by means of series
obtained representing a white noise with a gaussian of well identified samples, which first of all must be
distribution. With three different numerical filters using generated. If it is simple to achieve a noise generator
the Z transform all the noise types can be generated. exhibiting a noise spectrum in 1/fa when a is an even

integer by using a white noise filtered by a first order filter,
In part two these noise sources are used to generate sample it is more difficult to do for the odd values of a, (or when a is
series which simulate frequency samples as given by a not an integer).
counter.

In fact all the noise spectra showing an odd value of a can
Applying the Allan variance to the samples of six be obtained from the flicker noise corresponding to a = 1.
generators (white phase, flicker phase, white frequency, Two methods can be used to obtain this flicker noise, either
flicker frequency, frequency random walk, filtered flicker by superposition of weighted Lorentzian spectra or by
frequency) yields the expected theoretical slopes have been filtering the white noise with a cascade of first order filters
observed, in series with cut-off frequencies distributed as a geome-

It is well known that both white phase and flicker phase trical series.

noises give in time domain when using Allan variance the These noise generators will be used for comparing the
same characteristic in log-log plot slope, which corresponds properties of different kinds of variances : Allan variance,
to T-2. It will be interesting to separate the two contri- Modified Allan variance and Filtered Allan variance.
butions, this is one of the properties of the Modified Allan
variance.

In the present work a new method is used. It consists in
filtering the f'0 and fo phase noise (simulated by the pre-
vious noise generators) by means of a digital filter in time White noise generators
domain (using the Z transform), which yields f-3 and f-2 Recursive equation
noises, which thus can be identified by Allan variance.

The first method which was tested is based on the use of a
The combination of the digital filter and the Allan variance recursive equation known for its properties of successivecorresponds to a new variance, which is described and bifurcations leading to a chaotic behavior (Fig. 1)

compared to the well known "Modified Allan Variance".

Xn+ I  
' 4 x. 0-x. )Introduction

- For A < .8 there is only one solution obtained by

The "Allan Variance" which is used for the characte- solving the equation xn+ = Xn
rizations of a signal, gives the possibility to identify in time - For .8 <A < .88 there are two solutions corresponding
domain the different types of noises present in a frequency to Xn+2 = x,. Then the number of
source ; their respective levels in frequency domain can be possible solutions increases drasti
calculated by Fourier transform, but for white phase noise caly with .
and flicker phase noise, this transformation is not possible and
because they exhibit an Allan variance with the same -For A-- 1 the number of solutions is so large
power law T-

2 and consequently they cannot be separated. that the behavior is chaotic, and the
power spectral density of the corres-

Contribution of US Government. Not subject to US ponding values appears as a white
copyright spectrum.
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Xn

(a) (b)

Fig. 1 : Rtcursive equationXn 4Xn U -Xn)
leading to successive bifurcations and chaotic behavior (a)
white spectrum corr'esponding to the chaotic bahavior (b)

Fig. 2 Construction of a fractal curve with a given fractal

This is a very easy method to generate random numbers dimension by successive iterations
with white spectum. But it must be noticed that these
distribution functions is not gaussian.

|)
Using fractal

The second method uses the theory of fractals. A l"mit for freque, cut-ofIdeterministic fractal signal, looking like a noisy signal can - and 0
be easily fabricated by means of a broken curve drawn in a
rectangle lattice with m times n elementary rectangles as
illustrated by figure 2.

for given) Wijijg, "'lid "lIowThen by successive iterations of each elementary segment
a fractal curve is obtained with a resolution depending on
the number of iterations, and with a fractal dimension D
which is simply given by

D 2 log n Ug 0 I 2 3 4
A curve with a given fractal dimension can be easily
obtained by simply choosing the number of the elementary Fig. 3: Relation between fractal dimension D
rectangles. and power spectral density coefficient a

The fractal dimension of various curves was plotted as a
function of the coefficient a of the measured 1/fa power
spectral densities (Fig. 3).

Therefore, it is possibie to generate a noise with a given From a computer random number generator
power spectral density by choosing the appropriate fractal
dimension, following Fig. 3. But this curve depends on the This other method uses a generator of random number xi,
frequency cut-off of the signal. On the same figure is corresponding to the "RND" functions of a computer, whose
indicated the limit corresponding to frequency cut-offs and values are between 0 and 1 with a white distribution
zero and infinity. function. This white distribution function can be trans-

formed to a gaussian distribution with a zero mean value
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by applying on the xi samples the mean theorem in order to 3so
obtain the xi samples defined by

N 300

X - (x -0,5)
NN 250 N

200

150

50

B l 0
N -. 4 -,3 - 2 -. 1 0 ,A 2 3 .4 is

di tr ibut on -unct ion Fig. 6: Distribution function of the RND number generator
after application of the mean theorem for N = 3

350 N=8
mean theorem j - (x -,)

300

20

200

150

100.
.5 .,5

Gausslan distribution obtained 50

by using the mean theorem

Fi. 4 -. 5 -. 4 -. 3 -. 2 -. 1 0 .1 .2 .3 .4 .5

Distribution function of a RND generator and application Fig. 7: Distribution function of the RND number generator
of the mean theorem to obtain a gaussian distribution sfter application of the mean theorem for N = 8

For N = 1 we obtain the original shifted white distribu-
tions (Fig. 5) calculated on 8192 successive generated
numbers. This series of samples is considered as a series of time

samples integrated over a time interval t similar to
frequency samples furnished by a counter. The corres-

3o ponding Allan variance o2(t) exhibits a slope of-1 on a log-
log plot as expected for white noise (Fig. 8).

300

Poo N - 8

to-N

I'MI N-

-0 q 4 ... - P .. 1 0 . .2. 3 4 .0

Fig. 5: Distribution function of the RND number generator
after application of the mean theorem for N = 1 . .-.

to,*
1 2 5 10 0 0 00 tO 00 500 I0000 0000

Figs. 6 and 7 show the gaussian distribution for N = 3 and

N = 8. Fig. 8: Allan variance obtained for a white noise and N 8
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Generation of l/fa noises an Inverse Fourier Transform is applied to the filtered
components in order to obtain a sequence of random

The different noises are obtained by filtering. Only three number with the desired 1/fa spectrum.
different types of filters (derivative filter, integrator filter FFT H(f) IFT
and 1/f filter) are necessary to obtain from white noise all
the kinds of noises found in the frequency noise spectrum of xj(t) - En(f) - En fit(f) - xj mt(t).
oscillators. Then these noise generators are used to test the Allan

fo X f2~ white phase noise variance, Modified Allan variance, and the new Filtered
fo X X f2  - flicker phase noise Allan variances.
fo - white frequency noise
fo X f' - flicker frequency noise Comparison of variances
fo X f 2  

-* random walk frequency noise.

Two processes can be used, digital filtering or a fast Fourier For each type of variance a double check is made (Fig. 9). In
transform, the first one the variances are obtained in the frequency

domain by means of a FFT of the random signal, then by
filtering with the transfer function Hi(f) of the corres-
ponding variance and by integrating where:Digital filtering Hi(f) corresponds to the Allan variance

A general transfer function for a filter can be written as 1H2(f) corresponds to Modified Allan variance
H3(f) corresponds to the Filtered Allan variance with

S(p) 1 +pk 2  (nf&) filter
= H14(0) corresponds to the Filtered Allan variance with

E(p) 1 +pk I  f2 filter

By applying the complex homographic transform corres-
ponding to the well known Z transform, which links Z top FREGUNY iOliflN

Z= - or p =S = 7 rr (f - 2 (tin 
4  'rCW ?

The output samples S(xi) are expressed in terms of the I, (f) )1 2 (sing (cf),(iRF? sine (11t211
output samples E(x i) by tle relation I III () - 2 (sin 4 (Cil"iiTC)/ 4

1+-k 2 + - X 1(f)1' - 2 (1n n(f))/(
2 (nflci )

S(x E .)+ '- E )- S _, Io,).,
I-) + 1I + k I I + ki All Var. 0,2(c)-l(,1i-xl

Four types offilters can be obtained: Variance od.ni,,in Var. 5 (,)'(? k, -, hi])
a) for kl = 0 and k2 z 0, the corresponding transfer sequenc

function IH(f) 2 is proportional to fP. This is a derivative rilt.nlan (Oct)
filter.

b) for k2 = 0 and kj e 1, the corresponding transfer - rilt.lln ((I' ,s(ci-(xg-st) t

function IH(f)12 is proportional to f-2. This is an
integrator filter.

c) for k2 = akI with kl < k2, the transfer function Fig. 9 : Defnition of the Filtered Allan variance and
corresponds to a pseudo-derivative filter, schematic diagram of the double check of the four

d) for k2 = bkI, with kI > k2 the transfer function variances in the frequency domain and in the time domain
corresponds to a pseudo-integrator filter.

The association of n pseudo-integrator filters with cut-off
frequencies distributed by a geometrical series gives an Simultaneously the second one is the simulation in the
equivalent 1/f transfer function. time domain performed by calculating the variance with

the corresponding algorithm. For the Filtered Allan
For n filters in series variance two types of digital filters are applied. The first

n has a transfer function proportional to (nTf) 2 and the
j2 = - ' ( )+ a'f 1 second has a transfer function proportional to fP. These

= 1 +a + f filters are the digital filters defined in the lastparagraph.

An example of this double check for white phase noise is
shown on Fig. 10 for a Filtered Allan variance obtained
with a (f 2) type filter calculated with 8192 samples.

These curves exhibit a -1 slope as expected. For large
values of - the number of averages decreases and the
accuracy of the curve corresponding to the time domain is
worse.

FFT method To increase the number of averages we can use the Allan
variance with overlaping averages. The result of this

In this method the sequence of random numbers, given by calculation gives a curve (Fig. 10) which is closer to the
the white generator, is first Fast Fourier Transformed, to curve calculated by transformation from the frequency
obtain the components in the frequency domain, then these domain. This means that information on the signal is lost
components are weighted by the corresponding coefficient with the Allan variance when the number of averages is
of the H() transfer function of the desired filter and finally too small.
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Fig. 11 Angular difference between the asymptotes of the

Fig. 10 : Results of the double check for a Filtered Allan Modified Allan Variance and the Filtered Allan variance
Variance obtained with a (fp2) type filter

calculated with 8192 samples 2

fl

These double checks have been made for the four variances f -Z filtering
in the case of white phase noise, flicker phase noise and
white frequency noise. Table I gives the characteristic 19-a
slopes of the four variances.

+

Alan Modified Filtered variance + + + + + + +

S,(f) variance Allan -0

variance (nf).2  f2

2 -2 -3 -3 -1
1 -2 -2 -2 0 1 0"' 10"  10"- €(l

0 -1 -1 -1
0 -_ 1 -1 - 1 Fig. 12: Fil tered Allan variance ofa 5 MHz oscillator

showing white phasenoise and flicker phase noise
Table I

Characteristic slopes of the different variances

In other words a white phase noise spectrum will be treated
as a white frequency spectrum, a flicker phase spectrum as
a flicker frequency spectrum and so on.

This shows that for white phase noise and flicker phase For a white phase noise spectrum Sy(f) the Filtered Allan

noise, Allan variance gives the same -2 slope as it well Variance becomes

known. known, 
o t) = h2/2

The Modified Allan variance distinguishes these two noises nist rum = Y t

with -3 and -2 slopes. The Filtered Allan variance g.ves -3 and for flicker phase noise spectrum Sy(t)

and -2 slopes for filtered transfer function in (nrf)" and-1 ( =h1 . 2n2

and 0 for filtered transfer function in f.2.

The hi and h2 values of the signal spectrum can be deduced
However if we compare the variances in a log-log plot from the last relations
(Fig. 11) it is clear that the distinction between the two
noises (flicker phase noise and white phase noise) is even hi = 10- 2

easier with the Filtered variance since it exhibits an angle
of 450 between the asymptot rather than 8° as the Modified h 2 = to-28

variance does.

In Fig. 12 is given the stability curve in the time domain of
a 5 MHz quartz oscillator measured with the Filtered (r 2) References

variance. Te value of the transfer function of the digital [1] David W. Allan and James A. Barnes, Proc. 35th Ann.
filter bein equal to 1 at 1 Hz, this filter transforms the on F Ct. 1981) 470
frequency fluctuations into phase fluctuations and the well Synp. req. on. ( 1, p.
known relations between frequency domain and time (2] J.C. Radix, Introduction r a Filtrage Numdrique, 1970,

domain must be shifted by a factor of f 2. Eyrolles.
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Abstract: Extending the concept of the extended Allan variance analysis to the
This paper is concerned with two related aspects of the recent Hadamard variance approach [5], we intend to introduce a new

research work carried out at Portsmouth Polytechnic in the UK parameter termed extended Hadamard variance [17] used in frequency
regarding numerical and digital techniques for the measurement and stability analysis. An attempt has been made in this paper to present the
synthesis of phase noise in oscillators, properties, and the potential interest and the usefulness of this extended

The first aspect concerns the introduction of a statistical quantity Hadamard variance.

termed extended Hadamard variance to be applied in frequency In parallel with the development of the measurement and
stability analysis by making use of digital frequency counter characterization techniques for the frequency/phase noise studies [17],
measurements. The properties, the potential interest and the usefulness we focus on the synthesis of random phase noise processes presented in
of this parameter are briefly demonstrated and applied to the study of a the oscillators and radio propagation signals [9,16]. A modeling
signal from a synthesizer f.m. modulated by white noise followed by method called autoregressive integrated moving average (ARIMA)
the frequency counter and signal processing. It is shown that not only technique [4,6] employed in the random noise simulations is
the Hadamard variance but the Allan variance and the extended two- described. This approach consists in generating l/f 0 noise process,
sample variance are such sets of this variance, with -1 <5 a<l. A linear model offering the generation of the radio

The second aspect quite important and closely related to the first propagation-like F.M. noise (t = -2/3) is presented.

one refers to modem requirements for numerical simulation of random Furthermore, one of Monte Carlo methods [15] used in the
noise, emulating phase or frequency fluctuations, and with the generation of random numbers with a fairly wide variety of distribution
following features: (a) variable slope cc of the power spectrum functions is explained. The reason is that the random processes we
Sy(f) -fI with a a positive or negative real number (not necessarily occasionally deal with are not confined to a normal probability density
integer), and (b), in parallel with (a), the ability to generate noise with a function, especially to be the case in the relative short-term studies of
predetermined amplitude distribution (uniform, Gaussian, etc). The the random processes.
paper describes the autoregressive integrated moving average technique To summarize; this paper briefly presents numerical/digital
used to generate the various types of random noise including the radio techniques applied in the measurement and synthesis of the phase noise
propagation f.m. noise (Sy (f) - f -2/3) and the Monte Carlo approach to presented in oscillating sources or in radio propagation signals. The
transform from one distribution to another. experimental and computer simulations are also included.

2. Multiple Sample Variance: Extended Hadamard
1. Introduction Based upon the concepts of (8], we propose to apply the

With the development of high-performance, high resolution and extrapolation technique to the analysis provided by the Hadamard
programmable electronic counters, cost-efficient F noise variance [14]. This approach combines the shifdng capability of the
measurements can be carried out for Fourier frequencies not too far extended two-sample spectral window towards the carrier of the signal
away from the carrier. The use of digital frequency counters for the by increasing the number of the counts cascaded and also offers
measurement of frequency stability has progressively gained spectral analysis as high as the conventional Hadamard variance does.
acceptance because counters are relatively insensitive to amplitude This new statistical quantity is called extended Hadamard
variations of a signal after suitable conditioning of the signal. The very variance [ 17] and is defined as
high-performance oscillator which is used in an electronic counter
using the reciprocal method permits high accuracy of measurement. A <02(N ,kT,kc)> = . <( 3k ,+-k+ +Uk, -

reciprocal counter uses a high frequency internal clock and the period i.ok * ' " '
of the unknown signal is computed from the counting of the number of + Vk, ,N1 -

clock cycles within a given number of signal periods.

By making use of the counter readings .several algorithms for = < <)k. I+ -.', +2 +Y -,+3-

frequency stability analysis have been developed [1,2,5,8]. A

common, fast and simple way to measure and characterize the phase ...... + Yk,',,+,-. ',, )2>

noise processes (except flicker and white phase noise) present in an <y > (I)
oscillator is to carry out the Allan variance analysis [2]. Allan has also
suggested a relatively complicated quantity called modified Allan where N is an even number greater than 2, k is an integer greater than
variance 11] to be used in the identification of the flicker and white or equal to 2 and u, is the carrier frequency set-up in an oscillator.
phase noise processes in the time domain studies of the frequency .t. , represents the additions of k successive frequency counts (not
stability of an oscillator, time intervals) measured with the gate time , and ,Fk. represents the

Similar to the approach of the Allan variance estimation addition of the k successive fractional frequency values at the ith time
Baugh [5) proposed to use a statistical quantity termed Hadamard interval. In eq. (1) * denotes civea tional (see [8) and hH (t) called
variance, <oaA(N,T, )>, resembling the Hadamard transform [12], for inteneq (1), fdnte on (see [c
deriving the spectral density of phase noise. One can shows that the extended Hadamard function is expressed as
associated spectral window is narrower than the Allan one, that is, the N I) I ' I
equivalent noise bandwidth (ENB) of the Hadamard and Allan spectral hui (-l~ ( -
windows are 1.2337N-"r and 0.476r "' respectively.

Similar to the concept suggested in [11], Faulkner and Vilar [8) t--k+qX4rH)-) (2)
have independently introduced a parameter termed extended Allan in the time domain, where td is the dead-time between successive
variance or two-sample variance for the characterization and the frequency counts. y is 0 for t < 0 and 1 for t > 0. The corresponding
measurement of long-term or close-to-carrier phase noise in oscillator. transfer function expressed in the frequency domain, HHk(f), is given
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by 7.74
(f inrrf' sinnfk(r+td) sin(v jkN( 3))

IHH 1= -- rr sinxrf(r-Td) cosftf(T+'d) (3)214

It is noted in here that the extended Hadamard function exhibits the
same sidelobe problems (see [17]) as the Hadamard function [14] if
one uses this variance for spectral analysis. The limitations can be
minimized like for the Hadamard variance analysis by applying the

appropriate weighting factors (see [10, 13)).

The equivalent noise bandwidth (ENB) of I Hk'(f ) is found to 1

be 4
-7 r 5 UO~ 3jo .08

ENB~k  I 1 sin2k (k 9.098

HA 4Nkr 2 sin 2 ".... (4) kI

2kr (a)

and the maximum value of IHttk(f)l is located at
I r= .5 .7

f =f
= 2k(I+) Following the definition of quality factor Q of a

conventional tunned circuit, a parameter called quality factor Q of a

function h (t) can be introduced and is defined as Q = _., instead of

fmax-, where f,,. is the frequency at which the maximum va" e of
BWas 0. 5328

the transfer function IH(f)I is located, H(f) is the Fourier transform
of h (t), and BW 3dO is 3 dB bandwidth of I H(f)1. Thus, the quality

factor O of the extended Hadamard window can be expressed as

4Nr 2sin

le sin t  N 14(5)2

2k k
which is shown in Jig. 1. From ig. 1, one can conclude that a good
resolution spectral analysis can be achieved using the extended (b)
Hadamard variance as the of the spectral window is relative high, Figure 1: The qual Ity factor (Hk of the extended

aslongasN >>k and I <( '+td)/ < 3. Following the concept in 18], Hadamard function as a function of k, N

the relationship between the extended Hadamard variance and the and r. r Is equal to (t +Td)/'C .
power spectral density of the fractional frequency deviations Sy(f) can
be written as

Pi+i = Ps + d (7)

<62(NJr A.> = Sy(f)IHn(f)1 2 , 1, In order to have same positive and negative error for a straight line
o approximation to the transfer function modeling the Ilf Inoise process,

= Sy (f I) ENBHAI Hn(f i) 12 the position of the zero zi is given by

ad4 (8)
N

S k,(f i) r (6) Thus, the frequency of the (i+l)th pole, fp j+1 (or lO""'), and the ith

zero, fj (or 10z), can both be found from the frequency of the ith

Since f = 2k (,rd)' one can estimate the power spectral density polefp:, using

along the Fourier frequency axis by varying the parianeter k. In the fp ,+I =fp, 10 and (9)

other words, one can study the phase noise spectral density Sw(f) at f . 10=f4 .2 (10)
the different Fourier frequency by changing the cascading number of

A)o (It is noted in here that the Bode plot approach for the design of analog

the frequency counts as Sv(f)P Sy(f). filter, which then permits building a digital filter via matched Z-
transformation, has also be used in (7].)

3. Synthesis of Random Noise Processes The frequencies of the poles, fp,, or zeros, f,, of the analog
two-port networks and the parameters of the corresponding moving

3.1. Autoregressive Integrated Moving Averaging Modeling average (MA(1) 1), 0j, or auto-regressive (AR(I)i), j, digital filters are

Technique (ARIMA) [6] related by [4]

In the process of reviewing the technique called ARIMA applied - 1 - n d (I)

to build a flicker-like random noise model [4], we have found that the 1 + f
ARIMA modeling approach can be extended to construct a llf' 1- (12)

random noise model, with -I a 1. i 12)

Suppose we model a noise process Sy(f)=hafI using different I +ifpI

single-order low-pass and high-pass two-port networks cascaded in We can determine the coefficients of the cascaded AR(1) or MA(1)

series (see jig. 2). The distance between two neighboring poles p, and filters of the desired ARIMA model from the frequencies of the poles

p,+i of the two-port networks is assumed to be d in a log-lin scale. or zeros for a given value of ce, with 0 . j, < 1 and 0 i < 1. An

That is, example of a z-2/3 is shown in table I.
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f (log-scale)

Ri f(x)d(15)

- +Thus, by taking any arbitrary set of integration limits S i, we get a
set of numbers ( Ri which is uniformly distributed in the range (0,1).

01 Now let us define the random variable 4 exhibiting a probability

V)r density function f (x), and the distribution of the random variable 11
being uniform in the interval (0,1). In order to demonstrate the

O(d/2T - technique of the distribution function transformation, we relate the
Zl+1 random variables 4 and i by

1= f f(x) dx

Figure 2:
The asymptotlc Bode plot of the transfer function of the =F( ) or (16a)
analog filter which models a random noise process hNf.

Since the output of the i th MA filter is the input of the ith AR by following the concept of eqs. (15) and (16a-b), and defining F(4) as
filter (low-pass filtering followed by high-pass filtering), we can the integral off (x), where F- 1 is known as the inverse function of F.
consider that the ARIMA(k,0,1=k) linear system can be built by Clearly F is the cumulative distribution oft, the plot of F(t) against
cascading k different ARIMA(I,0,1) models. Then we establish 4 is a virtual linear curve, and thus the transformation operation Is a

mild non-linear mapping process. One notices that the important
(1-kB)yi.=(1-6tB)aj,. or (13a) aspect in the mild non-linear transformation approach is the

yin=aiq -6j aj,4-i+jyj,,- (13b) complexity in computing F( ) and/or F-I( ). It is also worth noting
that Tl and (1 -1r) exhibit the same uniform distribution in the interval

where ai is the input of the ith MA filter, y,,, is the output of the ith (0,1). Therefore, one may replace F-I(ri) by F-( -'1) in the
AR filter at the nth time interval, and B is a backward shift operator simulation of the random process if one wishes (perhaps to simplify the
(delay), that is, Biat. = ai,-j. Having calculated [ j,., 6i ) using the algebraical calculations).
relationships (11) and (12), the concept of eq. (13a-b) establishes a
system of difference equations representing the desired llfl noise 4. Experimntal And Computer Simulation Results
process. With white noise applied to the input of the designed ARIMA The test oscillator consisted of a synthesized carrier F.M.
model, one can obtain the desired llf " noise process. modulated by a white noise degrading the spectral purity and phase in a

It is important to note that a smoothing process is used in the controlled manner. The frequencies were then monitored by a fast,
simulations, that is, 2N random numbers generated by the designed high-resolution and programmable microcomputer via the IEEE-488
ARIMA model are averaged to generate N-samples which are found to instrumentation bus. The measured frequency counts u(.,) can then be
exhibit the best approximation to the desired process. (This 2-to-1 processed using eqs. (1) and (6) to carry out the Hadamard type of
smoothing process has also been applied in generating a flicker-like spectral analysis, as well as conventional Fourier analysis. The results
frequency noise process by means of the Bames-Jarvis flicker noise are shown infig. 3.
generator [3].)

3.2. Distribution Transformation of Random Processes

In the computer simulations of colored noises, a filtering 30

technique is used. White frequency random noises are filtered by means
of linear digital filters. The white random noise process being used is 20

not necessary normal and is arbitrary (say uniform). However, the
output of the filter exhibits very closely a normal probability density 10
function. The reason is that the digital filtering process S

vo(n)= Z vi(m)h(rn-n) ,(14)+
m-o -I0 co

-to 0 0

as a discrete convolution, that is, a weighted linear combination (a +

sum) of random numbers, where vi is the input (non-Gaussian random) - -20 +4
signal to the filter h, and vo is the output of the filter. According to the + + *
Central limit theorem, that sum leads to normal probability density -30 - 0+
function as long as the impulse response of the filter is longer than the
correlation time of the input signal of the filter and the monents of the -40 - + + 0+ +
input process { vi ) are finite. One needs also a minimum numbers of + +

terms n, which is usually the case. -5 /

In order to extend the studies to non-Gaussian random processes, +

we use one of the Mnnte Carlo methods [15] to transform the . 1 10 100
generated Gaussian prt,,ess to others (which can be uniform, 0 100

exponential, Rayleigh, and so on) without altering the power spectral Four frequnc f/H

density function of the random process. The fundamental expression Figure 3: Heasured phase noise specu-tn. (whi to F.M.)
connecting random numbers St with a given distribution function f (x), +++ using convetional Fourier atlys
to random numbers Ri uniformly distributed over the interval (0,I) is
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An attempt to simulate white frequency (ct = 0), flicker frequency Table 1: The parameters used to model the radio propagation
(a =-1) and phase (a= 1), and radio propagation frequency modulated Tam. oise propess.

(a =-2/3) noise processes exhibiting Gaussian probability density Em. noise process.

function has been carried out using the ARIMA modeling approach. d 0.409836 a -2/3
50 noise sequences of each type of the mentioned processes were used
to find the corresponding spectra. Each set contained 1024 samples. 1 4, _,

The average of the 50 set spectra of each noise processes are shown in 1 0.993883 0.991631
fig. 4. In addition, the model used to simulate the radio propagation 2 0.984357 0.978637
F.M. random noise is shown in table 1. 3 0.960295 0.946014

Applying the ARIMA modeling technique and following the 4 0.901064 0.866925
concept demonstrated in eq. 15, we have also carried out computer 5 0.764105 0.690403
simulations of the radio propagation F.M. noise processes (oa =5-2/3)0.415 0.

with Gaussian and exponential distributions. The selected oscillograms 6 0.488558 0.359999

and the results of the corresponding statistical analyses of the Gaussian
and exponential-like types of propagation F.M. random noises are
shown in figure 5. These random processes have zero mean and unity 10 b

variance in order to compare their spectra. The results of the spectral b

analyses of the simulations are shown in figure 6. 5

5. Discussion and Conclusion 5dd

By comparing the extended Hadamard window presented in this -5

paper with the windows of the Allan [2], extended two-sample (8] and 8 -to
Hadamard variances [5], one concludes that the latter three are only z .. ," a

special cases of our extended Hadamard variance. The experimental 7 -15
results shown in fig. 3 confirm the possible use of the extended

Hadamard variance in frequency stability analysis although the -20
sidelobe structure of IHH(f)I can be a disadvantage in the spectral 25_ _ J

estimation of Sy(f) (see [17]). From eqs. (I) and (6), andfig. 3, we cup
can conclude that this statistical approach offers a fast, simple and -30 _ _

relative accurate way to estimate the spectrum in some frequency a
ranges where Q11(s) are high enough. In the low 6H, regions of the 5 C 0

extended Hadamard analysis, that is, the spectral components shown in
fig. 3 locating at f < 1 Hz, a further bias correction will be expected to "boo 1 0.00t 0.01 0.1
be applied in the spectral estimation. From the results shown infig. 1, 2 /
one must notice that Qn, can be kept at a relative high value as long as Fig re 4: The power spectra of the computer simulated

N >>k and 1 < ('r-'-d)/I <3. random noises. F. Is the sampling freqencly.
aa: white frequec noise process.The ARIMA modeling technique concerned with the design of -bb: fickerequenc noise process.

analog filters provides a simple way to build the desired I/f t -like ccc: flicker phase noise process.

random noise generator, with -1 < a<+l. The analog model of the ddd: propagation frequency modulated noise process.

desired noise process is firstly designed by means of the graphical
approach called Bode plot. From eqs. (11) and (12), the parameters of (a) (b)
the ARIMA linear system can be easily calculated by the corner
frequencies of the corresponding analog filter. The qualities of the 2
simulations have been justified by means of conventional Fourier 3
analysis (see fig. 4). Also the success of the synthesis of the random 12
noise process with a theoretical roll-off of -2/3 shows a powerful mean 0

for the studies of radio propagation and frequency standards. .1

Furthermore, we have considered the statistical properties of the 0

random noise simulations. One of the Monte Carlo methods used to 21

transform the probability density function of a random process to "- 20 Ao 600 M _% 2 Q0 6W tOM J-M
another has been presented. From the results shown in figs. 5and 6, we semPie at the nth time Interval sample at the nth tim intrval

find that numerical synthesis of random processes with a selected first (c) (d)
order probability density and power spectral density function can be 2
achieved by following the concepts demonstrated in section 3. In the I
other words, the simulation results show that as expected there are no 1,,o

perceptible relationship between the first order probability density 14 N

function and the corresponding power spectrum density function of a 1:o2

random process. However, since the spectrum analysis is implicated in so
the second order probability density function, an area concerning with 60
the virtual linear mapping process and the second order probability 40

density function is exposed for a further investigation. 20
-223 -120 -16.2 87.1 M 21 0 -103 11.6 126 241 36 471

range * 0.Oi rae * 0.01

Figure 5: (a) & (b) The osclllograms of the slmiuated radio
Propagation F.m. random noises.

(c) The histogram oF the simulations shown in (a).

(d) The histogram oF the simulations shown in (b).
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Abstract identical to that obtained by standard statistical analysis. The

We theoretically and experimentally investigate the biases variances for spectral density estimates of f-4 noise are only

and the variances of Fast Fourier transform (FFT) spectral es- 4% higher than that of f0 noise for two of the windows stud-

timates with different windows (data tapers) when used to an- ied. The third window - the uniform window - does not yield

alyze power-law noise types f 0, f- 2 , f 3 and f-4. There is a usable results for either f 3 or f- 4 noise.

wide body of literature for white noise but virtually no investiga- Based on this work it is now possible to determine the

tion of biases and variances of spectral estimates for power-law minimum number of samples necessary to determine the level

noise spectra commonly seen in oscillators, amplifiers, mixers, of a particular noise type to a specified statistical accuracy as a

etc. Biases (errors) in some cases exceed 30 dB. The experi- function of the window. To our knowledge this was previously

mental techniques introduced here permit one to analyze the possible only for white noise - although the traditional results

performance of virtually any window for any power-law noise. are generally valid for noise that varied as f-0, where P3 was

This makes it possible to determine the level of a particular equal to or less than 4.

noise type to a specified statistical accuracy for a particular 11. Spectrum Analyzer Basics
window.

The spectrum analyzer which was used in the experimen-

I. Introduction tal work reported here is fairly typical of a number of such in-
struments currently available from various manufacturers. The

Fast Fourier transform (FFT) spectrum analyzers are very basic measurement process generally consists of taking a string
commonly used to estimate the spectral density of noise. These of N, = 1024 digital samples of the input wave form, which we
instruments often have several different windows (data tapers) represent here by X1, X2, ... , XN,. The basic measurement
available for analyzing different types of spectra. For example, period was 4 ins. This yields a sampling time At = 3.90625 Ms.
in some applications spectral resolution is important; in others, Associated with the FFT of a time series with N, data points,
the precise amplitude of a widely resolved line is important; and there are usually (N,/2) + 1 = 513 frequencies
in still other applications, noise analysis is important. These
diverse applications require different types of windows. hj = o1, N.12.

We theoretically and experimentally investigate the biases N.At

and variances of FFT spectral estimates with different windows The fundamental frequency fl is 250 Hz, and the Nyquist fre-
when used to analyze a number of common power-law noise quency fN,12 is 128 kHz. Since the spectrum analyzer uses

types. There is a wide body of literature for white noise but vir- an anti-aliasing filter which significantly distorts the high fre-
tually no investigation of these effects for the types of power-law quency portion of the spectrum, the instrument only displays
noise spectra commonly seen in oscillators, amplifiers, mixers, the measured spectrum for the lowest 400 nonzero frequencies,
etc. Specifical!y, we present theoretical results for the biases namely, fl = 250 Hz, f2 

= 500 Hz, ... , f400 = 100 kHz.
associated with two common windows - the uniform and Han- The exact details of how the spectrum analyzer estimates
ning windows - when applied to power-law spectra varying the spectrum for Xi, ... , XN. are unfortunately not provided
as f0, f-2 and f- 4 . We then introduce experimental tech- in the documentation supplied by the manufacturer, so the fol-
niques for accurately determining the biases of any window and lowing must be regarded only as a reasonable guess on our part
use them to evaluate the biases of three different windows for as to its operation (see [1] for a good discussion on the basic
power-law spectra varying as fo , f-, f - and f-4. As an ex- ideas behind a spectrum analyzer; two good general references
ample we find with f- 4 noise that the uniform window can have for spectral analysis are [2] and [4]). The sample mean,
errors ranging from a few dB to over 30 dB, depending on the
length of span of the f-4 noise.

We have also theoretically investigated the variances of N_ _ Xt,
FFT spectral estimates with the uniform and Hanning windows 9=1

(confidence of the estimates) as a function of the power-law is subtracted from each of the samples, and each of these "de-

noise type and as a function of the amount of data. We in- meaned" samples is inultipled by a window hg (sometimes called
troduce experimental techniques that make it relatively easy to a data taper) to produce
independently determine the variance of the spectral estimate X h)

for virtually any window on any FFT spectrum analyzer. The X =h) h( - •

variance that is realized on a particular instrument depends not
only on the window but on the specific implementation in both The spectral estimate,
hardware and software. We find that the variance of the spec- N, 2

tral density estimates for white noise, f 0 , is very similar for ,(fj) = At j ff I , j 0,1,... 12,

three specific windows available oii one instrument and almost
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is then computed usinS an FFT algorithm. The second model is a discrete-parameter, random-walk process
The subscript "1" on Si(fi) indicates that this is the spec- (nominally f- 2 noise):

tral estimate formed from the first block of N, samples. A
similar spectral estimate S2(fj) is then formed from the second a2At
block of contiguous data XN,+i, XN,+2,..., X2N,. In all, there X = Ee. and S(f) = 4sin rAt)

are Nb different spectral estimates from Nb contiguous blocks, J=1

and the spectrum analyzer averages these together to form The third model is a discrete-parameter, random-run process
(nominally f- 4 noise):

(1),t o 2At
1 ,

S~~fED and Sk~i)f()

k-i X='= e. and&=I 16 sin (7rfAt)
It is the statistical properties of S(fj) with which we are con-
cerned in this paper. Continuous parameter versions of these three models have been

Unfortunately some important aspects of the windows are used extensively in the literature as models for noise commonly

not provided in the documentation for the instrument. One im- seen in oscillators.

portant detail is the manner in which the window is normalized. For each of the three models we have derived expressions

There are two common normalizations: for E{S(f)}, the expected value of S(f). These expressions
depend on the window ht, the number of samples N. in each

N, 1 N. block and - in the case of a random-run process - the num-
(h (X-X)] 2 = - (X5- )2  ber of blocks Nb. The details behind these calculations will be

t= =1 reported elsewhere [3]; here we merely summarize our conclu-
and sions for the three models in combination with the uniform and

N, Hanning windows and N, = 1024.
h = 1. (2) First, for a white noise process,

t=1

The first of these is common in engineering applications because E{S(fj)} = S(fj), j = 1, 2,..., 512,

it ensures that the power in the windowed samples X~h) is the when the uniform window is used. For the Hanning window,
same as in the original demeaned samples; the second is equiv- the above equality also holds to a very good approximation for
alent to the first in expectation and is computationaly more 2 < j <511 and to within 0.8 dB for j = 1 and 512 (the latter
convenient, but it can result in small discrepancies in power is of no practical importance since the highest frequency index
levels. Either normalization affects only the level of the spec- given by the spectrum analyzer is j = 400). These theoretical
tral estimate and not its shape. calculations agree with our experimental data except at fi (see

There are three windows built into the spectrum analyzer Table 1).
used here. The first is the uniform (rectangular, default) win- Second, for a random-walk process,
dow h(,U) = 1/v-NW,. The second is the Hanning data window,
for which there are several slightly different definitions in the E{S (f,)} = 2S(f,), j = 1,2,...,512,
literature. In lieu of specific details, we assume the following when the uniform window is used, i.e., the expected value issymmetric definition: we h nfr idwi sd ~. h xetdvlei

twice what it should be at all frequencies. This theoretical re-
/ 27r(t - 0.5)' N. sult has been verified by Monte Carlo simulations, but it does

h, C (H) (1 - cos N, 1 < t < - not agree with our experimental data, which shows no signifi-
)N.) cant level shift in the estimated spectrum. The source of this

h(H)t+l, N + 15 t 5 N; discrepancy is currently under investigation, but it may be due
i +to either (a) factors in the experimental data which effectively

here C(0 is a constant which forces the normalization in Equa- make it band-limited, random-walk noise, i.e., its spectral shape

tion (2). The third window is a proprietary "flattened peak" is markedly different from f 2 for, say, 0 < f < f, or (b) an
window, about which little specific information is available (it incorrect guess on our part as to how the spectral estimate is

is evidently designed to accurately measure the heights of peaks normalized by the spectrum analyzer. For the Hanning window,
in a spectrum). we found that

1.08S(f,) j = 1;
III. Expected Value and Bias of Spectral Estimates 1.48S(fj) j = 2;

III.A. Theoretical Analysis E{S(f)}= 1.07S(fj) j = 3;
1.07S(f 1 ) j = 4;

We need to assume a noise model for the Xe's in order 1.04S(fj) j = 5;
to determine the statistical properties of .(f 2) in Equation (1). S(f ) 6:_ j :_ 511 to within 3%,
We consider three different models, each of which is represented
in terms of a Gaussian white noise process et with mean zero i.e., S(fj) is essentially an unbiased spectral estimate except
and variance o'. The second-order properties of each model for the lowest few frequencies. This theoretical result has been
are given by a spectral density function S( ) defined over the verified by Monte Carlo simulations and also agrees in general
interval [-1/(2At), 1/(2At)] in cycles/At. The first model is a with our experimental data.
discrete parameter, white noise process (f 0 noise): Third, for a random-run process,

Xt = et and S(f) = a At. E{S(f,)} = CNtf - 2, 1 < < 400,
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to a good appoximation when the uniform window is used, precision of order 0.2 dB generally requires 1000 samples. This
where CN, is a constant which depends on the number of blocks measurement verifies that the spectral density function and the
N and increases as Nb increases. Thus the shape of E{S(f,)} internal reference voltage of the FFT are accurately calibrated
follows that of a random-walk process (f-2) rather than that and working properly. Virtually all of the windows accurately
of a random-run process (f-'). This shape has been verified determine the value of white noise if the first few channels are
experimentally (see the next subsection), but the dependence ignored as explained above. Figure 2 shows the measurement
of the level on Nb has not. The increase in level of E{S(fj)} as of a noise source, which has been independently determined to
Nb increases is due to the fact that tile expected value of the have a noise spectral density of 99.8 dBV/Hz by the three win-
sample variance of a block of N, samples increases with time dows. (Appendix A shows the circuit diagram for this noise
-- by contrast, it is constant with time for the white noise and source which has an accuracy of better than 0.2 dB for frequen-
random-walk cases. For the Hanning window, we found that cies from 20 to 20 kHz.)

-________ RMS. 1000

E{S(f,)) = C' S(f3 ), 4 < j < 400, doV 
t - I1IUFOI

to a good approximation, where again C is a constant -M

different from Cjv, -- whici depends on the number of blocks
Nb and increases as Nb increases. For frequencies less than
f4 the theoretical results indicate significant (greater than 4%)
distortion in the shape, but these do not agree in detail with the I
experimental values reported in Table 1. For f, > f4 the shape /DIV

has been verified experimentally, but the dependence of the level
on Nb has not. The discrepancy in level between the theoretical
and experimental results is yet to be resolved, but it is probably
due to a mismatch between the assumed random-run model and
the true spectrum, for the data (possibly band-limited random-
run). -103

START. 250 Hz W, 954.85 Hz STOPs 100 000 Hz
1) Verify Spectral Density Function & Voltage Reference

Figure 2. Spectral estimation of a white noise standard is-
VINDO At1 ing the uniform, Hanning and the proprietary "flattened peak"

windows.

2) Measure Spectrun Relative to Noise Source
Requires ltiple Scans Second, an approximately flat spectrum is measured over

the frequency range of interest. It is not important if there are
m~s0€rU :small variations in the level that change slowly over tie fre-

s (o quency span. Third, the transfer function of the filter is deter-
mined for the frequencies of interest using a very narrow spectral
source (typically an audio oscillator is sufficient). The very nar-
row source is accurately measured by the window since there is

3) Masure Filter Transfer Fnction h(f) no problem with either high frequency or low frequency noiseEbiasing the estimate. The use of a window with a flattened peakE response is helpful but not necessary if the frequency source is
sufficiently stable. This transfer function is then applied to the
measured white noise spectrum in step two above. This yields a
very accurate value for the "true" spectral density of the white

4) Calculate Biases noise source as measured! through the filter. This "true value" is
then compared to that obtained by the FFT analyzer. The dif-

B(f) - Sym(f) - h2 (f) Svn(f) ference between that measured in steps two and three and that

Figure 1. Outline of measurement procedure for determining measured directly with the FFT is the bias in the spectral esti-
mate for that particular window and noise type. The accuracythe biases in spectral estimators. of this approach comes from the fact that the calibration has

been broken up into steps that can individually be determined
with high precision and very small bias. The primary assimip-

The following procedure can be used to experimentally de- tion is that the FFT analyzer is linear. Even this assumption
termine the bia in the spectral estimate of any noise spectrum can be checked by uging preci:,on atteniuator.s. If the known
using any window in a particular instrument. The basic concept white noise in step one does not extend to the frequencies of
is to implement a filter that, when applied to white noise, inra interest, then there is an additional assumption that the FFT
ics the approximate noise spectra of interest and then measures is flat with frequency. This issumptimn is nearly always good
the level of the white noise and the filter tranbfe function in a except perhaps near the last few channels where the effect of
way whid has high precision and accuracy as illustrated in Fig- the antialiasing filter might cause small inaccuracies.
ure 1. First, the level of a known white noise is measured over Figures 3a and 3b show the "true" spectral estimate .,ad
a convenient range. The higher the frequency span the faster the estimates ts measured on a particular imstrument using tile
that this is accomplishcd. Obviously, the chosen range must uniform, Hanming, and the instrument's proprietary "flattened
be one over which the noise :,ource is accurate. To obtain a peak" windows foi noise that varies as f-' over nmch of the
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RMS, 1000 Table 1. Approximate Biases in FFT Spectral Estimates

. .. .. .... noise typef o

"M 1 ..... channel # uniform Harming flattened peak
1 19.6 dB 19.6 dB 20.1 dB

2 small small 16.7 dB

s 3 4 4 7.2 dB
d8

/oIV 4 small
*,5 4

noise type f-4

channel # uniform Hanning flattened peak-99

START. 250 Hz BW. 954.65 Hz STOP, 100 000 Hz 1 unusable 8.6 dB 10.0 dB

2 0.4 dB 9.1 dB

RMSt20003 0.4 dB 4.0 dB

-52 4 small 1.2 dB
d13 M . . 5 4 1.1 dB

LOOM 6 1.1 dB

7 1.0 dB

8 0.8 dB
12 9 0.6 dB
dB

/DIV :,10 0.6 dB

11 0.5 dB

12 0.4 dB

13 0.4 dB

14 small

START@ 250 Hz BW, 375 Hz STOP 100 000 Hz 15

Figures 3a (top) and 3b (bottom). Difference between the true only indicate which channels should not be relied upon for data

spectrum (top) which varies approximately as f 4 and that analysis.

estimated by the uniform, Hanning and proprietary "flattened
peak" windows (bottom). IV. Variances of Spectral Estimates

IV.A. Theoretical Analysis
range from 1 kHz to 100 kHz. The scan is 0 to 100 kHz, and
1000 samples were taken for all curves. Note the considerable We have derived expressions for var{S(f)} - the variance
difference between the spectral estimates for channels 1 to 3 for of S(f) - for each of the three models considered in Section
the Hanning and proprietary "flattened peak" windows. These III.A. These expressions depend primarily on the number of
results confirm the theoretical calculations above showing that, blocks Nb. Again, the details behind these calculations will be
for the Hanning window, the first 3 channels -.'ould be ignored. reported elsewhere [3].
For the "flattened peak" window, the first 14 channels should First, for a white noise process, the uniform window yields
be ignored. For both f - and f-4 noise, the uniform window
does not yield usable spectral estimates over any portion of the
scan. Note in this example that at frequencies above 80 kHz var{S(f1 )} - S2 (f,)/N6 , 1 _ j 511,
there is a small step in the spectral estimates. This is due
to digitizing errors of the signal due to quantization. If the while the Hanning window yields
digitizer had more bits, these errors would not occur. This
problem of dynamic range is common whenever the spectrum of f 0 .69S'(fj)/Nb, j = 1;
interest covers many decades. The usual solution is to use filters var{S(f,)) = 2(f,)/Nb, 2 <j 510;
to divide the spectrum into various frequency range segments 1.03S 2(fi)/Nb, j = 511.
which are suitable for the dynamic range of the FFT.

Table 1 summarizes the measured experimental biases in These results are consistent with our experimental results and
the spectral estimates of a particular instrument with three dif- with standard statistical theory.
ferent windows for power-law noise types varying from f 0 to Second, for a random-walk process, the uniform window
f-4 . This covers most of the random types of noise found in os- ed ,
cillators and signal processing equipment. We do not advocate yields
using the biases reported in this table to correct data - they var{S(f))} = 5S 2(f,)/Nb, 1 < j 5 511,

339



while the Hanning window yields example we have chosen to take Nb = 1000 blocks of the various
power-law noise types examined in III.B above and compare the

1.30S2 (fj)/Nb, j = 1; value of the spectral estimate with that obtained from Nb = 32
2.20S2(fj)/Nb, j = 2; blocks (see Figure 4). Since the variance of the 1000 block data
1.31S 2 (fj)/Nb, j = 3; is about 32 times smaller than that of the 32 block data, it can

var(f = 1.15S 2 (f)/N, 4; serve as an accurate estimate of the "true value." Let S ooo(fj)
1.09S 2(f,)/Nb, i = 5; represent this quantity at the j-th channel (frequency). By sub-
1.06S(fj)/Nb, j = 6; tracting the 1000 block data from the 32 block data at the j-th
1.04S2(fi)/Nb, i = 7; channel, we then have one estimate of the error for the 32 block
S 2(f,)/Nb, 8 <_ j < 511 to within 3%. data; by repeating this procedure over Nc different channels

and N, different replications, we can obtain accurate estimates
Except for the few lowest frequencies, the results for the Han- of the variance for the 32 block data. Let S321(f,) represent the
ning window agree with our experimental results and with stan- spectral estimate for the 32 block data at the j-th channel and
dard statistical theory; however, the factor of five in the variance the i-th replication. To compensate for the variation in the levelfor the uniform window disagrees with our experiments and with of the spectral estimates with channel, it is necessary to divide

standard theory (although it has been verified by Monte Carlo the error at the j-th channel by the "true value" 10 0(f). The

techniques). The cause of this discrepancy is under investiga- mean square fractional error of the 32 block data for the noise

tion, but we think it is due to the band-limited nature of the type under study is given by

experimental data.

Third, for a random-run process, the variance computa- -1, - 2(f)\ 2

tions are not useful since the variance is dominated by the fact 2 §=. ( - )

that the expected value of the sample variance for each block of •, t EI00(-j)
samples increases with time. The agreement which we found be-
tween standard statistical theory and our experimental results P -afS32i(fi))

on the 1/Nb rate of decrease of variance is undoubtedly due SI(h)
to the band-limited nature of the experimental data. We will It is assumed that all channels with bias - as indicated in Ta-
attempt to verify these conclusions in the future using Monte ble 1 - have been excluded in the summation over j. It is also
Carlo techniques. important that the changes in the spectral density not exceed

A. MATH SORTO(AG'2 / OW) the dynamic range of the digitizer because under this condition
-T sthe quantization errors - in addition to causing biases in the

as <vspectral estimates as discussed earlier - can lead to situations
-73 where the variance does not improve as Nb increases. These val-

ues can be scaled to any number of blocks Nb if care is taken to
avoid these quantization errors. Upper and lower approximate
67% confidence limits for S(fi) - the true spectral density at

10 channel j - using Hanning, uniform and the proprietary "flat-
dB tened peak" windows for Nb approximately independent blocks

/DIV are given by

S(f)( 1 V(o, Nb))

where S(fj) is the spectral estimate given by Equation (1) and
V(a, Nb) is the fractional variance given in Table 2 for f* and

= 0, -2, -3 and -4 (these results were obtained by averaging

STARTs 250 Hz STOP, 100 00 H over NrN, = 1200 channels). The variances obtained are very
close to those obtained from standard statistical analysis for
white noise, i.e.,

Figure 4. Comparison of the spectral estimate of f- 4 power- w(fh) i1 \. )
law noise with 1000 samples with that obtained with 32 sam-
ples. The text explains how these two curves are used to obtain
the fractional RMS confidence of the spectral estimate for 32 Table 2. Confidence Intervals for FFT Spectral Estimates
samples. Table_2.__ onfidenceIntervalsfor______pectral__stimates

IV.B. Experimental Determination power law window
noise type uniform Hanning flattened peak

The following procedure can be used to experimentally de- j0 1.02/v/FN 0.98/,/Nb 0.98/v/'
termine the variance of the spectral estimates of virtually any
type of noise spectrum with any type of window for a particular f2 1.02/IN; 1.04/12W 1.04/v 7T

instrument. Since the spectral density of interest is in general f- 3  unusable 1.04/V/N 1.04/V/F
nonwhite, we must determine both the "true value" and a way f-4 unusable 1.04/,V/N 1.04/ V/Fb
to normalize the fractional error of the estimate as a function
of the number of samples. This can be done by making use V. Conclusions
of the above theoretical analysis that shows that the variance
should decrease as the square root of the number of samples We have introduced experimental techniques to evaluate
since they are approximately statistically independent (in fact, the statistical properties of FFT spectral estimates for common
exactly so in the cases of white and random-walk noise). As an noise types found in oscillators, amplifiers, mixers and similar

340



devices, and we have compared these with theoretical calcua- for the circuit elements shown. All resistors are precision 1%
tions. We have used these techniques to study the biases and metal film resistors. The output level can be switched from
variances of FFT spectral estimates using the uniform, Han- -100 dBV/Hz to -80 dBV/Hz. B. adjusting the noise-gain ca-
ning, and a proprietary "flattened peak" window. The theo- pacitors one can make the noise spectrum flat to within 0.3 dB
retical analysis was greatly hampered because the instrument out to 200 kHz. There is also provision to measure the input
manufacturer does not disclose the exact form of the "flattened noise voltage of the amplifier by shorting the input to ground
peak" window or the normalization procedure for the other win- or the combined noise voltage and noise current by switching a
dows. Nevertheless, we obtained fair agreement between the 220 pF capacitor into tile input instead of the 10 ohm noise
theoretical and the experimental analysis. The variances of resistor.
tile spectral estimation were virtually identical to a few per-
cent for f 0 to f-4 noise except for the uniform window which
is incapable of measuring noise which falls off faster than f 2 . -

There was a very large difference in the biases of the first few
channels for the three windows. The Hanning window showed
significant biases in the first 3 channels while the proprietary

"flattened peak" window showed large biases for f-4 noise even
up to channel 13. The Hanning window therefore yields useful -

"

information over three times wider frequency range than the - - , .
proprietary "flattened peak" window. In the particular instru-
ment studied, the proprietary "flattened peak" window is the
best choice for estimating the height of a narrow band source, .....
while the Hanning window is by far the best choice for spectral
analysis of common noise types found in oscillators, amplifiers, 71 . ,, .
mixers, etc. We have also shown that the 67% confidence levels . 1' "
for spectral estimation as a function of the number of contiguous
nonoverlapping blocks, Nb, is approximately given by

( 0.98 Figure 5. Circuit diagram of a precision noise source.

for white noise (f 0 ) and by

SS.( 1.04)

for noise types f-2 to f- 4 . This agrees to within 4% of that
found by standard statistical analysis for white noise. Using
this data one can now determine the number of samples nec-
essary to estimate - to a given level of statistical uncertainty
- the spectrum of the various noise types commonly found in
oscillators, amplifiers, mixers, etc.
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Appendix. Precision Noise Source

Figure 5 shows the circuit diagram of a precision noise
source whose spectral density can be determined from first prin-
ciples to ±0.2 dB over the frequency range from 20 Hz to 20 kHz.
The spectral density is basically given by the Johnson noise of
the 10s ohm resistor, V,, = 4kTR, where T is in Kelvin, and k is
Boltzmann's constant. Corrections due to the input noise volt-
age and noise current of the amplifier amount to about 0.2 dB
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Summary gard to oscillator and frequency multiplier circuitry, divider additive
noise often represents the limiting factor with regard to overall signal

The phase noise performance obtainable using transistor-transis- generator spectral performance and resulting system dynamic range
tor logic (TTL) and emitter-coupled logic (ECL), silicon and GaAs- [1- 4].
based, digital frequency dividers is available in the literature.

In connection with signal generation hardware employing direct
This paper reportson measurementof the spectral performance of synthesis, critical, low-noise, signal path hardware usually includes

two types of analog dividers: a parametric divider using varactor diodes fixed-ratio frequency dividers used, for example, in cascaded, iterative
and a regenerative type divider incorporating a double balanced mixer mix-and-divide circuitry [3, 4]. This paper describes the results of
in the oscillator feedback circuit. Both dividers were configured for di- evaluation of the spectral performance of two typesof analog frequency
vide-by-two operation at VHF. The parametric divider typically re- dividers in connection with potential device usefulness in synthesis cir-
quires a moderately high input drive level and operates over relatively cuitry. For the purposes of this investigation, divide-by-two operation
narrow bandwidth owing to the nature of the circuit constraints for gen- in the VHF range was evaluated as the simplest form of division.
eration of negative resistance at the output frequency - fiW2. Prototype
dividers were constructed utilizing abrupt junction varactor diodes and Parametric Frequency Divider
were designed without the need for critical tuning, input and output
trap circuits normally used. At specified 20 dBm drive, 6 dB conversion Figure 1 shows a generalized block diagram for a divide-by-two
loss was obtained. Lowest 1/f noise was obtained with the varactor bi- parametric divider. As shown in the figure, the voltage-variable capaci-
ased to insure nonconduction over the entire cycle of the RFwaveform. tance (varactor) diode is driven at the input frequency and, as a result of
Phase noise performance was characterized by £(100 Hz) - -148 dB/ the nonlinear capacitanceversusvoltage diode characteristic, generates
Hz and a phase noise floor level of -172 dB/Hz. This compares favor- a negative resistance, and thus a signal, at one half the input signal fre-
ably with corresponding values of -148 dB/Hz (and -155 dB/Hz noise quency.
floor) obtained using ECL dividers.

Unlike the parametric divider, a regenerative type divider can be Isolation networks (LC tuned circuits) are used to confine input
adoutput signal current flow in the input and output loops of the cir-

operated over a wide range of drive levels and over a much wider band- cuit.

width. This type of divider incorporates a frequency conversion in the

oscillator feedback circuit. For divide-by-two operation, the oscillator
operates at four = fin/2 and a double balanced mixer externally driven at Figure 2 shows a more specific implementation of the circuit. In
fin is incorporated in the feedback circuit. The feedback circuit usually figure 2, an inductor has been series-connected to the varactor such

contains a low pass filter to prevent unwanted operation at 3fin/. Re- that the combination exhibits equal magnitude, inductive and capaci-

suits obtained for prototype divide-by-two circuits using this technique tive reactance at the input and output frequencies, respectively. This

and incorporating low 1/f noise modular amplifiers are characterized allows the use of simple parallel resonant input and output isolation cir-

by £(100 Hz) - -157 dB/Hz and noise floor levels of -174 dB/Hz for cuits.
dividers operated at + 5 dBm 160 MHz input signal drive. Figure 3 shows the applied RF waveform superimposed on the di-

The use of the regenerative type divider appears especially attrac- ode capacitance-voltage characteristic. The diode capacitance is given

tive because it provides low 1/f noise and noise floor performance. Be. by:
cause all circuit components except for the filter are ultra-broadband, n- Vs\ (1)
the nonfilter portion of the circuit could be packaged as a modular type V(C) = C, - V)
component designed to perform over the entire HF-UHF range via
user attachment of specific divider feedback circuit filter, where C, is the diode capacitance at a specified (Vs) voltage, 4 is the

contact potential, and the exponent n - 0.5 for an abrupt junction di-
Introduction ode and 0.33 for a graded junction diode. For the abrupt junction diode

used, the diode capacitance was specified at 4 volts with4 - 0.6 volts.
Use of frequency division constitutes a key aspect of synthesized

signal generation hardware design. The flexibility offered by program- For optimum divider performance in terms of negative conduc-
mable, digital logic level dividers has resulted in widespread device use. tance:

Theoretically, carrier signal phase noise sideband level improves V = ( + (2)
as a result of frequency division. In practice, however, actual signal n+
spectral degradation occurs due to the additive noise contribution of
the divider. Ii light of (phase noise level) improvements made with re- with 4 = 0.6 volts and n = 0.5
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Figure 2. Spelilc Divide-By-Two Circuit Imprementation

(V 0.6 where rs represents the equivalent input loop series resistance due to
Vp =3 ., (3) losses in the varactor diode and (largely) in the circuit inductors. Equa-

tions (1) through (6) were based on parametric divider analysis given in

reference [3].
The negative conductance generated at the output frequency, two

is: In order to reduce circuit losses and improve divider efficiency, a

G \Ol 4 figure 4. As shown in the figure, the parallel resonant input and output
isolation circuits of figure 2 were replaced by a simple series capacitor
and inductor. This was done to minimize circuit losses at the expenrc of

with n = 0.5 this correspnds to a negative resistance equal to: slightly reduced input/output isolation. Use of small value reactance
- 1shunt inductive input and capacitive output matching, as well as the ad-

r =6to-v (5) ditional use of an output low pass filter provided more than adequate
isolation.

The required input power (to develop Vp across the diode) is: For the circuit of figure 4, 7volt peak, 40 MHz, input voltage across
i~i~ V~2(6) the (100 pF at 4 volt) varactor provides approximately -20 ohms nega-

Pin 2 tO zn" v 2 6) tive resistance at 20 MHz. Calculated output circuit equivalent series
2 2w ~ Cv 2losses total approximately 13 ohms. The two divider were driven at 20
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dBm input drive and produced 14 d~m output power, consistent with Regenerative Divider
calculated 25 percent efficiency.

Figure 8 shows a functional block diagram for a regenerative (di-

Divider phase noise measurements were made using the test setup vide-by-two) frequency divider. As shown in the figure, the circuit op-
shown in figure 5. Figure 6 shows the results of measurement of divider erates as a feedback oscillator operating at the output frequency and
phase noise for the pairof figure 4devices. As shown, the 1/f noise (per- incorporates a frequency conversion (double-balanced mixer) in the

device) is characterized by £(100 Hz) = -148 dB/Hz. The per-device feedback loop.
noise floor is -172 dB/Hz. The noise floor performance is significantly
superior to that measured for digital logic-level dividers. However, re- Loop phase and gain requirements for oscillation are the same as
quirements for moderately high drive and characteristicaly small cir- in a conventional feedback oscillator, except that the signal phase shift
cuit bandwidth limit device usefulness, across the mixer (from point x to y in figure 8) is noncritical in that the

oscillating output signal can assume the requisite phase relationship
As an additional test, the diode bias voltage was decreased to 8 with that of the input signal so that overall 2Nir radians closed loop

volts and the dividers retuned so as to allow slight diode conduction phase shift occurs. Analysis of regenerative divider signal phase rela-
(IXY = 100microamps in figure 4), The result shown in figure 7 is aS dB tionships shows that loop amplifier open loop phase noise is reduced by
incrcase in l/f noise. the division factor at the divider output [4].
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Figure 6. Phase Noise Sideband Performance for a Pair of Parametric Dividers

In addition, if the circuit is designed so that the steady state oscilla- and is primarily a function of -2 dBm amplifier input drive level, 4dB
tor feedback signal (mixer) drive level exceeds that of the input signal, noise figure, and 2:1 (-6 dB) division ratio.
the feedback signal level-dependent conversion loss of the mixer pro-
vides the required loop AGC function so that the loop amplifier can be Figure 11 shows the results of measurement of divider input and
operated in its linear operating region. output signal phase noise plotted as /Sy(f) for the pair of figure 9 divid-

crs driven from two phase-locked, 160-MHz crystal oscillator-multipli-
ers. As shown in the figure, the curves virtually overlap, indicating no
special degradation results from divider use.

Figure 9 shows the schematic diagram for prototype regenerative
dividers designed for operation at 160 MHz. Input drive level to the Figure 12 shows measured divider bandwidth performance. As
mixer was selected to yield steady-state amplifier operation 3 to 4 dB shown, satisfactory divider operation was achieved over a 100-MHz to

below the device 1 dB compression point. 260-MHz input frequency band. No startup problems of any kind were
noted. Above 260 MHz, oscillation could not be sustained due to low
pass filter stopband loss, and device drive at 80 MHz produced simulta-

Figure 10 shows the results of measurement of additive divider neous 20 and 40 MHz outputs.
phase noise and instrumentation noise made using the figure 5 test
setup. As shown in the figure, per-device l/f phase noise performance is Considering the current availability of low 1/f noise ultra-broad-
chara terized by £(100Hz) = 157 dB/Hz and is consistent with meas- band double balanced mixers and modular amplifiers, use of this type
ured values of open loop 1/f noise for the RF amplifier and double bal- of divide-by-two circuit can provide phase noise performance far supe-
anced mixer. Per-device noise floor level is on the order of- 174 dB/Hz rior to ECL-level digital dividers over bandwidths in excess of an oc-
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ABSTRACT oscillators. In fact, much of the work concerning amplifier residual
phase noise measurements which is reported herein evolved out of our

The results of residual phase noise measurements on a number earlier efforts to realize an extremely low phase noise, 500 MHz
of VHF, UHF, and microwave amplifiers, both silicon bipolar junction SAWRO 1101 - (121. The first two prototype low noise SAWROs were
transistor (BJT) and GaAs field effect transistor (FET) based, subsequently used to develop residual phase noise screening
electronic phase shifters, frequency dividers and multipliers, etc., procedures, particularly for amplifiers, in order to insure the expected
which are commonly used in a wide variety of frequency source and oscillator phase noise performance of pre-production engineering units.
synthesizer applications are presented. The measurement technique
has also been used to evaluate feedback oscillator components, such as Detailed residual phase noise measurement results on a wide
the loop and buffer amplifiers, which can play important roles in variety of RF amplifiers, both silicon BJT and GaAs FET based,
determining an oscillator's phase noise spectrum (often in very subtle electronic phase shifters, frequency dividers, and frequency multipliers
ways). While some information has previously been published related are discussed. Measurements of this type are invaluable in assessing
to component residual phase noise properties, it generally focused on the potential utility of a particular component in any application which
the flicker noise levels of the devices under test, for carrier offset may be sensitive to that component's residual phase noise levels.
frequencies less than 10 kHz. The work reported herein makes use of
an extremely low noise, 500 MHz SAW resonator oscillator (SAWRO)
test source for residual phase noise measurements, both close-to- and II. MEASUREMENT PROCEDURES
far-from-the-carrier. Using this SAWRO test source at 600 MHz, we
have been able to routinely achieve a measurement system phase noise The basic residual phase noise measurement set-up shown in
floor of -184 dBc/Iiz, or better, for carrier offset frequencies greater Fig. 1 was used (1), [3]. The preferred test source for the
than 10 kHz, and a system flicker phase noise floor of -150 dB"/Hz, or measurements is an extremely low noise, 500 MHz SAWRO [101 -1121.
better, at 1 Hz carrier offset. The paper discusses the results of Also shown in Fig. 1. for the purpose of comparison, is a test source
detailed residual phase noise measurements per rmed on components configuration based upon the Hewlett-Packard 8662A Frequency
using this overall system configuration. Several interesting Synthesizer. The measurement system's phase noise floor is readily
observations related to the residual phase noise properties of moderate established by replacing the device under test (DUT) with a
to high power RF amplifiers, i.e., amplifiers with 1 dB gain feedthrough and adjusting the total attenuation in the device test path
compression points in the range of + 20 to + 33 dBm, are highlighted, to maintain the proper RF signal power level to the R-port of the phase

detector, in this case +22.5 dBm. Phase quadrature for the phase
noise floor measurement is established using a mechanical phase

I. INTRODUCTION shifter, as indicated in Fig. 1. Figure 2 illustrates the resulting phase
noise floor when either the SAWRO based test source or the frequency

Residual phase noise measurements have been used for some synthesizer based test source is used. Also shown in Fig. 2 are two
time to characterize devices in the transmission [1) - [41, as well as solid streight lines which represent an approximate fit to the measured
reflection [51 modes. The generation of low phase noise VHF, UHF, system phase noise floor when using the SAWRO based test source. It
and microwave signals is critically dependent upon the use of is evident that for offset frequencies which are close-to-the-carrier (i.e.,
components, e.g., amplifiers, electronic phase shifters, frequency less than 1 kHz) there is essentially no discernible difference between
dividers and multipliers, mixers, etc., which possess verifiably low the measured system phase noise floors using either test source.
residual phase noise levels. While some information has previously However, for carrier offset frequencies greater than 10 kHz there is a
been published related to component residual phase noise noticeable difference between the two test sources, especially in the
properties [1] - [4), [6] - 18], it generally focused on the flicker noise region between 100 kHz and 10 MHz. This difference between the
levels of the devices under test, for carrier offset frequencies less than phase noise floors in the 100 kHz to 10 MHz range is actually
10 kHz. The work reported herein makes use of a' extremely low attributable to the significantly higher AM noise level of the frequency
noise, 500 MHz SAWRO test source for residual phase noise synthesizer when compared to the SAWRO based test source. This is
measurements both close-to- and far-from-the-carrier. This 500 MHz clearly illustrated in Fig. 3, which shows measured AM noise spectra
SAWRO has previously been described in the literature [101 - [121. for both the SAWRO and frequency synthesizer based test sources.

The measurements were performed on the test sources exactly as they
The 500 MHz SAWRO test source has been used to achieve a are shown configured in Fig. 1. A double-balanced mixer was used as

measurement system phase noise floor of -184 dBcIHz, or better, for the AM detector for these measurements. The two solid straight lines
carrier offset frequencies greater than 10 kHz, and a system flicker shown in Fig. 3 represent an approximate fit to the AM detector's
phase noise floor of -150 dBc/Hz, or better, a, 1 Hz carrier offset threshold sensitivity [13), [14]. It is clear that the overall residual
frequency, when used in conjunction with a Hewlett-Packard 3048A phase noise measurement system's AM noise suppression is
Phase Noise Measurement System. The carrier offset frequency approximately 30 dB, leading to distortions in the phase noise floor of
region beyond 1 kHz, as well as the flicker noise region, are both of Fig. 2 when the frequency synthesizer based test source is used. No
interest when evaluating the residual phase noise properties of such distortion in the phase noise floor is evident for the SAWRO
components, e.g., amplifiers, for use in extremely low phase noise based test source. These results suggest that in order to characterize
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. ,!illrl !' i ! the residual phase noise properties of a DUT for carrier offset

nfrequencies greater than 10 kHz, the test source must possess
- reasonably low AM noise levels. Certainly, the AM noise of the test

" ~~..... . easource, for carrier offset frequencies beyond 10 kHz, should not be any
_C I greater than approximately -160 dBc/Hz. In this case the test source's

AM noise wi! be kept to at least the -185 dBc/Hz level or lower during
Fit. totheMeauredPh Noisee U g t a residual phase noise measurement, due to the measurement
SAW Tet Sourc.yniconfeguration's overall 30 dB suppression o the test source's AM

noise.

=ie The upward curvature to the two phase noise floor
-e' 1 " O, ' , I measurements shown in Fig. 2, for carrier offset frequencies greater

J:() CdBc/H=3 f CHZJ 40" than 10 MHz, is attributable to decorrelation of the test source's phase
-. ' -noise due to a slight mismatch in group delay between the two test

Figure 2. Measurement System Phase Noise Floors at 600 MHz for paths shown in Fig. 1 16 . A small delay mismatch between the two
SAWRO and Frequency Synthesizer Based Test Sources. test paths is unavoidable, sinc the signals which are input to the

The Two So-id Straight Lines Represent an Approximate phase detector must be maintained in phase qupdrature. The phase

Fit to the Measured Phase Noise Floor When Using the noise floor measurements matches in dicate thwt the frequency

SAWRO Test Source. synthesizer based test source's phase noise spectrum is substantially
higher than the phase noise spectrum of the SAWRO based test

-100 source for a carrier offset frequency of approximately 40 1AHz. This is
indeed confirmed by the phase noise measurements shown in Fig. 4 for
each test source configuration. Only for carrier offset frequencies less

cthan about 400 Hz is the frequency synthesizer based test source's
Fie 3phase noise superior to the SAWRO based test source.

Frequency, Synt e B d TWhile the phase noise of either test source is not realry a-,s, ' ,' . " limiting factor for residual phase noise measurements on a DUT, at
-160"I '.., least for reasonably small mismatches in delay between the two test

-17 paths, the AM noise properties of the test source are actually much
-100 '"! ,sw~ .- more important than thus for indicated. This is illustratec in Fig. fi,

-10 which shows the results of three separate amplifier residual phase
- e ... .! ..." i ... , .I i . _. noise measurements, specifically: 1) the frequency synthesizer based

-20 10 10 1K 10K 100 I (a source used to test a UTO-1023 (Avantek} RF amplifier at - 3 dB of
SR( 'I Cdc/Hz v't$' H I qH an copresIn c Pl¢+17.0 dBm), 21 the frequency synthesizer

based source used to test a UTO-609 (Avantk) RF amplifier at - 3 dBFigure 3. Measured AM Noise at 500 MHz for the SAWRO and of gain compression (P, =+ 12 0 dBm), and 3) the SAWRO based
Frequency Synthesizer Based Test Sources. source used to test the same UTO-509 Avantek) RF amplifier under
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identical test conditions. It is readily apparent that the DUT is The frequency synthesizer based test source remains very useful
converting the frequency synthesizer based test source's AM noise for the residual phase noise characterization of devices with low
into PM noise, thereby limiting the measurement configuration's AM-to-PM conversion factors, such as SAW [15) and BAW [161
ability to characterize the amplifier's actual residual phase noise. In resonators and SAW delay lines [171, at least for carrier offset
point of fact, the UTO-i023 is decreasing the effective AM source frequencies less than 100 Hz. However, its utility is very limited for
noise suppression for the measurement to only 2 to 4 dB! Clearly, this the characterization of broadband, low noise components such as
fact serves to place a much more stringent requirement upon the test moderate to high power RF amplifiers. This caveat will be the case

source's AM noise spectrum, if it is to be used for accurate residual whenever the device under test exhibits an appreciable AM-to-PM
phase noise measurements on DUTs with appreciable AM-to-PM conversion factor. While the foregoing observations are based upon

conversion factors. Since the UTO-509 only degrades the effective using the specific test sources just described, in general the PM and

AM source noise suppression for the measurement to approximately AM noise properties of the test source used for residual phase noise
10 dB, the SAWRO based test source may be used to accurately measurements should be well documented. This will insure that any
characterize the UTO-509's residual phase noise properties at all resulting residual phase noise measurements may be properly
carrier offset frequencies. However, note that using the frequency interpreted. The following section presents detailed residual phase
synthesizer based source to test a UTO-509 still presents a problem noise measurements for a variety of VHF, UHF, and microwave
not only far-from-the-carrier, but also close-to-the-carrier as well. The components. These results are based upon the basic residual phase
implications of the results shown in Fig. 5 are that not only must the noise measurement technique just described, or else slight variants
test source possess very low AM noise levels in order to accurately thereof, as when measuring frequency translation type devices such as
characterize an amplifier's residual phase noise properties, but an dividers and multipliers.
independent residual phase noise measurement with the frequency

synthesizer based test source should also be performed. Using a test
source with an accurately characterized, relatively high AM noise level
provides useful information with regard to the AM-to-PM conversion III. EXPERIMENTAL RESULTS

factor of the DUT, as well as an indication of whether the measured
residual flicker phase noise levels close-to-the-carrier are still A. Silicon Bipolar RFAniplifiers.

influenced by the AM noise properties of the test source which is used.
- Figure 6 illustrates the application of the residual phase noise

-50 . - measurement technique to a moderately high power. TO-8 packaged
-60 RF amplifier (- +23 dBm output power at 3 dB of gain compression),

-INA _ specifically the UTO-509 (Avantek). Generally, for this particular

- - -. - iramplifier, we have found that its residual flicker phase noise is usually
-zag very close to the measurement system's phase noise floor. Our
-li experience would suggest that this is an exceptionally good result for a
-121 -UHF amplifier whose power output under 3 dB of gain compression is
-13e - ' -in excess of +20 dBm. It is interesting to note that several amplifiers
-140 - ' '
-150 of this type (approximately 6 out of more than 50 tested) exhibited an
-Ls 0 S ,-ounusual "bump" in the residual phase noise measurement at

-- _approximately 80 kHz carrier offset frequency. Figure 6. which shows

- 7 7 1 the residual phase noise of a "normal" UTO-509. also illustrates theto too IK IOK le3K IN ION'

( If) cEdBcHz -, fCHz 40M residual phase noise charactoristic for a different UTO-509, specifically
one showing the residual phase noise "bump" at approximately 80 kHz

Figure 4. Measured PM Noise at 500 MHz for the SAWRO and carrier offset frequency. The "bump" was found to be present even for

Frequency Synthesizer Based Test Sources. non-gain compressed operation, although the height of the bump did
seem to vary somewhat (- I to 2 dB, at most) with the RF input power
level. Two feedback loop oscillators, which were assembled using these

-0- ...... . - n.. UTO-509 amplifiers in the loop, exhibited essentially identical
I- U TVFO.. -n "bumps" in their phase noise spectra. While the phase noise "bump"

-140 4., 3 u04..,W11o
1r%, fO-smS1 w O __

-140--

-25 -- ______ -.... _ - 13 , ' "lrl'.. , . ..~IIZiZ~'''FigureSI UTA5 Cm rs of Amlfe Nsd -o. .....

-160

-1I0 -s -.- 
1- 10 ItO 

I IB

I3d;H. 

8 -180

Fiur 05 A 0 Coprio of K Am le Reiua Phso ise -1 O I IN

Is Is I K O

Measurements Performed Using the SAWRO and (f) Csc/Hz. fvHz3 40M

Frequency Synthesizer Based Test Sources. Curve 1:
UTO-1023 (Avantek), P nc=+17.0 dBm, with Figure 6. UTO-509 Amplifier Exhibiting a "Bump" in its Residual
Synthesizer Based Test Source. Curve 2: UTO-509 Phase Noise Characteristic. Curve 1: UTO-509 Amplifier
(Avantek), Pi~c=+12.0 dBm, with Synthesizer Based with "Bump". Curve 2: "Normal" UTO-509 Amplifier.
Test Source. Curve 3: UTO-509 (Avantek), Pinc=+12.0 dBm (- 3 dB of Gain Compression) for Both

Pine= + 12.0 dBm, with SAWRO Based Test Source. Measurements.
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is apparently quite real, at the present time we cannot offer an -'3'

explanation for its presence in the amplifier's residual phase noise .. c
spectrum, although it may be attributable to the "active" DC bias -34e _A____--

circuit which is used in the amplifier's design. It is, however, a
potentially serious problem if this particular amplifier were used in an _15
oscillator application where the phase noise spectrum is to be as low as - _1___

possible. For example, in a Doppler radar certain targets would be -a6/ ._ _

more difficult to detect due to the presence of such a "bump" in the J.
phase noise spectrum of the radar's transmitted signal. -,7 l  .3 1.2

It is interesting to note that neither the amplifier's residual -16e 3_. .-
flicker phase noise level nor the possible presence of "bumps" in the
residual phase noise spectrum are predictable based upon any other so 0 1 K 0 1,B... IN I ON

electrical characteristic that we are aware of, including a small-signal I I I8,H53 , 48M

noise figure measurement. Furthermore, even very similar amplifier
designs from different vendors can differ markedly in their residual Figure 7. Residual Phase Noise Measured on Three Similar

phase noise characteristics, even though their other nominal electrical Amplifiers Using SAWRO Based Test Source. Curve 1:

properties are nearly identical. This is illustrated in Fig. 7. Figure 7 Cougar AC509. Curve 2: Watkins-Johnson PA3-1. Curve

simply reproduces the residual phase noise characteristic for the 3: Avantek UTO-509. = + 12.0 dBm 3dB of Gain

"normal" UTO-509 (Avantek), while also showing the results of Compression) for All Three Measurements.

measurements performed on a PA3-1 (Watkins-Johinson) and a AC509 -3e . . -.- . ....- . '.-. ...

(Cougar) amplifier, respectively. In all three cases the incident RF test -,- ..... ..... CO'..M..I '2W-J PA3,1I

power at the amplifier's input was + 12.0 dBm. These three amplifiers -140 -3 A,8lk oM
are all remarkably similar in their nominal electrical performance
parameters, which are summarized in Table I, a~ong with the results of -15.
our own electrical measurements on the devices. The UTO-509's 3

performance shown in Fig. 7 is typical of that ob lerved on more than -160% -_

thirty devices, while the specific PA3-1 and AC.509 data shown in

Fig. 7 was essentially the same for samples of three and four devices. -[?e -- - ___ -

respectively. It is interesting to note that both the PA3-1 and the - --

AC509 have consistently higher levels of residual flicker phase noise, -"ee
when compared to the UTO-509. Also, all four AC609s exhibited an
anomalous residual phase noise "bump" near 6 kHz carrier offset -IS - 0 1eea I I eOO I 'ON

frequency. Finally, the higher residual white phase noise floor I 0?) Cdse.4z vs (Hze

measured for the PA3-1 is consistent with the fact that its noise figure
is approximately 2 dB higher than that of the UTO-509. However, the Figure 8. Residual Phase Noise Measured on Three Similar
comparatively high phase noise floor of the AC509 cannot be fully A-nplifiers Using Frequency Synthesizer Based Test
explained in a similar way. Separate residual phase noise Sou-ce. Curve 1: Cougar AC509. Curve 2:
measurements on each amplifier using the frequency synthesizer based Watk.'is-Johnson PA3-1. Curve 3: Avantek UTO-509.
test source, which are shown in Fig. 8, confirm that the AC509 has a Pine=_12.0 dBm (- 3 dB of Gain Compression) for All
considerably higher AM-to-PM conversion factor. This suggests that Three Measurements.
even with the 500 MHz SAWRO based test source, it simply isn't
possible to accurately measure this particular amplifier's residual white
phase noise floor properties, at least when only a single device is The residual phase noise measurement technique has also

tested. Testing two amplifiers at a time (one in each test leg shown in revealed that even though an amplifier may have a noise figure

Fig. 1) would improve the situation for DUTs with large AM-to-PM (small-signal) which is consistent with the manufacturer's

conversion factors. This is because the resulting PM in each test path specifications, there may be "anomalous" or excess residual white

due to the test source's AM noise will be correlated and therefore phase noise present within the device over a relatively wide range of

largely cancel, similar to the measurement configuration's suppression carrier offset frequencies. This is illustrated in Fig. 9 for the UTO-546

of the test source's PM noise. A disadvantage of this approach is that (Avantek) TO-8 packaged RF amplifier, for three different incident RF

three DUTs would have to be tested (#1 vs. #2, #1 vs. #3, and #2 vs. power levels, namely: +4.5 dBm (small-signal, no gain compression).
#3)+16.0 dBm (- 3 dB of gain compression), and +10.5 dBm {( 5 dB of

#3) in order to extract information about each individual amplifier's gain compression). Not t penc of a n f pt f
residual phase noise properties. gain compression). Note the presence of a noise floor 'plateau" for

carrier offset frequencies between 10 kHz and 1 MHz. The residual
phase noise plateau was observed on all seven amplifiers which were
tested. The presence of the plateau isn't strongly dependent upon the

Summary of Typical RF Amplifier Characteristics at T 25'C RF input power to the amplifier. While the exact shape of the residual
smo P. a Pout @ R053dval
ftnW w , a 3d9 pe Wm .2 phase noise plateau is somewhat dependent upon the extent of gain

A *w..k1DT c.c 0 compression in the amplifier, it is still clearly visible even under
AvaI.MJTO-$O9

v,4 small-signal operating conditions. Note that the increase in theTy! €1 I4d 4$dB *2.3 dIf .- A 90mA@.lSV R A.

iigks8 t142 1) (4.28)' t.2?2dam)' (.233d.)' ItOOmA@.15Y) I.-146 dM)' amplifier's residual white phase noise floor when P,,, = +4.5 dBm is
W,,,,,,,,.,, "A,, , due solely to the lower RF input power to the amplifier. The fact that

TypkaI 143 do 700 .2 5 d). NA 91 A0.15V I1A. there is essentially no change in the amplifier's residual white phase
Mi6-d) (14209) do) (.6B)

I , -)' (,23 Sem1 (921AO*5SV) (.-136dCJH)' noise floor for carrier offsets near 10 MHz, when Pine equals either
cou,,AcWm + 16.0 or + 19.5 dBm, is an indication that once again the amplifier's
Vendo
Tps I35 d 508d .22 08d NA SA0@.15V NA AM-to-PM conversion factor is coming into play. It is interesting to
hhm,, (,9o,,8 , (5.3d)' (.o20de,)' (.231,,o.)' ($StA@.,5v) (Ie.,-IN CS )' note that the level of the plateau actually decreases somewhat as the
' "C'I- - J"IA -oo 'I- amplifier is driven more strongly into gain compression. This
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observation is in distinct contrast to the amplifier's residual flicker mentioned previously, testing two UTO-1023 amplifiers at a time (one
phase noise level which increases rather abruptly when it goes much in each test path) would quite likely assist in reducing the problem of
beyond 3 dB of gain compression. Generally, we have found that large AM-to-PM conversion factors for the DUTs.
taking an amplifier beyond 3 dB of gain compression will adversely
affect its residual flicker phase noise level. The phase noise plateau -,- ,

was also observed on several feedback loop oscillators which were .....
evaluated with these UTO-546s in the feedback loop 1111. This result - --. _

suggests that a noise figure measurement with a conventional noise -140

figure meter (small-signal) may not represent the true residual white - ---
phase noise floor in a high power amplifier which might be considered -150

for use in a low phase noise oscillator application. Similar behavior has _____ ._,,
also been noted on a number of amplifier types from several other -'6 I

vendors, including GaAs FET amplifiers, where it is actually quite --- SA

common to find "excess" residual phase noise for carrier offset
frequencies greater than 1 kHz.

.. Io 1K 29K 180K IC IsM-14g~P .. 43Pj~f4. 1 . (4) Cd13c/Hz3 Ys fCHz3 'loK
.L- f), -"Pc"H'')0 .. .....

-140 M 2 P . .16,0 m-
3 P V4 .. 19'.$ d

-_-_..Figure 10. UTO-1023 (Avantek) Amplfier Residual Phase Noise-Measurements Using SAWRO and Frequency Synthesizer
s J ,t Based Test Sources. Pft=c+17.0 dBm (- 3 dB of Gain"'90 Compression) for Both Measurements.

NQ11* ,It should be borne in mind that whether a particular amplifier is
used in an oscillator's feedback loop or as a buffer amplifier outside the-10 1-feedback loop, its residual phase noise properties will directly influence
the oscillator's phase noise spectrum. Furthermore, in general, an

29 t 9o 1K 10K 189K IN 10 , amplifier can significantly modify the phase noise spectrum of the
S(f) Cd~c,'HZ 2a f CHZ3 .11~pas

signal which it is intended to amplify. As oscillator phase noise
requirements become progressively more stringent, the residual phase

Figure 9. UTO-546 (Avantek) Amplifier Exhibiting L Residual Phase noise properties of the feedback loop and buffer amplifiers become ever
Noise "Plateau". Curve 1: Pi.e=+4.5 dBm more important.
(Small-signal, no Gain Compression). Curve 2:
Pine= + 16.0 dBm (- 3 dB of Gain Compression). Curve
3: Pine=+19.5 dBm (-5dB of Gain Compression). B. GaAs FETRFAmplifiers.

While GaAs FET amplifiers are generally used in higher
Figure 10 shows residual phase noise measurements for an frequency applications, i.e., frequencies above 2 GHz, there are a

Avantek UTO-1023 amplifier, using both the SAWRO and frequency number of very high power GaAs FET amplifiers designed for the
synthesizer based test sources. It should be noted here that this 500 MHz to 2 GHz frequency range as well. Figure 11 shows the
particular "UTO-1023" is one of four from a "special" lot which was result of a 500 MHz residual phase noise measurement performed on
subjected to screening of the RF transistors' DC Os prior to assembly. an APG-1021M (Avantek) GaAs FET amplifier, for Pin ff +20.5 dBm,
In this way several wafers were identified which yielded transistors which corresponds to approximately 2 dB of gain compression. For
with particularly low residual flicker phase noise levels [181. 1191. All the purpose of comparison, the UTO-1023 (Avantek) silicon BJT
four "special" UTO-1023s had 1 Hz intercepts for their residual flicker amplifier's residual phase noise from Fig. 10 is repeated in Fig. 11.
phase noise of -143 dBc/Hz, or better, based upon not only residual Table II contains a summary of the manufacturer's typical electrical
phase noise but also oscillator phase noise measurements as well. The performance specifications, along with our meas,red results on these
AM-to-PM conversion factor for this particular amplifier is such that two amplifiers. As is generally the case when comparing GaAs FET
the effective AM source noise suppression for the residual phase noise and silicon BTT amplifiers with similar electrical properties, the GaAs
measurement is only 2 to 4 dB, at best! Once again, for this particular FET amplifier will usually have substantially higher residual flicker
amplifier even when using the SAWRO based test source, we cannot phase noise levels, typically anywhere from 10 to 30 dB. It should be
accurately determine the amplifier's residual white phase noise floor, noted that the predicted residual white phase noise floors, as given by
which is estimated to be approximately -185 dBc/Hz, based upon the expression:
separate electrical measurements. Furthermore, referring to the
measured AM noise of the SAWRO based test source which was {NFkT}/Pin c
shown in Fig. 3, it is questionable as to whether the measured residual
flicker phase noise level for the UTO-1023 shown in Fig. 10 is really where NF is the amplifier's noise factor, k is Boltzmann's constant, T
accurate. Phase noise measurements on a pair of oscillators is the amplifier's temperature in *K, and Ptic is the incident (input)
incorporating UTO-1023s confirm that the 1 Hz intercept for each RF power in watts, are -191.9 dBcIHz for the APG-1021M and
amplifier's residual flicker phase noise is at least -143 dBcIHz, or -185.6 dBcIHz for the UTO-1023, respectively. The measured residual
perhaps even better, while the residual white phase noise floor is at white phase noise floor for the APG-1021M is essentially at the
least -184 dBcIHz. These results are in very good agreement with the system's phase noise floor, indicating that the measurement technique
measured small-signal electrical parameters for the UTO-1023s. The can indeed be use. to verify that an amplifier has a residual white
situation for the UTO-1023 once again points out the efficacy of also phase noise floor substantially better that -186 dBc/Hz. This will be
using a test source with relatively high AM noise to establish the the case when the amplifier's AM-to-PM conversion factor is
amplifier's AM-to-PM conversion factor, in order to properly interpret sufficiently low, as it is for the APG-1021M. The measured effective
the amplifier's residual phase noise measurements. Finally, as AM source noise suppression for the residual phase noise
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measurement on the APG-1021M was still in excess of 20 dB. As The basic SAWRG based test source may also be used at highernoted previously, truly accurate residual phase noise measurements (in frequencies if the appropriate low noise frequency multiplicationa single amplifier such as the UTO-1023 which has a significant circuitry is included 1111, 1121. Figure 12 shows the typical set-up for aAM-ta-PM conversion factor, are difficult at best, even when the 2 0Hz output frequency test source configuration. As mentioned in600 MHz SAWRO based test source is used. Section II, the AM and PM noise properties of the test source are very
important. Measurements of the 2 0Hz test source's AM and PM

IAM101M Ge"EW noise were cridout in ore oinsure thtthey dntadversely-13 2__ U--03(11W influence the 2 0Hz residual phase noise measurements. The 2 0Hz2 UTOl523(lbJ ~test source configuration was then used to evaluate the residual phase
-140 noise properties of two high power GaAs PET amplifiers, namely the

Lit_ __ ___ - Avantek APG-4002M as well as a custom amplifier design. Table III
-- _____ - -. summarizes their electrical properties. Figure 13 shows the measured

-160___ ____- residual phase noise characteristic for each amplifier. The incident RF
- -- ____ ____ - - -power level was +16.0 dBm (- 1 dB of gain compression) for the

__170 APG-4002M amplifier's measurement. For the custom GaAs PET
-Inc --- ~ - l -amplifier measurements two incident RF power levels were used,___ ___0I namely +5..5 dBm and + 10.0 dBm, which correspond to - 1 t, 3 and
-190W 1O 100 I 4 dB of gain compression, respectively. The effective AM source

(;I (diic'H~l f( 404 noise suppression for either amplifier's residual phase noisePWO12" measurement was still greater than 10 dB. This is sufficient to insureFigure 11. Residual Phase Noise Measurement Comparison for GaAs that the test source's AM noise doesn't contribute to the amplifier'sPET and Si BJT High Power Amplifiers. Curve 1: measured residual phase noise, at least for the residual phase noiseAvantek APG-1021M, P:Lio=+20.15 dBm J- 2 dB of Gain levels shown in Fig. 13. While the residual flicker phase noise of theCompression). Curve 2: Avantek UTO-1023. Avantek amplifier continues to decrease at 10 dB/dlecade down to the
=ic + 17.0 dBm (- 3 dB of Gain Compression). residual white phase noise floor, the custom amplifier exhibits a

considerable carrier offset frequency region where the residual phase
noise appears to be decreasing at only 6 dB/decade. We have tested a

Table 11Table III

Summary of Typical RIP Amplifier Characteristics at T 25*C Summary of Typical RIF Amplifier CheraclerlaulcS at T z 25'C
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number of amplifiers, both silicon BJT and GaAs FET, from several still within 2 to 3 dB of the measurement system's phase noise floor.
vendors with residual phase noise anomalies such as this. While we Since this result is so close to the measurement system's flicker phase

have not as yet been able to confirm our suspicions, in this specific noise floor, we can only infer that the electronic phase shifter's I Hz

case the excess residual phase noise for these carrier offset frequencies intercept for its residual flicker phase noise is approximately

is perhaps due to the relatively complex voltage regulator and/or -160 dBc/Hz, or possibly even lower. This is still comfortably below

temperat,,re compensation circuitry included in this GaAs FET the UTO-509 loop amplifier's typical 1 Hz intercept for Its residual

amplifier. Once again, care must be exercised in selecting an amplifier flicker phase noise of -147 dBc/Hz. In point of fact, the 500 MHz

for use in any application that is sensitive to its residual phase noise SAW resonator's typical 1 Hz intercept for its residual flicker phase

properties. A perfect case in point is the basic frequency multiplier noise is in the range of -141 to -145 dBc/Hz. While this is still

chain shown in Fig. 12, where an amplifier's excess residual noise, exceptionally good for a SAW resonator, it is nonetheless the most
either PM or AM, may seriously degrade the noise spectra of the likely source of flicker phase noise in the 600 MHz SAWRO's feedback

frequency translated output signal. loop.

PSN-WIP237

2CAlm0.A1Wp P..100m,

- 303 APG-4002K.16.P*~000b
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Figure 13. Residual Phase Noise Measurements at 2 Hz for Two
Different High Power GaAs FET Amplifiers. Curve 1:

Custom GaAs FET Amplifier, Pio = +5.5 dBm (-1 dB of
Gain Compression). Curve 2: Custom GaAs FET
Amplifier, i +10.0 dBm (- 4 dB of Gain Figure 14. Circuit Schematic of a Low Phase Noise, Electronic Phase
Compression). Curve 3: Avantek APG4002M, Shifter with Very Linear Phase Versus Tuning Voltage
Pinc +60 dBm (- I dB of Gain Compression). Characteristic.

C. Electronic Phase Shifters. u n u o n-. , .

The basic residual phase noise measurement technique may also - - ___ ___- -

be applied to other linear components as well, e.g.. an electronic phase -130
shifter. Since an electronic phase shifter is often used in the feedback -
loop of a voltage controlled oscillator, its residual phase noise is very
important. Figure 14 shows the circuit schematic for a low noise, -S

electronic phase shifter with an extremely linear transmission phase -I ___--

versus voltage tuning characteristic. This basic phase shifter design -176 __ __

has been used with considerable success in a number of low noise, -180____ __

500 MHz SAWROs [11l,,1121, [201. The specific component values are------------------
as follows:

S lto 1K lot( a"I IN "em
I ,. )Cf CdcI/Hz3 vs CH21 491"

R, = 2 k2-, TRX, P/N: RP0705BS-2001JN'01, ""'"'

L, = 20 nH; Piconics, P/N: MCST47PW, Figure 15. Typical Residual Phase Noise for an Electronic Phase
Shifter. P,,c = + 23. 5 dBm.

Cj(Vmi = 5 v) = 6.4 pF; Frequency Sources, P/N: 15000 Series,

Ce = Cc = 1000 pF" ATC, P/N: 700A-102K-CA-150X,
D. Frequency Dividers and Multipliers.

where V. is the tuning voltage at the center of the range. The circuit
has been fully hybridized onto a 0.240"x0.260"x0.020" alumina Frequency division and multiplication are also common system

substrate and hermetically sealed in a standard four pin, TO-8 requirements. Ideally, the input source's phase noise after frequency

package. multiplication or division, will be altered by 20log(N), where N is the
ratio of output to input frequency. In reality, for a variety of reasons,

Figure 15 shows a typical residual phase noise measurement on it is difficult to achieve this theoretical limit. Near ideal frequency

an electronic phase shifter. The test was performed with an RF power multiplication to X-Band (X16) has been demonstrated using a simple

level of +23.5 dBm incident on the device. This is almost 10 dB cascade of four X2 frequency doublers 1111, [121, but multiplication

higher than the actual RF power level which the phase shifter sees in with step recovery diodes has gcnerally been found to be worse than

the SAWRO circuit! The measured residual flicker phase noise level is theoretical. Digital frequency dividers have generally been shown to
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have a residual white phase noise floor (at the output frequency) in the -,i .................. '..............

range of -145 to -160 dBc/Hz [2), 161 - 191, at least for carrier offset
frequencies greater than 10 kHz. The basic measurement technique
reported herein may also be applied to the evaluation of frequency -2_ _

translation devices, as indicated in Fig. 16. which shows a "typical" - -h.,

measurement set-up which might be used to test a pair of frequency
dividers or multipliers. However, each device type to be tested will -' , -%
require some minor adjustments to the basic configuration shown in -tsr -"-_. ,
Fig. 16 in order to accommodate a wide range of input power
requirements and conversion losses for the various DUTs. Note the tSO- . _ -.-

extensive use of isolators, as well as bandpass filters at the outputs of -- __'__

the DUTs. Our experience indicates that this is necessary for accurate
phase noise measurements. te teo K ,IK te8 IM Ieam

1 ." (f) rdBc/Hz3 v CHz 441M

Figure 17 illustrates the measured residual phase noise Figure 17. Residual Phase Noise Measurement, at the 500 MHz
spectrum, at 500 MHz, for a pair of regenerative frequency dividers Outputs, for a Pair of Telemus HB-0102 Regenerative
(Telemus HB-0102s, +2) tested with +15 dBm input signals at 1 GHz. Frequency Dividers (+2). input Frequency was 1 GHz,
The measurement system's approximate phase noise floor is shown as P =+15.0 dBm. The Two Solid Straight Lines
a pair of solid lines in the figure. It is interesting to note that the Represent an Approximate Fit to the Measured System
residual phase nse for carrier offset frequencies between 100 kHz Phase Noise Floor Using the SAWRO Based Test Source.
and I MHz rises quite abruptly and appears to plateau at
approximately -132 dBc/Hz for carrier offset frequencies from I Hz to -ee- .......... -. . . .. ..
10 kHz. This general behavior w-s independently confirmed by testing
the pair of dividers with two low noise SAWROs in a standard phase -110

locked noise measurement set-up. The level of the device's residual -125 _____ __'__

phase noise is some 15 to 40 dB above the measurement system's -,3o

noise floor in the 1 Hz to 1 kHz carrier offset range and would
seriously degrade the divided down phase noise spectrum of an -14-

extremely low phase noise microwave source, such as might be derived
from the basic 500 MHz SAWRO used herein as a test source.
Figure 18 shows the measured AM noise spectrum for one of the - -

signals which is input to the phase detector. The effective AM source---
noise suppression for the residual phase noise measurement was at
least 30 dB. Therefore, the Telemus HB-0102 dividers are a source of -te o ' K .. K :e. I' " 'IeM
residual PM and AM noise at almost equal levels. This fact suggests Sn(f) Cdc/Hz va fCHZ) 40M

that perhaps direct additive noise voltage signals within the dividers Figure 18. AM Noise at 500 MHz Output for One Telemus HB.0102

are the source of both the PM and AM noise observed in our Figure 1 A N ise aOne s
measurements. Frequency Divider (+2).

A Plessey SP8606A integrated circuit divide-by-two was also result is in good agreement with other results published in the
characterized using the basic test set-up shown in Fig. 16. The input literature for a variety of integrated circuit dividers [21, 161 - 191.
frequency was I GHz, and the incident RF power to each divider was Generally, these measurements indicate that it is virtually impossible
+ 5 dBm. The measured residual phase noise at 500 MHz for a pair of to preserve the phase noise floor of an extremely low noise oscillator
SP8606s is shown in Fig. 19. The measurement system's approximate signal when it passes through one of these circuits. This is primarily
phase noise floor is shown as a pair of solid lines in the figure. This due to the rather low output power of the device after division-by-two,

Mechanicalr ." ..al  ..... LineStretcher

Pam~~d UT#1 PA3IL

6dB +

SAWRO 6dB I I
__pad W4_ SAO, IF-

I Power PaPhs
orSplitor  

l

500 MHz I e Pa Ni Fo

Test Source for RFrequency Dovider Measurements P D ! RIX +22.0 dora I H"PO,&t.AM
I3048A Phase Nola

J.. ....... I M system

6dB6

SAWRO 6dr._d-.- ---
p dI Caibraon Paths

At for
ISystem Phase Noise Floor

Test Source for PBN-89-1234
Frequency Doubler Measurements

Figure 16. Residual Phase Noise Measurement Set-up for Frequency Dividers and Multipliers.
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and the fact that this signal must once again be amplified, -13s . .... .- .... . ...-. --, .... . .... . . ..

-14- -1 - - .

- -- 16 ' I -3e

I-- to o IK K I62K6 1 21

SIM CdBc/Hl2 vs fCHz3 40K5

is I too lO I GX 1 12K I" Is
1 L f) I CdBCHz fCHz2 49 Figure 20. Residual Phase Noise, at the 1 OHz Outputs, for a Pair of

,,-,. Watkins-Johnson FD25HC Frequency Doublers. Input
Figure 19. Residual Phase Noise, at the 500 MHz Outputs, for a Pa Frequency was 500 MHz, Pinc=+23.5 dBrn. The Two

of Plessey SP8606A Integrated Circuit Dividers (+2). Solid Straight Lines Represent an Approximate Fit to the
Input Frequency was 1 GHz, Pl 1 -+5 dBm. The Two Measured System Phase Noise Floor Using the SAWRO
Solid Straight Lines Represent an Approximate Fit to the Based Test Source.
Measured System Phase Floor Using the SAWRO Based
Test Source. essentially ideal frequency multiplication in a pair of X16 multiplier

chains with an output frequency of 8 0Hz. These previous results
Residual phase noise measurements on frequency doublers are suggest that the actual residual phase noise of the FD25HC frequency

also possible using the measurement test set-up shown in Fig. 16, doubler is substantially below that indicated in Fig. 20, and therefore
However, such results tend to be limited in dynamic range due to the our measurement simply serves to place an upper limit on its residual
rather large conversion losses of the DUTs. Figure 20 shows the phase noise.
result of a residual phase noise measurement on a pair of
Watkins-Johnson FD25HC frequency doublers, for an incident RF Finally, the noise properties for a pair of Hewlett-Packard Step
power level of +23.5 dBm at 500 MHz. The measurement system's Recovery Diode (SRD) modules (HP33004A) were investigated. Once
approximate phase noise noise floor is shown as a pair of solid lines in again the conversion losses of the DUTs preclude a direct residual
the figure. For all intents and purposes, we are unable to attribute any phase noise measurement. Therefore, a series of two oscillator phase
residual phase noise to the X2 multipliers, given the measurement noise measurements were performed at successively higher
system's phase noise floor limitation shown in Fig. 20. However, these multiplication ratios. The measurement test set-up is shown in
are the same frequency doublers used in Refs. (111, 1121 to achieve Fig. 21. Note, as indicated in Fig. 21, that two different paW of

SAWRO, Type 2

Hr&W'.sdcwd

I Pad BPFl Al $RD S#1 BP

-+24dlm

To LNA

Al:~~~n SAStkUT-12

SAWRO, Type 2 DW
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ISAWRO, Type I R

SRD #1, #2 HP33004A StpBN-89-1235
A1: Avantek UTO-1023

Figure 21. Measurement Test Set-up to Investigate the Noise Properties of a Pair of Hewlett-Pac~ard 33004A Step Recovery Diode (SRD}

Frequency Multipliers.
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SAWROs were used for these measurements. The pairs, shown as suggests that for the 4 GHz output frequency (X8) the residual flicker
"SAWROs Type 1" and "SAWROs Type 2" in Fig. 21, were nominally phase noise attributable to the pair of SRDs must now be less than
at 500 MHz, however, the second pair (SAWROs Type 2) was almost .110 dBc/Hz at its 1 Hz intercept. While we have seen step recovery
7 dB quieter in the white phase noise portion of the spectrum, for diode multipliers from other vendors which would have seriously
carrier offset frequencies greater than approximately 100 kHz. degraded the overall phase noise spectrum of the mutiplied output
Figure 22 shows data taken at 500 MHz using the first pair of signal, the Hewlett-Packard SRD modules are relatively low in their
500 MHz fundamental frequency oscillators (SAWROs Type 1). as well residual phase noise levels, and certainly capable of achieving close to
as data for multiplication ratios of 8 (18.1 dB) and 14 (22.9 dB). It is ideal multiplication of extremely low noise input signals, at least when
evident that close to ideal frequency multiplication has been achieved, used with care in an appropriate circuit configuration. During the
except for the carrier offset region between 40 kHz and 4 MHz. The course of these measurements we found that the SRDs' performance
overall performance is comparable to the performance previously was sensitive to the specific circuit environment in which it was
reported for the frequency doubler based multiplier chains. However, embedded. The liberal use of isolators and bandpass filters was once
there are indications that the spectral region for carrier offset again found to be highly advantageous for these measurements.
frequencies betweer. 40 kHz and 4 MHz has been degraded by
approximately 4 dB more than theoretical. Thus, the SRDs are only
about 4 dB worse than theoretical in their translation of the oscillators'
phase noise spectrum. Also indicated in Fig. 22 is a 10 dBldecade line IV. SUMMARY
which suggests that for the 4 0Hz output frequency (X81 the residual
flicker phase noise attributable to the pair of SRDs must be less than A measurement technique based upon the utilization of an
-105 dBcIHz at its 1 Hz intercept. Figure 23 shows similar data taken extremely low noise, both AM and PM, SAWRO has been described
using the second pair of SAWROs (SAWROs Type 2l. The which permits the accurate evaluation of component residual phase
significantly lower starting white phase noise floor for this pair of noise properties while maintaining exceptionally good sensitivity for
oscillators serves to more clearly reveal the carrier offset region over carrier offset frequencies from 1 Hz to 40 MHz. Data for a variety of
which worse than theoretical phase noise degradation is taking place. amplifiers, frequency dividers and multipliers, etc. was included.
Now the SRDs are seen to be as much as 6 dB worse than theoretical
over the carrier offset frequency range from approximiately 10 kHz to
4 MHz. Also indicated in Fig. 23 is a 10 dB/decade line which
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Abstract Princinle of Measurement Method

This paper presents a measurement method In the present method, the amplitude of a
of elastic vibration modes with extremely vibration is determined by the homodyne-
small vibration amplitudes in the very high detection and processing of the relative phase
frequency (VKF) range. The measurement system modulation %hich appears between two inter-
is an optical fiber interferometric sensor, fering light be'ms and which is caused by the
which detects optical phase modulations caused vibration to be mtas.red. In the following,
by elastic vibrations being tested to give the the detection principle Is outlined.
vibration amplitudes. Extensive use of recent
optical fiber technology and a signal process- Optical path configurations
ing technique enabled us to achieve detailed
measurements of vibration amplitudes as small Figures l(a) and l(b) illustrate optical
as 0.1 A at frequencies as high as nearly 150 path configurations for detecting the normal
MHz. and in-surface direction vibrations, respec-

tively.
Introduction In Fig. l(a), a laser beam transmitted

through a fiber is focused onto one point of
In recent years, electro-mechanical devi- the vibrator under test. The light reflected

ces using elastic vibrations quartz crystal back to the fiber is used as the signal beam
resonators, piezoelectric cciamic filters and and guided through the same fiber to an opti-
surface-acoustic-wave devices for instance, cal detector. The light partially reflected
have been in wide use in electronic equipment.
They are Indispensable elements for control
and selection of frequencies from several kilz ULcosWot
to as high as several hundred MHz. BEAM

For development and design of such devi- BSER ,SPLIERL
ces, direct measurements of their vibration ER SPITERLENS
mode are of particular importance, since BEAM ---- ..........
their tLeoretical vibration anLlysis is in

many cases difficult. For this reason, a FIBER

variety of vibration measurement methods have
been developed. Methods which fully utilize SIGNAL REFERENCE VIBRATOR
the inherent high sensitivity of optical MUNDER TEST
sensing include the holographic methodc , and BEAM BEAM

the laser interferometric method (2),3) for
example. However, these do not appear to have OPT.DET.
the sufficient capability for extremely small
elastic vibrations of VHF frequency devices In
most extensive practical use. The vibration (a) For the normal direction
amplitudes of these devices are typically vibration measurements.
below sever, tens of angstroms. Moreover,
high spatial resolution Is required to perform
accurate mode profile measurements, since the LASER
actual VIIF devices are quite small. BEAM

To overcome these problems, we have 4 BEAM 1
developed a measurement method of VhIF elastic /111U acoswt
vibrations by optical fiber interferometrIc FIBERS
sensing. The method fully utilizes recent MIRROR
optical fiber and micro-optic component tech- - -
nology, and a high S/N ratio signal processing
te unique at high frequencles. In this method,

m(asurement of any of the in-surface and 41"\/'BEAM 2
normal direction vibrations Is possible. The BEAM 2 BEAM1 VIBRTOR
minimum detectable amplitude is of the order UNDERTEST
of 0.lA for vibrations at frequencies as high
as ViiF frequencies. A ua,!quc feedback compen-
sation sche,e is used to stabilize Inrter-
ference signals against phase variations due
to external disturbances, and accordingly, to
achieve hi-h sensitivity of measurement. (b) For the In-surface direction

In the following, the measurement method vibration measurei.ents.
and Its performance are described with special
emphasis on its applications to VIIF elastic
vibrations. Fig.l. Optical path configurations.
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back at the far end R of the fiber is used as Measuring the maximum amplitudes Iipand lop
the reference beam, as indicated by the dotted of these components, and then taking their
line. In this case, the signal beam is phase ratio to eliminate E, and E2 which directly
modulated by the normal direction vibration reflect the intensity change of the interfer-
Ulcoswot of the vibrator surface. As a result, ing light beams, the following expression for
the following relative phase modulation U# Is obtained.
appears between the signal and reference
beams. U, = (9/4x ) . (lip/lop) X (6)

A 4 =(4r/X)Ucos 0t (1)
The detection principle of the normal

direction vibration U.coswot is quite similar
where I is the wavelength of the laser light, to that of the in-surface direction vibra-

In Fig.l(b), a laser beam guided through tion. The corresponding expression for this
a fiber is split into two beams. They are then vibration amplitude U, is obtained by multi-
focused onto a point on the diffusely finished plying the right-hand side of eq.(6) by an
surface of the vibrator being tested from inclination factor of cos450= /a .
upward and downward directions at angles of The dc phase difference of x/2 in eq.(3)
±450. Scattered lights into the direction is easily disturbed by various factors such as
normal to the vibrator surface are collected mechanical vibrations of the system or
and then guided through another fiber toward environmental temperature change. To su-press
an optical detector. These two light beams this phase difference variation by a negative
undergo phase modulations of the same magni- feedback control technique, the amplitude of
tude but of opposite sign by the in-surface the second harmonics of the low frequency
direction vibration U/1cosco 0t. This Is because, phase modulation component given in eq.(5) can
at some instant of time, the reflecting point be used. This amplitude is nearly proportional
motion due to the In-surface vibration to the phase difference variation from z/2,
lengthen the optical path of one beam, while and hence, is used as an error signal for the
this motion shorten that of the other beam. control, as will be described later.
Accordingly. these beams produce the
following relative phase modulation between Measurement system
them.

Figure 2 shows a schema of the measure-
A OS = (2F2 x /. ) U/, cosw ot (2) ment system. In order to achieve high spatial

resolution of measurement, the sensor head is
constructed with micro-optic components and

Detection principle of vibration amplitudes phase modulators using plezoelectric-ceramic
actuators. In this structure of the sensor

Vibration amplitudes are obtained by head, laser beams can be focused to a spot
detecting the relative phase modulations given with a diameter of nearly 10 um, and hence,
by eqs. (1) and (2) by some means. In this the spatial resolution of the same order of
section, the principle of measuring the In- magnitude Is expected. Single mode fibers
surface direction vibrations by the homodyne approximately 1.5 m long separate this head
detection Is described,(4 ) since that of the from the main system consisting of three sub-
normal direction vibrations is essentially the systems, a light source, a signal detection
same. and processing system, and a phase variation

The interference light intensity Incident compensation system. By the proper selection
upon the optical detector is given by of fibers, any of tihe In-surface and normal

direction vibrations can be measured on a
point by point basis.

I - 11
2 

+ H2
2 + 2 EiE2 cos [(MZ r/;) The system in Fig.2 is set for measurement

of the in-surface direction vibration. The
x U cosW .t + e cosg t + ir /2] (3) laser beam from a le-Ne laser is guided

where EI and E 2 are the field amplitudes of the
two interfering light beams. In eq.(3), the POLARIZATIO
presence of a dc phase difference of 9/2 is( (SFPLARAHEAD)
essential for the homodyne qignal detection, ------------- PHASEO UATORS
and this phase difference must be maintained LENSES A U.c°s ut

at this value during detection. 0'e coso t Is :A
low frequency (-lkIlz) phase modulation which HE-NE LASER~
is necessary to monitor light intensity change
during measurements. This modulation is also (1,62)S.FIBER
necessary to generate control signals for BEAMSPLIER/_' -(X,=0.59m) . VIBSTG
suppressing phase difference variation from MIRROR LENS BrM SPLIflCR .
z/2 by a negative feedback technique, as will - --------- , .....
be described later. , .

If we assume that U,,-1 and # < 1, then
expansion of eq.(3) into a Neumann series in P
terms of Bessel functions and use of appro):i- BPF(aQ BPFn) BPR2Q CONTROLLER
matlons Jo(x);l and Jt(x) x/2 for small x I (.) ) AP
give the following two frequency components SIGNALCOALER AL
among others. -------- - .

It (- ) = 4 9 FI E 2 ( U ,/X )cosw ot (4) U,,or U, (SIGNAL DET. SYSTEM) (PHASE CHANGE COMP. SYSTEM)

I0() =-2 FI 2 cosgt (5) Fig.2. Measurement system.
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through fiber A to the sensor head. Scattered A
lights Into the direction normal to the vibra-
tor surface are then collected and guidcd 100
through fiber B toward an optical detector to
achieve the optical path configuration shown
in Fig.1(b). V)

The system can easily be switched to that 0 In-surface vib.
for measuring the normal direction vibration
by simply shifting upward the stage S. on
which both the input end of fiber B and a alo0
mirror used for directing the laser beam to E
fiber A are attached. This shift makes the 0

laser beam through a beam splitter be incident C
only on fiber B to realize the optical path .2 Normal
configuration shown in Fig. l(a). vib.

To achieve highly sensitive detection of L/1
vibrations of small amplitude, it Is crucial --

to detect small optical signals with high S/N >

ratios especially at VHF frequencies. Special
care was therefore taken with the signal
detection and processing system. For the
optical detector, an avalanche photodiode 0,11
followed by a frequency selective amplifier 0.1 1 10
Is used. The amplifier contains a tuning Excitation current (mA)
inductor connected in parallel to parasitic or

stray capacitances of the photodlode and the
amplifier input to prevent the decrease of Fig.3. Detection capability of vibration
detector gain at high frequencies. From the amplitudes.
output signals of the amplifier, the signal
components necessary for detection, It() )and
io(O )given in eqs. (4) and (5), are extracted
by band pass filters. The signal component To demonstrate the validity of the pre-
it ( ), which becomes quite small with sent method, measurements of VHF thickness-
decreasing vibration amplitude, is further shear vibration modes were performed. The
processed by a high frequency resolution vibrator tested is the same AT-cut quartz
signal analyser with a bandwidth of several liz resonator as that shown in Flg.4. Fig.5(a)
to achieve high S/N ratio detection. shows the frequency spectrum of an excitation

In designing the optical system, care was current of the resonator near the resonant
taken to minimize the phase difference varia- frequency 53.7 MHz. Fig.5(b) shows a spect-
tion from x/2 between the interfering light rum of an optical signal which was obtained
beams due to external disturbances. Most of when the In-surface vibrations were measured
the optical paths are made common to these two at the resonator center. In this spectrum,
beams, so that the phase changes are canceled, the response peaks correspond to the resonant
To further reduce the phase difference varia- modes and their magnitudes are proportional to
tIon by a feedback control technique, the the amplitudes U. of the vibration in the x
amplitude of the second harmonics of the low direction.
frequency phase modulation component give., in
eq.(5) is detected by a lock-in amplifier. The
detected signal Is then amplified and fed back
as a control signal to the phase modulator on
the sensor head through the modulator control- R=,,35mm Y
Icr, which supplies signals to the modulator _ ___

to produce the phase difference of r/2 and the
low frequency phase modulation stated earlier. re mm [  " X

Measurement System Performance

Figure 3 shows the detection capability
of vibration amplitudes of this measurement
system which was measured by changing the,,'
excitation current of a 53.7 MHz fifth over-
tone AT-cut quartz crystal resonator depicted
In Iig.4. LxceiienL proportonal le were :.-

obtained down to the order of 0. A. The
detection sensitivities are at least by one
order )f magnitude higher than those of the
p)reviou..ly reported laser Interferometric e cto s
nethod. ( 2 ' The lower sensitivity for the In- electrodes
surface drection vibration Is mainly because fundamenta I U -
of a sm ,,l amount of light which can be used vibration
for detection, since only a small fraction of
light Is scattered from the 45 ° to the normal
direction of the vibrator surface, as can he
seen in Flg.l(b).

I)etection of vibration mplitudes at Fig.4. AT-cut quartz resonator.
frequencies from several kiiz to over 150 MHz
was found possible.
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(a) Main vib.(53.7305MHz) Figure 6 shows an example of vibration

(b) Inharmonic vib. amplitude distributions of the main vibration
25kz (c)Inhormonic vib. measured along several lines parallel to the x5 kaxis of the resonator as shown in the inset of

-- the figure.

_Figures 7(a), (b) and (c) show vibration
I 'modes of the fifth overtone main and inhar-

10db J _ monic vibrations indicated by the arrows in
Fig.5, illustrated by loci of equal amplitude
and three dimensional profiles. Measurements
of these modes were performed by scanning the

fz: ~ ~~Ux (,1

(a) Excitation current.2X

I 2. Z-Omm

3. Z- 1.0510 db100
A4C

,I X(mm1

(b) Optical signal.
Fig.6. Vibration amplitude distributions

Fig.5. Frequency spectra of excitation of the fifth overtone main vibration.
current and optical signal near
the resonant frequency.

Z Electrode

120 X I

60 1
600

~~0

(a) Main v'bratlon (b) Inharmonic vibration (c) Inharmonic vibration
Res. freq. 53.7305MHz Res. freq. 53.7605MHz Res. freq. 53.7685 MHz
Exc. curr. 17.5mAe Exc. curr. 3.6 mAeff Exc. curr. 4.4 mAe f

(U. at the center -63A)

Fig.7. Fifth overtone vibration modes
of AT-cut quartz crystal resonator.
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laser beam along the x and z axes of the
resonator, and the symmetry of vibration dis-
tributions was first confirmed. Then, in
order to obtain the vibration amplitudes at a
sufficient number of points to obtain a mode
pattern, scanning measurements were made along
several lines parallel to the x and z axes
only over the first quadrant of the vibrator
surface to reduce measuring time.

In the main mode shown in Fig.7(a), all
points of the resonator surface are vibrating
in phase over the entire surface. In contrast,
In the inharmonic mode2s given In Figs.7(b) and
7(c) with two nodal lines shown by dot-dash
lines, the phase of vibration is not the same
over the entire resonator surface, and is
reversed across the nodal lines. These mode
patterns reveal in detail and quantitatively
the nature of the vibration modes.

These examples demonstrate the effective-
ness of the present method for measuring vib-
rations at VIII' frequencies with extremely
small amplitudes, which have not been easy to
evaluate by other existing methods.

Conclusions

We have developed a method of measuring
vibration modes In the VilF frequency range by
optical fibre sensing which makes extensive
use or recently developed optical fiber tech-
nology and a signal processing technique at
high frequencies'. The method has been demon-
strated to have the capability of performing
detailed and quantitative evaluation of vibra-
tion modes with extremely small amplitudes.
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ABSTRACT Energy trapping effects are another
Ongoing work aimed at determining the useful result of depositing electrodes on the

physical properties of cultured quartz surface. By creating regions with different
material from frequency measurements of bulk cut-off frequencies we are able to confine
wave resonators has highlighted the need for the vibrational energy of a desired thickness
accurate means of measuring the mass loading mode to the center of the plate, greatly
due to the electrodes. In this paper, various reducing the coupling to unwanted modes which
methods of determining electrode mass loading occurs at the lateral boundaries of the
are presented, and measurements of mass plate. Through careful choice of the amount
loading using several of these techniques are of mass loading one can achieve suppression
compared. Variations between the values of of anharmonic modes resulting in a resonator
mass loading obtained by the different frequency spectrum containing only the
techniques are discussed and a model is desired mode.
proposed to explain the various differences.

The effects of intrinsic stresses in the
INTRODUCTION electrode films and mechanical strains due to

Measurements of selected quartz material thermal expansion mismatch of the electrode-
properties are being made as part of a substrate interface are somewhat smaller than
cooperative Army/Air Force/EIA/RPI effort. the inertial and energy trapping effects, and
Preliminary results, based on measurements of have not to date been characterized in great
TETM resonators, were reported in 1988 (1]. detail. There are, however, both theoretical
The accuracy of these results was noted as (4] and experimental (5] studies indicating
being limited by uncertainties in the values that the effects are sufficiently large as to
of electrode thicknesses ascribed to warrant attention in the manufacture of
individual resonators. In order to resolve precision resonators. Of particular interest
some of the uncertainties, a program was are data by Filler (6) from which the change
undertaken wherein a multiplicity of in the first order temperature coefficient of
measurement methods and analysis techniques frequency can be calculated as a function of
were used to determine the electrode increasing mass loading for the case of gold
thicknesses and resultant mass loading on a electrodes on AT-cut quartz. After
number of the samples in question. It was subtracting the inertial contribution noted
hoped that a satisfactory technique could be previously, one finds that interfacial
developed whereby the total electrode stresses due to the "low-stress" gold
thickness (both sides) could be determined electrode contribute +2x10-" per Kelvin per
from a set of electrical measurements at the percent of mass loading to the first order
resonator terminals. temperature coefficient of frequency. This

implies that compressive stresses are being
SIGNIFICANT EFFECTS DUE TO THE ELECTRODES develomed in the quartz at the rate of

The effects associated with depositing lO4N/m per Kelvin per percent of mass
thin metallic electrodes on the surface ox a loading, a value in good agreement with that
piezoelectric plate can be separated into calculable from the thermal expansions of
three primary categories consisting of gold and quartz.
1) inertial effects, 2) energy trapping
effects, and 3) stress effects. If the ELECTRODE PROPERTIES OF INTEREST
electrodes are made sufficiently thick, wave There are a number of properties
propagation effects will also be present. pertaining to the electrode which have an

identifiable impact on resonator performance.
The primary inertial effect due to the These properties include electrical,

electrodes is the frequency lowering commonly physical, and geometric quantities.
used as a means of frequency adjustment. To
a very good approximation, the thin electrode The primary electrical characteristic of
films appear as lumped masses of mass per interest is the film resistivity. While it
unit area m determined by the film density Pe is possible to use resistivity as a tool in
and thickness te. While adding mass to the analyzing the physical properties of the film
surfaces provides a convenient means of (7), we are generally interested only in
frequency adjustment, it is also a potential obtaining a low resistance film so as not to
source of ditficulty as the thermally degrade resonator Q.
activated transfer of contamination within a
sealed resonator can easily be a significant For thin films, the physical property of
source of frequency aging. A somewhat most interest is the film density. The
smaller inertial effect is an alteration of density of thin gold films as used in this
the resonator frequency-temperature behavior paper has been reported by different authors
as the metallization thickness is varied as being between 90 percent [8] and 100
(2,3]. percent (9] of the bulk density value. As
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the film becomes thicker, the elastic o assume bulk properties
properties of the film become important and o measure the unelectroded critical
the acoustic impedance of the film becomes frequencies
the physical property of most interest. The o calculate 2h
combinations of film adhesion and thermal o measure te
expansion (leading to interfacial strains), o calculateep
and intrinsic stress and surface mobility
(leading to metal migration) must also be The assumption of bulk properties for
considered in certain applications, the electrode film is based upon the work of

Lewis and Lu [9]. The calculation of blank
The geometric quantities of electrode thickness from the unelectroded critical

size, shape, thickness, and uniformity frequencies is well known. From a practical
directly affect both the static and motional standpoint, this method reduces to a) being
equivalent circuit parameters of a given able to measure the critical frequencies of
resonance. For a given cut and blank unelectroded plates, and b) being able to
thickness, electrode size and shape determine measure the electrode film thicknesses.
both static and motional capacitances,
electrode thickness determines the final An alternative method of determining
resonant frequency, and electrode size and mass loading arises from the ability to
uniformity determine unwanted mode content. calculate the mass loading-induced frequency

perturbation:
PIEZOELECTRIC PLATE RESONATOR

The typical piezoelectric plate o assune bulk properties
resonator consisting of a quartz disk with o measure the unelectroded critical
metallic electrodes top and bottom is shown frequencies
in Figure 1. The piezoelectric plate of o calculate 2h
thickness 2h and density ps contains some o measure the electrode critical
region Aa known as the active area wherein frequencies
acoustic waves are driven by voltages applied o calculate p
to electrodes of thickness te (each side) and o calculate te
density Pe . The region wherein the
electrodes overlap to form a parallel plate The assumption of bulk properties and
capacitor structure is denoted as the the calculation of blank thickness are the
electroded area Ae. same as for the dimensional measurement

technique. In this case, however, we need to
be able to measure the critical frequencies
with and without the electrodes. In
addition, the choice of equations used for
calculating ju from the frequency

t perturbation is quite important. The
- 'e assumption of lateral unboundedness is

implicit in the application of (1) in both
techniques. If the lateral dimensions are to
be included in the treatment, the works of
Tiersten [10] and Lee (11) are pertinent.

Figure 1. Piezoelectric Plate Resonator. TABLE I Thickness Measurement Methods (12]

Method Sensitivity Remarks
The inertial interaction of 

electrodes

and substrate is conveniently described by Resistance -1% Convenient, empirical
the ratio of electrode mass per unit area to thickness-resistance
substrate mass per unit area, denoted as mass relation required
loading p • For the case of an infinite
plate with no lateral variations, the Microbalance -lA/cm2 Simple, rate and
electroded and active areas are coincident thickness monitor
and the mass loading is given by the familiar
form Stylus -20A Rapid, absolute,

thickness and thickness
Pe te profilep= - (1)
ps h X-ray -100A Simple, relative,

Emission thickness and thickness
wherein mass loading and electrode thickness profile
are directly proportional. The frequency
perturbation resulting from a given value of Optical 1% Relative, rapid,
mass loading can be calculated using a number continuous scan,
of methods; this will be discussed in a thickness profile
subsequent section.

Inter- -2A Most accurate, absolute,
METHODS OF MEASURING MASS LOADING ferometric highly reflecting

Given that the mass loading can be surface or overcoat
calculated using (1), a means of finding the required in a two-beammass loading using diaensional measurements method where sensitivity

becomes apparent: is limited to -50A
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FILM THICKNESS MEASUREMENTS 10120000
There are a number of methods available

for measuring the thicknesses of metallic
electrodes, each with its own combination of
accuracy and applicability [12]. The most
common techniques are described in Table 1. 10110000
In this work, we were interested in checking -

the actual thicknesses of films reported to C
us as being 1000R thick. Both interferometric
and stylus-type measurements were evaluated,
with stylus-type measurements being chosen on l 10100000 (YXI)+45 S/N 6
the basis of greater practicality in this L -w/o- electrode
particular case. Sample data obtained using --- theoretcl
the stylus method are shown in Figure 2. -measured

10090000
o 0 0 0 0o 0 0 0[(, ~ ,4 ! tLur ll lIE i, C'u

:- -- - -- -, -. Figure 3. Sample unelectroded plate air-gap
measurement data.

1.500 10030000

--- 1I000 - 10020000

5.00 u
- 10010000

3Cr (YXI)+45 S/N 6
10000000 -w- electrode

8,IO 3. 0 70 9no... theiretica1
R C IIF; H * . ' ' . ,& ' _ m e a s u r e d
M CLIF; le ii (' I1 'oLOHI DEKTAK II 9990000

o 0 0 0 0 0
0 o 0 0 0

Figure 2. Sample thickness measurement data. air gap (um)

Figure 4. Sample electrodea plate air-gap

CRITICAL FREOUENCY MEASUREMNTS measurement data.
Ts critical freqiencies of the

unelectroded piezoelectric plates were FREOUENCY MEASUREMENT ANALYSIS - MASS LOADING
measured using an adjustable air gap fixture A number of equation sets exist whereby
in conjunction with an automatic network the frequency perturbation due to the mass
analyzer. The resonance frequency was loading may be calculated with varying
measured as the air gap was varied from zero degrees of accuracy, with the greatest
to one thousand micrometers, and the data accuracy achieved through a three-dimensional
were fit by the method of least squares using equation set with non-linear
the well known relationships for frequency piezoelectricity. For this discussion,
pulling with a series load capacitor. Sample however, we choose to employ the exact
data are shown in Figure 3. Both resonance transmission line analog of a single
and antiresonance frequencies can be thickness mode with no lateral variation
extracted from the data, which may then be [13], and compare these results to those
converted to values of piezoelectric coupling obtained with two other relations commonly
and motional parameters. used to calculate mass loading.

The critical frequencies of the The first investigator to formalize a
electroded piezoelectric plates were measured relationship describing the mass loading-
using a multiplicity of methods. Unmounted induced frequency perturbation was Sauerbrey
plates were measured using the same air gap (14]. The relationship, given by
fixture and analysis as described above, with
the difference between resonator electrode Me f(l)Au -f(1)A°
diameter and air gap electrode diameter taken (2)
into account. Sample data are shown in ms A°
Figure 4. The electroded plates were also
measured while mounted and sealed in is considered accurate for values of mass
resonator enclosures. The frequency loading up tc two percent. An empirically
measurements were made using pi-network, determined constant representing film non-
impedance analyzer, network analyzer, and uniformity and lateral variations is
automatic microcircuit bridge systems. Good sometimes included [15]. One should note that
agreement was found among all the measurement in (1) both me Pnd m. refer to actual masses,
methods. not areal densities.
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As improvements in experimental one should in theory be able to use the
techniques allowed thicker films to be antiresonance frequencies of a series of
evaluated, the relationship from Sauerbrey harmonics to determine both mass loading and
was modified slightly in order to extend its the unloaded fundamental antiresonance
range of validity [16,17]. This modified frequency. In practice, however, the
relationship, known as the "period- situation is complicated by the non-uniform
measurement" technique, may be written as distribution of vibratory motion, so that

what we measure as antiresonance is actually
me f(1)Ap - f(1)Ao the point where the integral of the current

-(1)A (3) density taken over the electroded area
ms vanishes.

With this small change, the relationship is FREOUENCY MEASUREMENT ANALYSIS - COUPLING
considered accurate for values of mass As an adjunct to determining the mass
loading up to ten percent for selected loading by measuring the critical
materials, frequencies, one may also determine the

effective value of piezoelectric coupling
In 1968, Miller and Bolef (18] used both with and without mass loading. The

acoustic wave analysis to calculate the shift simplest relationship for determining the
in resonance frequencies which occurs when coupling is derived from the Butterworth-
thin transducers are attached to an Van Dyke equivalent circuit as
ultrasonic crystal resonator. In 1972, Lewis
and Lu [19] applied the results of Miller and f(M)A - f(M)R 4 k2

Bolef to the case of quartz crystal thickness = (7)
monitors with large mass loading. They showed f(M)R
that, in the case of small losses, the
frequency perturbation could be determined This relationship can be used both with and
from without mass loading in which the coupling

should be denoted by k. or ko respectively,
Pf vf fc fc with similar subscripts on the frequencies.

-- tan -- =- tan- (4)
Pq Vq ff fq The transmission line analog resonance

frequency equation given in (5) may also be
where vf and v are the shear wave velocities applied either with or without mass loading.
in the film anh quartz respectively, and of In the case of zero mass loading, (5)
and po are the respective densities. The simplifies to
quantties ff, fq, and fc represent the
resonance frequencies of the film, the quartz tanX 1 r f(N)Ro
substrate, and the composite resonator - = - , X - - (8)
structure. X k2o 2 r(1)Ao

from which the coupling is obtained directly
In 1970, Yamada and Niizeki [20) used from the resonance frequencies, given that

the equations of linear piezoelectricity in the fundamental antiresonance frequency is
conjunction with the appropriate boundary known. Inasmuch as the piezoelectric coupling
conditions to obtain expressions for the for a given mode is a physical constant, one
admittance of piezoelectric plate resonators. should in theory be able to use the unloaded
In 1972, Ballato (13] used network synthesis resonance frequencies of a series of
techniques to transform the admittance harmonics to determine both the coupling and
functions of Yamada and Niizeki into exact the unloaded fundamental antiresonancetransmission line analogs of the teulae udmna nieoacpiezoelectric plate resonator. In the case of frequency. If the mass loading is known, onepizoelectric plte rsoatr m In , the can use (5) in conjunction with the mass
a single mode and small mass loading, the loaded resonance frequencies to determine the
resonance frequencies may be determined from coupling.

taX 1 T f (M)R ltanX 1i
- = -- x,-- (5)

X k2+PX2  2 f()Ao( TABLE II Sample Data - (YX1)+380 Resonator

and the antiresonance frequencies may be Mass Loading (%) and Electrode Thickness (A)
determined from

measured Sauerbrey "period" tanX/X
tanX 1 ir f(M)A M 2t p 2t p 2t p 2t

x = (6) 1 501 1.825 407 1.859 415 1.86 4194
X x2  2 f(1)AO 3 5015 1.914 4275 1.951 4358 1.964 4386

5 5015 1.921 4290 1.958 4374 1.981 4425
Equations for the case of large mass loading 7 5015 1.916 4280 1.954 4364 1.994 4454
are simply developed using the transmission 9 5015 1.905 4255 1.942 4338 2.003 4474
line analog, from which (4) can easily be
derived. Applying (6) to the antiresonance Piezoelectric Coupling (%)
frequencies, one can det:.rmine the mass
loading directly, whereas to use (5) in theoretical BVD tanX/X
conjunction with the resonance frequencies, a 4 k kp_ ko k k
knowledge of the piezoelectric coupling is 1 7.77 3.93 2.94 3.89 2. 4
required. 3 7.77 3.43 3.18 3.37 5.10

5 7.77 3.84 1.56 4.12 8.13
Inasmuch as the mass loading is by 7 7.77 4.54 4.68 4.86 12.17

definition a fixed ratio of areal densities, 9 7.77 6.30 5.88 7.02 16.38
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TABLE III Sample Data - (YXI)-490 Resonator FIRST APPROXIMATION TO FINITE ELECTRODES
The transmission line analog for a

Mass Loading (%) and Electrode Thickness (A) single piezoelectrically driven mode, in the
case of thick electrode films, is shown in

measured Sauerbrey "reriod" tanX/X Figure 5. Implicit in the calculation of the
M 2t A 2te  A 2t p 2te equivalent circuit elements are the
1 3508 1.305 2325 1.322 2359 1.322 2349 assumptions of lateral unboundedness and a
3 3500 1.311 2336 1.329 2367 1.325 2354 uniform distribution of motion. A simple
5 3500 1.308 2329 1.325 2360 1.318 2344 first approximation to the real world case of
7 3500 1.316 2344 1.333 2376 1.346 2418 lateral boundedness can be made by retaining

the assumption of a uniform distribution of
Piezoelectric Coupling (%) motion but allowing for a difference between

the electroded area Ae and the active area
theoretical BVD tanX/X Aa. The equivalent circuit elements are then

M k kj kO  k).1 kO  calculated as
1 5.66 3.45 3.55 3.43 3.55
3 5.66 3.22 3.64 3.20 1.52 E Ae
5 5.66 3.22 2.92 3.21 -- Co = - (9)
7 5.66 3.30 4.69 3.31 8.02 2h

e Aa
N = -(10)

EXPERIMENTAL RESULTS 2h
Frequency measurements were made on a

number of the rotated Y-cut resonators Z = A p v (11)
described last year [1]. In addition, both
frequency and film thickness measurements W
were performed on a number of optically k = - (12)
polished (YXl)+380 and (YX1)-490 resonators. v
Sample data typical of the optically polished
resonators are given in Tables II and III. It is also expedient to introduce the
The measured total electrode thickness 2te is concept of the electroded fraction of the
compared to that obtained by combining (1) active area, here denoted b. The natural
with (2), (3), and (6). The theoretical upper bound of b = 1 is approached in the
piezoelectric coupling is compared to that work of Lewis and Lu (9J. Since b is always
obtained by applying (7) to the data both less than or equal to 1, b is conveniently
with and without mass loading, by applying expressed as a percentage. For the common
(5) to the mass loaded resonance frequency case of equal size electrodes as encountered
data using the values for mass loading here, b = Ae / Aa.
obtained using (6), and by applying (8) to
the unloaded resonance frequencies. A number
of points concerning the mass loading are EFFECTIVE COUPLING AND MASS LOADING
evident from the data: If one employs (9) thru (12) in finding

the critical frequencies of the transmission
1) While the mass loading is by line analog of Figure 5, one obtains

definition a physical constant, the actual equations (5) and (6) with the difference
effective mass loading varies with harmonic, that the piezoelectric coupling k and mass

loading ) are now replaced by effective
2) The harmonic variations observed were %,alues keff and Peff" The effective coupling

consistent for a given angle of cut, but is given by
varied between different cut angles. k2

3) A difference between the bulk and k2eff = - (13)
thin film densities cannot by itself explain bthe mass loading data. and the effective mass loading is given by

In order to explain the harmonic
variations, it is necessary to examine the tanXe
transmission line analog being used. Peff = p b - (14)

Xe

The effective mass loading is seen to be
the product of the "ideal case" mass loading
for thin films given by (1), the electroded
fraction of the active area b, and a
transcendental term relating to wave

"Co Kpropagation in the case of thick films. The
0 kL- term Xe is defined similarly to the X of

equations (5) and (6), being equal to one-
half pi times the ratio of the critical
frequency being measured to the fundamental
antiresonance frequency of the total
electrode film of thickness 2te. One can
readily solve for the electrode thickness

h required for the "onset" of wave propagation
effects by setting the term (tanXe/Xe) equal

Figure 5. Transmission line analog for a to the sum of unity plus some maximum
single TETM mode, bisected basis, allowable perturbation level.
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TABLE IV Electroded Fraction of Active Area BECHNANO NUMBER-OVERTONES OF X-THICESS SHEAR

M (YXl)+380  (YX1)-490

1 82.8% 67.1%
3 87.5% 67.3%
5 88.2% 67.0%
7 88.8% 69.1%
9 89.2% ---

ANALOGY TO BECHMANN'S NUMBER
Table IV lists typical data for the

areal ratio b observed as a function of angle 40
of cut and harmonic of operation. For
comparison, the harmonic dependence of the
energy trapping criterion known as Bechmann's
Number is shown in Figures 6 and 7 for the
case of AT and BT-cuts respectively (21]. The
trend toward better energy trapping with
increasing harmonic number for the AT-cut 6 161
case compares nicely to the increasing i0 i0 10 10 IC I 1
electroded fraction of the active area with R- (MASS-LOADING)
increasing harmonic number as shown by the
data. For the BT-cut, the more complex energy Figure 6. Bechmann's Number for the AT-cut.
trapping-harmonic relationship is also well
mirrored, as is the overall fact that the BECHNANN'SNUNMR-OVERTONES O X,-THICNES SHEAR
AT-cut energy traps much better than the i0C
BT-cut.

CONCLUSIONS

Measurements have been made of the so
electrode thicknesses and resultant mass
loadings on a number of piezoelectric plate f
resonators. Significant differences have been = 1)0
found between the theoretical and effective
mass loading, including variations in the " _
effective mass loading measured for different
harmonics. A simple first approximation to 40
the effects of lateral boundedness which
provides qualitative insights as to the cause
of the variations has been presented. .
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: A quartz crystal resonator can be There are several means of measuring crystal
modelled as a one or two port electrical circuit. resonators and extracting the electrical parameters.
Extraction of the equivalent electrical parameters can One in particular, proposed by the Electronics
be accmplished using scattering parameters measured Industries Association (EIA), uses scattering
near the resonant frequency of the crystal. paramters measured around the resonant frequency.

Due to measurement errors inherent in the network [2,3] The extracted parameters depend on the values
analyzer, the extracted parameters will vary from run measured. If measurents could be repeated with
to run. These measuremnt inaccuracies lead to exact precision, the extracted parameters would not
greater errors in the electrical parameters as the change from data run to d&ta run. But due to
magnitude of Sll (one port model) or S (two port measurement inaccuracies, there are variations in the
model) approacdis one. This paper wl present S-parameters and therefore variations in the
results of measured and simulated data and a first electrical parameters. [4) These varitions are
order sensitivity theory. An expression for the error assumed to be random and can be due to several souroes
in the extracted series resistance will be derived. which include network analyzer noise, frequency

isimulated and actual crystal data will be compared to inaccuracies, and temperature variations. Tables 1
the theoretical values for the one port model. and 2 show the effects of multiple data acquisition

runs on the extracted resonator parameters for two
Introduction crystals analyzed as one and two port devices.

RI(OKM) L1(mi1) CI~nF) CO(pF) fsCfM~z)

The importance of quartz crystal resonators stems

from their high quality factor, relatively small size, 33.67 204.721 9.661 2.103 3.57872
and excellent termperature stability. The use of 34.093 203.321 9.728 1.872 3.57872
these devices for frequency control, filter, and 33.408 203.658 9.711 1.823 3.578719
timing applications requires an accurate detenination 33.667 204.243 9.684 2.424 3.578719
of their equivalent electrical parameters. 33.814 203.825 9.703 2.164 3.578719

A quartz crystal resonator near the resonance of 33.472 203.864 9.702 2.101 3.57872
an isolated mode of vibration can be represented by 33.663 202.323 9.-'76 5.318 3.578718
the one port model shown in Figure 1 or the two port 33.696 203.765 9.706 3.818 3.578718
model shown in Figure 2. (1] 33.642 203.417 9.723 4.193 3.578718

33.88 202.967 9.744 2.592 3.578718

Average 33.7005 203.6104 9.7138 2.8408 3.578719

Haximun 34.093 204.721 9.776 5.318 3.57872
9i LI C1n iun 33.408 202.323 9.661 1.823 3.578718

Std. Dev. .1854261 .6294971 .0301125 1.126042 .0000006

% Std. 0ev. .5502177 .3091675 .3099967 39.63821 .0000181

(a) One Port

Rl(ohnl) LI(mH) C1(fF) C02(pF) C01(pF) C03(pF)

co 37.152 206.116 9.596 2.293 .772 .561

37.114 206.152 9.594 2.141 .372 .592

37.1 206.159 9.594 2.101 .351 .595

37.127 206.074 9.598 2.015 .251 .676
Figure 1. Single Mode One Port Resonator 37.108 206.078 9.597 2.013 .236 .694

Equivalent Circuit Model. 37.104 206.079 9.597 1.925 .168 .691
R L, C 37.128 206.106 9.596 1.842 .176 .819

1 1 37.098 206.109 9.596 2.004 .243 .675

37.103 206.106 9.596 1.808 .086 .721

C02  37.127 205.914 9.605 1.662 .086 .854

C.So~ Average 37.1161 206.0893 9.5969 1.9804 .2741 .6878
001 Ilximrn 37.152 206.159 9.605 2.293 M77 .854

Kinimu 37.152 206.159 9.605 2.293 .772 .854

0 , p Std. 0ev. .016257 .06453379 .00294788 .17152154 .18920859 .08953078

F Std. 0ev. .0438004 .03131351 .03071701 8.6609545 69.029036 13.016978Figure 2. Single Mde ToPort Resonator
Equivalent Circuit Model. (b) Two Port

Table 1. Extracted Parameters for Device J69

This work was supported, in part, by the Electronic Analyzed as a (a) One Port Device
** Tiwokwsspotd nprb eEltrnc(b) Two Port Device

Industries Association, Washington, D.C.
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RI(O4N) LI(WM) Cl(fF) CO(pF) fs(NHz) Definirq the mationa. arm admittance as Yc, the
admittance matrix for the two port model can be

1696.499 8168.351 3.101 1.043 .99996'Q written as
1701.096 8196.781 3.09 1.048 .99e-,'.
1709.253 8190.552 3.093 1.06 .9994[ 11 Y2~ (3)i1713.TM 8217.336 3.083 .99 .9999635 = L, ¥2 (3)
1721.039 8153.145 3.107 1.038 .9999638 Li V12 ¥22j J
1720.972 8179.01 3.097 .996 .9999643

1720.688 8188.885 3.093 1.059 .9999638 where
1725.281 8183.554 3.095 .975 .9999634

1729.366 8150.726 3.108 .946 .9999643 YII = G + JIC01"+ Yc + JwC02 (4)

1725.963 8162.368 3.104 .914 .9999641

Average 1716.3932 8179.0708 3.0971 1.0069 .99996391 ¥12 
= 

21 -C - J(C02 (5)

Maximu 1729.366 8217.336 3.108 1.06 .9999643
Minlsun 1696.499 8150.726 3.083 .914 .9999634 6=
Std. Dev. 10.428244 19.737245 .00752928 .04822333 .00000028 Y22 G03 + JwC03 + ¥0+ JOC0 2  (6)

X Std. Dev. .60756731 .24131403 .2431073 4.7892874 .00002844 Here the motional arm ter and the shunt capacitance,
C02 , are isolated in the 1 term. S1he parasitic

(a) One Port elements can be eliminated-Trmc Y¥1 usirg siMle
RI(OHM) LI(m) CUM CO2(pF) CO1(pF) C03(pF) manipulations. Therefore the ;ea values of S

can be used to extract the equivalent eleEtric
1655.017 9030.96 2.805 .91 .065 -13.985 parameters usin the same techique implemented for
1649.075 9024.523 2.807 .987 .071 -14.188 the one port model. This paper will exanine the
1652.011 9025.034 2.807 .971 -.407 -13.871 effects of measurment errors in S on the extraction
1647.969 9026.511 2.806 .999 -. 462 -14.002 of R1 for the one port model andl ; results will be

extended to the two port model.

Average 1651.018 9026.757 2.80625 .96675 -.18325 -14.0115 Sensitivity Anais
Maximul 1655.017 9030.96 2.807 .999 .071 -13.871
Mininum 1647.969 9024.523 2.805 .91 -. 462 -14.188 O
Std. 0ev. 2.7408803 2.5340289 .00082916 .03423722 .25201029 .11367168
% Std. Dev. .16601154 .02807242 .02954677 3.5414765 -137.5227 -. 8112741 TO derive an expression for the error in R

(b) Two Port evaluate equaticn (1) at o a w. (i.e, X1 a 0). 41s
yields

Table 2. Extracted Parameters for Device X1
Analyzed as a (a) One Port Device Y = JB+ (7)
(b) Two Port Device R0

As seen in Tables 1 and 2, the extracted

parameters vary from run to run. The variations in C0  Y= 1 + (8)
are due to the extraticn technique and were R,
unisportant to this study. Normally CO is measured
off resonance to much greater accuracy. The
variations in the motional arm parameters, R1, C1, and Therefore,
Ll, can be attributed to the inaccuracies o the
measurement system. The data taken was not averaged; (9 +
including the calibration data. Therefore the

statistical variations in the extracted parameters
also include the variations in calibration data. Take the derivative of R with respect to
Normally data averagin should be implemented to using the chain rule, whid yields
improve the accuracy of the extraction technique, but
this provides a base line for data and represents a 6R1  6R1 6Y
'orst case" approach. 6SII 6Y 6SI (10)

Extraction Technieue
Fromt equation (9)

For the one port model, the admittance can be
written as -R= a 1+1 (11)

6Y 2

R+~ + (1) FrOM equation (2)

6Y _ 2 (2=xeeB lo6 1  2
where B CO.  Also, the normalized impedance is 6S21
given b11 (1 +S 11)

1 - Substituting equations (11) and (12) into (10)

=1+ S,- (2) gives

Therefore, using values of Sl measured near bRI 2(10 + 1)
resonance, the model parameters can -e extracted using y2(1 + Si2curve fitting methods.
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Mltiplying both sides by 6S1 1 and dividing by R1
yields

6R1  2(il+ 1) 6S1 1 (14
R- y2(1 + Sn 2  R )

Substituting equation (9) for R, on the right }
hand side and using equation (2) for Y yields

6P = 2 2 251(5

R - s
H1 61S (15)

Equation (15) is the fractional change inR as a -
function of S and the change in s1. In ore to
develop a theoretical model for the mteasured error,
equation (15) will be extended assuming statistical a W2 + "

variations in the extracted values of R1 . Begin with
the ith extracted value of R1 and SII which can be Figure 3. standard Deviation of R1 Divided by
expressed as the Average of R vs the Magnitude Of

S1 1 for 0S11 = .6005, .001, and .002.

R1f R 1 +6R 1  (16) Simu atdDa
and To confirm that equation (22) predicts the

inaccuracy in the extracted value of R1 , sets of S1 1

S11i =s 11 + 6S1 1  (17) values were sinulated and given sae random error.
A program, which used inpt values of R1 , L,, C1, and

or C, generated the admittanc of the oe port model
over a specified quency range around resonant
frequency. These admittance values where then

6R1= Ri - A, (18) onverted to Sl values. Next a random number
generator was used to simulate the error of the
network analyzer. Error was added to each S11 value.

6S11 Si- SII 11 (19) The random numter generator used had a guassian
distribution with zero mean and a staxard deviation
input by the user. The distribution is is plotted

where R, and S11 are the average values of the i Fir 4, superixposed on a guassian with a
resistance and scattering parameter, respectively. stardard deviation of 0.01.

Substituting (18) and (19) back into equation (15) standard deviation of 0.01.

yields o o5-

004-

____ - _ 2 ooS -
=- (Sz-iR - S1 1) (20)

Rli 1 _ S11 2 (Si"

squaring both sides and taking the variance 000 -
gives

002

-2 2g 2 2-2 (21)
-2 1 SII

where 02 is the variance. Taking the square root of o-
both sides yields -OW -0,03 o

Rl. 2 (22) Figure 4. Distribution of the Random NLr*er

-2 °S(2 Generator with a = .01.
R 1 - S11  11

Ten files of Sl values were created having a

where o is the standard deviation. range of S11 at resonance from .00125 to .95122. The

Equation (22) represents the fractional stardard inputs and he value of Sll at resonance are shown in

deviation of R with respect to the one port Table 3. Each set of S ;Values was rand mized twenty
scattering parameer and the standard deviation of the five times. The electrical parameters were extracted

measured value of S11. and a spread sheet program was used to calculate the

These results indicate that the degree of average value and standard deviation of R1 for each

accuracy of the extracted model parameters are a set of Sli values.

function of Sll and the accuracy degrades as S1 1  Figures 5, 6, and 7 show the simulated data and

approaches unity. the theoretical data for three different standard
deviations. There is close agreement between the
simulation and the theory in each case.
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* 2'

R, (ohms) L, (mh) C1 (pf) CO (pf) SII

50 50 .0025 5 .00125 it S I'

75 145 .0032 5 .20015 -

K 1.4

100 300 .0037 5 .33338 12-

125 450 .0035 5 .42857 .11'
4

150 850 .0041 5 .50001 0.7-

06'

200 1000 .0031 5 .60000 04

300 1500 .0021 5 .71429 02- 
+

MI - . 4 + 4 -4
0

500 2600 .0013 5 .81819 o .2 0.6 oh
W.f . SI I

1000 3600 .00043 5 .90477 - TS.

Figure 7. COmiarison of Simulated Data to
2000 8250 .00025 5 .95122 Theoretical Data for oSl = .0005

* at resonance

Table 3. inputs to simulation Program and Ctal
$11 at Resonance Data taken from measured crystals was also

compared to equation (22). As examples, three
resonators were measured twenty five times each and
the electrical parameters were extracted. masurement

,i- of the crystal was done with an HP 3577 network
analyzer controlled remotely with a PC using a data
aquisition program. Ead crystal was measured at,o sixteen frequencies in the 6 dB bandwidth around

center frequency using a resolution bandwidth of 10
$. Hz. Only S11 was measured since the one port model
7- error is being analyzed. Calibration data was taken
-. for a short citcuit, an open circuit, and a 50 om

load. [6) No data averaging was implemnted on any of
,. the calibration sample points or the measured sample
2_ points. All of the data was stored on the PC hard
2 disk in directories correspording to the device name

. and the resolution bandwidth.
The measurements were taken with the network

02 0.4 M.4 analyzer uncalibrated. A three term S-parameter error
I + correction model was implemented. Once the S1l file

was corrected, the equivalent electrical parameters

Figur 5. Comparison of Simulated Data to were extracted. The program reads in the corrected S11
Theoretical Data for c .002 values and outputs the electrical parameters, along

o 11 with some statistical data, to a user specified file.
A spread sheet program was used to calculate

standard deviations and average values of R1 and Sll.
The crystals, the average value of S11 and le
standard deviation of S at resonance, and the
fractional standard deviafon of R1 calculated from"
both equation (23) and the measured data are shown in
Table 4.

* (00/ 1) x 100
Device Name 11" 0 S1 1  Msured Theory

A/J69 .157 .00096 .4218 .2000

O4 .182 .00044 .0415 .0904

+ _ ___* 4 XXi .947 .00013 .4763 .2438
0 0. 0.4 06 0.8

-. W4." .0 SI * at resonance

Figure 6. CCmparison of Simulated Data to Table 4. Crystal Data
Theoetial ata or 511= .001

Theoretical Data for oS11 0For all three cyrstals, there is a strong
correlation between the measured and the theoretical
fractional stardard deviation of R1 .
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Two Port Model
(5] W. Smith, "Final Report EIA-Pll Round Robin

The extraction technique for the two port model Crystal Measurement E&periment," in E&TA rtz
is similar that for the one port model except that a Devices Conference Proce&1iiW , Aagust 1988, pp.
modified S12 is used rather that S 1 . Therefore, the 51-90.
derivation of the error equation for R follows that
for the one port model, with S as bh scattering [6] D. Rytting, "An Analysis of Vector Measurent
parameter of interest. This yields an equation for hancement Techniques," HP Application Note.
the fractional standard deviation in R1 as

05

2  (23)

R1 1 -12

Conclusions

For the one port model, the derived relationship
for the fractional standard deviation of R1 as a
function of Si shows that as the magnitude of S
approaches one, the inaccuracies in the extrac Q
parameter also increases. One consequence of this is
that crystals with a high or low series resistance at
resonance (which gives a magnitude of S11 closer to
one) will have larger errors in the extracted
parameters. In these cases, multiple data and
extraction runs should be taken and the results
averaged and processed.

The comparison of the derived expression for the
fractional standard deviation of R1 to actual crystal
data shows strong correlation and the comparison of
the derived equation to simulated data also shows
-lose agreement. Only twenty five data runs were used
for the calculation of the statistical data and this
number should be increased to give better accuracy.

The fractional standard deviation of R1 as a
function of S for the two port model follows that
for the one poft model and the same conclusions can be
drawn.

This study has shown the results of a first order
sensitivity model and further work is warranted to
extend these results for the broad range of crystal
resonators and measurement techniques.
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SUMMARY

A number of important quartz resonator crystals have large diameter to thickness
performance characteristics depend on the ratios, which necessitates a large number of
stress patterns set up in the resonator disc elements for proper FEA results. A mainframe
as it reacts against its mounting structure computer becomes necessary, particularly if
durinq static or dynamic acceleration. A one is interested in several computational
desk-top computer program has been developed runs for characterizing the effects of
that can handle most practical stress crystal size, mount design, crystal shape
problems including full anisotropy such as variations, mount location variations, etc.
encountered in the SC-cut. The model is a
hybrid combination of variational calculus The present work establishes
and lumped elastic models. The continuum calculational procedures implemented in a
mechanics problem of the stress pattern in desk top computer program which provide
the resonator disc (plano-plano) is treated adequate solution., for most problems of
variationally with a three-dimensional interest in reasonable computation times. It
polynomial trial function set for each of the uses variational calculus to approximate the
three displacements. Body forces such as displacements in the quartz crystal. Body
acceleration force are included. Boundary forces are included to represent
conditions are lumped. Forces and moments acceleration. The mounting structures are
can bE applied anywhere on the surface of the included as point boundary conditions
disc. The mounting structure is handled as a represented by spring matrices relating
lumped model spring for each mount. deflections and rotations to the forces and
Solutions can be obtained for static moments from the mount reactions.
acceleration and for modal analysis of the
combined structure. VARIATIONAL FORMULATION

The stress pattern due to acceleration The stationary expression which is often
in a 10 MHz, 3rd overtone, SC-cut with four used for calculation of resonant modes and
mounts will be shown and compared to the admittance matrices of piezoelectric
stress patterns for an isotropic solution of bodies[4] can be used for sta ic and
the same structure. The contour plots of the quasistatic problems by setting the frequency
various stress tensor components show how the to zero[5]. Alternately, if resonant
disc and mounts interact to support the disc frequency is of interest for the low
and what stress patterns exist in the active frequency modes of the crystal/mount
region of resonant vibration, structure, frequency can be left in the

expression. The stationary expression L is
INTRODUCTION reproduced here in the form to be used:

Stress patterns occur in a thickness L = /2ui, ci, ukl - Pw2uiui)dV
shear mode quartz resonator as it reacts fI,-i
against its mounting structure during static - uifidV - FiudS (I)
or dynamic acceleration. The resonant f
frequency shifts caused by this stress create Here V is'the crystal volume, ui Is
frequency shifts or phase noise in crystal displacement, c. k1 is the elastic stiffness
oscillator outputs.[l,2] Acoustic noise tensor, p is mas3 ensity, w is radial
excites the low-frequency resonant modes of frequency in rad/sec, fi is body force, and
the crystal/mount combined structure, which Fi is an externally applied surrace traction
causes stress patterns that lead to noise in acting over surface area S. A comma denotes
crystal oscillator outputs.[3] Shock differentiation, piezoelectric effects are
resistance depends on the stresses that excluded, and 1,3,k,l, run 1 to 3. All
support the crystal. Unfortunately, elastic surface area other than S is stress-free,
continuum problems are too complicated for which is the "natural boundary" condition of
analytical solution, particularly ii the the variational problem[4]. The coordinate
anisotropy of the quartz elastic properties system is the plate axes system as described
is included, in Fig. 1.

One method of solution is Finite Element The displacement u. is expanded with
Analysis (FEA). This technique subdivides trial functions in the form of a power series
the structure into large numbers of smaller for the present work. A "trial" vector
units (called elements) that are solved TR(NT,,!, is used as a bookkeeping tool. If
approximately and coupled together to analyze NT terms are used in the power series
the complete structure. Practic-1 quartz expansion,
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Integration of the birface term in Eq. 1

gives the contribution to L of
NT

Ui(xl,x 2,x3 ) =2 A(N)xlTR(NI)X2TR(
N 2 ) -Eu3ocipx 2P+d/2,x3P)+u3(xlPx 2P-d/2,x3P)]

1=1 
*Mip/2d

x TR(N3 (2) +[u2(xlp,X2p#X3p+d/2,)-u2(XlP,X2px3P-d/2)]
x3TR(N'1

3)UVTR(N 4). (2) 2123 ~ 2 xpXpXp/)
3 )VRN4 *Mlp/2d, (8)

Here, A(N) is the magnitude of the Nth term

and UV is the unit vector. The four numbers or, in the limit of small d,
TR(N,i) for i=l to 4 characterize the Nth
trial function. The TR(N,l)-TR(N,3) run 0 to _Mlp[u3,2 (xlp,x2p,x3p)_u2, 3 (xlp,X2px3p)]/2.
the maximum power of X., and TR(N,4) runs 1
to 3 for the three axes directions. (9)

The series in Eq. 2 can be substituted By the definition of rotation Ri:
into the c iik volume integral of Eg. 1. The
resulting inegrations over V are simple R1 = [u3 ,2-u2 ,3]/2
integration of powers of xi. The present 2  [,u31/2

work used a plano-plano disc, for which theF =u 2 ,=_ul,2]/2

integrals are available in standard tables.

we have the contribution at the Pth location:
The series in Eq. 2 can also be

substituted into the body force volume -Rl(xlp,x 2p,x3p) M1p =_Rlp M1p  (11)

integral. For acceleration ai, fi= Pai.
Again, the volume integrals are over powers Use of Eqs. 10 and 2 provides the necessary

of xi. boundary condition term for any moment acting

at a point.

If resonant frequencies are of interest,
such as the lowest few frequencies needed for The complete expression for ) is
shock, vibration, and acoustic noise studies, differentiated with respect to A(N), which
the series in Eq. 2 can be substituted into leads to a linear algebra problem for

the p w volume integral. Again, the obtaining the A[N] coefficient.
integrations are of powers of xi .  The effect of mounts is added after the

The boundary condition te" in Eq. I is differentation of L with respect to A(N) by

broken into two parts to account for point considering that the forces and moments come

forces and localized moments. There will be from massless springs. The mount at the Pth

location is represented by a 6x6 matrix
NTM locations for a point force, NTM being
the number of mounts plus the number of any composed of 4 each 3x3 matrices.
externally applied forces (such as the r 3x3 3 xr
diametric force pair used in earlier xP KF

work[5)). At the Pth location ( x2 , x) 2  KMF KMFT u2P

on the surface, with b(x l x2 2,x3 3e n I 3 1 IF
3

31
(1 211)

delta function. 2pMTF 3x3 [3x3 I RpI

M2P1 L KMTF] KMTT I R221
i Fip 6(xl-xlp) x2-x 2P (x3-x3P) (3) 3P L R3pJ

The surface integrand in Eq. 1 becomes The x3 matrices in Eq. 12 relate the
appropriate variables. As an example, Fig. 3

u1  (x1 ,x2 P1x3 2) Fip = ui2 ip (4) shows a typical mount and its matrix.

Use of Eq. 2 for ui provides the complete Note in Eq. 12 that U.2 and Mip appear.
expression contributing to L. The expression We break up Eq. 12:

in Eq. 4 is summed for all NTM locations.

Moments are handled as shown in Fig. 2. RF1 [K i s pi [MF 1]
p

Momnt ae hndedF 221 = 101FF] [u22  + [K F 22 R I (13)
In Fig. 2 a positive moment acts at point F2  L iF u2  + 2P

(x xpxgp x ) about x1 due to the point j j L LP
for es FP1 acting through delta functions at and
+ d/2 spacing. The moment M1 p about x, is

1= 2dF12  (5) [MIP] r [uip] ri [ 1 4
IM22 F H u2p/ + 4TT] IF2r (4)

The point forces are given by Mjp u3pJ [R3pJ

These Eqs. 13 and 14 can be substituted into
F2 = -Fp a[xlp,x2p,x3-(x3p+d/

2 )] the linear algebra problem formed by the

differentation of L by A(N). The net result
+Fip a[xlpx 2p,x3-(x3p-d/2)J (6) is a group of terms that appear in

conjunction with the volume integral terms of
F3 = F1p b[xlp,x 2-(x2p+d/2),x3p] Eq. 1 to add the stiffness of the mounts to

the stiffness of the quartz crystal. In this
_FIP blxlp,x 2-(x2p-d/2),x3pl. (7) way, the shape obtained for the distortions

caused by acceleration account for not only
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the weight of the quartz crystal reacting the mount at any location and rotates the 6x6
against the spring constants of the mounts matrix relative to the plate axes xi.
but also for the complex bending rigidity of

the quartz crystal and how it reacts against Additional information needed to
the bending rigidity of the mounts. Also, complete a command file is the gravity or
the complex interaction of displacement and acceleration load and any explicit applied
rotation come into play through the KMFT and forces or moments. Finally, choice of static
KMTF matrices, or resonant frequency solution is made. If

resonant frequency is requested, the maximum

The algebra involved in deriving the number of frequencies must be defined.
complete expressions for the linear algebra
problem is somewhat tedious, but the "Trial The Command File Processor performs all
Vector" of Eq. 2 helps considerably. the necessary calculational steps. If static

solution is requested, the soluion of the

The stress Tij can be obtained from linear algebra problem is obtained by
Gaussian Elimination. If resonant

Tij = cijkl uk,l (15) frequencies are requested, Subspace Iteration
is used.

by substituting Eq. 2 for uk 1. The
differentiation of the serief in Eq. 2 is The static solution is stored on a disc

subject to adequate convergence behavior of file with all the pertinent batch information
the series. The series we have obtained in and the solution vector for ui  If resonant
our work have had adequate coriverqence. frequencies %ere requested, a file for each

resonant frequency contains the eigenvector
The perturbation formula developed by for that resonant frequency.

Tiersten[6] calculates the frequency 
shift

with a perturbation integral that integrates The Post Processor calculatez a variety

the stress times the vibrational mode of outputs from the solution vector.

displacements. This integration enhances Displacements and stresses are available for
convergence when Eq. 15 is used in the either static or resonant frequency
integrand of the perturbation integral, solutions. The method of presentation can be

either numeric printout or plots. Plots may

COMPUTER PROGRAM FORMULATION be viewed from any direction. Contour plots
of displacement or stress are available ar.d

The computer program is written in have been found to be useful in visualizing

HPBASIC v.4.0. and runs on the HP9816 (Modal what happens in the active region of

216). This platform was chosen because of vibration of a thickness shear iode

the ease of developing relatively efficient resonator.
code. Compilers are available if increased
computational speed is required. RESULTS

The program, called SEASHELL, is divided Calculations were performed for a plano-

into three main sections: a command file plano 10 MHz, 3rd overtone, SC-cut resonator,

editor, a command file processor, and a post diameter 1 cm, thickness 0.051 cm. Four
processor. The program is menu driven, supports as shown in Fig. 3 were located

including complete error checking. symmetrically around the perimeter. Figure 4

Subroutines are automatically loaded from shows the configuration examined along with
disk as needed. the axes convention x,y,z, corresponding to

x1,x, x2. SEASHELL handles multiple loads

The command file contains all of the sch s gravity in all three directions in

information necessary to describe the one calculation. Results will be presented
problem. The editor allows the user to here only for x gravity. Calculations were

select from among the varioue options. These carried out with both isotropic elastic
options include disc radius, thickness and properties and the full SC-cut anisotropy for

crystallographic orientation using the IEEE comparison purposes. As it turns out, some
(YXwl) 0, 9 notation. A choice of materials major conclusions can be drawn from the

other than quartz is also offered including isotropic resuts. In addition, some

an isotropic approximation of quartz. This calculations were performed with SAP90[7]
provides a useful comparison to the full using both isotropic :,nd full SC-cut

anisotropic results. anisotropy for comparison.

The trial vector is created in the The trial function choice was made based
editor. Arbitrary powers are allowed in each on prior knowledge of the shape under
direction. The only limitation is the amount acceleration. Along x2 (or y) the deflection
of memory required to solve the problem. is constant for rotations and lateral
(The array indexing routines used currently displacements, and linear for bending.
limit the trial function order to 256 terms.) Higher order than 2 is necessary to properly

satisfy the T =T Z=Tyx=0 boundary condition.

The 6x6 matrix for the mounts to be used However, memoU sxace of the computer limited
must be computed by the user before the our trial function size to first-order only.
program is run. This is typically done For this reason, T , T , and T are not
either with an FEA program such as the accurate in our caygulafons. H9wever, the
commercially available SAP90 (7] on a PC, or weight of the crysta is carried almost
analytically with conventional beam and plate entirely by T x T.z, and Txz, so the major
bending formulas. Computation of the 6x6 stress-relateA eZfcts are covered.
matrix need only be calculated for one
orientation. The program allows insertion of



The "S" shape banding expected suggested reversed in slope by simply unclamping a few
that at least third-order in xl and xi were nodes in the mount end to simulate an
necessary. This proved out in initiaI imperfect spot weld. Apparently changing
calculations. In order to provide a thorough from a distributed model for the mounts in
fit of the xI and xi dependences of Txx, Txz, SAP90 to the point representation in SEASHELL
and TEz, a sixth ortr polynomial was causes different results in T x. Minor
selec ed. The resulting trial function is variations in mount location And mount
sixth order for the xl and x3 dependencies of stiffness caused large changes in the T in
u1 , u2 and u?, and first order for the x2  the central plane of the crystal. The
dependence o ul and u3, the 0th order for conclusion reached from these isotropic
the x2 dependence of u2. The total number calculations is that small mount variations
of trial terms is 245. on an HP9816, the that will occur in production make sizeable
SEASHELL program solves the complete static changes in the Txx stress patterns. The Txx
acceleration problem in 3 hours. With a math variable is basically out of control in
coprocessor and compiled basic, the run time present-day production of crystal units.
would be approximat-'lv 15 minutes. For
comparison, a 700 1 - 900 degree of freedom Figures 9 and 10 show isotropic results
problem with the SAPqO finite element run for x acceleration from SAP90 and SEASHELL,
takes 5 hours 30 minutes with vcmpiled respectively, for Tx in the central plane.
FORTRAN on an ATT 6300 PC with a math Again, the 0.2 cm radius center region viewed
coprocessor. from the y axis is shown. Note that the zero

contour passes through the center of the
Figure 5 shows a side view of the crystal for both calculations. Note also

isotropic SEASHELL displacement results that the slope for T is along the z axis,
looking down the z axis for x gravity. Note orthogonal to the confour lines of T seen
that because of the angle bracket in Figs. 7 and 10. In this case, a
configuration ot Fig. 3, th crystal rotates perfectly-centered mode has no frequency
about z as well as deflects along x. Also shift effect for Txz, but a mode shifted off-
note the "S" shape bending. For comparison, center along the z axis has a non-zero net

Fig. 6 shows a similar view of SAP90 finite stress and has a Txz-related frequency shift.
element isotropic result. The shapes are Thus, it the mode is of-center in any
the same in displacement, rotation, and direction, acceleration sensitivity will be
bending between Fig. 5 and Fig. 6. atfected. Figure 11 shows the SEASHELL

results for T in the central plane for the
The stress T (in dyne/cm2 ) for the x acceleration case. The contour lines show

isotropic displacement result of Fig. 6 is a slope in the x direction similar to Figs. 7
shown in a SAP90 contour plot in Fig. 7. The and 8. A mode shifted along the x direction
contour plot is limited to the central region will have a T -related trequency shift.
oi the crystal, radius 0.2 cm, and the zz
central plane. The view is down the y axis. Incorporation or the tull anisotropy oc
Note that the zero contour passes through the a doubly-rotated cut of quartz such as the
disc center. The corresponding SEASHELL SC-cut is possible in SEASHELL and SAP9U.
result is shown as a similar contour plot in Figure 12 shows the SEASHELL anisotripic Tzz
Fig. 8, again, limited to the central plane result for the situation of Fig. 11. Note
for radius of 0.2 cm and viewed down the y Lne zero contour line is shifted off-center.
axis. Again, the zero contour passes through Figures 13 and 14 show the anisotropic T6
the crystal center. In both Figs. 7 and 8 results for the situation of Figs. 7 andX6.
there is a considerable slope to Txx alonj Note that the zero contour line is not at the
the x axis. If the mode (active region or center or the crystal. A centered mode has a
vibration) is centered along the x axis, the net T . stress average in Figs. 13 and 14,
average stress in the mode region is zero and and a net T z stress average in Fig. 12.
no frequency shift will occur due to Txx(8]. There will 6e Txx- and Tzz- related
If the mode is off-center along the x axis, acceleration exrects on resonant trequenck
the average stress is not zero and a It should be noted here that reversal of the
frequency shift will occur due to T 83. acceleration direction only changes the sign
This is one main conclusion gleaned ,com the of the contour line values, the off-center
isotropic results. -,hift stays the same direction.

Note in Fig. 7 and 8 that the slope is Figure 15 shows the anisotropic SAP9U
reversed. Whether the slope is positive or T results for the situation of Fig. 9.
negative depends on the fraction of tae Here the zero contour line has shifted
crystal weight supported by the two x mounts slightly off the center of the crystal.
aligned with the acceleration as compared to
the traction of crystal weight supported by DISCUSSION
the side mounts on the z axis. The slope of
Fig. 8 correlates with a larger fraction It is clear from the isotropic results
carried by the x mounts than the case of that several gradients for the TxI, T and
Fig. 7. Txz stresses occur along the two-in-pfane

axes x and z for x acceleration. In
The calculations leading to Figs. 7 and addition, for z-directed accelerations, the

8 were made as identical as possible between contour patterns are 9U0 from those shown here
SEASHELL and SAP90. Unfortunately, the load for x-direction acceleration. If the
sharing between the mounts in-line with thickness-shear mode is off-center from the
acceleration and on the sides is very crystal center in any direction, the stress
sensitive to details or the mount attachment gradients cause a non-zero net average stress
and mount spring stiffness, particularly and a frequency shittl8].
bending rigidity. The SAP90 results could be
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The anisotropic results point out that
besides the gradients in stresses Txx ' Tzz X3  X3
and Tx the zero contour line falls off the
center of the crystal for all three stresses.
Thus, there will be frequency shifts even for
a centered mode.

It is concluded that useful information Xi X2
can be obtained relatively easily with
SEASHELL. The mounts can be moved or rotated
with only one minute of setup time. The
resonator crystallographic orientation
diameter and thickness can also be changed in
short time. This ease of set-up allows the
user to do parameter studies with a minimum
or effort. In contrast, finite element PLATE AXES SYSTEM
programs require that the user move numerous
mesh points to simulate mount changes, or
crystal diameter and thickness changes. In
defense of finite element analysis, given
enough computer space, a more thorough Figure 1. The plate axes system
treatment of Tyy, Tyx, and Tyz is possible. used in the theoretical

development.
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Figure II. The SEASHELL results for Tzz in dyne/cm2 for the case of Fig. 4 using
isotropic elastic properties.
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Figure 12. The SEASHELL results for Tzz in dyne/cm 2 for the case of Fig. 4 using
the full anisotropy of the elastic properties.
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SUMMARY HISTOGRAM OF MEASURED GAMMA VECTOR FOR
FIFTEEN 10 Mz, 3rd, SC-CT TWO-

Extensive experimental and theoretical PIT0 MOUN QUARZ RESTTORS
results are presented to support the
hypothesis that the shape and location of the STD DEV/
active region ot vibration ot a thickness 10
shear mode quartz resonator is the dominant I era
factor in determining the acceleration i ./
sensitivity of the resonator. The shape and
location of the mode in a "real world" I 0
resonator vary sufficiently from unit to unit O
due to material and processing variations ]
that the effect swamps out all other -8
considerations. It is shown theoretically -20
and experimentally that the mode shape and/or
location can be "trimmed" by judicious
addition or subtraction of mass to produce
resonators with improved acceleration GAMMAx GAMMAy GAMMAz
sensitivity.

Figure 1. Histogram of gamma measured
INTRODUCTION on each axis of 15 resonators (10 MHz,

3rd, SC-cut, 2-point mount). (From
Acceleration induces a shift in the reference 3).

frequency of a quartz crystal resonator.
Although the eftect i osmall by most
standards, e.g. 5xlO /g fractional on desk top computers is available. However,
frequency shift, it can cause close-in it is the hypothesis herein that the
sidebands in a crystal oscillator output theoretical efforts have not properly
during vibration that degrade the performance included one major variable and, therefore,
or modern communications, navigation, and have not treated the source of the large
radar systems(l]. The acceleration-induced experimental scatter seen by the
frequency shift is characterized in the experimentalists. It is a further hypothesis
literature by a "gamma" vector, the three herein that the source of the large scatter
orthogonal components of the gamma vector in acceleration sensitivity in production
being the fractional frequency shift observed crystal units must be brought under control
tor unit acceleration in the three orthogonal experimentally and theoretically before any
directions[l]. There have been extensive practical designs of low-acceleration
theoretical and experimental investigations sensitivity quartz crystal resonators can be
on the subject, which are summarized by manufactured for commercial and military use.
Filler~l]. Of particular note is the
experimental work by Filler, et. al.[2], Experimental and theoretical evidence
wherein it is stated, "No significant will be presented to prove that the major
systematic variation of acceleration variable yet to be properly treated is the

sensitivity has been found as a function of shape and location of the mode (active region

any of these parameters except overtone for of vibration) in a "real world" resonator.

the same resonator." The parameters were Once this fact is established, the reader

quartz blank geometry, angle of cut, mounting will realize that this problem in crystal

orientation, temperature, drive current, and fabrication technology will never go away

overtone. Figure I shows experimental completely. In fact, as tecinology improves
results from Watts, et.al.[3], for a 10 MHz, in the future, allowing sensitivities to drop

3rd overtone, two-point mounted design. Note into the renge of 5x10-1 /g, the precision

the large scatter in results, which is needed for controlling the actual shape and

characteristic of experimental measurements location of the mode will become even more

on real-world resonators. demanding.

Extensive past theoretical work has It is proposed herein that, because of

proceeded in the direction of refinement of material imperfections (such as

analytical techniques(l], culminating dislocations), and fabrication imperfections

recently in some suggested configurations (thickness variations, contouring

that promise low acceleration sensitivity in imperfections, electrode mass density and
one direction [4,5], the direction normal to thickness variations), the demands on mode
tne blank. It is clear that the theoretical shape control will be impractical to
developments are becoming powerful, accomplish during manufacturing without some
particularly now that finite element analysis ability to "trim" the mode shape and location
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for each individual resonator. This holds
particularly true for any forthcoming "low-
sensitivity" designs because of the inherent
impact of the actual mode shape and location
on the acceleration sensitivity.

The favored method of "trimming" the
acceleration sensitivity[6] is to move the
mode by slightly altering the mass ,-..
distributin of a resonator after first
measuring its acceleration sensitivity. The
mass distribution is altered by adding or
subtracting mass on selected areas of the
active region of vibration. Modifying the
electrode material is the most straight
forward trimming technique for one to
consider, but quartz could be removed by
reactive etching, etc. for lateral-field-
excited designs, for example.

Finally, the theoretical results suggest
that the ultimate performance of a quartz
resonator undergoing acceleration may be
obtained with the mode location slightly off- qm•
center of the blank[6,7J.

EXPERIMENTAL EVIDENCE a b

A combination of experimental results
with supporting theoretical background will Figure 2. Stroboscopic Xray Topography
be presented. The experimental results are of AT-cut, 5MHz. 5th, plano-convex
convincing by themselves and will be resonators. a) Cultured quartz showing
presented first. Our hypothesis deals with how dislocations guide vibration energy
deviations in the mode shape from the ideal, away from the center. b) Natural quartz
Normally, an ideal mode in a contoured blank with growth bands showing irregular mode
is considered to have its vibration energy shapes. (From reference 8).
density of Gaussian shape due to energy
trapping, centered in the resonator blank,
and somewhat elliptical when viewed from the
blank thickness direction because of the
anisotropy of quartz. However, past
experimental measurements of the vibration USE OF P1L-smPIv Pt DLPOSITIONS TO PROB utaroRl1T OF (ICTIV PLGIOJ
intensity (energy density) by X rays has
shown that there are usually minor (sometimes
major) deviations in the smooth elliptical
shape predicted by theory. As an example, we e00 - -n-
reproduce here the 5 MHz, 5th overtone, AT- I ON][ci

cut plano-convex results of Zarka, L AO

et.al.(8], in Figs. 2a and 2b. In the 0
figures, the dark area in the center of the 0
crystal blank is the main vibrational area.
As discussed by Zarka, et.al.[8], the C PIE
lateral confinement of the vibration energy 400
is degraded by the presence of dislocations, - I ANQ

as exhibited by the many dark lines in Fig. F Z
2a. Natural quartz with growth bands but 200
no dislocations produces the results in Fig. h
2b. Note in Fig. 2b that the dark area
in the center of the blank is not a clean _
ellipse. Zarka, et.al., suggest that the 0
dislocations guide vibration energy away from
the center region. They also suggest that 90 260 2?0 360
surface defects cause similar effects. DEPOSITION POSITION FROM +X (DEG.)

As will be seen in the Theoretical
Section herein, a small deviation in mode Figure 3. Use of a pie-shaped
shape and location causes large effects in deposition of 150A of Pt to probe the
the acceleration sensitivity. It has been actual distribution of vibration energy
known tor years that the use of a quartz in a 10 MHz, 3rd, SC-cut, four-point
resonator as a thin film thickness monitor is mount, plano-convex resonator. The
accurate only if the complete mode is covered large, rectangular patch of Pt was added
by the film. Partial mode coverage gives to the side with the lowest vibration
different sensitivities from resonator to energy to improve the uniformity of the
resonator. This effect can be used here. mode. The dashed line is 1/6 of the
The frequency shift observed for a 150A film frequency ohift estimated for a full
of Pt deposited in a small pie-shaped area coverage Pt tilm.
was used as a probe to explore mode
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uniformity in a 10 MHz, 3rd, SC-cut, four- IMPROVEMENT OF GRHM VECTOR BY ADDING Pt FILM
point mount resonator. The results are shown
in Fig. 3. Frequency shift is proportional
to the fractional amount of the total i... 
vibrational energy covered by the pie-shaped IQ X COMP.
deposition. The pie shape used was a 600 6 Y C
wedge, so one would expect a frequency shift
1/6 of that obtained by a full-coverage layer 14--- -

of the same thickness. Note the large -.. Z COMP.
variation in the frequency shift about the 2

dotted line, which is 1/6 of the uniform 10
coverage estimate, observed as the pie- U
segment is deposited at different locations 8
around the center of the blank. Large area 6------------- - - - - - -
depositions of Pt were subsequently placed on
the -z side (directions as defined in Fig. 3), X 4
which exhibited the lowest frequency shift 2 .
(lowest vibration energy density), in order
to move the mode in the -z direction. The .
acceleration sensitivity was measured before 3000 6000
and after the depositions of the Pt. Figure
4 shows that all three of the components of ANGSTROMS OF Pt ADSSD TO -Z SIDE
the gamma vector improved after the mode was
forced to be more "uniform" by the deposition
of Pt on the originally less-active -z side Figure 4. The gamma vector components
of the mode. Thus, there is strong evidence of the resonator of Fig. 3 before and
that mode shape and location have a critical after two depositions of the large
effect on the acceleration sensitivity, rectangular patch of Pt.

Watts, et.al.[3] improved the gamma
vector of four 10 MHz, 3rd, SC-cut two-point
mounted resonators by a "proprietary" convention for the locations wnere patches
process. That process was the judicious use were added. The thicknesses of Pt seen in
of Pt depositions on selected areas of the Fig. 7 were thicker than usually used in
blank. Figures 5a and 5b show how the resonator fabrication. These large
three gamma vector components changed for thicknesses were needed to overcome both the
those resonators as patches of mass were flaws in manufacturing and the contour in
added in locations off-center in two order to change the mode shape. The future
orthogonal directions X and Z on the surface application of this technique will be best
of the resonator. The directions are noted applied to resonators with less
in Fig. 6, as is the lccation of the X' curvature[2,9].crystallographic direction.

Figure 8 shows the final gamma vector
Several of the resonators of the group of all four resonators compared with the

of 15 units were used to obtain Figs. 5a original spread of the gamma vector. Patches
and 5b. The results were reversible, i.e., of Pt were added to a variety of locations
if the patch of Pt was deposited in the -X (not the same from unit to unit). The fact
direction, the gamma vector components that such a remarkable improvement in gamma
changed opposite to the change observed for vector can be accomplished with such a simple
the +X patch. The change in the gamma vector procedure, after the original manufacture and
components were similar for all samples mounting of the resonator, supports the
examined, which verifies that the stress hypothesis of mode shape and location being
patterns in the quartz were similar from the most critical variable.
device to device and that the Pt depositions
moved the mode similarly from device to It should be noted that the two-point
device. Considerable scatter occurred, mount used on the devices of Figs. 5-8 is not
however, as evidenced in Figs. 5a and 5b. symmetric in that one header post is longer
The lines in Figs. 5a and 5b are estimates of than the other. The final gamma vector of
how each of the gamma components changed. Fig. 8 is actually smaller than predicted by

theory if the mode is assumed to be at the
Four of the units were selected for geometric center of the blank. This occurs

attempts to improve the gamma vector. It is because enough Pt has been deposited to pull
no coincidence that all four were the mode off-center slightly to the most
successfully improved. The fact that they favorable location within the stress pattern
were dissimilar in gamma vector in the first set up in the resonator during acceleration.
place was because the modes were not uniform. More on this can be found in the Theory
our adding of patches of Pt simply improved Section.
the irregular mode shapes to the more
desirable shape and location envisioned by It must also be mentioned that it was
the theorticians (and the engineers who not possible to obtain improvements as
designed the original plano-convex crystal dramatic as seen in Fig. 8 for 10 MHz, 3rd,
shape). SC-cut four-point mounts obtained from two

different manufacturers. The modes were so
Figure 7 shows the progressive distorted that the Pt layers became too thick

improvement of one device as successive and peeled off. In order to use this
patches of Pt were added to the +X side. The "trimming" technique to effectively reduce
X and Z notations in Fig. 6 indicate the the acceleration sensitivity of mass-produced
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CHANGES IN GAMMA VECTOR FOR 10 MHz 3rd SC-CUT TWO-POINT MOUNT DEFINITION OF PATCH LOCATION FOR
MODIFYING THE GAMMA VECTOR OF A
10 MHz, 3rd, SC-CUT, 2-POINT MOUNT

UI I QUARTZ CRYSTAL RESONATOR
I 0

10 UNIT 2

3 xEST.

W 6.

U EST.

+X PATCH Z PATCH
S-2 K

0 So 100 19o0 Z

5a Pt ADDED TO +X SIDE (ANGSTROMS) Figure 6. Top view of a 10 MHz, 3rd,
SC-cut, two-point mount resonator

CHANGES IN GAMMA VECTOR FOR 10 MHz 3rd SC-CUT TWO-POINT MOUNT showing the two locations for the
deposition of small patches of Pt. The
experimental axis X and Z and the

_ UNIT I crystallographic X' axis are shown.OI U N IT I

o0 0

2 UNIT 2 IMPROVEMENT OF GRHMR FOR 10 MHz 3RD SC-CUT TWO-POINT MOUNT

X EST.

Y EST. G-- 
--_.... "X COMP.

IS Z EST. 4 . I

K--.Z COMP.

0 222 I2

5b Pt ADDED TO +Z SIDE (INGSTROMS) t -8- - - -

Figure 5a and b. Changes in the :0

measured components of the gamma vector -12

for 10 MHz, 3rd, SC-cut, two-point mount
resonators as a Pt film is added to the e 5o 5009
surface in directions and locations ANGSTROMS OF Pt RODEO TO 4X SIDE
shown in Fig. 6. a) Patch added to +X
location; b) Patch added to +Z Figure 7. Progressive improvement of alocation. 10 MHz, 3rd, SC-cut, two-point mount

resonator gamma vector as sequential
crystal units, they will have to be made with patches of Pt are deposited on the
a low contour number[2,9], careful surface in the +X direction (see
fabrication practices, and quality material Fig. 6).
selection; otherwise, the mode cannot be
moved selectively to accomplish optimum responded well to the mode movement. Theresults by addition of reasonable amounts of fact that the results are more closely
mass. grouped after processing shows first that

the addition of the Pt patches has shaped theIn case the reader is not yet convinced mode to the optimum shape and location forthat mode shape and location can be used to this design and second, that the future study
improve the gamma vector of resonators, of effects such as mounting location, blank
additional data is presented here. A number contour, etc., will be much easier when the
of 50 MHz, 5th, SC-cut four-point mount methods presented here are used to create a
resonators were studied. These units had low uniform mode.
contour, and were thinner, so the amount of
mass to be added was smaller. Figure 9 Further improvement in the results of
shows the definitions of X and Z, and the X' Fig. 10 can be obtained only after acrystallographic direction. Figure 10 shows careful theoretical and experimental study ofa collective result of the gamma vector the effects of crystallographic orientation
before and after addition of the Pt patches of the mounts and different mounting
for 10 units. The X and Y gamma components structures.

391



IMPROVEMENT 07 GAMMA VECTOR OF FOUR DEFRNI71ON OF PATCH LOCATION FOR
10 MHz, 3rd, SC-CUT, TWO-POINT MOUNT MODIFYING THE GAMMA VECTOR OF
QUARTZ RESONATORS BY DEPOSITING Pf 50 MHz, 3rd, SC-CUT 4-POINT MOUNT
PATCHES ON SELECTED AREAS QUARTZ CRYSTAL RESONATOR

II
oI

1* X' X
4 10 Ie

0

,. Z PATCH
0 1 +X PATCH'

Z
Z
.< _ Figure 9. Top view of a 50 MHz, 5th,
:X Before After SC-cut, two-point mount resonator

showing the convention for the
deposition of small patches of Pt. The

Figure 8. Comparison of the magnitude experimental axes X and Z and che
of the gamma vector of four resonators crystallographic X ° axis are shown.
from the group of Fig. 1 before and
after depositing selected patches of Pt.

IMPROVMENT OF Gnln FOR 50 M1z 5th SC-CUT rOUR-POINt MOUNT

THEORETICAL BACKGROUND o - BEFORE i nrTER

The mode shape plays a critical role in 3 3 3 . .
determining acceleration sensitivity. In r
order to focus attention on concepts instead 2 2 2

of details, the theoretical description 2

presented here will leave out tensor /
notation. Any calculated results that are \ /
presented are derived from computer programs 14-. .. -
based on rigorous formulations[10, 11]. z- ......
The perturbation theory of Tiersten[10] has -2 -2-2 4

frequency shift effect. It is represented f/ ,
here conceptually as 1. -4 -4 -4

~, -5 -5 -

df/f = C3 /G2(X,Y,Z) E(X,Y,Z)dV (la) - - --

I 0 2 0

where di/f is fractionaL frequency shift, G X COMPONCNT Y COMPONENJT Z COMPON#ENT

is the normalized strain distribution
associated with the mode of vibration (G2 is Figure 10. Comparison of the gamma
proportional to the strain energy density), E vector components of a group of six
is the strain distribution associated with 50 V z, 5th, SC-cut, four-point mount
the stress caused by acceleration, C3 is the resonators before and after depositing
third-order elastic constant tensor, V is the selected patches of Pt.
volume of the resonator, and dV=dXdYdZ. The
coordinate system is :he same as used in
Figs. 6 and 9, with Y being the normal to
the resonator blank.

In examining Eq. la, we see that this
frequency shitt term is simply the Here, K is the frequency shift coefficient
integration of Lhe third-order elastic for the stress T.
constant times the mode energy density times
the strain pattern set up by the Consider the general case where the stress
acceleration. from acceleration has components that are

even symmetry with X and also some that are
Equation la can be rewritten to odd symmetry with X. The stress T (X,Y,Z) is

calculate the same result in terms of divided into the even component and odd
stresses instead of strains, again component:
conceptually:

T(X,Y,Z) = Te(X,Y,Z) + X To(Y,Z). (2)

df/f = KJG2(X,YZ) T(X,Y,Z)dV (Ib) where To is a stress slope.
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Figure 11. The calculated in-plane Figure 13. The calculated in-plane
stress Txz vs. Z for a 10 MHz, 3rd, stress T vs X for a 0 MH,, 3rd,
SC-cut, four-point mount accelerated st Torpvs fo a0Mlerad

alon theX drecton.SC-cut, four-point mount acca-lerated
along the X direction, along the X direction.

FREOUENCY SHIrT IN 1l SC-CUT rOR Txx Taz AND Txz STRESSES

Similar conceptual formulation for even
.... and odd symmetry stress along the Z axis (and

. .. 'Kxx the Y axis) leads to the same conclusion.
S//" Where is the X, Y and Z center (net average

/ location) of the mode?'"- i , \ I In.. .

S, / ,In order to appreciate that this effect
0 \/' / , is important, we need two more pieces of/ 'i, information: the odd symmetry stress slope

ti magnitude T, and K. First the stress slopeNa , \ /. \ Iimi nagnitude. Figure 1I shows the stress Txz
I." , .J - -.- averaged over the blank thickness as

calculated with finite element analysis
(isotropic material properties) vs. Z for a

-. 2\I . _-10 MHz, 3rd, SC-cut four-point mount
resonator with typical metal strip mounts
when it is subjected to an X directed

0 30 GO 90 I2o ISO 100 acceleration of 1g. The slope is To and is

ANGLE DETHLEN G.OMETRIC x1 AXIS AND X" CRYSTAL AXES (DCG.) 1600 dyn/cm3 g.

Figure 12. The frequency shift Figure 12 shows results of a rigorous
coefficient for the SC-cut for uniaxial formulation for the SC-cut frequency shift
TXX , Izz , and Txz vs. angle between the coefficients Kxx ' Kzz, and Kxz for uniaxial
geometric axes and the crystallographic stresses T Tez, and T vs. orientation
X' axis. angle between t e geomet*Yc axis and the X'

crystallographic axis per the IEEE standard.

Then, If the resonator is oriented in the
worst possible direction, the coefficient Kxz

df/f = KJG2 (X,Y,Z) Te(X,Y,Z)dV is 1.9x10 - 12 cm 2 /dyn from Fig. 12. We thus

can estimate that this term contributes to
+ KJG2 (X,Y,Z) X To(y,Z)dV. (3) Ct/f as 1600 x 1.9x10- 12 ,

or

As we shall see shortly, To can be a df/f = 3.0x10 -9 X/g, (4)
large stress slope.

where X is the distance in cm from the
The second term in Eq. 3 is nothing geometric center of the blank to the center

more than the usual equation for locating the of the mode. Equation 4 tells us that for
conter of moment X of G2 along the X axis. every mm that the mode net average center is
Thus, in any stress distribution with an odd displaced from the geomqtric center along the
symmetry along tne X axis, the location of Z axis, we have 3.0xl0-lu/g of acceleration
the center of the mode X along X is a key sensitivityl Alternately, if one desires a
letermining factor for what the gamma vector sensitivity of 5xlO- 1/g, the mode, in order
component value is. Consider Fig. 2b. Where to satisfy Txz conditions (Tx is only one of
is the center of the mode? It clearly is not six stress components), must ge uniform and
at the exaL.t center of the crystal blank, centered to 0.16 mml As it turns out, use of
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the X' crystallographic axis along the X moved slightly off-center so that the odd
geometric axis is the worst choice, yet this symmetry term of Eq. lb can partially
orientation is common in the industry, compensate for the even symmetry term in Eq.

lb. Thus, the optimum location for the mode
If the reader thinks one can alleviate center is not necessarily the geometric

the problem by changing the orientation of center(6,7].
the mounts to force K. to zero for Txz
stress, consider Fig.x13. Figure 13 CONCLUSIONS
shows the stress Txx vs. X for the same
resonator again accelerated along the X axis. The present work supports the hypothesis
Here the stress gradient is 2000 dyn/cm 3g, that mode shape and location are not uniform
and K is lxl0- 12 cm2/dyn from Fig. 13. in as-manufactured resonators. Furthermore,it has been shown that mode shape andThe result for the worst case of location influence the acceleration
crystallographic orientation is sensitivity of resonators to such an extent

that most other considerations are swamped
df/f = 2.1x10-9 X/g. (5) out. It is concluded that the only way a

manufacturable, low-acceleration sensitivity
This means that, for every mm the mode center resonator can be designed is to allow for
is displaced along the X axis, a frequency "trimming" of the mode shape after mounting.
shift effect of 2. 1x10 /g will occur. This "trimming" is most easily accomplished
Alternately, a 5xl0-11 /g specification by addition of electrode metallization on
requires the mode location to be repeatably selected areas of the active region of
controlled in production by 0.24 mm. vibration after the gamma vector has first

been measured[6,7]. Iterations of the
Since the mode can be off-center in "trimming" may be necessary to produce

either the X or Z direction, or any direction resonators that are "on-frequency" while at
with a combination of X and Z component, and the same time having small gamma. Finally,
since the zero crossings for the three the optimum location for the mode may be
frequency shift coefficients in Fig. 12 are slightly off-center of the geometric center
not coincident, no one choice for mount of the blank[7].
orientation can be made for zero gamma. In
addition, we have to deal with Z acceleration The fact that a few resonators have been
and Y acceleration, so the number of observed to have gamma vectors in the 10-11 /g
variables becomes burdensome, range suggests that those resonators have an

optimum mode shape and location. The task isAn accompanying paper[ll] describes to take the manufacturing process from a
one method for determining the stress random one where only few resonators per
patterns in a resonator subjected to thousand have 10 1/g gamma vectors to a
acceleration. That work shows the variety of controllable one where a high percentage have
stress patterns that occur. Other analysis acceleration vectors of 10-1 1/g. This can be
techniques, such as finite element, are accomplished by using the above mentioned
becoming available. Since the mounting theoretical techniques to optimize the
- ructure will never be perfectly symmetric, resonator blank/mount design, and the use uf
,e detailed analysis of stress patterns can trimming to make each resonator more

"ot treat all possible situations in a "perfect".
manufactured lot of resonators, but can only
be used as a guide for resonator design.

The mode shapes in Fig. 2b, and the
vibration energy leaking out along ACKNOWLEDGEMENTS
dislocations in Fig. 2a, suggest that the
effective mode center can be most anywhere The authors wish to thank Mr. Kevin
near, but not likely at, the geometric center Kelly for making the measurements described
of the blank. Besides, even if the mode were herein.
perfect, the strain pattern is never
perfectly centered because of perturbations
in mount location and mount stiffness.

The real world case in a given resonator
is much more complicated than what has been
presented here. The conceptual theory
presented here is only meant to add
credibility to the hypothesis that mode shape
and location are critical factors in
determining the acceleration sensitivity of
manufactured resonators. Even though the two
in-plane accelerations along X and Z are
used for the theoretical discussion, Figs.
4, 5a, 5b, 7, 8, and 10 show that mode
location affects the normal acceleration
along Y.

Another important feature appears in Eq.
lb. The even symmetry term is independent of
mode center location. Therefore, there may
be situations where the mode center can be
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AN ANALYSIS OF THE IN-PLANE ACCELERATION SENSITIVITY OF ST-CUT QUARTZ SURFACE
WAVE RESONATORS WITH INTERIOR RECTANGULAR SUPPORTS
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Troy, NY 12180-3590

Abstract slight reduction in the in-plane acceleration sensi-
tivity, but they also indicate how to appropriately

An analysis of the in-plane acceleration sensi- select the distances between the supports so as to
tivity of ST-cut quartz surface wave resonators with minimize the in-plane acceleration sensitivity.
the substrate extending beyond interior rectangular

supports is performed. In the treatment the varia- 2. Perturbation Eiuations
tional principle with all natural conditions is
extended in such a way as to permit interior surfaces For purely elastic nonlinearitiea the equation
of discontinuity with spring supports, at which the for the first perturbation of the eigenvalue obtained

approximating solution functions need not satisfy the 9
constraint-type conditions. The resulting extensional from the perturbation analysis mentioned in the

biasing state is employed in the existing perturbation Introduction may be written in the form

integral along with the proper continuous representa- a H 2w , w - w - (2.1)
tion of the acoustic surface wave mode shape to calcu- H - 2
late the in-plane acceleration sensitivity for this
support configuration. Results are presented as a where w and w are the unperturbed and perturbed eigen-

function of planar aspect ratio for a number of over-

hang configurations frequencies, respectively, and

I. Introduction H dV, (2.2)

It has been shown
I 

that vanishingly small normal
acceleration sensitivities of ST-cut quartz surface where V is the undeformed volume of the piezoelectric
wave resonators can be obtained over a reasonably wide
range of planar aspect ratio when the substrate plate. In (2.2) g~, denotes the normalized mechanical

extends beyond rectangular supports, as it does in the displacement vector, and ky denotes the portion of the

configuration employed at Raytheon2 . It has also Piola-Kirchhoff stress tensor resulting from the biasing
been shown that although the in-plane acceleration

sensitivity for the same configuration does not have th and is given by

a zero-crossing, it can be kept lower than a few parts

in 10 1 per g by appropriate dimensioning. It was CLYgM , (2.3)

also shown
5 

that the small amount of flexure induced 
where

in the active substrate produces a negligible increase 
1  

1

in the in-plane acceleration sensitivity. Accordingly, CLyMa 
T
U LM6 

+
y SLyMaKNEKN

we ignore this small amount of flexure here. + C w + c w , (2.4)
In this work an analysis of the in-plane accel- 2LYKiaK 2 YK

eration sensitivity of ST-cut quartz surface wave
resonators with the substrate extending beyond interior
rectangular supports is performed. This is a revised T

1  
I 1 1 +2.5)

version of the frit support configuration used by IM 2LMKN~KN' = ( + N2K.
Raytheon and is treated in this work to see if the
in-plane acceleration sensitivity can be reduced by The quantities T

1  
1

using this revised configuration. In order to use ourn 124' KN and wK denote the static

new vbiasing stress, strain and displacement field, respec-
new variational app-oximation procedure

5  
in the tively. Thus, in this description the present posi-

determination of th, biasing state, an appropriate tilon y is related to the reference position Xby

extension of an existing variational principle '
8 

is
required. Consequently, the existing variational Y(XL,t) - X +(XL) + u(XL,t). (2.6)
principle with all natural conditions is extended in
such a way as to permit interior surfaces of discon- The coefficients c and c denote the second
tinuity with spring supports, at which the approxi- 21flK 3LYMoKN

mating solution functions need not satisfy the and third order elastic constants, respectively.
constraint-type conditions. The extensional biasing The normalized eigensolution L and il is defined
deformation field is determined by means of the new by ad
variational approximation procedure using the extended by
version of the variational principle. The resulting u2

extensional biasing state is employed in the existing- 
=  = N , N f 

^u u
P dV, (2.7)

perturbation irtegrel
9 

along with the proper continuous V

representation of the acoustic surface wave mode where ull and $ are the mechanical displacement and

shape
I0 

for arrays of reflecting grooves to calculate y

the in-plane acceleration sensitivity for this revised equations of linear piezoelectricity

support configuration. The calculations reveal that

this revised support configuration results in only a

CH2690-6/89/0000-396 $1.00 C 1989 IEEE 396



of the geometry of the supporting frit, we now take the
1I cLYMmuM + U displacement wS in the tangential direction of the

Y 2 M LYM supporting frit to vanish, and along these interior

.&= L e LMYUYM- CIMC',M, (2.8) lines we have

(2) wS  0. (3.2)
KLY oL, (2.9)

-Y, L ILL Yowever, the condition in the direction normal to the
subject to the appropriate boundary conditions. The supporting frit is another matter. Clearly, in the

'Y o h onormal direction the frit exerts a spring type resist-

quantities Kb,, .L, eMLY and eLM denote the linear ance to the displacement wn of the center-plane of the

stress tensor, the electric displacement vector and plate, which we must include in the treatment.
the piezoelectric and dielectric constants, respec- A cross-section of the frit and adjacent portions
tively, and p is the mass density. Equations (2.8) are of the plate are shown in Figure 2 along with the
the linear piezoelectric constitutive relations and associated geometry and stresses in the plate and the
(2.9) are the stress equations of motion and charge frit. On account of the stubbiness of the cross-
equation of electrostatics, respectively. The upper section of a frit, we model its resistance to the

cycle notation for many dynamic variables and the normal displacement w of the center-plane of the plate
capital Latin and lower case Greek index notation is n

being employed for consistency with Ref.9, as is the as a simple variable shear strip, which yields

remainder of the notation in this section. The fact (3.3)
that the capital Latin and lower case Greek indices kK(n)(n)l ' kwh3
refer to the reference and intermediate positions of where11

material points, respectively, is not important here,
and in this work they may be used interchangeably. We k - 2ktf/3h2  (34)
employ Cartesian tensor notation, the summation conven- f

tion for rpeated tensor indices, the convention that in which p is the appropriate shear modlus, ie.
a cormia followed by an index denotes partial differ-
entiation with respect to a reference coordinate, and 44  6 6

the dot notation for differentiation with respect to direction in which the frit runs and we have ignored
time. the deformation in the frit because hf << h.

The substitution of (2.3) in (2.2) yields Thus we have shown that the boundary conditions

are given by (3.1) along the outside edges of the thin

H- J C Mc y dV. (2.10) plate and by (3.2) and (3.3) for the tangential and
normal conditions, respectively, along the interior
supporting frits. Along with the edge conditions we

Since g1 denotes the normalized mode shape in the have the equations of anisotropic plane stress, which
%c may be written in the form

surface wave resonator and from (2.4) aLyMa depends on

the biasing state, HP can be evaluated when the surface KABA B paB = 0 , (3.5)

wave mode shape and biasing state are known, where aB denotes the acceleration in the plane of the

3. Formulation of Biasing Problem plate and the anisotropic constitutive equations for
plane stress may be written in the form

A plan view and cross-section of the substrate K E 1 +
extending beyond the interior rectangular supports is AB = YABCDECD, ECD = * (wC,D wDC), (3.6)

shown in Figure 1 along with the coordinate system.
Since, as noted in the Introduction, the small amount where YABCD are Voigt's anisotropic plate elastic

of flexure in the active substrate caused by the off- constants, which are given by
set between the center-plane of the plate and the loca-
tion of the resisting force at the base of the frit -i
results in a negligible increase in the in-plane YRS cRS" CcwvCvs; R,S1,3,5; W,V=2,4,6. (3.7)

5
acceleration sensitivity , it is ignored in the treat- From the relaxation of the stresses K 2L we have
ment. Nevertheless, the in-plane resistance of the

frit must of course, be included, although it is to be -I°
treated as acting at the center-plane of the plate. E W =-

Vc V SES  (3.8)

Since the plate is thin, the equations of anisotropic
plane stress apply and, as already noted,we take the which enables us to obtain all the strains EKL when a
resisting forces due to the frits to lie in the center- solution is known as well as the rotation 23 from the
plane of the plate rather than below the plate as relation
shown in the cross-section in Figure 1. For aniso-
tropic plane stress all K2L vanish and only KAB exist, ( 1

AB 13 2 (w3 ,1 " wl,3) ' (3.9)
where we have introduced the convention that A, B, C,

D take the values 1 and 3 and skip 2. However, the rotations (2 cannot be obtained from a
Now we note that in the plan view of Figure 1 2A

the outside edges, which are denoted by solid lines, solution because of the relaxation of the K 2L' Never-

are traction-free and along these edges we have the theless, the flexural type plate rotations 02A are
conditions 2

taken to vanish in the case of uncoupled anisotropic
NAKAB = 0. (3.1) plane stress, which is the kinematic uncoupling assump-

tion for anisotropic plane stress. Accordingly, we

On the other hand the interior dotted lines refer to have

the frits, along which we have support. As a consequence 02A = O, (3.10)
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and now with (3.6) - (3.10) and the variational principle for the static extension of
thin plates with an in-plane interior spring support

wK,L - EKL +' (3.11) may be written in the form

2
we have the required three-dimensional displacement 6 A (m)w -U(m) dS + (m)ds
gradients for the biasing deformation when a solution J L A A A ) J A A

has been found. M-1 S(m) C(m)N

Since it is impossible to solve the problem that
has been posed exactly, an approximation procedure must + A Am)(w~m) -;Um))d]+ ( )ud.
be employed. As noted in the Introduction, in order to AA
use our very accurate, computationally efficient and C(m)C C(d)
convenient variational approximation procedure, an d ) (2) (1), 1
extension of the variational principle with all natural +d -w) ds =0, (4.4)
conditions is required. This extension is provided in 

C d)

the lext section.
SWhere f denotes an applied body force per unit area

4. Unconstrained Variational Principle with A
Interior Spring Supports of the mth region, S(M ) denotes the area of the mth

region of the plate
In this section we present the unconstrained ) ) (m)m

variational principle for the static extension of thin U(i) . 1 (m) EOm (4.5)
plates when spring supports are prsent in the interior 2 ABCDA CD

of the plate. This principle is required for the (i (d)
determination of the extensional biasing state for the and A() and X are Lagrange undetermined multipliers.

problem posed in Section 3 using the approximation Taking the variations in (4.4), employing (4.5),
procedure we employ. Before proceeding with the vari- (4.3) and (3.6) and using the surface divergence
ational principle we consider it advisable for clarity 12
to discuss the plan view of the plate shown in Figure 3. theorem , we obtain
The outside edge of the plate consists of a curve with 2
unit outward normal N and the entire closed circuit is [(K(m ) + f mn )bwm IdS + [(t

A Em [ J AB,A B B i B
denoted by C. Some portions of the outside edge are m-1 S(m) C(m)N
supported and other portions are subject to prescribed (m)(m)(m)d () (m)(m)(m)
loadings, which may vanish in any part. The portions - N K )&1w )  (d m + NA-A LAB B IN A "AB "'B
of the edge which are supported have aA prescribed and C (M)C

are denoted C and the bar denotes that a quantity is (m)(m)-(m)1ds'd+B+N d)KBl>"((ld
prescribed. The portions of the edge which are subject +6XB(wB .wB)IdsJ+ (dB A AB B

B B XB + BNw
to prescribed loadings tA are denoted C". Thus CN and C(d)

CC denote the portions of the edge on which natural- +(d)+ (d) (2) (2) (d) (2) (1) 1  (l)
and constraint-type conditions, respectively, are pre- ' NA KAB ) wB + N (wB w ) 4. ABA ()

scribed and we note that CN and CC can refer to dif- (2) (1) (2)
ferent portions of the surface for different terms in + )iowB + B) d. - 0, (4.6)the edge conditions depending on the actual condition

at a point. The interior curve labeled Cd denotes the where N(m) and N (d) denote the unit normals outwardlyaA A eoeteui oml uwrl

edge along which the spring support acts. Since the directed to the outside edge of the mth region and
d(d

edge C represents a spring, there are no prescribed directed from region 1 to region 2 across C (d), respec-
conditions along the edge which stores internal energy tively. Since on account of the use of Lagrange multi-
quadratic in the displacement wA of the edge. However, pliers with the constraint conditions and (4.3) all

since the continuity of wA across C would be a con- variations in (4.6) are arbitrary, we obtain the dif-
WA 11

straint condition and we want the variational principle ferential equations (3.5) for the mth region with
to have all natural conditions, i.e., to be uncon- f =" paB the natural edge conditions on C(m )N

strained, we express the energy of the spring in terms B
of the mean displacement wA, where NK -(m)

NA KAB 't B ,(4.7)

d .1 ( (2) + (1)(41
wA 2 (wA + ) (4.1) the natural form of the constraint-type edge conditions

on C
(m )C and C

(d )

and we note that if wA is continuous across C , we have

W(2) . (1) d (4.2) w =

Ahe Lagrange multipliers 1

Thus, the in-plane spring energy takes the general form
(m) .(m)..(m) c(M)C,

d 1 d d 1 (2) (1)W(2) (1) i N (i on C (4.9)

u k AB wA wB 8k AB (w + wA ) (wB + wB ), (4.3) AB ABK o
(d) 1 N(d) .(1) .(2).

where for the case of interest kAB may be obtained from =- IN A ( AB + 2AB )(4.10)

Section 3. As usual, in order that all variations may
be regarded as independent when constraints exist, we and with the use of (48) the natural conditions11

introduce each constraint as a zero times a Lagrange

multiplier 7,8 in the variational principle. Accordingly,
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N (d)(K( 2 ) )  kBw() = 0, (4.11) a a 3
() A AB A B AA 1 . - ,Y5 A 3  - y3 (5.7)

across C (d). Thus it is clear that the variational
principle in (4.4) with unconstrained variations and substituting into (5.1) for ST-cut quartz, for
yields the differential equations (3.5), the natural which Y15 - Y35 0 O, we obtain the homogeneous
edge conditions (6.7) and (4.11) on C(m)N and c(d) equations

respectively, and the constraint-type edge conditions + 0
(4.8)1 and (4.8)2 on C(m)C and C(d)

, respectively. y1 1v1'1 1 +(Y1 3 +ys 5 )W3 ,13 1,33

Hence, the variational principle (4.4) yields the Y5 5w3, 1 1 
+ (Y1 3 + Y55 );1 13 

+ Y33w3,33 - 0, (5.8)

required differential equations and boundary conditions
governing the problem. In addition the Lagrange in each of the five regions with numerous edge and
multipliers have been expressed in terms of the field continuity conditions on the z
variables in (4.9) and (4.10). Consequently, the c A .

()i m (d) As a solution of (5.8) for each of the five
variations )and m)ay be obtained from (4.9) regions take

and (4.10) and substituted in (4.6), which may then i(mXlx)
be used for obtaining an approximate solution for the A =  

e m + 3  (5.9)
extensional biasing state when spring supports are wA I
present in the interior of a plate without any a priori m

conditions on the approximating functions, where m = mlT/2aa for regions T, C and B and v -

m m
5. Extensional Biasing Deformation = mT/2a(aA- a) for regions L and R and m takes all

positive and negative integers considered in the sum,
The problem of interest was formulated in Sec- and a is a parameter which must be an irrational number

tion 3 where it was noted that the problem could not so that neither sin nor cos vanish at the appropriate
be solved exactly and an approximation procedure was edges X = *aor X h a and can be chosen to
required. Since the variational equation required for 11
the approximation procedure we employ is given in improve convergence. It has been found that a - T

(4.6), we present the approximate solution in this works well. The substitution of (5.9) into (5.8)

section. We now have recourse to the plan view of the yields

plate shown in Figure 4, in which the five distinct .2 2
regions required for the solution presented in this (YllVm + Y55I)lm + (Y13 + Y55)YmVm3 i" 0,
section are denoted L, R, T, C and B, respectively.
The L and R regions are the entire regions to the (y+y)+ + (y - 2 3 2 0

left and right of the left and right vertical dotted 
1 55 m m (5.103

lines, respectively, and T, C and B refer to the top,
center and bottom portions of the central region between for each m. Equations (5.10) constitute a system of

the two vertical dotted lines, two linear homogeneous algebraic equations in km and
Substituting from (3.6) into (3.5), we obtain k) which yields nontrivial solutions when the deter-

YABCDWC,DA - = 0, (5.1) minant of the coefficients vanishes. By scaling this

is independent of m. The resulting algebraic equation
yields four roots fOr each and corresponding sets of

which constitute the differential equations in each of y s r Lor m
the five regions. From Eqs.(3.1), (3.2) and (3.3) the amplitude ratios (P):a?) which are independent of m.

edge conditions for the problem take the form This holds for all regions. Hence, as a solution of

K11=0, K 13=0 at Xl=±aA, IX31 <bA, (5.2) the boundary value problem we take
I1

K3 1 =, K3 3 =0 at X3 . bA, 1XII < a., (5.3) A= (m)( P) x 5.31

;A.p A (.1
w3 K0, [K11 =Iklwl at X1 .±a, IX 31<b, (5.4) m p=l

wff0 , [K 3 fikw at X =±b l <a. (5.5) where the p are amplitude coefficients still to be
determined. By satisfying the 11 homogeneous edge

In obtaining the solution to this problem we first conditions for each m in the T, C, B region, we
transform the inhomogeneities from the differential
equations (5.1) in each region into the boundary condi- obtain

rtLons (5.2) - (5.5) in such a way that certain of the D(M) (M) (m) T(m) . T(m)D(m)
onditions and certain portions of other conditions in Dp p D1  , Dp = g Di
(5.2)- (5.5) remain homogeneous. The particular choice B() B(m)
of the transformation is strongly influenced by the D g D(m) (5.12)
regions defined in Figure 4. To this end we write p p 1

which reduces the number of unknown coefficients in the
S+ A (Xcentral region from 12 to 1 for each m. Similarly, by

A =A +A(A) A(3 (5.6) satisfying the 3 homogeneous edge conditions in the L

where - denotes the regions L, T, C, B and R defined 
and R regions, we obtain

in Figure 4. The - notation is used here because the DRin -(m) R(m) L(m) _.(m)R(m) (5.13)
detailed equations are too cumbersome to write

11 . p = p D1m) DL p p 1 ,

The coefficients A1 and 
A3 are selected 

as
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and we note that the known ()p + 3RR(m)

8 p en on whte 1 ~ a (m) D~ b 6 bD 5 m + 1
M nm m

or a3 is zero The substitution of (5.12) and m n m m

(5.13) into (5.11) yields the reduced form +I Li.6 L~m .
4 i(P)x , mx

.C (p) (m) 3 ) .3 0 m5.1 m
WA = 1 A gp e 3) I e

in p-i where we have taken the liberty of dropping the sub-
4 ( P) script I on the D.

wiT = ( (p) e D Xm)e m e Since the variations in (5.16) are arbitrary,

WA p D1 e we obtain
m p-I N

iP)x3 (a D(n) +aRR(n) +aL L(n) --bB p (p) B(m)ei% X 3 iv X I m mn m M
IB D(m)e ml' + aR Rnn + in --

A = A p 
1  n-N

(aRD(n) + iR DR(n) ..bR4 it ~ XI tmmn m
AR (p)(m) 3) DR(m) inm1 n--NwA" ( 1 A gp e D 1 e N

m pI t' L (n)+L L(n)).L
(a D inn D ~ in-±l,±2, .... +N (5.17)

4 i(P)x  an X mn m 'm= ..

^L (y (p)-(m) 'X 3) L(m) 1 n--N
wA L OA gp e )D1  a , (5.14)

i pwhich constitute 6N inhomogeneous linear algebraic

for the approximating solution functions, equations in 6N unknowns D(m ), 6L(m) and -R(m).
The solution functions in (5.14) with (5.6) Convergence is determined by increasing the number N

satisfy the differential equations (5.1) and many of and comparing the solution for N with that for N- 1.
the boundary conditions in (5.2)- (5.5), but they do In this case good convergence was obtained for N 16.
not satisfy all of the boundary conditions. In addi-
tion, they do not satisfy certain continuity condi- 6. Resonant Surface Wave Mode Shape

tions not contained in (5.2)- (5.5). We satisfy the In this section we present the proper continuous
presently unsatisfied boundary and continuity condi- representation of the acoustic surface wave mode shape
tions approximately by means of a variational approx- 10
imation procedure, which has been used in earlier in resonators with grooved reflectors . The straight-
work 5'6  the solution (5.14) with (5.6) satis- crested surface wave displacement field may be written

wokI.Since teslto(51)wt(.6sai-13,14
fies the differential equations (5.1) exactly and all in the known form
exterior edge conditions are traction free and the i§(XlVt) 4 A e
displacements w3 vanish at X1 .:La, all that remains uj cdj (X2)e - ) C()A (m)e .r1 (6.1)

of the variational principle given in (4.6) with (4.9) m j M

and (4.10) is
2 A plan view of the resonator showing the reflecting

N(i)K(B)6w() ds + arrays of grooves, the coordinate system and the
I L_ I A AB B associated planar geometry is shown in Figure 1, and
m=l c(m)N we note that the plane X2 = 0 denotes the ungrooved

S N~m)w(m)6K(m) sA + ( (d)(K(2) K() surface of the substrate and the axis points down. It
c(m)C c(d) has been shown10 that the variable-crested resonant

surface wave mode shape with variable amplitude along

1 (1) (2)) (1) (2) the transmission path is very accurately approximated
- k AB (w A + w) A B + 6WB by

1TX3  r ^ i("s

() () () (1)+ (2) ds -0, (5.15) U C ReLj(X2)C  (X)e+ N A  (wB  - w % +KA
(L -i§(X 1-s)1  -mt

where the constraint-type condition in (5.15) arises +e ;(X2)C (X1 )e J e (6.2)

because in the application at hand there is a tangen-

tial constraint condition along both sides of C (d) by where the variations along the transmission path are
virtue of (3.2). Substituting from (5.6) and (5.14) given by
into (5.15), employing (3.6) and (5.2)- (5.5) and R 0l N -02 Xl r2e.X 2Ne.iX1  ,

performing the integrations, we obtain11  C(X1) -Lr 1 e - 2er e /d,

Z a 8D(n)D (n) +~ IR 8 r(m)BR (n) + L(X rr al N e 2X1_e' -OXl p.40. (6.3)
m n m n

+ 7J' _J rD~)Ln + D()DRn + In (6.3) C denotes the amplitude of the input wave,
m n nmn N denotes the number of grooves,

-ciN -a2

+ L 6D(mn)DL(n) + a R DR (m)D(n) d-rIe 1 Nr 2 e 1,'al , 2N/( "s), (6.4)

m n m n
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AN ANALYSIS OF THE IN-PLANE ACCELERATION SENSITIVITY OF CONTOURED QUATZ
RESONATORS RIGIDLY SUPPORTED ALONG THE EDGES

D.V. Shick and H.F. Tiersten
Department of Mechanical Engineering,
Aeronautical Engineering & Mechanics

Rensselaer Polytechnic Institute
Troy, NY 12180-3590

Abstract in the form given in Eq.(2.1) of the previous paper

(Ref.7), which we reproduce here for completeness
It has recently been shown that the normal

acceleration sensitivity of contoured quartz resonators -. H /2w, , W . W'-A (2.1)
rigidly supported along rectangular edges vanishes for P (

certain values of the planar aspect ratio for all where w and w are the unperturbed and perturbed
modes considered in both the AT and SC cuts. Conse-

quently, an analysis of the in-plane acceleration eigenfrequencies, respectively. It has further been

sensitivity of contoured AT- and SC-cut quartz crystal shown that H may be written in the form given in

resonators with the same support configuration is per- Eq.(2.10) of Ref.7, which we also reproduce here for
formed. The extensional biasing deformation field is completeness
determined by means of the new variational approxima-
tion procedure using the variational principle in H P
which all conditions appear as natural conditions. H cLyMam&VLg.M dV (2.2)

The resulting extensional biasing state is employed in V

the existing perturbation equation along with the mode
shapes of the contoured resonators to calculate the where Z is defined in Eq.(2.4) of Ref.7 and all
in-plane acce'eration sensitivities. Results are pre- other quantities are defined in Sec.2 of Ref.7. Since
sented as a function of the planar aspect ratio and
orientation of rectangle. g Ofdenotes the normalized mode shape in the contoured

1. introduction resonator and from Eq.(2.4) of Ref.7 Z LYM depends on

the biasing state, H can be evaluated when the mode
Since the mounting clips commonly used to shape in the resonator and biasing state are known.

support contoured resonators do not yield consistent Since the plate is thin, for in-plane accelera-

acceleration sensitivities an alternative support tion the equations of anisotropic plane stress apply.

system has been examined
2 
with which we feel it should For anisotropic plane stress the stresses K2L vanish

be easier to obtain consistent results. The alterna- and only KAB exist, where we have introduced the
tive configuration consists of contoured resonatorsrectnguar dges Th idal- convention that A, B, C, D take the values 1 and3
rigidly supported along and skip 2. The equations for anisotropic plane stress
ized case of rigid supports is treated because itizedcas ofrigd sppots i trate beaus itmay be written in the form given in Eq.(3.5) of Ref.7.
simplifies the analysir while still providing the most m a e ritten he for give enes o f
essential information and the rectangular configura-
tion enables the influence of the anisotropy to be K - paB = 0, (2.3)
investigated simply by varying the aspect ratio and AB A
orientation of the rectangle, where a denotes the acceleration in the plane of the

Since the normal acceleration sensitivity of this B
2 plate and the anisotropic constitutive equations for

configuration has been shown to vanish for certain plane stress may be written in the form
values of the planar aspect ratio for all modes con-
sidered in both the AT and SC cuts, in this work an 1 WDE(2
analysis of the in-plane acceleration sensitivity of KAB = YABCDECD ECD (WCD + w , (2.4)
contoured resonators with this support configuration
is performed. The biasing deformation fields are and y are Voigt's anisotropic plate elastic con-
calculated by means of the new variational approxima- ABCD

stants, which are defined in E.(3.7) of Ref.7. Since
tion procedure, which has been used in earlier work I 

.  
it is shown in Sec.3 of Ref.7 [between Eqs.(3.8) and

The calculated biasing deformation fields are employed (3.10)] that when a solution to a plane stress problem

in an existing perturbation equation
5 
along with the has been found all three-dimensional strains EKL and

equivalent trapped energy mode shapes
6 

for the con- rotations 'LK can be obtained, when such a solution is

toured resonator to calculate the in-plane accelera- known we may write
tion sensitivities. It is shown that each component
of the in-plane acceleration sensitivity vanishes for (2.5)
certain planar aspect ratios for a range of orienta- WK L  EKL + "K

tions of the rectangle for both the AT and SC cuts. for the three-dimensional displacement gradients of
In particular, for a given aspect ratio an orientation the biasing deformation field, which are required for
of an AT cut is found for which the resultant in-plane the evaluation of Z of Ref.7.
acceleration sensitivity vanishes. The investigation LYn
further reveals that the range of acceleration sensi- 3. Extension of Rectangular Quartz Plates
tivities calculated for the SC cut is almost an order Rigidly Supported Along the Edges
of magnitude larger than that for the AT cut.

A plan view and cross-section of the plate is
2. Preliminary Considerations shown in Fig.l along with the coordinate system.

For purely elastic nonlinearities the equation Since the plate has all four edges fixed, we have the
for the perturbation in eigenfrequency

5 
may be written boundary conditions

CH2690-6/89/0000-405 $1.00 C 1989 IEEE 405



wI - w3 -0 at X1 -a, IX31 : b, [y33Y55 - y35Y35 h4 +[2y 33y15 - 2y13y35 h3

w1  w 3-0 at X3  Lb, IX11 <a. (3.1) +_Y1 IY3 3  Y2 ]h2

In obtaining the solution to this problem we first 2 (- 2 (3.11)
consider acceleration in the X1-drection only so that 1 1Y35 - y15yl?]h tyUy5 5  y 1 5
a3 0 and then transform the inhomogeneity from the which has four roots h(p) (p-1,2,3,4) and corre-

differential equations, which consist of (2.3) with spond s) (u rh
(2.4), into the boundary conditions (3.1) by writing pdng sets of amplitude ratios p.3m'

are independent of m. Hence as a solution of tha

w1.Al U-b
2 )+l . w3 =A 3 (Xl-a)(X3 -b)+3,(.2 )  boundary value problem we take

4 ) iP 3  ml

which when substituted into (2.3) with (2.4) yields Ar - p A , (3.12)

Y1101,11 + 2Y15w1,3 1 + Y55W1,33 + y35P 3 )33  m P1

+ (Y 3 +Y )0 + Y owhere the D are amplitude coefficients still to be+713 + 55) 3,31 + 553, 11 = 0,p
determined and I = h(p . By requiring (3.7) and

733w3,33 35w3,31 + Y553,11 + Y1501, (3.8)1 to be satisfied for each m, we can reduce the
number of unknown coefficients Dp from 4 to 1 for each

(Y3 +Y ^ + Y3wI1 33 0,O (3.3)p
551,3 m. Accordingly, we obtain

since A1 and A3 have been selected as D(m) . (m 1ON (3.13)
p p 1A1= ai(5-1 ,A 3 --A .  (3.4) (n

A, pa/(Y 55 -Y 13 ), A 3  .- l . (3.4) where the amplitude ratios g(m) are lengthy expres-

p 8The further substitution of (3.2) into (3.1) yields sions, which are too cumbersome to present here
the edge conditions The substitution of (3.13) into (3.12) yields the

S (X -b 2 )-0 0 at reduced form
b" ) miX3) m ivmX1

+A ( 2 _b 2 )0 ~2A(XAb) p0 ( P) e D) 1 e (3.14)

at Xl1 -a, (3.6) m p-i

Wl w3 =0 at X 3 = b, (3.7) for the solution function.
The solution functions in (3.14) satisfy the

l .0, w3" 2bA 3(Xl a)=0 at X3--b . (3.8) differential equations and boundary conditions (3.7)
and (3.8)1 but they do not satisfy the boundary condi-

As a solution of (3.3) consider tions (3.8)2,(3.5) and (3.6). We satisfy these latter

iTX 3 i VX conditions by means of a variational approximation
3 3 procedure. Since the solution functions satisfy thedifferential equations exactly, all that remains of

m the appropriate variational principle in which all

where v = m-r/2aa and m takes all + and - integers conditions are unconstrained9 is

considered in the sum, and a is a parameter which can
be chosen to improve convergence. In this work it was J NA(wB-W--) 8KAB dSO-, (3.15)
found that a = n worked well. The substitution of S
(3.9) into (3.3) yields

2 2 2 where NA is the outwardly directed unit normal to the

II m +YlS~inm + 755T]01m + [351 edges and ;B is the prescribed edge displacement (here

+ (Y13 + Y55)nVm +Y15 ]2 ] 3. = 0, wB = 0). Substituting from (3.2) into (3.15) and using

V2+ + + 2 2 the fact that the edge conditions (3.7) and (3.8)1 are
[ m15 + 13 55)1jmm + Y3 5 ,]lm+ [Y 3 3  satisfied exactly, we obtain

+ 2Y3 5 "ImV +Y 55 v
2 ] 3  - 0, (3.10) a3 5 % v m Y 5 m ] 0 3 m- j U 3 + 2 b A l ( X 1 a ) ) 6 ' 3 3 1 X 3 =

for each in. Equations (3.10) consLituLe a system of -a " 3 --b

two linear homogeneous algebraic equations in lm and b 2

03m' which yields nontrivial solutions when the determ- + J 1 ( X 3 b3) + 31 a
inant of the coefficients vanishes. If we define -b 2_ 1
% = hVM, then the vanishing of the determinant yields + [(01 +AI

(X 3b 2 ) ill

+(w3 +2 1 (X3 -b) ) 13l -a dX3 O0, (3.16)
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since the variation of prescribed quantities vanishes. 4. The Equivalent Trapped Energy Mode Shape
Substituting from (3.14) into (3.16) and performing the
integrations, we o:,tain A schematic diagram of the contoured crystal

resonator along with the associated coordinate system
a m n + n is shown in Fig.2. It has been shown that the eigen-
a(mn) 1 1 + (n) 1 O (3.17) solution for the dominant displacement of the harmonic

m a n modes in a contoured quartz resonator can be written

where the expressions for the a (mn) and b(n) are 
too in the form

lengthy to present here8 . Since the variations 8Dn - sin nnX2  iWnoot ntn - 135 , (4.1)
1Uln --i;*-Unooe ..

are arbitrary, we have

where i2 j2x x
a(mn) D1=-bn, (3.18) _ -Xl

m u e n2 (4.2)
UnoO

which constitute A inhomogeneous linear algebraic equa- in which

tions in the N unknowns D(m). Convergence is deter- n2,,2Z (1) 2 2a(l)tlons~~ .n nh 2 unnon un .(22.3)2 (

mined by increasing the number N and comparing the - (4.3)
solution for N with that for N- 1. 8h H 8Rh3p'

For acceleration in the X3 -direction only, a, -0

in (2.3) and we use the transformation and M' and P' are involved lengthy expressions that aren n * A

defined in Sec.Il of Ref.10 along with X and X3,
B1 (XI -a)(X 3 -b) +W 1  which are orthogonal directions in the plane of the

2 b 2  (3.19) plate for which the scalar differential equation for
w3  B(X w3 , the nth anharmonic family of modes does not contain

mixed derivatives and R denotes the radius of the
in place of (3.2). Then Eqs.(3.3) hold if we select spherical contour. The eigenfrequencies corresponding
B3 and B1 as to the eigensolution for the harmonic modes are given

a3Y1 5  
by

S B3 ,  (3.20) 2 22(l) 2h 1/2 (B3 = 23y -Y 35 (Y1 3 + ) 1  
" 15 ' = n'2( [M )__

noo 2 c

in which 35/15 = 0/0 is to be taken as 1 for the 4 c+

AT-cut and in place of (3.5) -(3.8) we have +¢ )n
C

A 2_ 2A(1
i=0, w 3 +B 3 (X 3 b )-0 at X .+a (3.21) where c(') is defined in Eq.(78) of Ref.l0.

2 2 In addition to the thickness-eigendisplacement
" 2aB(X 3"b)O, w3 _+B3 (X b) = 0 u.n given in (4.1) there are thickness-eigendisplace-

at X1 =- a (3.22) ments u2n and u3n which are an order of magnitude

= 0 at X -+b (3.23) smaller than un but are included in thid work in order

to evaluate their influence. However, since the
i-2bBl(X-a)=O' 3 = 0 at X -b . (3.24)

and u3 displacement components accompanying the larger

Furthermore, Eqs.(3.9)- (3.14) hold in this case also uI component are known only for the flat plate, we fit

provided that Eqs.(3.23) and (3.24)2 are satisfied in the Gaussian mode shape given in (4.1) and (4.2) for
2 11

place of (3.7) and (3.8) in obtaining the g(m) which the contoured resonator to a trapped energy mode in
1r p Jr 8  a flat plate in accordance with the diagram shown in

as already noted are too cumbersome to present here Fig.3. We first note that the location of the edge of
In addition, for this case Eq.(3.15) yields the electrode is irrevelant for the determination of

a the equivalent trapped energy mode in a contoured

- (, 2 a)K ̂ resonator because the trapping is due essentially to

- i - 2bBI(XX- = 3 b 1l the contouring. The equivalent trapped energy mode is
-a fitted to the Gaussian as in Sec.V of Ref.6, i.e., by

b 1 matching the Gaussian at the center of the plate and

+ j[ 1 6i1 1 +(0 +B 3 (X-b 2 )) ]31 dX3  requiring the volumes under the Gaussian mode shape and

-b 1  a the equivalent trapped energy mode to be separately the
b same under thc inner rectangular region defined by the

+ [0,-2aB( -b)) 8Ki + 3 +B3(X2 lines of inflection of the Gaussian mode shape in the

" (X3  1 1 +(; 3 (3 two directions and the outer regions. This is a
-. 2' d reasonable procedure for our purposes because such a

k31 dX 3  0, (3.25) function can match the Gaussian quite well.
- a Since the equivalent trapped energy mode is

determined by matching to the known Gaussian mode shape

in place of Eq.(3.16), and from which we obtain a in accordance with the foregoing procedure6  the
system of equations having the same form as (3.18). dispersion relations are not needed and only the

continuity of the mechanical displacement u1 need be

imposed at the line of inflection in each direction.
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The solution functions for the trapped energy eigen- SR a

modes have been shown12 to be of the form ic 2)SR cos 92 "h -Xa e R( 3+ 2h 1 C'arie
nirX2  -^ (r5 R.r3i ) (lR nf

B sin-- cos X cos 3X3 , AR (r5)SR Cosn +nnX ASRu3R. = A+ cos' X2 +

SR SR n TX2 SR(i a1 ) 
L3

-B sin- -e cos ^SRa
iE(3)SRcos n3  x e (X 1-a 1  iv 3

TH TH nTTX 2  4- (X 3a 3) + 3 (4.9)u1  sin--j- cos e 8;l
B 1 .

^ 
-a where from (4.9) and Eqs.(97) of Ref.l0 we have

TR TR . nX 2 -i (XI a1 ) -v (X3-a 3) §sn- e e , (4.5) .SR RlSR -R3 117I iv R3 3iv-R 13 SR (4.10)

in the upper right quadrant of Fig.3, which is all that

is needed because of the symmetry of the mode. Follow- where R is defined in Eqs.(98) of Ref.10 and from
8 ij (2)SR (3)SR

ing the matching procedure outlined in Sec.V of Ref. ; Eqs.(72) of Ref.10 we know C+ and E+ in terms
we obtain f (

1
)SR+

Si of A+ and to save space we do not write the rela-

B-, BSR  cos -al, B cos Va3 , tions or the corresponding displacement fields for the

TR other regions, We note that A(l)SR here corresponds
B

R
= cos §a 1Cos 3 ), (4.6) to B 

SR 
in Eqs.(4.5) and (4.6). It should be care-

fully noted that the constants appearing in Eqs.(4.9)
along with the transcendental equations for the trigon- and Sec.II of Ref.l0 are not the usual elastic con-
ometric wavenumbers and stants appearing in the previous sections of this

work. This is a result of the fact that they are

t-2 referred to both the natural SC-cut plate axes and
sin §

a 1 1 a the orthogonal eigenvector triad of the pure thickness

& f 2 erf(/-- ) , solution, as shown in Ref.10, where they are defined
gal 2na I  in Eq.(23).

-2 5. Acceleration Sensitivity
sina3 On , (4.7) rS

- -= -- From Sec.4 we now know and from Sec.3 we know
3naLYM for in-plane acceleration, i.e., extension with

for the fundamental and harmonic overtones in the rigid rectangular supports. Hence, we can now evalu-
n SR .TM ate H in Eq.(2.2). Such calculations have been per-

interior regions and the decay numbers t and v P1formed using the known values of the second order
13

A o 14

cos §aI  and third order elastic constants of quartz. The
1SR = 1/2 1/2 , calculated in-plane acceleration sensitivities for

(/2cn ) erfc((a n/2)the three lowest harmonic modes of the SC cut are
A plotted in Fig.4 as a function of the planar aspect

TM cos va3  (ratio a/b for a fixed rectangular area of 200 11
2 

for
v ( J/20n)1/2 erfc(Bn/2)(4.8) two orientations of the rectangle with respect to the

n e 3 conventional axes of the SC-cut plate. It can be seen
from the figure that for the rectangle oriented along

for the SR and TH regions, respectively, the conventional axes there is a zero-crossing for an
As noted earlier, in addition to the uln dis- acceleration in the Xl-direction but not in the X3 -

placement fields there are accompanying u and u direction. It can also be seen that for a rectangle
2n n 3n oriented at 300 with respect to the conventional axes

displacement fields, which are an order of magnitude there are no zero-crossings and that the sensitivities
smaller than Uln* Furthermore, there is a correction are considerably larger than for 0 - 0. Similar

to uli which is of the same order as u 2n and must be curves for the AT cut are plotted in Fig.5, which
shows that the range of acceleration sensitivities is

included. From Eqs.(65) of Ref. l we find that to the considerably smaller for the AT cut than for the SC cut
order of interest the u

S R 
displacement field for the and that both orientations of the AT cut have zero-

,n crossings for acceleration in the X -direction. At
SR region may be written

this point it should be noted that the acceleration

(c1 6
CSR  c5 6iv) scnsitivity curves for the fundamental and the third

u = A Ms I + 1 () X2 x and fifth harmonics are indistinguishable in all the
c figure. and that the fixed planar area of 100mm

2 
is

-2SR(x1 - a1 ) iVX3  adhered to throughout. Figure 6 shows the in
sin T- e e , sensitivities for the SC cut for a fixed a/b ratio

2h of 2 as a function of the orientation of the rectangle.

SR (r2 SR r4io) (l)SR The figure shows that there are zero-crossings for
u2 L n- n/h A+ cos FX 2n  + acceleration in both the XI- and X3-directions, but

they do not occur at the same orientation. It also
shows that the range of calculated sensitivities for
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the SC cut is quite large. Figure 7 shows the result- 8. For more detail see D.V. Shick and H.F. Tiersten,
ant in-plane acceleration sensitivity obtained from "On the In-Plane Acceleration Sensitivity of
Fig. 6. Figure 8 shows the same type of information Contoured Quartz Resonators Rigidly Supported
as Fig.6 for an SC cut, but for an a/b ratio of 1.5 Along Rectangular Edges," to be issued as a
instead of 2. The figure shows that things have technical report, Rensselaer Polytechnic
changed a bit with the A1 curve having a smaller Institute, Troy, New York.
range of variation and the A curve having a larger 9. H.F. Tiersten, Linear Piezoelectric Plate

3 Vibrations (Plenum, New York, 1969), Chap.6,

range of variation than in Fig. 6. Figure 9 shows the Sec.4, Eq.(6.44).
resultant in-plane acceleration sensitivity obtained 10. D.S. Stevens and H.F. Tiersten, "An Analysis of
from Fig.8. Figure 10 shows the same type of informs- Doubly-Rotated Quartz Resonators Utilizing
tion as Figs.6 and 8 for an SC cut with an a/b ratio Essentially Thickness Modes with Transverse
of 1. The figure shows that the A1 and A3 curves have Variation," J. Acoust. Soc. Am., 79, 1811 (1986).
become identical but displaced by 900, as expected for 11. H.F. Tiersten, "Analysis of Trapped Energy

Resonators Operating in Overtones of Coupleda square plate. Figure 11 shows the resultant in-pla~e Thickness-Shear and Thickness-Twist," J.* Acoust.

acceleration sensitivity obtained from Fig. 10.

Figure 12 shows the in-plane acceleration sensitivi- Soc. Am., 59, 879 (197d). TR

ties for the AT cut for three distinct a/b ratios ass 12. The amplitude factors B, B S B andB given in
function of the orientation 0. The figure shows that Eqs. (4.6) and related in Eqs.(5.13) of Ref.6were inadvertently omitted in Eqs.(103) and (104)
there are zero-crossings for acceleration in both the of Ref.10.
XI- and X -directions and that the range of accelera- 

o e,0
a 3  13. R. Bechmann "Elastic and Piezoelectric Constants

tion sensitiviLls is much smaller for the AT cut than of Alpha-Quartz," Phys. P.ev., 110, 1060 (1958).
for the SC cut. Fuithermore, it can be seen from the 14. R.N. Thurston, H.J. McSkimin and P. Andreatch, Jr.,

figure that for a/b = 2.9 there is a zeo-crossing fur "Third Order Elastic Constants of Quartz,"

both in-plane acceleration components at the same J Appl. Phys., 3, 267 (1966).

angle of 0 - 840. This is a result of potential
practical importance. Figure 13 shows the resultant
in-plane acceleration sensitivlties obtained for the
a/b ratios considered in Fig. 12. The figure clearly -- 2o
sho's the above-mentioned zero in-plane acceleration
sensitivity at 840 for a/b = 2.0
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Summary r is computed for various values of a and for
0 = 0" - 30°. The result is plotted in Fig. 1. It may be seen
that on the curve a =0, F has a minimum value

Initial displacement gradients and strains which were 0.27 x I0-101g at 4 = 0, i.e., the value for an AT-cut with 4-
caused by the steady acceleration of an arbitrary direction act- pt. mount and aX = 0 as predicted previously 6. It is interesting
ing on an crystal disk are calculated from the finite element to see that for at= 7 180 and 4 = 3 - 70, r 0.28 x 10-101g.
solution of Mindlin's two-dimensional, first-order equations of At = 5, r - 10-n/g and it is not sensitive to the incremen-
equilibrium of crystal plates.1 These initial displacement gra- tal change of 4).
dients and strains are taken into account as known functions in

the frequency equation of incremental thickness vibrations 2  (b) Along the lower locus7:
which is, in turn, solved for frequency changes by a perturba-
tion method. r = r (o, 0, a, N = 4, M = c-mode)

where
To search for potentially acceleration-insensitive, circular

resonators, the acceration r is calculated as a function of (1) 0 = 0.072 35.580

the number of resonator supports N, (2) the orientation angle of
the support configuration a , (3) the fast or slow thickness- r is computed for various values of ot and for
shear mode of vibrations (the b- or c-mode), (4) the orientation 4 = 15* - 300. The values of r are always greater than or
angles of doubly rotated cut of quartz 0 , 0. In the present equal to 0.5 x 10101g, therefore they are not shown here.
study, the number of supports N is limited to 4 or 6, and the
angles of cut 4) and 0 are limited to those along the upper 3. Acceleration Sensitivity for b-mode with 4-pt. Mount
and lower loci of zeros of the first-order temperature
coefficient of frequency of slow thickness-shear mode c, along The values of 4 and 0 for doubly rotated cuts along the
the lower locus of fast thickness-shear mode b3, and in the lower locus of b-mode are chosen according to those given in
AK-cut region for thickness-shear mode c4, for their desirable Ref. 3.
frequency-temperature behavior. The rvs 0 curves for 4)=01 - 120 are shown in Fig. 2

1. Introduction for various values of ac. It may be seen that for
a=0,0=0°-6°,r<l0-1r/g. At 0)=30,r-0.2x l0-"Ig

In two previous papers5.6, effects of support numbers, and it is not sensitive to the incremental changes of 4 or a.

support orientation, support structures, and plate thickness on
the acceleration sensitivity of SC- and AT-cuts of quartz disks 4. Acceleration Sensitivity for c-mode with 6-pt. Mount

were studied. The background of related previous investiga-
tions and the definition of the acceleration sensitivity r were (a) Along the upper locus:

given in Ref. 5. Computationg of F are similar to those described in Sec-

The purpose of the present study is to search for poten- tion 2(a), except n4'- N = 6.

tially acceleration-insensitive circular quartz resonators by The F vs 4 curves are given in Fig. 3 from which we see

computing the combined effect from the various resonator that for ot = 0. F has a minimum value of 0.45 x lI-V/g at

parameters, listed in the Summary, to reduce or minimize the 4) = 220, i.e, the value of an SC-cut with j-pt. mount and

acceleration sensitivity, a = 0 as predicted previously. 5 6. It is interesting to note that
for oc=7.18 0  and 4)=6° - 14 ° ,F<0.45xl0lO/g. At
4)=, r = 0.25 x 10-101g which is comparable to accelera-

r = r (N, M, a, 4, 0) (1) tion sensitivity of an AT-cut with 4-pt. mount and a = 0.

where (b) Along the lower locus:
Computations are similar to those described in Section

N = the number of supports, 2(b), except now N=6.
The r vs o curves are shown in Fig. 4 which reveals that

M=b-orc-mode, for a =-7.18 0 and 0 =27-30o, r0.45x 10-101g. It is
comparable or slightly better than that for the SC-cut with 6-pt.

a = orientation angle of support configuration, mount and a = 0.

4, 0 = orientation angles of doubly rotated cut. 5. Acceleration Sensitivity for b-mode with 6-pt. Mount

2. Acceleration Sensitivity for c-mode with 4-pt. Mount Computations of r are similar to those described in Sec-

(a) Along the Upper locus3: tion 3 except no N = 6.

F = r (o, o, a, N = 4, M = c-mode) Results are given in Fig. 5 which shows that

where 0.15x 10-10/g <50.9 x 10-10/g for -30 0 < a<300 and
4)=O ° -. 120.

0 = 32.25'-(11/180). 
4.
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6. Acceleration Sensitivity for c-mode References
with 4-pt. Mount in the AK-cut Region

1. P.C.Y. Lee and M.S.H. Tang, Proce. 40th Ann. Freq.
Acceleration sensitivity are computed for cuts in the AK- Cont. Symp, pp. 152-160, 1986.

cut4 region, i.e., for 0 = 300 -460,0 = 20o -320 , and for sup- 2. P.C.Y. Lee, X. Guo, and M.S.H. Tang, J. Appl. Phys.,
port orientation angles c = 0, 300, and 600. 63(6), pp. 1850-1856, 1988.

Values of F in (10-1 0/g for a= 0 is given in Fig. 6 3. A. Ballato, "Doubly rotated thickness mode plate vibra-
from which we see that except in a narrow strip the values of tions", in Physical Acoustics: Principles and Methods,
F are greater than 1.5 x 10-10/g in the whole region. (W.P. Mason and R.N. Thurston, eds.), Vol. 13, Chap. 5,
Predicted values of F for a= 30' and 600 are, in general Academic Press, New York, pp. 115-181, 1977.
greater than 2 x 10-10/g in the AK-cut region. 4. A. Kahan, Proc. 36th Ann. Freq. Cont. Symp., p. 180,

7. Acceleration Sensitivity for c-mode 1982.

with 6-pt. Mount in the AK-cut Region 5. P.C.Y. Lee and M.S.H. Tang, Proc. 41st Ann. Freq.
Cont. Symp., pp. 277-281, 1987.

Computations of F for resonators with 6-pt. mount are 6. P.C.Y. Lee and M.S.H. Tang, Proc. 42nd Ann. Freq.
made for a= 0, 14.50, 30', and -14.5*. Predicted F in the Cont. Symp. , pp. 14-18, 1988.
AK-cut region for x = 30° and -14.50 are shown in Figs. 7 7. A. Ballato, the equation for the lower locus of the c-mode
and 8, respectively. It can be seen from Figs. 7 and 8 that there is suggested by Dr. Ballato through private communica-
exists regions in which r attains values between tion.
0.5 x 10-10/g to 1.0 x 10-1 0/g.

8. Conclusion

By controlling the number of supports, mount orientation, a. 6o_.
angles of doubly rotated cut, and modes of thickness-shear ' ,
vibration, computational results show that values of accelera- a4

tion sensitivity can be further reduced and they are less sensi- ,.
tive to the incremental changes of 4) and a as compared with 4.

those of the AT-cut with 4-pt. mount and the SC-cut with 6-pt.
mount.

These acceleration-insensitive cuts or AI-cuts are sum-

marized as follows:

Four-point mount
,g

(a) c-mode, along the upper locus 0 5 15 20 25 30

4)=0, a = 0, F = 0.28 x 10- 101g (AT)
05

, a=7', F= 10-11/9 Fig. 1 Acceleration sensitivity F vs 4) for 4-point mount
and for cuts along the upper locus of c-mode, where

where 0 = 32.230 - (11/180) . 0 = 35.250 - (11/180)4).

(b) b-mode, along the lower locus a 60.6
. 30

4)=30, a=0, F=0.2x 10- t t g. " - 755'
~14.5* w

Six-point mount 
7. 11 "

(a) c-mode, along the upper locus

=220, a = 0, F = 0.45 x 10-10og (SC) U,

In

where 0= 32.250 - (11/180)4).

(b) c-mode, along the lower locus U

4)=280, a=-7, F<0.45 x lI' 0 /g 0 3 6 9 12

where 0 = 0.72 4) -35.58'.
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Summary Tt) + Fjo) + p Bio),
T !? )+F/) s~)= o , (I)

When an ele.troded, crystal plate is subjected to a steady

acceleration and a steady, uniform temperature change, stresses where i,j = 1,2,3, TP) , n = o,1 are components of the nth-

are induced by the body forces exerted on the plate and elec- order stress, Fjn) are components of the nth-order face trac-

trodes and by the differences in thermal expansions between tion, and 8sn) are components of the nth-order body force,

the plate and electrodes. (a)
Based on Mindlin's first-order equations of plated, crystal T2j (b) - T2 j (-b),

plates', a set of six coupled equations is derived in which the F') b [T2j (b) + T2j (-b)]

effect of mass of electrodes, the extensional elastic stiffnesses b
of the electrodes, and the thermal expansions of the plate and B I() =-J Bi dx2 ,
electrodes are taken into account. The principle of virtual dis- b

placements corresponding to these equations is obtained. BJ4) JX2 Bj dx2 . (2)

Strains and displacement gradients in an electroded cry--b
stal disk subject to a steady acceleration are obtained from the We note that B, is the body force per unit mass.
finite element solutions of the presently derived equations. By
inserting these strains and displacement gradients in the fre- Stress-strain-temperature relations
quency equation of the fundamental thickness vibrations of the
disk and solving the frequency equation by a perturbation
method, acceleration sensitivities of crystal resonators with T5°) = 2b K( 1) K(U) Ciju (Es") - ak 0),
various electrode arrangements are obtained. i) 2 3 (

It is founded that for small plate backs, say R < 0.5%, T1 t =-, Cuw E t ), (3)
the percent increase of acceleration sensitivity of an electroded
plate as compared with that of an unelectroded plate is essen- where ee) are components of the nth-order strain,
tially proportinal to the ratio of the total mass of attached elec-
trodes to the total mass of the plate. K(q) = i/4"f2 for ij = 21,22,23

= 0 otherwise
1. Introduction A, = op + a ) 0 + otp ) 02

In our previous papers2,3,4, effect of support numbers, Cki = Cifl - Cis22 C22dIC2222. (4)
orientation of the support configuration, support structures,
plate thickness, and plate orientation on the acceleration sensi- In (4), ak) are components of the nth-order thermal
tivity of circular quartz resonators were studied. expansion coefficiert 5 , T is the temperature of the plate, T.

In the present investigation, in addition to the effect from is a reference temperature, and 0 = T - T, is the temperature
the above-mentioned parameters, the mechanical effect of increase.
attached electrodes, i.e., the mass density, electric stiffnesses,
and thermal expansion of clectrodes, on the frequency changes Strain-displacement Relations
is consi2oed.

2 Equations of Plated Plate Under Steady Accelerations EJO) =4. (U() + U10) + 82 Uj(1) +

and Uniform Temperature Changes Ei) = (Us4J) + UI9)), ij * 22

Consider a crystal plate with thickness 2b and mass den- E.J)= -C 2 2 i EV')/C 222 , k1 # 22 (5)

sity p. It is plated with an upper plating (or electrode) of
thickness 2b' and density p' and a lower plating of thick- where Ui"' are components of the nth-order displacement.
ness 2b" and density p as shown in Fig. 1. Equations (5)3 is obtained by setting Til) = o to allow free

The governing equations of plated plate with thermal expansion of Ei), and TJ) = o has been accommodated in
expansion are obtained as an extension of Mindlin's work of (3)2
1963'.

(b) Governing equations for the upper plating
(a) Governing equations for the plate

When the thickness of the plating is much less than that
Stress equations of equilibritim of the plate, i.e., b'lb <<I, only the "in-plane" components of
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stress in the plating are retained, since the rest are Equations (14) are the stress equations of equilibrium of plated
insignificantly small. Hence we have plate.

Taa, + Fb(°)Y+ p'n()Y=o , a,b = 1,3

F °Y + p' Blo " = o , (6) (e) Continuity of displacements

We require that displacements at the interfaces x2 = + b

Ta ) = 2b' C abd (E7)' - 0 ) (7) be continuous,

U8(
° "= Ui(° ) + b U(t),

E .=- (U, .)' + uj Y), (8) Uo)" u(o)- b U t). (16)

F)= T j')" (b') - T)" (-b'), Insertion (16) into (18), the strain-displacement relations
b' for platings, leads to

Bjo)'=~B~ efr2, (9 EJ'Ek?)+ b EAD ,

Ejg)" = Ekg)- b Eg). (17)
Cabcd = Cabcd - lfb 12 Ci2cdCi212 , By substituting (3) and (7) into (15), and (15)2 and elim-

Cfabcd = (Cabcd - Cab23 C23,di23, inating Eaj)' and Eao)" by (17), we have

Cabcd = Cabcd - Cab 2 2 C22cd/C2222 (10) to) = 2b K (i) K (/j) CjkJ Ee)

+ 2b 8° 8jt, Cgt, EC ) + 2b 8° 8,$ C x ECP )

In (7), the plane-stress conditions

T4)' = T )' = T )" = o have been taken into account -2b (K(ij) K(k)Cijkl akl + So fb Xb) 0,
through the relations among the elastic stiffness (10).

(c) Governing equations for the lower plating 2b
Equations for the lower plating are exactly the same as 7

those given in (6) to (10), except replacing (' by )_ + 2b2 So 8.1o Cabd Ec ) + 2b 3 a8o 8,% 5 bed Ej9)

(d) Continuity of face tractions - 2b 2  (18)
We require that face tractions at the interface x 2 =±b -2 8A XA (1

be continuous, where

T 21 (b) = T ! (-b'), Cabcd = V lff + b Card,

T2, (-b)=T j (b"). (11) C V "bCa d _b abd,

By substituting definitions of FP0), FI), Fj(), and + b " C,, <
F, ° )" into (11) and defining a.Sb = FC bcd cd abed a'd_~ =Vb cd, b" ac

Fj°)=T j (L') T j (-b") , a-- cd. (19)

FJO) = b IT;j (b')+ T~j (-b") ], (12) Equations (18) are the constitutive equations for plated

as the face tractions of plated plate, we obtain crystal plates with thermal expansions.

Fj(° ) = -(F(a)' + Ff0)" + F p), 3. Principle of Virtual Displacements
FI) = b (-Fj()+0 ())F 1 . (13)

)'+FjO)")+F (13)Let U7(o) and U () be components of the zero- and

first-order virtual displacements, and
By further substituting equations of equilibrium of the

plate and platings, i.e. (1) and (5), into (12), we have E(o) 1 (j()+

S+ F (o0) + p (Bj(O) + BS) = o, t)= )+(20)

',(,) - r ,o) + F 11) + p (Bj0) + b BD)=o, (14)

where be components of the zero- and first-order virtual strains. By

th°)=T o)+8T& 8,0 (Ta()'+Ta(j )"), multiplying (14), by t(O) and (14)2 by Q(i) and integrating

-T63) = T 1) + 88A 8, b (Tg Y -T()") , the sum of these products over the plate area A, we have

B P-' B,40)' + -L. BO Yo, ?[ [ + FJO) + p (Bj() + B5)] I(0 ) dA

P P + I't' - j) + F JO) + p (Bj(1) + bBD)] ff() dA =0. (21)

Sia when i = c (15) by the use of the two dimensional divergence theorem
and (20), (21) can be written as follows.

-o when i =2.
1 (q ) Eio) + r.) g(')) dA
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-f(P,(o) U o) + Pj ) Up ))ds +I(F J0 ) 9 j( ) + F 11) 9(I)) dA r'lr =O.3,r"Ir =0.5

+ [p(Bj()+BJ) U(o)+p(Bt)+bBo) U(I)] d4, (22) b'= b"= 3870 A

where r = 2.584 x 10-10 g

pjo) = n, SO) , P /) = n Tf)l , (23) 817/1 0  = 0.12%

It can be seen that (a) the plate without attached elec-p,4 , n = 0,1, are components of the nth-order edge trodes has the lowest value of r, (b) the value of 1 can betractions of plated plate, c is the intersection of the cylindrical reduced to certain extent by electrode arrangement as thatboundary of the plate and the middle plane of the plate, s is the given in the case (4) compared with those in cases (2) and (3),coordinate measuring along the curve c, and na a = 1,3, are (c) for plate back R _ 0.5%, 8r7I1o is essentially proportionalcomponents of the unit normal to c. to the ratio of the total mass of electrodes to the total mass of
Equation (22) is called the principle of virtual displace- the plate.

ment of plated plate with thermal expansion. Equation (22), in
conjunction with (18), is employed in the finite element Acknowledgementmethod for calculating strains and displacement gradients in This work was supported by the U.S. Army Research
theOffice, Contract No. DAAL03-87-K-0125.

We note that (14), and (18) reduce to Mindlin's frist-orderequations for crystal plates without electrodes and no thermal References
stresses if b'=b"=o and e=o, and they reduce to
Mindlin's equations of plated crystal plates' if e =o, except- 1. R.D. Mindlin, "High Frequency Vibrations of Plated Cry-ing that six modes instead of five are included in the present set stal Plates", Progress in Applied Mechanics, Prager,o f e q u a tio n s. t l P a e " r g e s i A p i d M c a i s r g rAnniversary Volume, pp. 73-84, MacMillan, 1963.

4. Effect of Electrodes on the Acceleration Sensitivity 2. P.C.Y. Lee and M.S.H. Tang, Proc. 41st Ann. Freq. Cont.
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where r, r', and r" denote radii of the plate, upper elec-
trode, and lower electrode respectively as shown in Fig. 1.

We consider an SC-cut quartz disk with four-point mount
and a = o. Acceleration sensitivity I' is computed for gold
electrodes with the following four cases: x;I
(1) No electrodes r

r'=r"=o, r =7mm,2b = 1.1469mm

17, = 2.583 x 10- 0 g

(2) Symmetric ( w.r.t. x I x 3 plane ) and full electrodes
r'=r"=r=7mm 2b'--_ _L

b'=3870A, b'b =b"b =0.3411000 2b" P
R =(p'b'+ p" b")pb = 0.5% -

r7 = 2.597 x 10-10 1g

8r/ro = (r- r,/ro) = 0.54%

Figure Caption(3) Symmetric and partial electrodes Fig. 1 Partially plated circular plate with four-point mount.

r'lr = r"/r = 0.5

b'= b" = 3870 A

r= 2.589 x O-101/g

F/Fro = 0.27%

(4) Asymmetric and partial electrodes
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Summary smaller (5 x 10-10 per g) than for the AT-cut units. However, unit-to-
unit gamma vector magnitude and direction uniformity was much bet-

In 1986, the author described the design of a low-noise crystal oscil- ter for the AT-cut devices.
lator in which a (lumped element approximation) quarter wavelength
transmission line impedance inverter was used to connect the quartz Oscillator signal frequency modulation levels resulting from vibra-
crystal resonator to the oscillator sustaining stage [ 1]. If the line is real- tion of the 50-ohm modular amplifier TO-8 sustaining stage were sig-
ized using actual coaxial cable, use of the oscillator circuit provides an nificantly lower than the 5 x 10-11 per g value due to cable vibration.
excellent vehicle for measurement of quartz resonator acceleration sen-
sitivity. Because the resonator can be physically separated and coaxial Introduction
cable connected to the sustaining stage, independent and accurate de-
termination of resonator and sustaining stage vibration sensitivities can The use of quartz crystal resonators as oscillator frequency control
be made by mounting either portion of the circuit on the shake table, elements provides a means for generation of signals exhibiting excep-

tionally good short-term frequency stability. The electrical propertiesof
Also, effects of connecting coaxial cable vibration can be deter- the crystal resonator that play an important role in this regard are:

mined by measurement of differences in (1) the vibration-induced FM 9 High 0-f product
sidcband level, and (2) the accelerometer output/FM sideband phase 9 Low 1/f noise
relationship obtained by inverting the position of device on the shaketable.* Moderate drive level capability

* Near-zero temperature coefficient (at turnover)
* Low-acceleration sensitivity

In addition to oscillator-type measurements, it is also possible to

utilize a quarter wave, impedance-inverting transmission line for single Although the (resonant frequency) sensitivity of the crystal to ac-
cable connection to the resonator for acceleration sensitivity measure- celeration is quite low in comparison to other types of resonators, exces-
ments using a synthesized signal generator and a passive phase bridge, sive signal spectral degradation can result from crystal oscillator opera-
The passive bridge measurement results clearly demonstrate that, using tion in an environment subject to relatively mild levels of mechanical
this technique, valid results can only be obtained for vibration rates less vibration. For example, figure 1 shows the measured signal spectra of a
than the half-bandwidth of the resonator circuit transmission response. pair of ultralow noise Westinghouse crystal oscillators utilizing fifth

overtone, 40 MHz, AT-cut crystals exhibiting acceleration sensitivity
Test results were obtained for 40 and 50 MHz, fifth overtone AT- (gamma) values on the order of 2 x 10 -9 per g. As shown in the figure,

cut and third overtone SC-cut crystals. Acceleration sensitivity (gamma per-device output signal spectra in the range I to 1000 Hz is character-
vector) values for the SC-cut resonators were typically four times ized by fractional frequency fluctuation levels, %/Sy(f) - 1 to 15 parts in

5 AVERAGES CARRIER FREO - 4 DIODE .07 Hz [hp) JUN 15. 1988 6 267:31
E-09

E-10 .............. . . .. ................... .................. ............

1 ................ .............. ................... ................... ........... .... .............

E-12 ......

E -13 . ..... .[...... 4 ..........." . l ....... L ........... ....... I.................

-1.............. . ..... ............. ........................

E=-14 .
I0 100 1K 10K 100K< IM

SORT (Sy(I) [I/Hz] VS f "Iz so-13?2.

Figure L Spectral Density of the Fractional Frequency Fluctuations (Plotted as VSy(f) for
Two Low-Noise Crystal Controlhd Oscillators
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1013 [2]. Vibration levels on the order of 0.0001 g per V/Hz would Measurement Setup
therefore be sufficient to degrade oscillator at-rest spect.al perform-
ance. Figure 3 shows a block diagram of the crystal g-sensitivity meas-

urement setup. As shown in the figure, the apparatus is quite conven-
The acceleration sensitivity of quartz crystal oscillators is primar- tional except that (1) the resonator alone is mounted on the shake table,

ily associated with changes in the crystal resonant frequency resulting and (2) a phase comparison is made between the recovered, vibration-
from stresses induced in the crystal blank reacting against the blank induced, oscillator FM sidcband and the accelerometer output. The
mounting structure during vibration. A great deal of analytical and cx- procedure consists of measurement of the vibration-induced oscillator
perimcntal work has been undertaken with regard to reducing both sideband level t(f) or fractional frequency modulation ./Sy(f) resulting
crystal oscillator and crystal resonator acceleration or g-sensitivity fiom sinusoidal vibration in a given direction along each of three or-
[3-6]. thogonal crystal mounting block axes.

Both the FM sideband amplitude and its phase relationship to theProgress has been somewhat hampered, however, due to differ- aceeoeeouptircrd.Mdltonaesnecssftho-

ences between theoretical predictions and measured results. In general, accelerometer output is recorded. Modulation rates in excess of the os-

large unit-to-unit variations are usually measured with regard to reso- cillatorIVCX0 phase lock loop bandwidth are utilized in order to elimi-

nator acceleration sensitivity vector magnitude and angle (direction). nate the added necessity of accounting for test-to-test variations in

Moreover, the variability observed in measured data is usually signifi- closed loop bandwidth and associated phase response. The crystal
cantly larger than that predicted as a result of various resonator manu- mounting block (figure 4) is then rotated 180 degrees (turned upsidefacturing toler an tha cank mount positioning accuracy. [7, 8 . down) with the coaxial cable connector loosened and retightened for

identical cable positioning, and the measurements are repeated.

An important aspect of crystal g-sensitivity measurement tech- Measurement of the recovered sideband amplitude and phase
niques involves requirements for measurement accuracy and repeat- change resulting from crystal orientation reversal allows computation
ability and the associated ability to identify and quantify signal fre- of both the individual frequency modulatior levels, resulting from vi-
quency/phase modulation resulting from vibration of the nonresonator bration of the crystal and the crystal-connecting coaxial cable, and the
portion of the measurement apparatus such as oscillator sustaining relative direction of the crystal vibration sensitivity (gamma) vector.
stage circuitry and/or RF coaxial connecting cables.

Figure 5 shows a vector diagram indicating how actual measured
Oscillator Circuit results relate to individual crystal and cable vibration sensitivities. As

shown in the figure, the cable vibration-induced sensitivity vector direc-
Figure 2 shows a schematic diagram for a crystal oscillator circuit tion is not necessarily parallel to that of the crystal. However, in most

employing a broadband TO-8 modular amplifier sustaining stage with cases (including the one depicted in figure 5), only slight accuracy deg-
crystal resonator connection to the sustaining stage input via a quarter- radation results from the simplified calculation
wave impedance inverter [1]. All or a po tion of the quarter-wavelength
line of figure 2 can be realized using actual coaxial cable. In this regard,
the circuit provides an excellent vehicle for performing crystal resona- rx I rMU + I rMol
tor g-sensitivity measurements with the resonator alone mounted on the 2 (I)
shake table and connected to the (at-rest) sustaining stage via the quar- This measurement procedure (in terms of its ability to determine
tcr-wavelength cable. Effects of sustaining stage circuit vibration are relative gamma vector direction and isolate cable contributions) is simi-
eliminated, and the measurement problem is reduced to one of quanti- lar to that described in reference [8], except that auxiliary vibration fre-
fying individual signal modulation levels induced by resonator and by quency signal drive to the crystal is not required and the procedure can
cable vibration. be used for evaluation of AT-cut resonators as well as SC-cut devices.

AGC DIODE BIAS VOLTAGE

Vz 5 TO 7V

SCHOTrK 0017+ 15 v OmC

IMEDNC TUNED

PHASE

CIRCUIT. ..

GAIN AND CRYSTAL 0 01 uFLOADING ADJUST J
RESISTORS '1- POWER

LINE ._ jRF AMPLIFIER FOTU
( GAIN -20 dB + 15 dBm TYP

,, 'zJ .. PARALLEL RESONANT
Y1 IMPEDANCE @ fis

QURTZ CRYSTAL R,

SERIES RESONANT
IMPEDANCE @ fs - R2

WD-1372-6

Figure 2. Basic Oscillator Circuit Employing Quarter-Wave Transformation of Crystal Impedance
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Figure 4. Crystal Mounting Block

Measurement Results as noted by the smaller net vector amplitude variation and by the fact
that the vector direction is confined to a single spherical quadrant.

Table I summarizes the results of g-sensitivity measurements for a
group of 40-MHz, fifth overtone AT-cut crystals. The directions of the

three orthogonal measurement axes with respect to the HC-37 crystal Sustaining Stage Vibration
enclosure and crystal blank arc depicted in figure 6. Measurements
were made at 1-g rms levels with 90-Hz sinusoidal drive. Figure 7 shows As previously mentioned, an advantage associated with the use of
a sample output plot of th, vibration-induced oscillator 90 Hz, FM the oscillator circuit (figtere 2), is that either the crystal resonator or the
sideband level depicted, for convenience, as a fractional frequency flue- sustaining stage can be separately mounted on the shake table. Figure 8
tuation level. The relative phase angle between the recovered FM shows the results of vibration tests conducted with th. oscillator sus-
sidcband and the accelerometer output is measured by operating the taining stage. rather than the crystal resonator, mounted on the shake
phase measurement system (figure 3) in the real-time mode and de- table. As shown in the figure, reversal ofthe sustaining stage position on
pressing the phase "XFR FCTN" key on the HP 3582 with the analyzer the s: aker does not result in a corresponding change in the sideband/
marker at the 90-Hz vibration frequency. accelerometer phase reading. This indicates that the induced FM

sideband is primarily due to vibration of the sustaining stage-to-crystal
Tables 2 and 3 show additional measurement results for third over- cable rather than the sustaining stage itself. From the figure 8 data, ca-

tone, 40 MHz and 50 MHz, SC-cut resonators. Comparison of the SC- ble vibration at 90 Hz is characterized by a sensitivity factor of approxi-
cut and AT-cut data shows that AT-cut crystal (vibration sensitivity) matcly 5 x 10-t per g, and the corresponding sustaining stage sensitiv-
ganlma vector amplitude is typically three times larger than for the SC- ity is on the order of 5 x 10-12 per g. Using hard-line cable, cable sensi-
cut crystals, but AT-cut gamma vector direction is much more uniform, tivity was reduced to approximately 1.5 x 10-i I per g.

421



- r r

rMU
1.26x10-10 ,/21* rx 1.99x 10-10

0 -154" FC 0  =0.87 x 10-10
-r×

r MD

2.8 x 10-10 / 1A .rMU = Measured net crystal and cable vibration sensitivity, "up" direction

MD-Measured net crystal and cable vibration sensitivity, "down" direction

rx - Crystal vibration sensitivity

rc = Cable vibration sensitivity

Figure S. Vector Diagram Shlowing Typical Out-of-Phase Crystal and Cable Vibration Sensitivities

Table'L G-Sensitivity Measurement Results for 40 MHz, Fifth Overtone, AT-Cut Crystals
(Parts In 1010)

CrystalNo. r r2 r_ _I rNetJ

25 -20.4 +2.0 -6.0 21.4

26 -24.0 +9.1 -14.9 29.7

27 -21.9 +4.1 -6.0 23.1

28 -22.3 + 7.0 -0.1 23.4

29 -18.8 + 1.2 -2.4 19.0

r3  r

gK
r2 X AXIS AT-CUTF2  X' AXIS SC-CUT

F3

(a) HC37 ENCLOSURE (b) CRYSTAL BLANK

Figure 6. G-Sensitivity Measurement Axes l1 , T3, 3
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SC-XTAL #0024-01, 1 G @ 90 Hz, GAMMA 2 DN, ACCEL/SB PHASE -46
4 AVERAGES CARRIER FREQ-4.000E+07 Hz [HP] AUG 10, 1988 13:17/14:08

E-09

SPUR:9.0000000E+01 Hz AMP: 7.98E-10

E-10....................................................................

r2 Up
E-1I.--.--.-------------.--- .---------------------..-MAGNITUDE xi1 0

E-- ACCEL/SIDEBAND
-PHASE = -48 DEG

E-1--------------------------------- ----- ----------- --- --

E-131 - I
50 100 200

SORT (S ~ (Q) [1/Hz]) vs f [Hz]

SC-XTAL #0024-01, 1 G @ 90 Hz, GAMMA 2 UP, ACCEL/SB PHASE + 135
4 AVERAGES CARRIER FREQ=4.OOOE+07 Hz [HP] AUG 10, 1988 13:17/14:34

E-09
SPUR:9.0000000E + 01 Hz AMP: 7.28E-1 0

E-1-----------------------------------------------------------

r2 DOWN
E-1....................................................MAGNITUDE- 7.3x1 0-10
E-1 -- --- - - --- --- --- - - --- -- --- --- --- --- -- --- ACCEL/SIDEBAND

PHASE= + 135 DEG

E-12..................................................................

E-13'I
50 100 200

SORT (S (Q) [1/Hz]) vs f [Hz]

Figure 7. Typical Plotted Measurement Results
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Table 2. G-Sensitivity Measurement Results for 50 MHz, Third Overtone, SC-Cut Crystals

(Parts In 101)

Crystal No. r2r 3  rNet

71 -4.7 +0.6 +5.3 7.1

02 -5.2 -7.4 -3.4 9.7

73 -1.5 -6.6 -2.0 7.0

74 + 3.7 -4.6 -2.3 6.3

09 -11.4 +6.3 +6.3 14.5

76 + 2.4 -4.4 -0.5 5.0

Table 3. G..Sensitivity Measurement Results for 40 MHz, Third Overtone, SC-Cut Crystals
(Parts in 1010)

Crystal No. r1 2 r3  rNet

09 -1.4 -5.6 +0.3 5.8

11 -6.8 +1.6 +9.5 11.8

13 -4.4 -7.8 + 1.8 9.1

15 +0.3 -5.7 +3.3 6.6

19 -3.3 -6.5 -11.5 13.6

20 -3.0 -5.6 -3.7 7.3

01 +0.6 -7.6 +0.9 7.7

05 -0.8 -6.1 -3.2 7.0

10 +2.4 +2.4 -3.1 4.6

OF +4.8 +1.2 +5.2 7.2

02 +0.5 -3.8 + 1.4 4.0

Passive Crystal Measurements the 800 Hz, -83 dBc sideband data, however, one would incorrectly ob-
tain a crystal g-sensitivity value of 3 x 10-10. The measurement setup of

In addition to active (in-oscillator) measurements the test Setup of figure 9 is similar to that of figure 3 in that measured changes in
figure 3 was slightly modified to perform passive crystal g-sensitivity sideband amplitude and sideband/accelerometer phase angle resulting
measurementswith the (quarter-wavelength line-connected) crystal in- from crystal position reversal can be used to isolate individual crystal
stalled in a phase bridge. Figure 9 shows the test setup. Using the phase and crystal-connecting cable vibration sensitivities.
bridge, vibration--ir. Juced resonant frequency fluctuations in the crys-
tal result in carrie, signal phase modulation, and accurate measure- Conclusions
ment of the signal transmission path group delay is required to convert
the measured phase modulation sideband to corresponding crystal fre- A crystal oscillator design incorporating intentional use of a quar-
quency modulation (i.e., vibration sensitivity). ter-wavelength coaxial cable between the crystal resonator and the sus-

taining stage provides an excellent test vehicle for performing crystal
It is very important to note, however, that, when performing pas- g-sensitivity measurements.

sive vibration tests, the level of the vibration-induced PM sideband is
modified by the selectivity of the crystal circuit transmission response. Measurement of the change in vibration-induced oscillator FM
Therefore, vibration frequencies substantially less than the resonator sideband level and sideband/accelerometer phase angle due to crystal
(loaded) half-bandwidth must be utilized, position reversal on the shake table allows the individual vibration sen-

sitivities of the crystal and crystal-connecting cable to be determined.
Figure 10 depicts this fact quite clearly. As shown in the figure, the

level of the vibration-induced PM sideband is attenuated for vibration For 40 MHz and 50 MHz, fifth overtone AT-cut and third overtone
frequencies in excess of the 115-Hz crystal circuit half-bandwidth. Us- SC-cut resonators, larger magnitude but more uniform (magnitude and
ing the 35-Hz vibration frequency, -67 dBc sideband data, one obtains direction) vibration sensitivities were exhibited by the AT-cut resona-
the correct corresponding crystal g-sensitivity value of 18 x 10-10. Using tors.
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OSO SUST STAGE, AMP DN, FORCE-i G @ 90 Hz, ACCEL/SB PHASE- +93 DEG
6 AVERAGES CARRIER FREQ=4.000E+ 07 Hz [HP] OCT 27 1988 3:19/3:52

E-07-I

SPUR: 9.OOOOOOOE +01 Hz AMP: 4.44E-1 1

E-08.............................................................--

TOP SIDE UP
r' =4.4x10-1 '

E-09...............................................................---ACCELISIDEBANDPHASE= + 93 DEG
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Figure 10. Passive Crystal Vibration Test Results
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Acceleration Sensitivity as a Function of Temperature

William P. Hanson, Timothy E. Wickard
Piezo Crystal company

100 K Street
Carlisle PA 17013

ABSTRACT vibration, the F may be oriented 90 degrees
from this direction to minimize the effects on

Acceleration sensitivity measurements on phase noise.
quartz resonators have been made as a function
of temperature from -50"C to +100"C. One EXPERIMENTAL PROCEDURE
hundred megahertz and ten megahertz resonators
were measured. Several cuts were tested The effect of temperature on the
including AT, SC, and IT's. Acceleration acceleration sensitivity was measured using an
sensitivity is characterized by the vector F. automated test system. Figure 1 is a block
The variation in F with temperature, is diagram of the automated measurement system.
important in applications where F is specified The system included an environmental test
over a wide temperature range or when the chamber which subjected the crystals to random
vectorial properties of F are being utilized vibration while simultaneously controlling the
to minimize the acceleration sensitivity in a temperature from -5 "C to 100 1C. Data
particular direction. This may include collection was done with a personal computer
ovenized crystal oscillators if F is not connected via the IEEE-488 bus to a dynamic
measured at the oven temperature. signal analyzer. The system also included a

ruggedized crystal oscillator, frequency
Results indicate that the direction and counter and frequency synthesizer.

magnitude of the acceleration sensitivity
vector r can vary dramatically with
temperature. The variations are greater at
high frequencies than low frequencies. c° uter

Likewise, the variations are greater in
resonators with small F's than with large r's.
Consequently, as resonators are manufactured
with smaller F's, the variation of r with Teoerature
temperature can be expected to become a greater un, t cna~mer
problem. Under

Teet

INTRODUCTION

Thirty years ago, Warner and Smith M____

reported on the effects of acceleration in - - Ig' i

resonators for missile applications i. In 1987
Filler presented an excellent review of
acceleration sensitivity in quartz crystal vbrt ion
oscillators with a thorough reference listing . MaChIne

The variation of acceleration sensitivity with
temperature has been published in a paper SY e",.er
Milliren, Martin and Emmons , and observed b
Filler and Kosinski in an unpublished study.

In recent years, the demand for resonators
capable of maintaining frequency, while under Figure 1:Diagram of Acceleration
acceleration, has grown. Resonator Sensitivity Measurement System
specifications now frequently include an
acceleration sensitivit requirement in the
range 0.5 to 2 x 10. /g. In ovenized The oscillators used in this study, were
oscillator applications, the variation of F enclosed in milled aluminum housings in order
with temperature is important to consider since to achieve a 1:1 vibration transmissibility
the magnitude and direction of F may vary and were foamed to minimize the effects of
between the measurement temperature and the vibration on the oscillator. The crystal
operating temperature of the oven. This measured was inserted into a socket in the
problem can be eliminated by measuring F at the oscillator and a milled aluminum crystal
oven temperature. In non-ovenized housing was secured to the top of the
applications, the variation of F with oscillator housing by four screws. The crystal
temperature is important, especially in can was held secure by the crystal can flange.
applications where the vectorial properties of The crystals used in the study were mounted on
F are being used to minimize the acceleration the X in a four point mount. 10 MHz crystals
effects. For example, in applications where were sealed in coldweld C-holders and the 100
a particular direction has a greater level of MHz crystals were sealed in coldweld T05 cans.
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In order to minimize the effects of
resonances in the test fixtures, -
transmissibility checks were made on all
fixtures used. The checks looked for "20
resonances between the range of 0 Hz and 5000 -30
Hz. Random vibration was used to measure the
acceleration sensitivity of the resonators. -

The random vibration system was set to subject so
the crystal resonators to a constant power ._
spectral density (PSD) of either 1.0 or 2.0
G /Hz over the frequency range 40 Hz to 250 Hz.

-0n

The acceleration sensitivity data was --

collected in three mutually perpendicular axes I-O--- 
defined in Figure 2 as Al, A2 and A3. Figure -SOD -400 -300 -200 -100 0 I0 200 300 400 500
2 is a drawing showing the definitions of the
Al, A2 and A3 axis. The three axis in Figure Wo"Vbrtion c xr
2 indicate the direction of the acceleration
with respect to the configuration of the Figure 3: Example of Signal Analyzer Output
resonator. The acceleration sensitivity for
the Al axis, by definition, refers to the r
measured while the direction of acceleration
was norma', to the blank.

to achieve thermal stability. During the
AI measurement, the temperature in the chamber was

first dropped to -50 1C. After soaking at -50
'C, 10 acceleration sensitivity measurements
were taken by using the method described
previously. This process was repeated for each
one of the temperatures of interest in the
study: -50"C, -40"C, -25"C, 01C, 25"C, 50"C,
75"C, and 100"C.

,leonlato, In the end, each crystal took a total of
thirty six hours to collect the acceleration
sensitivity data over temperature. The long
test time was due mostly to the length of time
needed to achieve thermal stability in the
oscillator. As a means of assurance, the

A- A2 temperature was verified by measuring the
crystal frequency at each temperature prior to

Four Pot., tount ng the measurement of r. The frequency versus
Figure 2: Definition of Axis System with temperature curve for all three axis was

respect to the Crystal Blank plotted for each resonator as shown in Figure
4 for an AT cut 100 MHz resonator.

Acceleration sensitivity measurements were
taken by mixing a frequency synthesizer with
the output of a ruggedized oscillator as shown F-o
in Figure 1. The output from the mixer was -
then put into a spectrum analyzer where L(f) 50-.---. -- 7-- At Ax,S
could be measured. Figure 3 shows an example 40 __6_
of the output on the crystal resonator while - A AxiS
under random vibration of 40 Hz to 250 Hz. The A0spectrum analyzer was then used to take ten c 3 i---

measurements per axis, each measurement AJ A -,,

consisting of twenty averages. Since the u
vibration was random over 40 Hz to 250 Hz, it ,0
was possible to collect data at 34 different
offset freq, ncies between the range of 20 Hz -

and 210 Hz from the carrier simultaneously. ,_

The temperature control needed for this -201--{ir ----- r-
investigation was accomplished by using a -00 -W -40 20 0 X 40 60 80 100 120
computer controllable temperature chamber which
was modified to be used in conjunction with the
random vibration system. Because of the Figure 4: Example of Frequency versus
aluminum housings containing the oscillators, Temperature Curve as Measured During
the oscillator was first soaked at the Vibration (Serial Number 26, 100 MHz
temperature to be tested for an hour in order AT cut)
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DATA TRANSFORMATIONS The previous equation 1.1 relates L(f)
with r. However F, the acceleration

The raw phase noise data collected for sensitivity vector, is what is of interest.
each axis was transformed into acceleration Since L(f) can be measured directly as the
sensitivity data (r). After which, the r data power ratio of the sidebands at the frequency
for each axis was transformed into the of vibration, the magnitude of r can be
magnitude and direction of the vector r. calculated by algebraic manipulation of 1.1
Further analysis included the calculation of yielding the equation in 1.2.
the mean and standard deviations of each
measured parameter.

In order to understand the X )

transformations, it is first necessary to k-To--
understand the definitions of the angles used. _ _ __10

Figure 5 shows the location of r with respect 1.2 1 =
to these axis and the definition of the angles JAJfo
a and P. These three axis were chose.i to
eliminate confusion with the crystallographic
axis definitions while at the same time
allowing the calculation of r, a, and P to be
done more easily for each resonator measured. In other words, given a random vibration

PSD for a random vibration spectrum the
Al magnitude of the r vector can be determined by

measuring the value of L(f) corresponding to

C a particular vibration frequency.

The calculation in equation 1.2 was done
for each of the three perpendicular axis
measured. This calculation gave the magnitude
of the Al, A2, and A3 components. From the
components, the magnitude of the total F could

al then be calculated from equation 1.4 by using
the definition of axes Al, A2 and A3 as seen
in Figure 5, where for the component of total
F is shown to be parallel to the direction of
acceleration.

A2 1.3 FT'otal At A2

Figure 5:Definition of the Alpha and Beta
Angles with respect to the Axis System

As mentioned earlier, random vibration Votal= Y,,+/2 +3
was used to measure r because it allowed the

automated collection system to collect a large
number of data points easily and rapidly. The
experimental system measured the phase noise The next step in the evaluation of the
induced by the random vibration, L(f), at acceleration sensitivity in this study was to
various offset frequencies. Using the calculate the change in the direction of the
transformation described below, the r vector over temperature. The magnitude of
acceleration sensitivity was calculated from the individual r's calculated for each axis was
the vibration induced phase noise. The used to calculate the variation in the
transformation can be determined by knowing the direction of the vector r at each temperature
relationship between the vector F (the measured. From Figure 5 it can be seen that
acceleration sensitivity), the vector A (the the angle a was defined as the angle of
acceleration) and the phase noise, L(f), as declination from the axis normal to the
seen in 1.15. resonator, Al. The P angle was defined as the

--A angle from the A3 axis to the projection of the
(f)=20gog[~FlAo 1 gamma vector on the A3-A2 plane. Therefore,

1.1 J using the magnitude of F for each axis the2fv value of a and P can be determine and thus the
direction of the acceleration vector byWhere: equations 1.5 and 1.6.

r = acceleration sensitivity E L 1
IAI= 2 x PSD 1.5 a=90-Tan "
f 0= frequency of resonator

f= frequency of vibration 1. =T r F 3]
y(f)= single sideband 1.6 LTar /power ratio
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Data Analysis
The upper three sigma limit of the delta

Table I is a summary of all resonator data a variations in the 10 MHz resonators is 21.2
collected. Nine resonators were characterized degrees which is less than the average delta
for F as a function of temperature. The a of the 100 MHz resonators of 28.8 degrees.
columns labeled "delta a/degrees" and "delta The delta P upper three sigma limit of the 10
P/degrees" are the maximum changes in the a and MHz resonators is 40.0 degrees which is less
P angles measured between -50 'C and +100 *C. than the average of 41.4 degrees for the 100
The columns labeled F-low and r-high are the MHz resonators. This indicates the
lowest and highest F measurements between -50 distributions are different for delta a and
•C and +100 *C. The column labeled delta F is delta P in the 10 MHz and 100 MHz resonators
the difference between the highest and lowest with better than a 99.97% confidence level.
F measurements taken. Therefore, it can be stated with confidence

that the high frequency 100 MHz resonators
The table also includes a statistical tested showed significantly more change in F

summary of the variations. Although, only orientation with temperature than the 10 MHz
three 100 MHz resonators were characterized, resonators.
the differences in delta a and delta P are so
large that they are statistically significant. The delta r is also statistically
Using the upper three sigma limits of these different between the 10 MHz and the 100 MHz
parameters, defined as the average value plus resonators. The upper three sigma limit of
three times the standard deviation, we can the delta F's in the 10 MHz resonators is 0.56
determine the statistical significance of the x 10"9/g, almost third of the average in the
differences. The upper three sigma limit is 100 MHz resonators at 1.38 x 109/g; an upper
also useful in determining the expected 10 sigma limit with essentially a 100%
variation in large lots of resonators, in the confidence.
thousands, for a given parameter. The lower
three sigma limit, defined as the average value Figure 6 is a plot of delta a variations
minus three times the standard deviation, is for all 10 MHz resonators as a function of
a characterization of how small the parameter temperature. The key on the right side
can be. In all cases, in this study, the lower indicates the serial number and cut of each
three sigma limit is less than zero and can resonator. The differences between cuts are
therefore be considered zero. The upper and difficult to determine since only one SC and
lower three sigma limits are valid only when one IT were tested. The greatest change in a
the distributions are normal. Normal for the 10 MHz was 15.6 degrees. This occurred
distributions were assumed in this case even in serial number 7, a third overtone AT cut.
though the sample sizes were small.

Table I Data Summary of Acceleration Sensitivity Maasurements

10 MHz Resonators

Serial Freq OT Cut delta a delta p F-low F-high delta r
Number (MHz) degrees degrees < 109/g- >

350 10 3 AT 3.5 4.2 3.46 3.65 .19
107 10 3 AT 2.4 16.5 1.60 1.90 .30
7 10 3 AT 15.6 2.9 1.98 1.03 .05

Bl 10 3 AT 10.0 30.2 0.91 1.11 .20
2401 10 3 IT 7.7 8.4 0.72 0.94 .22
C6 10 3 SC 3.0 4.8 2.17 2.58 .41

Average 7.0 11.2 1.64 1.75 .23
Standard Deviation 4.7 9.6 .95 .97 .11
Upper 3 Sigma 21.2 40.0 4.49 4.65 .56

100 MHz Resonators

Serial Freq OT Cut delta a delta p F-low F-high delta r
Number (MHz) degrees degrees < 10"/g >

114 100 3 SC 19.7 76.8 .85 3.28 2.43
35 100 5 SC 66.5 38.1 0.25 0.97 .72
26 100 3 AT .3 9.2 1.10 2.10 1.00

Average 28.8 41.4 .73 2.12 1.38
Standard Deviation 27.8 27.7 .36 .94 .74
Upper 3 Sigma 112.4 124.4 1.80 4.94 3.63
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Figure 7 is a plot cf the delta 4

variations for all 10 MHz resonators. Again, 35 m-----.= = 3SO AT
little can be said about the differences
between cuts because of the single samples for 3 107 AT
SC and IT cut resonators. The a angle varied 25

to a greater extent than the P angle in the 10 7

MHz resonators. One resonator, serial number 2

BI, varied 30.2 degrees in 1. 12: , AC

2401 IT

1000

350 AT 0C6 SC

*0 -0 -40 -25 0 25 50 75 100

4 107 AT TeIperat;,* .n Degre" C

7 AT

A_ __ __ Figure 8: Magnitude of Gamma vs Temperature for
- 3At 10 MHz Resonators

20 
2401 iT 1 0

114 SC
0 C6ASC

-40 -25 0 25 50 75 1003 7535 
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Teawatwen Degrees C AT

26 AT

Figure 6: Alpha Angle vs Temperature for 10 MHz 0
Resonators

350 AT -50 -40 -25 s 215 50 75 10
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Tenattd e o n gees C 35 SC
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Figure 7: Beta Angle vs Temperature for 10 MHz
Resonators

20 -

In the 10 MHz resonators, the variation n
in the magnitude of r was on the average 0.23 0

x10'9/g. Although this seems small, it is a -50 -40 -25 0 25 s0 75 '100

13.6% variation from the average r of 1.7 x10'9/g. Figure 8 is a plot of all the rvariationsin
magnitude changes as a function of temperature
for the 10 MHz resonators. Figure 10: Beta Angle vs Temperature for

100 MHz Resonators
Figure 9 is a plot of the variations in

the a angles for the 100 Maz resonators. The
variations in the SC cut resonators were much
larger than the AT resonator in these Figure 11 is a plot of the variations inmeasurements. The AT cut, serial number 26, r for the 100 MHz resonators. The AT cutvaries only 0.3 degrees in a. The data was resonator which had the least amount ofretaken and confirmed. More AT cuts will have variation in a and P varied about the same into be measured to see if a always has a small r as the SC cuts. Serial number 114 has an

variaion.interesting cyclic variation. The variation
Figure 10 is a plot of the variations in was confirmed in a second measurement. The AT

the P angles for the 100 MHz resonators. The cut, serial number 26 has an interesting peak
AT cut varied only 9.2 degrees in a while the in r and 0 IC
SC cuts varied 38.1 and 76.8 degrees. The drop Figure 12 is a plot of all the a data forat 75 *C in 13, in serial number 114, is the 10 MHz and 100 MHz resonators versus theinteresting and was confirmed in a second magnitude of . This graph shows that as the
measurement.
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magnitude of F decreases the variation in a Conclusions
increases. Figure 13 is a similar plot of all
P data for the 10 MHz and 100 MHz resonators The effect of temperature on acceleration
versus the magnitude of F. This graph also sensitivity is greater in high frequency
shows the variations in 0 increasing as the resonators than low frequency resonators.
magnitude of r decreases. Resonators with small acceleration

sensitivities have large variations in
direction and magnitude.

As resonators with smal±er acceleration
// sensitivities are manufacture,d the variation

of acceleration sensitivity with temperature
E will become more of a problem. Ovenized

35SC oscillators at high frequencies will be greatly
I susceptible to differences in the acceleration
, sensitivity at the measurement temperature and

the operating temperatare of the oven. This
______ _will require the acceleration sensitivity to

be measured at the oven temperature. Non-
ovenized oscillators at high frequencies will
obviously be the most susceptible to these

0 -variations, perhaps resulting in r being
-50 -40 -25 025 so 5 100 specified and measured over the operating

Toattre n Oeqre c temperature range of the oscillator.
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THE VIBRATION-INDUCED PHASE NOISE OF A
VISCO-ELASTICALLY SUPPORTED CRYSTAL RESONATOR.

R. D. Weglein
Hughes Aircraft Co., Canoga Park, CA 91304.

Abstract TRANSMISSION SPECTRUMDOPPLER SHIFTED ....

The performance of a VHF crystal oscillator in the 100 MHz f_ -. forange is described under vibration and during acoustic noise

excitation The 5th overtone resonator is supported on fourI 1, 1, I
massive posts and held in place by a precisely-controlled i,
support area of a compliant adhesive. Because the 1 i, I, I, iJ I*
adhesive is an insulator, electrical connections between
crystal and header pins are made via Au-bonded wires. The LINE FREQUENCY 'T
behavior of the short term stability, composed of near-carrier QUNESCEDE

phase noise and of spurious, flexure-induced resonances CONDITIONS

experienced under typical vibration and acoustic noise LINE FREQUENCYI I MAIN.....
stresses will be reported. WIDTH UNDER ' / ILTTERMOVINGTVIRAIO I , CLUTTER.... MOVING TARGET

VIBRATION ECHO

Phase noise measurements, obtained at X-band after ,=100x CON BE INS -i I RECEIVER NOISE
SIDEL LBE I iFLOOR (VIBRATIONImultiplication, are described on a number of CLU E .RECEIVER NOISE

randomly-selected SC and some AT-cut crystals using the-_ FLOOR IQUIESCENT}
compliant mount. All results were obtained in the same -: '. ..
foamed hybrid test oscillator excited with sinusoidal
excitation of 2 grins at 1 KHz. These crystals yielded routinely fD

a vibration sensitivity factor r !; 3 x 10-10. Microphonics fD- DOPPLER FREQUENCY

spectra as high as 100 KHz excited with random acoustic I,- CENTERLINE FREQUENCY

noise frequencies up to greater than 20 KHz, important in
missile seeker radar applications, were obtained on the Figure I Pulse doppler frequency spectrum at high PRF
crystals themselves, some with compliant mount and some and under vibration.
rigidly supported. The former were much less susceptible to
the flexural mode-induced resonances.

Introduction d) the moving target echo return that is the desired receiver
signal, and

The performance of coherent pulse doppler radar used in e) the receiver noise floor composed in equal measure of
tactical missile seekers is adversely affected by vibration e)lte receive noise
and acoustic noise stresses that arise at various times during amplitude and phase noise.
the mission. In large measure this degradation originates in Under vibrational stresses that may contains spectra up to
the reference oscillator from which the radar frequency and Uer vral stsse that at to
timing functions are ultimately derived. The degradation perhaps several KHz, it is seen from Figure 1 that both the
affects the radar performance in several significant respects carrier line (a) and the target echo return (d) broadenseen in the characteristic high-PRF transmission and substantially, largely due to the phase noise degradation of
doer-ited sperctrstofFigrI tnquiesn de the reference oscillator. The receiver noise floor (e) is alsodoppler-shifted spectra of Fegure 1. The quiescent oppler raised in accordatIce with the degradation of the referencespectrum shows five significant elements: oscillator's behavior. The wider spectral lines introduce

the carrier and its associated line width that is errors in relative target velocity estimation and the highera)arge as bycte line w illatois noise floor reduces the visibility of weak target returns.
determined in large measure by the reference oscillator's Considerable effort has been devoted in the recent past to

the understanding and reduction of the effects of the

vibrational stresses in crystal oscillators. [1] An earlierb) the side lobe clutter in the vicinity of the carrier due to experimental study summarized the recent state of the art in
unwanted ground return received by the side-lobes of the the vibration sensitivity of commercially-available VHF quartz
radar antenna, crystals and oscillators. [2]

c) the main lobe clutter that is offset from the carrier by the Acoustic noise stresses on the reference oscillator, that arise

platform doppler of the seeker antenna, from air turbulence and jet engine noise, with excitation
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spectra covering virtually the complete doppler range, elicit a crystal electrodes and the TO-5 header pins. Finally, the
different response and degrade the radar doppler spectrum cement contact area and position are precisely controlled in
in a manner, typically shown In Figure 2. The spectrum assembly. The completed unit, prior to the final cold-weld
illustrates the phase noise contributions discussed above as sealing operation, Is compared in Figure 3 with a standard
well as spurious resonances in the otherwise support structure, used widely throughout the industry, where
frequency-independent noise floor. The extraneous spectral hard-drying epoxy is employed to secure the crystal plate.
lines tend to c:utter the desired doppler spectrum and may
hide real target echo returns. These spurious, discrete
signals may usually be traced to resonances in the crystal HUGHES "SOFT" SUPPORT

PHASE NOISE MICROPHONIC NOISE

YEXAMPLES A
CRSALPLATE RESONANCES

0 * PACKAGE RESONANCES
Z

0 10 20 3(
f,

FREQUENCY FROM CARRIER - kHz

Figure 2 Schematic representation of the oscillator noise L
with spurious microphonic responses in the
otherwise frequency-independent noise floor.

plate that determines the frequency of the reference
oscillator. Plate resonances arise from flexural modes at 0.320 IN.
characteristic mode frequencies that manifest themselves in
FM sidebands of the oscillator carrier frequency. The
resulting spectrum contains a number of discrete carrier
spurious sidebands in the doppler range, shown typically in STANDARD
Figure 2. The origin of these flexural modes has been CRYSTALPLATELET

analyzed in the recent past. [3] However, a survey of the 0003NICKEL ELECTRODES

published literature shows that little effort has been devoted 002 WIDENOSOW

to the reduction of these spurious "microphonic" responses.

The Present Study.

The results of an environmental stress effects study due to
vibration and acoustic noise on a number of 5th overtone
SC-cut crystals are reported in this paper. The frequency
was in the vicinity of 100 MHz for all crystals. The crystals o
units are unique in several respects.

The crystal plate is supported on a massive integral four-post = ---L

structure and secured in place via a viscoelastic, insulating Q --R- t

cement material. The term viscoelastic is meant to imply that
after curing the cement retains the compliance,.characteristic
of the generic silicone class of materials. [4] The effect is to 0 9

place the crystal plate on a "soft" support that relieves
thermally-induced stresses that arise during the normal
adhesive curing cycle and with subsequent temperature
changes. The relative thermal expansion between the
crystal place and the four-post support holder is minimized
through material choice. Figure 3 Four-post "soft"-supported crystal resonator plate

The supporting adhesive is also electrically insulating, on TO-5 header with enclosure removed and
requiring other means such as thermo-compression standard epoxy-supported four-post mount.
Au-bonded leads to make electrical connections between
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In the study, all crystals of the type just described were AF 0.3 dUO ATTEN 20 d 3

installed in the test oscillator and subjected to vibration and 10 dBi

acoustic noise. The same test oscillator package used o Vibration-induced sideband
throughout these experiments was modified and adapted to - - I
replace crystals easily, while maintaining assurance against - -60 dB Calibration lineS BW ,

the possibility of introducing spurious vibration and 0 Hz
microphonics effects. Sinusoidal excitation was applied at a ®-
vibration frequency of 1 KHz with a peak level of 2.8 g.

Random acoustic noise measurements were conducted on 5
the crystals themselves (without the oscillator). In these P LL . .
experiments only the crystals were mounted on a small _ -- 0
shake table with flexible lead connections to the oscillator .

that was located off the shake table. The purpose of these
measurements was to observe the "microphonic" behavior of
the crystals. The spectral response to acoustic noise
excitation was observn directly at the crystal frequency in --

the 100 MHz frequency range without multiplication to 0 5 10 15 20 25

X-band. This was possible due to the high level acoustic Frequency - KHz
noise spectrum obtained from a 100 watt high-quality audio
amplifier that was excited by a solid-state noise source at its
input terminals. The resulting frequency response was Figure 5 Measured oscillator phase noise along z-axis
nearly constant up to 20 KHz and rolled off by 10 dB per using crystal No. 303; the frequency of vibration is
octave beyond 25 KHz. The spectrum of the shake table 1 KHz at a peak excitation level of 2.8 g.
vibration level during such a measurement was obtained
with an accelerometer on the table platform and is shown in
Figure 4. The integrated acoustic excitation level up to 20 appropriate multiplication from the nearly 100 MHz crystal
KHzisapproximately :110grms" frequency. This measurement, as all subsequent

measurements, was taken with a resolution bandwidth of
100 Hz so that the power spectral density is in dBc/100 Hz.

.. --L-- The level of the calibration line near the 20 KHz frequency is

10 ............. - - --- -60 dB for the 100 Hz noise bandwidth. It is seen that the
Z peak of the 1 KHZ vibration-induced phase noise is -48

1-- - ,- ,- dBc/Hz corresponding to a vectorial vibration sensitivity "z
' (along z) of 2.3 x 10"10. The irregular spikes, equally

o. o-  reproduced in both static and vibration curves, are attributed
1. , to the frequency synthesizer used in these experiments.
1--.-•- - ,- " Three-axis measurements on a number crystals of this type

. / were performed and are summarized in Table 1. In each
10-3__ .. . case, the vibration sensitivity vector r was computed from

w --- well-established principles' and is listed along with the
X o- -- -_. - ---- mean Irl amplitude. Also listed is L(f), the power spectral

0 102 103 1 20k density peak level of the measured 1 KHz sideband. In a few
cases the sideband magnitude was below the instrument

VIBRATION FREOUENCY (Hz) threshold and is stated by "low". The predominantly
worst-case vibration axis is perpendicular (along z) to the
plane of the crystal plate. These results as well as the mean

Figure 4 Acoustic noise spectrum excitation for the vibration sensitivity magnitude Ir[ = 2.20 x 10-10 from Table I

microphonics investigation, correspond closely to the results obtained with AT-cut
resonators in an earlier study2.

Experimental Results: Vibration-Induced Phase Noise. Exoerimental Results:
Acoustic Noise-Induced Responses.

A number of these crystals were subjected to sinusoidal
vibration at 1 KHz at a peak excitation level of 2.8 g and The crystal spectral response to the acoustic noise random

along each of the three major axes. A typical result for one excitation was observed on a spectrum analyzer with an
crystal vibrated along the z-axis (normal to the plane of the available hard-copy output option. A total of 53
crystal plate) is shown in Figure 5. The figure shows two "soft-mounted" four-post crystal plates were subjected to the

spectra curves from zero to 25 KHz with the vertical axis in measurement routine described above. A typical spectral
10 dB steps is nearly superimposed at most places except at response of one of these crystals (SN 280) is shown in

the frequency of vibration. The lower curve is measured in Figure 6. The linear frequency axis contains the spectrum

the quiescent condition. The upper curve shows the effect of from zero to 100 KHz and the vertical axis is in 10 dB per

the sinusoidal excitation. As indicated earlier these division increments. The heavy horizontal line denotes the

measurements were taken at approximately 10 GHz, after calibration line at -50 dBc per KHz bandwidth, or -80 dBc/Hz.
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Table I - Measured Vibration Sensitivity ,, '.W ,,n HZ

Crystal Axis L(f) ri  Irl Worst Case -
S. No. (dBc/Hz) (1010) (101 ) Axis 20

321 x -58 0.9
y -51 2.1 *' '
z -50 2.3 3.2 z 40 .

303 x -62 0.57
y low low -60
z -48 2.3 0.96 z

330 x -53 1.6
y -57 1.0 80
z -57 1.0 2.3 y/z o

310 x -58 0.9
y -63 0.5 -100
z -54 1.4 1.7 z 0 20 40 60 80 100

321 x -58 0.9 Frequency - KHz
y -51 2.0
z -51 2.0 3.0 y/z

290 x -60 0.7
y -47 3.2
z -54 1.4 3.6 y Figure 7 Worst case spectral response near 100 MHz of

301 x -54 1.4 "soft-mounted" crystal SN 309 to acoustic noise
Y low low sper rum of Figure 4; the ordinate Is in units of
Z -63 0.51 0.64 X dBc/KHz.

The 5th overtone frequency of the SC-cut crystal at
approximately 100 MHz is represented by the main response The spectral response of similar SC-cut 5th overtone
at the left. It is seen that there is a nearly complete absence crystals, but secured in place with hard-drying conductive
of the effects of the high-level excitation to which the crystal epoxy cement, is shown in Figure 8. A total of 53
is subjected. Three crystal responses of this lot - or 13 % - hard-mounted crystal plates were examined in this study. Allshowed minor evidence of the acoustic noise excitation. In crystals yielded spurious plate resonances at somewhat
the worst case of this lot (SN 309) shown in Figure 7, there is lower levels of the type shown in Figure 8. but well above theevidence of a raised noise floor that gradually increases to noise floor. The spurious response level of 19 of the 53nearly 15 dB above the quiescent noise floor, crystal plates or 36 % of the total showed spuriousresponses above the -50 dBc/KHz level.

,|r t l (1an \,1 ' l' 1lH 'J / O! 1r1,, M11

0

-20 -2o

-40 .60

0(
o 0 C- -

0 20 40 60 80 100 0 20 40 60 s 100
Frequency -KHz Frequency - KHz

Figure 6 Typical spectral response near 100 MHz of Figure 8 Typical spectral response near 100 MHz of
"soft-mounted" crystal SN 280 to acoustic noise hard-mounted crystal SN 61 to acoustic noise
spectrum of Figure 4; the ordinate is in units of spectrum of Figure 4; the ordinate is in units of
dBc/KHz. dBc/KHz.
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Aging Results ".

The acceptance of the viscoelastic material as a reliable, .
stable adhesive for the crystal plate is predicated on the
premise that no detrimental long-term efffects are introduced.
The adhesive's effect on aging, that might possibly result
from excessive outgassing of the compliant adhesive has
been examined. Aging studies have been caried out on a
continuing multi-year basis on the compliantly-supported
crystal units and hard mounted samples as well. These
studies conducted over a two-year period have revealed an
average agina rate of less than 0.6 ppm per year for the
compliantl"-sup,)orted crystal units and approximately 0.3
ppm per year for the commercially-procured hard-mounted
crystal units.

Discussion

The effect of two types of vibrational excitation on SC-cut
crystals in the 100 Mhz frequency range, soft-mounted on a Figure 9 Detailed view of adhci' e area (,0.7 mm dia.)
four-post support with a proprietary compliant adhevise, between the crystal plate (top) and the nearly
were investigated in this study. In the first evaluation, the rectangular support post (light area below plate).
crystal oscillator, containing these crystals were excited by
sinusoidal vibration at 1 KHz at a peak level of 2.8 g. The
oscillator output was multiplied to X-band and the phase There is a growing awareness of the importance of
noise measurements were recorded at approximately 10 obtaining symmetry in the resonator support structure to
GHz. These results show a vibration sensitivity magnitude 1I effecting reduced phase noise under vibration 2,7. In the
in the 5 3.6 x 10-10 range. Similar results had been obtained earlier instance, symmetry in the suspension plane normal to
in an earlier investigation2 with AT-cut crystals, but in the crystal plate was noted 2. Recently, deviations from
otherwise identical circumstances, e.g., the identical crystal lateral symmetry in the resonator plane has been
mounting method using the compliant adhesive, the same experimentally shown to contribute substantially to the phase
test oscillator and the same evaluation technique. The noise degradation under vibrational stresses7. The
similarity of these results on different crystal cuts, but well-controlled area and position of the adhesive in the
otherwise identical crystal mounting techniques suggests Hughes-developed resonator contributes substantially to the
that the dominant factor of importance in achieving low iln is symmetry of overall support at each of the four posts.
the crystal plate support structure and to a lesser extent the
crystal cut. This is in agreement with earlier conclusions Finally, the adhesive that remains compliant and has
reached in the referenced study 2 and, therefore, constitutes viscoelastic damping properties, tends to act as an acoustic
a distinguishable parameter that controls to a large extent absorber thus reducing the vibrational energy that reaches
the vibration sensitivity of four-post supported crystal the crystal plate. This latter effect is also thought to be
resonators . dominant factor in reducing the excitation of flexural modes

in crystal plates captivated with viscoelastic adhesive . It is
The crystal support structure in the presently studied group is the excitation of these flexural modes that result in FM
unique in several respects as was discussed earlier in this sidebands in the vicinity of the crystal resonance frequency. 3

paper. The reduction of the relative thermal expansion The energy in the excited flexural waves on the crystal plate
pape. Te rducion f te rlatve terml epanion is in all likelihood absorbed and converted into heat via thecoefficient between crystal holder and crystal in conjunction iscoelo prore adheiveaer a eaie

with the compliant adhesive tends to reduce thermal stresses viscoelastic properties of the adhesive layer as earlier
in the plate, resulting in reduced stress bias at any studies have shown.6

temperature. Stress bias is likely to distort the symmetrical
distribution of energy within the crystal that could adversely Conclusions
afffect phase noise.

Resonators using visco-elastic supports tend to yield low and
Further, the adhesive crystal contact area at each of the four reproducible vibration sensitivity. The low r is attributed to a
posts in these crystals is well controlled. The contact area is number of factors: a) small area contact and an
small, approximately circular,, but sufficiently large to prevent accurately-controlled symmetric support position; b) reduced
loss of adhesion, even under the large vibrational forces that stiffness of the resonator capture produced by the compliant
were used in this study. The circular support area at one adhesive; and c) optimum crystal to post orientation that
post is shown in detail in Figure 9. The small, reproducible achieves minimum r over a wide angular range. The
contact area and location at each of the four posts resonator support conditions appear to be of equal
approaches the ideal support conditions - a point support - importance to the resonator crystal cut in maintaining low F.
used in theoretical calculations that predict inl in the 1011 At acoustic noise frequencies, the visco-elastic adhesive
range s The small, reproducible contact area is, therefore, a behaves as an effective acoustic absorber that effectively
practically achievable compromise to the theoretical reduces the vibrational stress on the resonator, thus
boundary condition that cannot be realized in practice. minimizes the excitation of flexure-induced sidebands.
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MECHANICAL AND ACOUSTIC EFFECTS IN LOW PHASE NOISE PIEZOELECTRIC OSCILLATORS

MM. Patrick RENOULT - Emmanuel GIRARDET - Louis BIDART

QK PIEZOELECTRONIQUE

ABSTRACT

Modern electronics evolve within more and more In order to keep the phase noise performances

hostile environment. that have been obtained with a lot of difficulties,

The improvements in performances are altered by it is necessary to find appropriate solutions.

mechanical and acoustic strains imposed on the system.

Piezoelectric materials such as quartz or ACCELERATION SENSITIVITY AND PHASE NOISE

Lithium Tantalate are quite sensitive. Low phase noise In order to preserve the phase noise perfoiman-

oscillators OCXO, TCXO, VCXO must be operational ces during mechanical vibrations, it is necessary

without any performances losses in presence of mecha- either to reduce or neutralize the g sensitivity of the

nical vibrations or acoustic noise. used resonator.

We propose solutions applied to the design and For the demonstration, we consider a random

realization of oscillators called "hardened", in order vibration profile of 0,02 g 2/Hz in the frequency range

to make the piezoelectric equipment insensitive to 0-2000 Hz. Practical vibrations can have more complexe

mechanical or acoustic disturbances, spectrums.

Let us consider a 10 MHz oscillator with a phase

INTRODUCTION noise figure given by curve 1.

Modern electronic systems must work under more If the resonator has a g sensitivity of 1.10-9 /g
and more severe strains due to hostile environment, the phase no'se curve of the oscillator will be degra-

The system must keep constantly all its electrical ded by the random vibrations as shown on curve 2.

characteristics in spite of thermal or mechanical The same oscillator with a l.lo10-/g sensitivity

strains. resonator will give in the same conditions curve 3.

Among the different operating conditions, mecha-

nical vibrations and acoustic noise are very important.

Starting at the design phase, an appropriate protec-

tion must be foreseen. Oh/hz

In the last few years, there has been much dis-

cussions about the importance of acceleration sensiti- so 10 Mhz SC 3thov.rtono

vity ( g sensitivity ) for piezoelectric resonators Phose noise Inert
106

and how to improve this parameter.

However, it is also necessary to consider the ,0

acoustic sensitivity of the frequence source. 12

It is obvious that electronic devices instal-
ISO

led in a rocket, a missile or a fighter plane undergo

both mechanical random vibrations and acoustic random ,4 curve!
144-

noise at the same time. Both have an effect on the
ISO

phase noise characteristic of the piezoelectric lit
toos o u r c e . 49 lot im h so
,S 30 ,OS 2,5 ik 3k ,k ,,k

In practice, the acceleration sensitivity 
of

the resonator will disturb the phase noise figure for

frequencies that are located close to the carrier. At

the same time, acoustic sensitivity of the resonator

will degrade the noise floor of the curve.

CH2690-6/89/0000-439 $1.00 C 1989 IEEE 439
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so 1, b/hz of 4, b/hz

90 10Mhz 1 f1Mx -
9 Sesitiity .10-9 Sensitivity 110~

io has. note Suring random ISO Phase noise during randomloVelbrtiIOnel 0vibrations

t02g9iiz 510 2000111 02 9 /hi 5102000h,
lie lie with absorbers

II.e

Ionl

Ito te

lot hz Imlot

to 20 Igo 200 111 3k Ink 31k Is 3e 100 300 111 3k tnk a0k

It is possible to package the oscillator sub- For Fourier frequencies greater than 600 Hz,

assembly in a suspended enclosure. We use resilient the phase not will not be disturbed by the mechanical

rubber mounts working as a mechanical filter. Such vibrations already described above.

filter has a typical frequency response as shown on The same oscillator and mechanical technology

curve 4, with a cutoff frequency of about 30 Hz. will give, with an 1.10- 10 /g resonator phase noise

Of course, the shape of the curve depends both on as shown on curve 6.

the elasticity characteristic of the absorbers and on

the suspended mass. $ b,
Using these absorbers, an oscillator driven by

a resonator with a 1.109 /g sensitivity will have a it10Mhz 101
9 sofirivity10

phase noise curve during vibrations as shown on inhae noise1C durihig random
vibrations

figure 5. 002g34iz 5to2000hV

For the cut of f frequency of the mounting t'2whaboer

structure, the phase noise will depend first on the toe

g sensitivity of the resonator. 3

After the cut off frequency (30 Hz), the resul- 1911 uv
ting phase noise is a combination of g sensitivity

and me'~hanical filtering.

In 39 to t o n 30 So III 3k t0k 36k
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We next consider a 100 MHz oscillator with the For the cut off frequency of the mounting

phase noise figure as shown on curve 7. structure (30 9z), the phase noise curve depends still

on the g sentivity of the resonator. After the cut off

,.tO/hi frequency, it depends on the combination of the mecha-

00MHZ BT3. OVERTONE nical filtering. Past 170 Hz, mechanical vibrations do
PHASE NOISE INERT not affect the phase noise curve.

too Such mechanical filters reduce distorsions due

lot to the g sensitivity of the resonators. The mechanical

o

isolation becomes greater when the frequency vibration

increases. The efficiency of such filtering is of course

,6 greater for random vibrations spectrum exceeding 2000 Hz.

,U For a lot of applications, the lower phase noi-

se operational limit is more than a few hundred hertz

(Avionic). Therefore, it would be more effective for

fm hhl, industrial reasons to develop appropriate soft mounting

structures, thereby reducing the required g sensitivity

of the resonators ( 1.10-9 /g instead of 1.10-1 /g).

A g sensitivity of 1.10- 10/g will give under Inversely for lower Fournier frequencies, the

vibrations (same spectrum) phase noise as shown on phase noise depends directly on the g zensitivity of the

curve 8. resonator.

Using mechanical absorbers (curve 4), the phase Table 10 gives verified acceleration sensitivi-

noise under vibrations will be as shown on curve 9. ty values ( in parts per g ) at different frequencies,

with different piezoelectric materials and cuts.

,* b/hz

o00MHZ BT3. OVERTONE g sensitivity (dF/F/g) tome 10

PHASE NOISE DURING - 5 z . . ]... H .. .1 100-- -

RANOOM VIBRATIONS -5- MHz 10MHz .. OMHz .. Hz 0MHz

Ie0.O2SY/HZ 5TO 2000HZ P1 310-' 310-9 1 10-a 110-6s- 110-n

Ia SENSITIVIT 
1 0  P3 510-l1 1o-0 310-10

N < OVA | 510
- I

lie _" P5 1 10-
9  

110-
9  ' b10

- 10  
310-10

, S P3 710-10 110-9 110-10
0 Q -SV - -

I QAS 110-10 ... ..

CuRVE, u, P3 110-10 110-10I 110-10 1 10-1.

i M P5.- 31o"° 110-0

2 k 0m h z . - 1 - P
, , k k iP 

1 210 -9 1 0-' 510-'

sb 3/ og 3 it 3k ,,k 31k "doubly rotated cut

o100MHZ BT3: OVERTONE
PHASE NOISE DURING We can observe the degradation of performances

RANDOM VIBRATIONS
0.o29YHZ 5TO2000HZ for ion etched resonators, either Quartz or Lithium
G SCNSITIVITY1.10

" O  
tantalate.

lWITH ABSORBERS

its The g sensitivity measurements have been obtained

by using measuring system as shown on Table 11 ( see

1327 annex A3 ).

CURVE 9

OS I _, __:_ _hz_

IS 30 lot 300 ik 3k ick 20k 441



Figure 12 shows the behavior of a 50 MHz hand ACOUSTIC SENSITIVITY AND PHASE NOISE

mounted OCXO under vibrations. As we know, it is possible to reduce the g sensitivit

Figure 13 shows the phase noise figure of a by appropriate design of the resonator. Likewise, it is

20 MHz lithium tantalate VCXO without mechanical absor- possible to reduce its acoustic sensitivity. This reductio

bers. The influence of the acceleration sensitivity is important because an external isolation against acous-

is easily observiable. After 2000 Hz the phase noise tic perturbations is often difficult to obtain.

curve will not be disturbed by perturbations due to For a given frequency, the behavio0 of a resonator

acoustic sensitivity. under severe acoustic vibrations depends on many para-

meters ; the most important are

- the piezoelectric material

- the cut

* f--- TII- the roughness
-F 50 z - the plate assembly characteristics

.. . . -KG VIBRATION number of springs_ ! --. RANDOM VIBRATIONS

... .. 20oz 5To200z dimensions, thickness, stiffness

- -- -- -In addition, the acoustic sensitivity increases

------- - the frequency as we can see on figures 14 and 15.
LN~n --\A 4S -

30 3osK 5 0K 10 300 00

tooco 30-

RANDOM VIBRATIONS VCXO 2 0MHz 20Mhz
5T02000OZ 0 

3
2G'HZ LITA03 d ACOUSTIC NOISE 9006A

td b/.Z LYAO - -

P"U' ____ I II

-__v, _O --- ---__ - _

1 2 3 5 7
KHZ 1 3 5 7 9 KHZ

CURVE13 Fm CV

ACOUSTIC NOISE gOOBA F 140MHZ
I OVERiONE

' .....' z
-a-iI . I 7  ,3..... . ...-

3 Fm KHZ
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Ia general, we can consider that every quartz re- The operating considerations generally define

sonator having a thickness lower than 50 m has a high the frequency and piezoelectric cut of the resonator.

acoustic sensitivity. The improvement of acoustic sensitivity requires the

It appears that the use of ion beam milled or optimization of the mounting technology as well as

chemical etched resonators must be avoided when low adequate roughness and metallization.

acoustic sensitivity is required. Unadequate roughness or deffects in metallization

On the other hand, Lithium tantalate resonators increases acoustic sensitivity. Curve 18 shows a 100 Mhz

have a real insensitivity to acoustic perturbations resonator. The electrodes of this resonator adhere

over a wide frequency range. poorly on the quartz plate.

Curve 16 shows the behavior of a 17 MHz lithium Finally, the best way to reduce the acoustic

tantalate resonator under acoustic noise. Curve 17 sensitivity is to improve the mechanical fixation

gives the phase noise characteristics of a 125 MHz of the quartz plate on the holder. Unfortunatly, the

ion beam milled lithium tantalate resonator. Therefore, g sensitivity also depends very much on the fixation

for Lithium tantalate resonators, the reduction or technology.

neutralization of g sensitivity is the greatest techni- The improvement of both acoustic and g sensitivi-

cal difficulty. ty requires different technological choices and there-

fore necessitates a compromise between these choices.

ACOUSTIC NOISE 9008A F 17 MHZ 100MZ

DB/H UITA0 3  ACOUSTIC NOISE900A

- 71 s 17 1- K7] ~I 71111ZZK HZ
A I

3~-- - i zHz 1 -79 KHZFM CURVEt18 fm
CURVE 

16

F 125mHZ
ACOUSTIC NOISE 900BA I OVERTONE All electrical measurements of acoustic sensitivi-

B LItAO,
--/Z ty have been made following schema figure 11. This mt-

.... ... thod is more qualitative than quantitative. The rrncf.bs

I o must be quantified and possibly

Ly_, lAnother way for improving the acoustic sensitivi-

.I ty its to neutralize it.

L In the same way that mechanical absorbers are isse'l
...... .I Ij for g sensitivity, acoustic .oise can be screened by

using loaded elastomer foams. Such acoustic absorbers

L 1 are fixed around the sensitive elements of tne oscil-9 K17 latcr, especi'±ly the resonator.

fm
Crin\'E 17
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Curves 19 and 20 show phase noise measurements CONCLUSION

with 90 dBa acoustic noise in a frequency range 0-20KHz, After a lot of long experimentations, we c.i'i give

with and without acoustic absorbers. some conclusions.

The same oscillator is meisured during mechanical The improvement of g sensitivity is a long and

random vibrations 0,02 G2/Hz 0-2000 Hz. expensive process.

The increased phase noise below 100 Hz comes For a given industrial state of the art, it is

from the resonant frequencies of the two-stage preferable to keep the phase noise characteristics

mechanical absorbers system. during vibrations by using mechanical absorbers struc-

tures working as a filter.

IB TCXO 100 MHZ In order to obtain the same results without
HZ ACUTCNIE90A-12AcousTIC NOISE 90DBA absorbers, g sensitivity of some 1.10 /g would be

.. . 125 -..... . necessary.
....... 'However, very close to the carrier frequency, the

135 phase noise during vibrations depends directly on the g

- lb Isensitivity of the resonator, either for quartz or
~ - Lithium Tantalate.

500 - -K2K l  !The next research and developpement efforts must

_ _j iI" be aimed at the improvement of acoustic sensitivity

50 --"_ - iespecially for quartz resonators. In the case of
3 16 Lithium tantalate resonators acoustic sensitivity is

5K 10K 20K 30K HZ not a problem area.

FM
CuRvE 19

ANNEXES

DBH Z.  TCXO 100 MHZ Al - ACCELERATION SENSITIVITY MEASUREMENT See diagram 11)
ACOUSTIC NOISE 9008A

25- WITH ACOUSTIC ABSORBER Excitation devices - sine generator

125 - - -- - -WIT acus~c ASURER- power amplifier

------------- ~- vibration exciter

- accelerometer- Load amplifier

145--Measurement device - spectrum analyser

(120 dBc dynamic)
155_ The resonator is connected to an oscillator

500 AI %,A,* It undergoes sine mechanical excitation of known frequen-t65- _ .

cy and level.
1K 2K 3K 5K 10K 20K 30K HZ The calculation of the g sensitivity is done from

FM
CURVE 20 - measurement of the modulation lines on the oscillator

phase noise spectrum.

TCXO 100MIz Sine excitat16n

PANOOM V19RATONS

AZ NO V(O1A1 Tooo 00 2-0 Log [_.E S_. f

---- ---- with .6 - g sensitivity of the resonator

F0 in parts per g.

25 A S 10 , 00 F g sine vibration ( number of g

cur" 2I Fo = nominal oscillator frequency

Fm = sine vibration frequency
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This formula can be used for modulation factors BIBLIOGRAPHY

lower than 0.01. For modulation factors greater than - The effect of vibration on frequency standards and

0.01, it is necessary to use Bessel functions. clocks - R.L. FILLER 35 th Frequency Control

Random excitation symposium

The random excitation level is ( /Uz) - Influence of environment conditions on a quartz

resonator - M. VADOIS, J. BESSON, J.J. GAGNEPAIN

In a I Hz bandwidth = \377 Proceedings 28 th Annual Symposium on Frequency

control

then oG(W)dEHz e02 0 eoq .. f2. __ - Low " g " Sensitivity crystal Units and their

testing - A. WARNER, B. GOLDFRANK, M.MEIRS and

X10 M. ROSENFELD 33rd Annual Symposium on Frequency

-control

V--_ - oDesign of a Bulk wave quartz resonator insensitive

to acceleration - R. BESSON, JJ. GAGNEPAIN, D. JANIAUD

A2 - ACOUSTIC SENSITIVITY MEASUREMENTS (see diagram 11) and M. VALDOIS 33rd Annual Symposium on Frequency

control

Excitation d!vices - noise generator - Analyse des m~canismes de sensibilit6 acc6l~rom&-

20 Hz to 20 KHz bandwidth trique et barom6trique des r~sonateurs A quartz

- power amplifier de type QAS - J.P. AUBRY, J.C. CRAVEUR, F. DEYZAC,

- anechoic chamber M. FRAGNEAU Revue technique THOMSON CSF - Vol. 19

- microphone - amplifier n* 2, Juin 1987.

Measurement devices - oscillator's phase noise

measurement banch

- spectrum analyser

The vibration exciters can be used for maximum

excitation frequencies of 2000 Hz to 10 000 Hz,

depending on their size.

For constant excitation level, the amplitude

of displacement decreases with the square of the

frequency ( ). In this manner, the

precision limits of the servo-control are reached.

For a 10 g excitation level, at a 10 KHz

frequency, the peak to peak displacement is 0.05 ml

The acoustic excitation method allows us to

obtain a regular white noise spectrum, for instance,

90 dBa + 3 dB acoustic level in a 20 to 20 000 Hz

bandwidth.

Acoustic noise is fed into a laboratory anechoic

chamber.

Such acoustic excitation spectrum allows to defi-

ne the mechanical structure of resonators, their

resonance frequencies and consequently, their influence

on the phase noise oscillator's spectrum.

445



UO

HZ

a - .
LbLU

-44 HWH

Ix 0 Cc~LIII1 ~0 0w > 0

0-20

,.u

Wcc 0

Lb

Ix-

44 0 446



43rd Annual Symposium on Frequency Control - 1989

EXPERIMENTAL DETERMINATION OF THE RELATIONSHIP AMONG BAFFLE,
TEMPERATURE DIFFERENCE AND POWER FOR THE HYDROTHERMAL GROWTH OF QUARTZ

Gary R. Johnson, Robert A. Irvine and Jonathan W. Foise

Sawyer Research Products, Inc.
35400 Lakeland Blvd.
Eastlake, Ohio 44094

Abstract Table I

We have experimentally determined the relationship Variable Range
among baffle design, the temperature difference
between the growing and dissolving chambers, and the Baffle
power requirements. Increasing the opening of the Number of Holes Single-hole vs. perforated
baffle requires a higher power level to maintain a (multiple holes).
given temperature difference. The presence of lascas
or grown crystals, and the type of baffle used have Percentage Opening Single-hole 10 to 30%,
strong effects upon the temperature difference-power perforated 7.5 to 15%.
curve. Growing chamber temperature and top
insulation have only minor effects. Temperature Difference 0 to 16"C

Top Insulation Full, partial and no
Introduction convection cooling allowed

(bands open, one closed,
Two factors which greatly control the growth of both closed).
crystals from solution are the transport of dissolved
material to the region of the crystal-solution Growing Chamber Temp. 340 to 350"C, most data at
interface and the removal of the heat of crystalliza- 345°C.
tion from this region. While these processes can
take place due to diffusion, they are accelerated by Supply 350 lbs. lascas vs. none
the free convection of solution about the growing (one run).

crystals. 1  This free convection of solution
(sometimes called natural convection) is produced and Crystals None vs. grown bars (one
controlled by the establishment of a temperature run).
difference across the volume of the solution. In an
autoclave in particular, this can be modeled by the Autoclave H44 vs. H45.

heat transfer system known as a closed thermosyphon.
2

To aid in the establishment of a temperature Table 2
difference, a flow restricting baffle is inserted,
creating nearly isothermal growing and dissolving Variable Value
chambers within the autoclave. The design of this
baffle largely determines the input power level Solution 0.8 M Na2CO 3, no Li,

necessary to establish a given temperature differ- unfiltered.
ence. Although the general relationship among baffle
design, temperature difference and input power has Pressure Target 12300 psi (fill calculated
long been understood, the exact details of this for maximum Tdiss 360"C).
relationship have not been determined.

Bottom Heater Originally 180 V, changed to
The purpose of these experiments is to numerically 220 V (see below).
determine this relationship. This has two goals.
The more immediate is to better be able to design run
plans for quartz growth. Later, it is expected that In general, the temperature difference (TO) was
such information will be part of a program to predict varied from low to high during an experiment, witn
growth conditions required to obtain particular two power readings taken at each of two or three
grades of quartz. intermediate values. However, for a number of runs,

the temperature difference was reduced to a low valde
late in the run and the power was remeasured to check

Experimental for hysteresis or other changes during the run. No
hysteresis was found during any run.

Each experiment involved equipping an autoclave with

a particular baffle. Once at operating conditions, Initially, all runs started with the blanket on the
various temperature differences are set and can around the top of autoclave (Figure 1). At
measurements are taken of the main and top heater higher values of TD, one would reach a point of no
power required to maintain this temperature power to the top heaters and so first the olanket was
difference at equilibrium. removed, the top band was opened ad finally the

bottom bond was opened. As the bands are opened, the
Table 1 lists the variables examined and their amount ot convectional cooling around the top of the
ranges. Table 2 lists variables that were blocked autoclave is increased. No other changes in top
for these experiments and the values selected. insulation were studied.
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Once a stable value of a TO was obtaiaed, power
CN Bmeasurements were made. Since power control is
i> -through zero-crossover SCRs, conventional methods of

power measurement are not possible. Three different
indirect techniques were used. The first involved
measuring the frequency of the alternating current
through one of the three legs from the SCRs to the
heaters (in all cases the right leg was used) using a

TOP HEATERS Fluke model 1910A Multicounter with a resolution of
0.1 Hz and the attenuator on. This gives a measure
of power between 0 (at zero power) and 60 MHz (at
full power). The second method also used the Fluke
meter to get a frequency measurement, but used it in

GROWING CHAMBER the totalizing mode to obtain a count of waveforms
over a set period of time (2 minutes). The third
method was to read the power of the control signal

BAFFLE (using an amneter) from the temperature controllers
to the SCRs. This gives a measure of power from
approximately 4 mamps at zero power to approximately

MAIN 20 mamps at full power. For the top heaters, only
HEATERS DISSOLVING the first and third methods were used.

CHAMBER
Figure 2 compares the three measuring techniques. It
was found that all three are linerally proportional
to each other. In general, power reading shall be
reported using the frequency method in this report.

BOTTOM HEATER

Figure 1 - Schematic diagram showing general design
of the autoclaves used for these experiments.

Main Heater Power
Correlation of Measurement Methods36-
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Figure 2 A - Power from frequency measurements and from miliamp readings
versus power from counts for the main heaters using all data points from
both autoclaves.
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Top Heater Power
Correlation of Measurement Methods
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Figure 2 B - Power readings from milliamp readings versus readings by
frequency measurements for the top heaters. Data for H44 ("4") and H45
("5') is shown separately.

Power measurement calibrations were done to see if One problem encountered during these experiments
the power levels at full power were equal through occurred after the first pair of runs. Both
each of the three legs of the autoclaves and between autoclaves contained a large quantity of "heavy
the two autoclaves. Measurements showed that on both phase" (a polymeric silicate phase) at their bottoms,
autoclaves the three legs were virtually identical once they were cooled down and opened, that made
and that the power level readings between tne two cleanup and turnaround difficult. This was solved by
autoclaves differed by about 1%. raising the bottom temperature and by placing

approximately 10 crystals into the rack so that the

Most of the experiments were done at a constant dissolved quartz would have something to grow onto,
growing chamber temperature of 345"C. However, and not be left in a supersaturated solution at the
during a number of runs, data was also collected at end of a run.
either 340C or 350C to determine the effect of
growing chamber temperature upon power. In all cases
temperatures were held to within + 0.5' of target. Results

Two other measurements were also made during these Figure 3 shows the results of power measurements for
experiments. Each run was profiled (temperature vs. a typical run. The plot shows main heater power as a
height) at a TO of 5' (the 15% concentric baffle run function of TD. The data is all for a growing

was done at a TD of 2° ) with a Trow of 345. For a chamber temperature of 345C except where noted

number of runs, the thermocouples were moved to otherwise. The various letters indicate if the bands

within a few inches above and below the baffle and were closed, the top band open, or both open. All

the temperature was measured versus time with a strip data at 350C was taken with the bands open. One can

chart recorder (Marlin model 4153) to try to see that it was necessary to open these bands to

determine the fluid velocity through the different
baffles.
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Power-TD curve
H44-67. I0 perf. baffle
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a - All data at T(grow) =345' except as noted
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Delta T ('C)
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Figure 3 - Main heater power in frequency versus the temperature difference
between the growing and dissolving chamber (TD) for the 10% perforated
baffle. Data is shown for a growing chamber temperature of 345. and 350C.

achieve a higher TD. In all cases, the limits of TO The same relationship is also seen in Figure 6 for
were determined by this insulation and the top heat the various perforated baffles. The change in the
available. For example, the lowest TO for each slope of the power-TO curve with the percent baffle
baffle was achieved with the blanket on, the bands opening is shown in Figure 7. There appears to be a
closed and the top heat at maximum power. The general increase in slope (t.. slope can be thought
opposite case existed for the maximum TO. of as the rate of increase of power with increasing

TD) with increasing percent opening, though the most
The upper line shows the linear regression fit for linear relationship is seen for the perforated
the data at 345"C. For this example, the square of baffles.
the regression coefficient was 0.946, which
corresponds to a confidence limit of greater than We have long postulated that a perforated baffle of a
99.9%. This confidence limit also held for all of given percent opening behaves like a single-hole
the 345"C data. baffle of approximately twice that opening. In other

words, a 15% perforated baffle behaves like a 30%
Figure 4 shows the data for the 17% single-hole single-hole baffle. Figure 8 shows the fitted
baffle experiments. This pair of runs was conducted power-TO curves for a number of single-hole and
to examine this variation between the two autoclaves. perforated baffles. It does appear that there is a
As can be seen, there is good agreement beteeen the grouping of the x% perforated baffles with the 2x%
two runs. At the highest TO, there is only about i single-hole baffles, though it is difficult to
10% difference in power levels between the two. determine the exact relationship from the limited

The power-TD curves for various single-hole baffles data.

are shown in Figure 5. The relationship among TO, Top heater power was also measured during all of
percent npening of the baffle and power is ds these experiments. As expected, it showed a general
expected. The minimum and maximum TD increases with trend to decrease with increasing TO. It also showed
decreasing percent open area. Additionally, for a ad increase with decreasing top insulation for a
given TO, more power is required as the percent given TO. However, it did not show the well behaved
opening of the baffle increases. In other words, as linear behavior of the main heaters.
the amount of opening in the baffle increases, there
is greater fluid exchange between the two chambers
and thus greater energy exchange between the two, so
a greater amount of power is required to maintain a
particular TD.
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Autoclave Comparison
17X Single-Hole Baffle
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Figure 4 - Main heater power versus TO for the two 17% single-hole baffle
experiments. The two autoclaves, 1144-64 and H45-67 are compared.

Power-TD Curves
Single-Hole Baffles, N Opening
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Figure 5 - Main heater power versus TO for the three single-hole baffle
experiments. Only the data at Tgrowing = 345" and the linear regressions of
that data are shown.
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Power-TD Curves
Perforated Baffles
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Figure 6 - Main heater power versus TD for the three perforatt, baffle

experiments. Only the data at Tgrowing = 345" and the linear regressions of

that data are shown.

Power-TD slope vs. % Opening
Single Hole and Perforated Baffles
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Figure 7 - Slope of the power-TD curves versus percent baffle opening for

single-hole and perforated baffles (for Tgrowing = 345
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Power-TD Curves
Comparison of SH and Perf. Baffles
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Figure 8 - Main heater power versus TO showing the comparison of the 2x%
single-hole baffles with the x% perforated baffles. Lines shown are the
linear regression fits for the data at Tgrowing 345".

During a number of runs, attempts were made to Experiments werd conducted to compare conditions at
understand the dependence of nain heater power on the beginning of a run (350 lbs. of lascas and no
growing chamber temperature. An examination of the grown quartz), conditions at the end of a run
various runs shows no consistent relationship between (approximately 30 lbs. of lascas and 300 lbs. of
power and growing chamber temperature. In fact, some grown quartz), and conditions in an autoclave without
runs showed an increase in power with increasing quartz. Figure 10 shows the power-TO curves for
Tgrowing (for a given TO); other runs showed the these three conditions. From the beginning of a run

opposite. All runs did show that within the range ("no crystals") to the end of a run ("no lascas"), a

examined the effect was small. Using the modeling significant change in both the slope of the curve and

programs which are part of ECHIP (Experiment in a in the maximum TO is seen. The run without quartz
("no quartz") shows an almost identical slope in the

Chip3 ), we have been able to fit the single-hole end-of-a-run curve. This indicates that the amount
baffle data to a quadratic model. The results are of lascas present has a significant effect upon the

shown in Figure 9. This model indicates that for a power-TD curve, but that the amount of grown quartz
given TO and baffle, generally a nigher growing has only minor effects. An implication of this is
chamber temperature would require a slightly nigher that the circulation, at least in the dissolving
power level, though the opposite may be true for very chamber, is largely uneffected by the amount of grown
small TDs (this last result may be due to problems material. This is confirmed by the temperature
with the model based upon lack of data), profile data (see below).
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TD-Baffle..Power Surface
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Figure 9 -Main heater power (in frequency) as a function Of percent baffleopening and TO. The graphs do not Show the actual data, but depict the
Surface generated by the ECHIP model. The top graph shows the results for a
growing chamber temperature of 345', the bottom for 350%
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Power-TID Curve
Effects of Lascam and Crystals. 17% SH
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Figure 10 - Main heater power versus TD for the 17% single-hole baffle
experiments with lascas (no crystals), without lascas or grown crystals (no
quartz), and without lascas (no lascas).

Temperature Profile
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Figure 11 - Temperature (*C) versus distance from the bottom of the
autoclave for the single-hole baffles. The target temperatures of 350* and
345* are shown.
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Temperature Profile
Perforated Baffles354
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Figure 12 - Temperature ('C) versus distance from the bottom of the
autoclave for the perforated baffles. The 17% single-hole baffle is shown
for comparison. Also shown are the target temperatures of 350C and 345C.
The profile for the 15% concentric baffle was done at a lower temperature
because the higher temperatures could not be achieved with that baffle.

As discussed in the experimpntal section, temperature Figure 13 shows the temperature profiles for the
profiles were conducted for each run. Figure 11 three runs containing different quantities of lascas
shows the profiles for the single-hole baffle and grown quartz, as described above. The run
experiments. The 17% baffle run was conducted with without quartz and the run without grown crystals
the bottom voltage at 180 V, the 30% and 10% were both show a temperature gradation through the
done at 220 V. Despite the higher voltage, the 10% dissolving chamber, while the run with grown crystals
run shows a colder bottom than the 17% run. This shows a relatively uniform dissolving te:perature.
same trend, with the tighter baffles showing a These difference6 confirm the results from the
relatively colder bottom (relative to the temperature power-TO curves.
at the midpoint of the dissolving chamber), is shown
in Figure 12 for the perforated baffles. It also For a number of runs, temperature meacurements versus
appears that the perforated baffles show a peak in time were conducted with the tenpe'ature monitored
temperature just below the bzffle. This peak cannot just above and below the baffle. For most of these
be attributed to noise. It may be due to an upward experiments, the data was inconclusive. However, for
flow of fluid along the centerline just below the the 15% concentric baffle, one was able to monitor
baffle. the percolation of fluid through the baffle. It

appears that the hot fluid generally comes up the
middle of the baffle (though it appears that there
may be occasional changes in tne direction of flow)
at a rate of about 5 cm per second or greater.
Figure 14 shows a section of the trace.
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FIjure 13 -Temperature (*C) versus distance from the bottom of the
autoclave for the 17% single-hole baffle experiments with lascas (no
crystals), without lascas or grown crystals (no quartz), and without lascas
(no lascas).

Temperature vs. Time
15% Concentric baffle
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Figure 14 - Temperature versus time for the 15',. ccncentric baffle. The
darker line represents the trace for the thermocouple 3"1 below the baffle.
the lighter line is 1" above the baffle.
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Conclusions and Further Research

We have been able to form the following conclusions:

1. The power to the heaters could be measured by a
variety of equivalent techniques.

2. The behavior of different autoclaves was the
same.

3. Main heater power increases linerally with
increasing te-nperature difference.

4. The limits of the temperature difference were
determined by top insulation and the top heaters.

5. The rate of change of power with increasing
tenperature difference is dependent upon the percent
of opening of the baffle and whether the baffle is
single-hole or perforated.

6. The behavior of perforated baffles is equivalent
to that of single-hole baffles of approximately twice
the percentage opening.

This data will now be used in experiments to
establish the exact effect of these relationships
upon the quality of the grown quartz.
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ABSTRACT Is now widely accepted that the amount of water
Incorporated in quartz during Its growth strongly depends on

Although cultured quartz has now reached a high degree of its growth rate and small fluctuations of this parameter (the
purity and crystalline perfection, there remains, at least in so-called breathing of crystal growth) leads to striatlons
some crystals, va-ous types of defects which can limit the along the c axis which can be detected by light scattering
performances of plezoelectric devices. The most common tomography after heat treatment (21]. Fluid Inclusions have
are dislocations and chemical Impurities; among these later also been found In some natural quartzes and have been
ones "water" (or hydrogen or OH or hydroxyls) Is generally Interpreted as resulting from perturbed growth [22].
assumed to be the most cumbersome defect. Two distinct
modes of water incorporation have been recognized, Solid Inclusions have been detected by optical microscopy
molecu!ar water (tiny fluid Inclusions with diameters down to and by TEM for the smaller ones (with a few hundreds
30 A) and isolated point defects like the so-called 4Hs1  Angstr~ms diameter); they are assumed to be particles of
defects. The equilibrium concentration of this later type of acmite NaFe 3+Si2O6 resulting from the slow corrosion of
defects is certainly extremely low at the usual T and P non lined autoclaves [17, 23, 24]; in fact other compositions
conditions of growth, however for relatively large growth are also found [25]. Fig. 1. illustrates these various defects. It
rates, a supersaturation can occur. We have tried to is however to be remembered that in high quality crystals
determine the equilibrium concentrat,on as a function of T grown actually, such defects are very rare.
and P. We have also tentatively estimated the diffusivity
coefficient of the corresponding water species as a function
of temperature.

I !NTROUC.TJON

Since 20 years numerous studies of defects in cultured
quartz have been published (for recent reviews, [1] to [3]).
The best characterized defects are probably dislocations -
which are currently visualized by X-Ray Lang topography :
[4,5]. In high quality crystals grown nowadays on natural
seeds, the dislocation density can reach values as low as , ,
101 cm-2 [6 to 9]. Lang topography on cross sections also
reveals that the dislocation density is not homogeneous and
various growth sectors have been defined [10 to 13], some
corresponding to a low dislocation density could be the best
material for new seeds. b
Fluid inclusions have been observed by optical microscopy
[14 to 17]; they are geneially located in the immediate
vicinity of the seed and are currently interpreted as resulting
from preferential etchin9 of the as-grown dislocations of the
seed at the very beginning of the growth process [18]; this
does not imply that far from the seec the crystal is wet.
Smaller fluid inclusions have also been detected in the bulk
by transmission electron microscopy (TEM) when the growth
rate becomes large (19] or when the nutrient is impure (20]. It --- -
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Substitutional Aluminum (Alsi) and water or hydroxyls (OH)
C are the most frequent chemical impurities in cultured quartz

[26 to 29]. The occurrence of water or OH's is known to affect
dramatically the piezoelectric peilormances of resonators
and it has been shown that the quality factor 0 is strongly
correlated with the content of water [30]; as the stretching
vibrations of OH groups absorb infrared light in the vicinity of
3000 cm-1, infrared spectroscopy in the range 4000-2500
cm-1 (IRS) is currently used for the characterization of the
water content [31 to 33]. As shown below water can enter in
quartz under various forms: OH compensated impurities,
molecular water or/and isolated water point defects. We
report in this article our own investigations on these modes
of water incorporation. We have also studied the equilibrium
solubility of water point defects and their diffusivity as a
function of temperature and pressure.

t ' II WATER RELATED.E DEFECTS

The water content of cultured quartz is currently estimated by
the ratio of its infrared absorbance at two wave numbers:
3500 cm- 1 (at which water is active) and 3800 cm-1 (at
which it is not) [31 to 33j. Mineralogists who are also
interested by the presence of water in quartz (because it
dramatically affects the rheological properties of this mineral)
use to consider the whole IR spectrum which contains more
information that a unique ratio; they estimate the water
content by the area under the absorbance spectrum [review
in 34]. The IR spectrum of a relatively wet quartz (Fig. 2)
presents a broad absorption band from approximately 3600

si to 2500 cm- 1 with a number of sharp absorption peakse superimposed to it; some of these peaks are clearly
Fe attributed to OH compensated impurities, for instance the

Ca ipeak at 3580 cm-1 (at room temperature) has been
attributed sometimes to substitutional aluminum defects

(AISi). As alkali ions (Na+ for instance) can play the same
role of charge compensator, the concentration of such OH's
is at most equal to the concentration of the trivalent
impurities (Al + Fe3+). One usually considers at least three

Na cl types of water related defects in quartz. The above peaks
.- - --------- correspond to the first type The two other ones (molecular

water under the form of tiny fluid inclusions and truly
dissolved water oint defects) have both an IR signature

Figure 1. Various types of macroscopic defects in cultured contained in th., broad band; they can be distinguished only
quartz, a) Dislocations; X-Ray Lang topography 'scale bar = by near infrared spectroscopy (NIRS) in the range 7000-
1 mm);, the dislocations are approximately perpendicular to 4000 cm- 1 [35,36]. NIR spectra exhibit several absorption
the seed and their density is z 5 x 102 cm-2. b) Fluid bands (Fig. 3). The one centered on 4500 cm"1 results only
inclusions in the vicinity of the seed; optical micrograph from the vibration modes of isolated OH point defects (i.e. of
(scale bar = 100 pm) c) solid inclusion, optical micrograph;
(scale bar = 100 pm). d) Tiny solid inclusions observed by Si-OH groups) [37] while the band centered on 5200 cm-1 is
TEM; they have no epitaxial relationships with the matrix results from a combination of the bending and stretching
(scale bar = 1 pm). e) qualitative X-Ray energy-dispersive vibration modes of the H20 molecule [38]; both types of
spectra of two different inclusions, defects contribute to the other bands which are thus useless.
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Figur NIR spectrum of a wet quartz (Bell Tel crystal far
from the seed) containing at a time water point defects and
molecular water. The total water content estimated by
conventional IRS Is 150 at. ppm approximately.

, v(cm-,) The nature of the water point defects still Is controversed.
4sooo ...... o 30 250 Nutall and Well [39, 40] have characterized by Electron Spin

Resonance (ESR) the substitutional defect (4H)si which Is
formally equivalent to the substitution of a S102 group by two
H2 0. Other possible point defects cited in the Ilitterature are
interstitial water molecules in the c channels [41] and
hydrolysed Si-O-Si bonds i.e. water molecules having

Ab cheinically reacted with quartz leading to Si-OH - Si-OH
(this is the first model of water incorporation proposed by
Griggs in 1967 [42]).

III-EXPERIEWETAL

A number of crystals have been analysed by MRS. Some

have been grown by GEC 1In nutrients deliberately doped
with a view to get doped quartzes; as shown below the
prominent Impurity In these materials is water. Another
crystal which has been extensively used for various types of

cm, experiments In the laboratory has been grown twenty years

4000 3500 30"00 2500 ago by Bell Tel2 . All the others have been grown by SICN
in the usual growth conditions. The one labelled L was
grown in a small autoclave (10 litres) while the others
labelled 229 and 140 where grown in the large autoclaves
used for production.

Eigure. 2: a) Conventional IR spectrum of a wet quartz at
room temperature and b) broad absorption band obtained by All the conventional IR spectra have been recorded with a
substracting the spectrum of a dry region to the one of a 882 Perkin-Elmer spectrometer with unpolarized light, at
wetter one in the same material (the vertical scale is in room temperature, in air. The double beam of the
arbitraryunits). spectrometer eliminates the perturbations which could be

I GEC Wembley, Great-Britain; samples kindly
As the NIR absorbance is markedly lower than the IR.one, provi' .d by Dr V. Cheel. Oxford
appreciably thicker samples must be used as well as much 2 Sample kindly provided by Prof Chaklader,
longer recording times. UBC Vancouver, Canada.
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caused by the water vapor in air. The chosen resolution was measuring on the TEM micrographs the mean distance
2.4 cm- 1.The NIR spectra (wave number range 5500-4000 between the small water precipitates. Assuming a random
cm-1) have been recorded in air, at room temperature, with a walk diffusion for the point defects, this mean distance Is X =
spectrometer built in the laboratory. This spectrometer has (2D t)1 2 where t is the annealing time and D the diffusion
only one beam; a blank spectrum (without sample) must thus coefficient of the water point defects.
be recorded for calibration before experiments. Two
detectors measure, for each wave number, the incident and LV NLR.ROCQ_A_.AKER _IR.C[A'rLN
the transmitted intensities i.e. before and after the sample.
Most of the experiments have been done with As mentioned above, only NIRS allows the distinction
unpolarized light but for some experiments requiring between water point defects (truly dissolved water) and
polarized light (see section V) a Cambridge IGP 228 molecular water incorporated during growth under the form
polarizer has been used. The resolution of the spectrometer of tiny fluid inclusions. Fig. 4 shows the NIR spectra of the
varies with the wave length from 15 cm- 1 for the largest as-grown crystals. The Bell Tel crystal is a wet but otherwise
wave number (5500 cm-1) to 35 cm- 1 for the lowest one pure material; its total water content (determined by

(4000 cm-1). Recording a NIR spectrum with the above conventional IRS) varies from H/Si = 1000 at. ppm in the

conditions requires approximately 2 hours. Furthermore, for vicinity of the seed down to 150 ppm far from it at the end of
most of the samples we have also recorded another growth. The corresponding NIR spectra indicate that near

the seed only molecular water occurs (this is confirmed byspectrum with a better resolution (18 to 25 cm- ) in the the observation of numerous tiny bubbles on TEM
range 4760 and 4255 cm-1 which corresponds to the micrographs); in contrast far from the seed both types of
absorption band of the point defects; u,ider these OH's occur, the amount of molecular water is lower (but tiny
circumstances the recording time reaches 4 hours. Because bubbles still are detected on TEM micrographs) while the
of the very low absorbance in the NIR spectral region, 200 absorption band of point defects becomes clearly visible.
measurements were accumulated for each wave number
with a view to increase the signal/noise ratio; further noise Acm-)
reduction was obtained in eliminating the high frequencies
of the Fourier transforms of the spectra. Comparison of the
OH content of the various samples requires precise spectra
in the range 4760-4255 cm- 1; the base line due to the feet of 0.02
other peaks has thus been substracted; finally the
absorption band of the point defects has been tentatively
decomposed in a series of sharp peals with gaussian
profiles. This operation has been performed with the help of 0.01 "
a "top-hatr numerical filter [43]. ...

We have tried to determine the solubility of water point v(cm-')
defects as a function of pressure and temperature by
performing a series of annealings of wet quartzes under 5000 4500 4000

various T and P conditions, and then by checking, by TEM,
wether water has precipitated or not. The assembly used for
annealings under pressure is described in (44], it derives A(cm-')

from the so-called Griggs deformation apparatus. The solid
medium used for the confining pressure is a cylinder of talc b
and the pressure is transmitted owing to a rigid piston of
sintered alumina. The furnace is constituted by a small 0.01
cylinder of graphite surrounding the sample. As the

solubilitity of water increases with pressure, the procedure
consists in increasing first the pressure at room temperature,
then the temperature is increased up to the required value .

and the pressure is readjusted; both parameters are then .

kept unchanged during the imposed annealing time; in most
cases IR spectra have been recorded before and after v(cm-,)
annealings. These experiments have also allowed the 5000 4500 4000

measurement of the diffusivity of water point defects in
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Figjure4 NIR spectra of the as-grown crystals. a) Bell Tel
crystal; basal slab In the vicinity of the seed (H/SI - 600

0. "-ppm); thickness = 2.5 cm. b) same crystal far from the seed
(H/Si - 150 ppm); same t ckness. c) d) and e) crystals
grown in nutrients doped with P, Al and Ti respectively. 1)
SICN crystal labelled L synthesized with a high growth rate.
g) and h) SICN crystals labelled 140 and 229; they contain

cm only point defects. i) TEM micrograph of a wet zone probably
due to a brief fluctuation of the growth rate In an otherwise

5600 4500 4000 very dry crystal (scale bar - 1 pm).
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Figure 5: Influence of annealing on IR and NIR absorbance
(solid lines: spectra before annealing; broken lines: spectra
after annealing). a) IR spectra of a piece of the Bell Tel
crystal (200 ppm) annealed at 700 OC and at atmospheric

, ~, pressure. b) IR spectra of the same materiai annealed at 700
at70-C and 800 MPa. Cl N.9 spectra of crystal 140 SIONeae

"~~~a 700 -,C and 800 MPa. NIR spectra of crystal 140 SI neae
annealed at 500 0C atnd at stmospheric pressure. e) NIR

cm-' spectra of a wvt crystal of berlinite AIP04 annealed at 315
5000 4500 4000 0C and at atmospheric pressu.e.

464



A Icm-1  
j

00 U** (oo* U• • • ••• • (1oTO)

0.004
0

0.003 0

0.002 M

.0.001 0 WM
'c m-' B I ~me

4750 4500 4250

Fgure__Q polarized NIR spectra of the 140 SICN crystal,
beam // Y. Variation of the absorbance with the polarization
orientation, a) deconvolution of the absorption band into

m, 4S45 cm-1 b gaussian peaks. b) variation with the polarization direction of
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SI d) evolution of the peak at 4545 cm-1.
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The crystals grown In nutrients deliberately doped are wet
(their IR spectra indicate 500, 2400 and 1400 ppm

.00o3 respectively for P, Al and Ti doped nutrients). Their NIR
spectra show only molecular water except for the Al doped
crystal which also contains point defects; TEM Investigations

0.002 confirm the presence of numerous tiny bubbles in all these
crystals, the SICN crystal labelled L which has been
synthesized with a high growth rate contains only molecular

0.001 water homogeneous concentration of water of the order of
1000 ppm). Finally the other SICN crystals labelled 140
and 229 contain only water point defects with total amounts

c m" of 180 and 100 ppm respectively. The corresponding quality
4750 4500 4250 factors as determined by conventional absorption at 3900

and 3500 cm-1 are of the order of 1.5 x 106. These results
show that crystals synthesized with a relatively high growth
rate are wet and in most cases water enters under the form

d of molecular water, however there seems to be a restricted
range of growth rate (not markedly larger than the one used

(1 010) for industrial production) wNch rather leads to
* U= . * supersaturated concentrations of point defects. Accidental

* fluctuations of this important parameter generates zones of
wet material as shown on Fig. 4h.

The influence of annealing at atmospheric pressure on the
o mIR spectra is shown on Fig. 5. For the Bell Tel crystal (sample

a 0 0 cut in a region containing 200 pptn i.e. in a region with at a
time point defects and molecular water), one observes an
increase of some absorption peaks (at 3580 and 3430 cm-1

for instance) while the absorbance decreases in the region
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comprised between 3400 and 2900 cm-1. A similar detected. At the moment it Is unfortunately not possible to
evolution Is observed for the wet quartz 140 which contains investigate other polarization directions.
initially only water point defects. The situation remains ,
essentialy the same for anneallngs at moderate pressure (<
500 MPa). In NIRS one clearly observes after annealing at
atmospheric pressure a decrease of the absorption band
related to point defects while the band related to molecular
water Increases. It Is Interesting to compare this evolution to
the one of wet berlinite AIPO4 (Fig. 5e). Berllnlte Is a
structural analog of quartz synthesized by hydrothermal
growth and it presents very similar water related defects (see
for instance [45]); one also observes by NIRS in this material
two absorption bands related to molecular water and water
point defects respectively but the band corresponding to
water point defects does not desappear after annealing .
although TEM investigations clearly show that the water
precipitates (bubbles) grow by a mechanism of Oswald ';'.

rippening (growth of the larger bubbles at the expense of the
smaller ones) [46]. We interpret this later result in assuming
that the water point defects of berlinite (which are related to
the absorption band centered on 5200 cm-1) occur
essentially under the form of immobile OH's associated to
aliovalent impurities (probably antisites Alp), a situation
which compares to the one of OH's attached to substitutional
Alsi impurities in quartz. '

As noted above, conventional IRS does not provide precise
information on the mode of incorporation of water in quartz;
we have thus performed a NIRS study with polarized light on
the crystal 140 SICN with a view to characterizing the
orientations of the OH bonds of the water point defects "
contained in this material. It is clear that, for such
experiments, the orientation of the beam versus the crystal
axes is of particular importance; however in our case,
because of the very low absorbance, thick crystals have to
be used; a not too small absorption could be obtained only
with the beam parallel to the Y axis (the studied crystal being
cut in two pieces along its long dimension and both pieces
being put one above the other along the beam direction,
this provides a crystal with a total length of 18 cm). The
polarized absorbance spectra are shown on Fig. 6. Point
defects with a well defined structure should give rise to .

sharp absorption peaks rather than to a relatively broad
band; we have assumed that the observed band results from -

the convolution of several sharper peaks and we have tried -'

to deconvoluate them in assuming they all have gaussian .
profiles. Such a mathematical treatment shows two main
peaks and at least eight smaller ones; this is in qualitative ina Topology of the tiny water precipitates formed by
agreement with the model of substitutional 4Hsi defects annealing (scale bar = 1pm). a) Bell Tel crystal (region
which could give rise to twelve different directions for the OH containing H/Si - 200 ppm); annealing of 90 min at 700 0C
dipoles in the unit cell. We have studied in detail the and at atmospheric pressure. b) same material annealed
variation of the two main peaks with the polarization 240 min at 700 0C and at P = 800 MPa. c) 229 SICN crystal
orientation. For polarizations in the (1010) plane these (H/Si - 100 ppm) annealed 360 min at 700 0C and at P ,
peaks never vanish but an anisotropic effect is clearly 1000 MPa.
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alternatively one can say that it is assumed that critical
DWATEEI T AD IFFU_VT embryos already exist and the precipitation process consists

only in the growth and coalescence of the larger embryos
It has been mentioned above that the annealing (which become visible precipitates) at the expense of the
experiments allow the determination of the solubility of water smaller ones (which redissolve). The Fig. 8 summarizes the
point defects and of their diffusion coefficient. Recent various values of D measured in the temperature range 350-
theoretical models predict that the intrinsic equilibrium 1000 0C and at confining pressures up to 700 MPa. It can be
concentration of water point defects in quartz increases seen that this apparent diffusion coefficient fits quite
dramatically with pressure [50, 51]. To get at least one satisfactorily an Arrhenius law whatever the confining
experimental value of this solubility w'a have annealed some pressure and the type of quartz (a or 0). We find
specimens of the wet crystal 229 SICN which contains only
point defects; these annealings have been performed under D - Do exp(-Q/RT)
various confining pressures up to 1200 MPa and at the fixed with Q = (95 ± 10) KJ mole- 1 and Do = (2 + 1) x 10-12 m2 s- 1.
temperature of 700 0C. We have then checked by TEM
wether water has precipitated or not. The corresponding
TEM micrographs are shown on Fig. 7. It Is clear that at low T °C

or moderate pressure (say below 300 MPa) water
precipitation is rapid and abundant, similar to what happens 1100 900 00 700 60o 600 400

at atmospheric pressure. The internal pressure in the tiny
precipitated bubbles is relaxed by the nuc'"'ition of small
sessile dislocation loops attached to the bubbles (to allow
the increase of the bubble volume some material is removed -14

from its surface and this material forms the extra half plane of
the dislocation). We believe that the energy necessary for -
the nucleation of these dislocation loops is provided by the o o

gain of Gibbs energy associated to the decrease of the
supersaturated concentration of point defects. At higher S -'

pressure precipitation still occurs; the density of tiny bubbles
remains qualitatively the same but their size is smaller and -20

the whole process requires more annealing time, This
means that the nucleation rate of the precipitates decreases -22

because this rate depends strongly of the supersaturation of
point defects which is much lower than previously. At still
higher pressure (order of 1000 MPa) precipitation becomes 1 1.5

extremely slow and scarce; in a few regions one can 103/T

observe very tiny precipitates while thev major part of the
crystal is free of precipitates; such regions were probably
slightly wetter than the mean concentration measured by F~e_ 8: Plot of Ln D (T) versus l/T; D (T) is the diffusion
NIRS in a large piece of material. The solubility of water coefficient of the water point defects.
point defects in quartz is thus H/Si =100 at. ppm at 700 0C
and 1000 MPa. It is much lower at lower T and P and it is This corresponds to a very low mobility at room temperature
clear that experimental values for different T and P but the drift velocity could be no more negligible at T = 500
conditions still are necessary to characterize properly this to 550 00 and under an electric field of the order of 5000 V
important parameter. cm- 1 which are the usual sweeping conditions. Furthermore

The diffusion coefficient of water point defects has been it is to be remembered that diffusion in quartz is highly

estimated in measuring on TEM micrographs the mean anisotropic; the diffusion coefficient of a number of species is
several orders of magnitude larger along the c axis (in the

distance X between tiny water bubbles which precipitated channels of the structure) than in the basal plane. This is

during annealing. This distance is assumed to be simply probably the case for water point defects too and thie D value
related to the diffusion coefficient of water point defects D() measured here should correspond to the lowest diffusion

by the relation X - (2Dt)l' 2 where t is the annealing time. direction. In a sweeping experiment with an electric field
This is a very crude hypothesis which assumes that the time parallel to c, water and/or other foreign species could
necessary for the nucleation of the precipitates is negligible diffuse much more rapidly than predicted by the above law.
as compared to the one necessary for their growth;
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Abstract obtained have shown that this technique is very

performant to determine low vibration amplitudes

AT-cut quartz resonators containing (0-7A), through the Pendell6sung fringes in section

dislocations, etch channels or growth bands have topographs and through equi-level curves of

been studied by the stroboscopic X-ray topography vibration amplitudes in traverse topographs [2,3].

using the synchrotron radiation. Experimental The proposal here is to characterize the effects of

images and simulated ones presented here show dislocations, etch channels and growth bands by this

that the acoustic wave is perturbed in the vicinity technique.

of dislocations and indicate that non-linear terms

have to be considered to describe the acoustic When an acoustic wave and a dislocation are

deformation field near dislocations. Similar both present in a crystal, the total displacement

experimental results were obtained in vibrating field can be written in a general form as following:

resonators containing etch channels and suggest u(r,t) = ua(r,t) + Ud(r) + ui(r,t)

that the influence of etch channels may be more where us(r,t) is the acoustic displacement without

important than for the case of dislocations. The dislocation, ud(r) the static dislocation displacement

effect of growth bands on acoustic waves is much without acoustic wave and u,(r,t) the displacement

less localized than for the previous cases, but resulted of the interaction between the acoustic

important too, since the images of vibration wave and a dislocation. For linear piezoelectricity

amplitude enveloppes are mostly perturbed. theory, no interaction is expected and ui(r,t) is

equal to zero.

Classic X-ray topographs using the

synchrotron radiation are also presented here to To clarify the existence or not of the

show coupled modes in AT-cut quartz resonators. In interaction term ui(r,t), a dislocation was selected

particular the u2 and u3 components of the acoustic from a synthetic AT-cut quartz resonator operating

displacement were visualized simultaneously with on the fifth overtone thickness-shear mode. The

the main thickness-shear component ul. An Burgers vector b of the dislocation was identified by

interesting mechanism of the mode coupling has X-ray section topographs, b=[100] for the present

been evidenced, case. It is an almost edge dislocation. Stroboscopic

X-ray section topographs were taken with the

reflection vector g=210 which is parallel to the

I. Stroboscopic X-ray topography dislocation Burgers vector b=[100] and to the

on crystal defects acoustic displacement vector ua(r,t) which is

reduced essentially to the thickness-shear

One nanosecond time resolved X-ray component ul. The Bragg angle OB used is 8.3406"

topography has been performed to study acoustic which corresponds to a seclected X-ray wavelength

vibrational states in quartz resonators using the k of 0.7127A. The X-ray extinction distance A 0 is

synchrotron radiation (LURE, France). The principle equal to 96.396gtm.

of the experimental set-up consists on the exact

synchronization between the acoustic vibration and Figure la represents a section topograph of

the synchrotron radiation [1,2]. Results already the dislocation without acoustic vibration. Two

CH2690-6/89/0000-470 $1.00 C 1989 IEEE 470



arrows indicate roughly the zone over which the When an acoustic wave is excited in the

dislocation displacemient Ud(r) (more precisely the resonator, the stroboscopic section topograph (Fig.

induced misorientation of the reflecting planes) Id) shows two types of contrasts:

exhibits effects in the X-ray diffraction pattern. The - on the upper part of the image far from the

corresponding simulated image is represented in dislocation, interference fringes due to the

figure lb where the dislocation displacement ud(r) acoustic wave can be seen and they seem to be

was calculated from the linear anisotropic elastic not altered by the presence of the dislocation;

theory [4]. It is noticed that most characteristic - near the dislocation on the lower part, a drastical

contrasts of the dislocation image can be simulated, change is recorded in comparison with figure la

Some differences, namely near the dislocation core and fringes dues to the acoustic wave are

image, exist and this is probably due to the completely destroyed.

polychromatism of the X-ray incident beam [5,6]

and other experimental conditions not taken into

account in the calculation.

X2

-0.5mm

0

-44

0.5rm

g:210

-,.

a b C d 0

Fig.1 Experimental and simulated stroboscopic X-ray section topographs of a distocation with

increasing vibration amplitudes.

a.-b. Experimental and simulated images of the dislocation in absence of acoustic vibration;

c. Simulated image for the virtual case where the dislocation is removed out and only an

acoustic vibration exists (with the vibration amplitude uo equal to 2.41A at the resonator

centre);

d.-e. Experimental and simulated images of the dislocation in presence of a vibration with an

amplitude uo of 2.41, at the centre. In the simulated image a linear addition of the

dislocation and vibration displacements was made.
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In order to analyse this image, -two displacement u (rt) used previously. This
simulations were performed. The first simulated calculation allows to know whether a simple linear
image (Fig. 1c) corresponds to the virtual case addition u(r,t) = u,(r,t) + ud(r) of two displacements
where only the acoustic wave is considered. This permits or not to reproduce most features of the
case permits to know the zone where the acoustic experimental image. It can be easily seen that this
wave is not affected by the presence of the image is very different of the experimental one
dislocation. The interesting point is that, in over all the zone in the vicinity of the dislocation. It
comparison with the dislocation alone case (Fig. la), means that the interaction term u l(r,t) must be
the dislocation influence zone is enlarged (indicated considered near the dislocation and linear theories
by arrows in figure ld). The acoustic displacement are not suffisant for the present case. This point is
ua(r,t) used in the calculation was from the linear important because it indicates a different behavivur
piezoelectricity theory [7,8]. It can be seen that this of the acoustic wave around the dislocation and it
acoustic deformation model is a very good suggests the existence of a dislocation associated
approximation far from the dislocation. The second vibration component in the resonator. An exact
simulated image (Fig. le) took into account both the calculation of u l(r,t) should be difficult and its
dislocation displacement Ud(r) and the acoustic action range around the dislocation can be roughly

X2
-0.5mm I

0

OQGmm

9=210
-4

.9~

a b C d f
Fig.2 ERperimental stroboscopic X-ray section topographs of an etch channel with increasing

vibration amplitudes.

a. Image of the channel without acoustic vibration;

b-d. Images of the channel with acoustic vibrations of low amplitude;

e-f. Images of the channel with acoustic vibrations of high amplitude.
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estimated to be 901.tm for the present case. In a exist and the range of this interaction term can be
general case, ul(r,t) should depend also on the roughly estimated to be 800gm around the etch
dislocation geometry. channel for the present case. This value is

approximate because of the existence of many

Stroboscopic experiments were also performd different channel types and the ranges of the

on synthetic AT-cut quartz resonators containing channel influence may vary more largely than for
etch channels and operating on the third overtone the case of dislocations.

thickness-shear mode. The X-ray reflection

parameters 0 B, X and A o taken were similar to In case of growth bands which are extent

previously and the electrical excitation were defects, stroboscopic experiments were performed

increased progressively. Figures 2a-f show a series on traverse topographs to get a global view over a

of stroboscopic X-ray section topographs on a resonator. The reflection parameters used are

channel with increasing vibration amplitudes. For similar to that of the previous cases and resonators
the case of low amplitude vibrations (uo<10"A), studied operated on the fifth overtone thickness-

interference fringes due to the acoustic wave can be shear mode. Figures 3a-d show a series of traverse

seen (Fig. 2b-d) and they are strongly deformed in topographs of growth bands with increasing

the vicinity of the etch channel. The channel vibration amplitudes. It can be observed in figure
influence zones are indicated by arrows and it -.- i 3c, where the vibration amplitude is low, that

be seen that these zones are enlarged in function of characteristic elliptic cur-es of the acoustic

vibration amplitudes. This means that an interaction vibration exist even in presence of growth bands

between the acoustic wave and the channel should and they are deformed in the present case. Figure

4LA

a b c d
Fig.3 Experimental stroboscopic X-ray traverse topographs of growth bands with increasin?

vibration ampltudes.

a. Image of the growth bands without acoustic vibration;

b.-c. Images of the channel with acoustic vibrations of low amplitude.

d. Image of the channel with an u,,)ustic vibration of high amplitude.
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3d taken with a higher vibration amplitude shows a resonator concerned here has the following

dark contrast on the central part of the resonator, as parameters:'

expected. But on the edges of this contrast which

represents the enveloppe of vibration amplitudes, - maximal thickness: 2h - 1.3234 mm

contrasts of irregular forms caci be seen. This - curvature radius: R = 175 mm

indicates that growth bands have an important - resonator diameter: D = 15 mm

effect and they perturb probably the spatial - electrode diameter: d = 8 mm
coherence of the acoustic wave. - electrode mass loading: 2p'h'/pho => ajusted for

f5 00=6.338565MHz

II. Classic X-ray topography Figures 4a,b show a resonator operating on the

on coupled modes fifth overtone thickness-shear mode (nmp=500 and

The identification of vibration modes by the f=6.338565MHz) which is a well trapped mode.
According to the theories well established for

X-ry opgrahy is quie omon. T C trapped modes (7,81, one may estimate that the

particularity of the investigation carried out here is agnit des of u 1,a n e of es tivl e a nd

the utilization of the synchrotron radiation which
two orders less than that of u1 . The u2 /u3~

permits the observation of several diffraction
component revealed by figure 4b has a non-

patterns simultaneousiy, thus the observation of the nenb evaled it iures0ihasto no h
negligeable value and it is interesting to note the

three spatial components u1 , u2 and u3 of the amplitude form of this component with two

acoustic displacement. More precisely the three supplementary nodal lines in comparison with the

spatial components concerned shouli be the three main component ul (Fig. 4a). It will be useful to

eigen displacements ui, u2 and u; which are very check whether the value and form of the u2 /u 3

close to u1, u2 and u3 for the case of AT-cut quartz component correspond to the theoretical prediction.

[8]. For the sake of simplicity this conversion vill be

omitted here. Figures 5a,b show a case where the excited

mode is untrapped (nmp=120 and f=1.310256MItz).

Two particular diffraction vectors g1= 2 10 and The extension of the mode until the resonator edges

g2=013 were chosen in the case of AT-cut quartz implies a strong coupling of modes. The u2/u3

resonators to separate the main thickness-shear component observed in figure 5b has a high value

component ul from u2 and u3. As it can be recalled and its geometric form is mostly complicated. The

here, the censibility of the X-ray diffraction to a coupling for untrapped modes has always been

deformation field u(r) is determined by the product observed experimentally, but its theoretical

g.u(r). For the present case, one has: modelling is quite difficult.

gt.u(r) - ul(r) and Figures 6a,b reveal a surprising case of a

g 2.u(r) m 0.213 u2(r) + 0.977 u3(r) strong coupling for a well trapped mode (ninp=720
and f=8.967894MHz). For this mode, it appears that

So, only the main component ul is -visualized the ul component is strongly coupled with the u2/u3

with g 1. The two components u2 and u 3 are one of a similar amplitude. This u2/u 3 component is

visualized together with g2 and they cannot be well trapped and has a amplitude form similar to an

completely separated because they do not antisymetrical anharmonic with two nodal lines

correspond to simple crystallographic directions. along the x direction and three nodal lines along the

This u2 and/or u3 component will be noted as u 2/u 3  z' direction. Similar coupled modes involving u2/u 3

below. were also observed for all other anharmonic modes
of the seventh overtone.

Using these two diffraction vectors, high

quality natural AT-cut quartz resonators were A strong coupling for well trapped modes is

analysed in function of resonance frequencies. not predicted by the theories. As it can be remarked

Three examples aie shown below to illustrate that these strong coupled modes are of the real

different mechanisms of the mode coupling. The operating ones in practice for AT-cut quartz
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resonators, a new theoretical rdodeiling seems to be

necessary for the present case in order to clarify Acknowledgment

this mechanism of the mode coupling. The idea of

the simultaneous excitation of an ut eigenmode and The authors wish to acknowledge SICN

an u2 or U3 eigenmode could be suggested. In such (France) and Mr. Euler of RADC ESE (USA) for kindly

case, the geometric parameters of a resonator, providing crystals. This work was supported by
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parameters the mode coupling might be stronger or

weaker, or even avoided.
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Abstract requires special sample preparations. With
this in mind, it was felt that a simple infra-

The fundamental lattice vibrations in quartz red test for Al would be very desirable. It is

(normal modes) were examined in an attempt to generally believed that when the Al substitutes

find better test methods to characterize im- for Si in the quartz lattice, the number of

purities. A computer model of alpha quartz was oxygen bonds remains constant at four. We felt

constructed using the atomic positions in the that even if the bonding environment of the Al

interatomic and Si were exactly the same (which they are
quartz unit cell and a Keating-type inot), the fundamental vibrational modes in-
potential. Using this model, the infrared (IR) volving Al and Si would occur at different

absorption was calculated for the fundamental frequencies, based on the mass difference of

modes. This perfect (no defect) model was the two atomic species. These vibrations could

compared with experimental IR absorption re- then be seen in the far IR. Additionally,

sults that we obtained and to experimental data changes due to Al would be easier to interperet

taken from the literature, and was found to be in the normal modes than in the cvertone or
in qualitative agreement with both. Another combination bands.
model was also constructed which simulated an

aluminum substitutional defect by changing the several groups had conducted far IR studies
mass of one of the three silicon atoms in the of quartz in the frequency range 0-1500 c 1."4
unit cell to the mass of aluminum. This re-

Some had tried to determine the fundamental
presents an Al to Si concentration of 33 per- frequencies from the optical data, however,
cent. The IR absorption results of the "de- thrweeoomnpak heItoindn

fect" model showed very little change in the

absorption peaks. The bands were shifted to the normal modes exactly using this method.

higher wave numbers in the defect model, with One group also looked for evidence of Al in

the maximum movement at the 800 cm
" band, which quartz without success.

2 We decided to approach

shifted about 6 cm*', but no separate peaks due the problem from a different perspective. In
situations such as this, computer modeling can

to Al were formed. A shift of this magnitude beaof t us hlp Ifua model cd

would not be resolvable when applied to the Al be of tremendous help. If a model could be

concentrations found in high-grade quartz. Ex- developed that reproduced the available data

periments on the IR absorption of electronic correctly, then this model could be extended
and changed to provide information on sit-

grade quartz with different aluminum con-

centrations were conducted and in fact showed uations for which there is no good data. In

no differences. Even though this method was this case, if we could construct a model that

found to be impractical for aluminum detection, reproduced the infrared spectra of pure quartz

it did result in the construction of a rel- then, possibly, this model could be modified to

atively good numerical model for studying the predict the IR response of quartz containing

fundamental atomic vibrations in quartz. the Al impurity. Since the Al peak (if it

existed) was likely to be small in cultured
quartz due to the low level of the impurity (a

Introduction few parts per million), it was felt that a good

computer model would give us an edge in decid-

For users and growers of quartz the problem ing where to look for it.

of accurate determination of the aluminum

content has proved to be a demanding task. The
standard chemical methods, such as atomic ab- Methods

sorption and mass spoctroscopy, are difficult
to perform because the samples must be digested The experimental IR measurements were per-

in hdroluoic aid.Thi inrodues he os- formed on a Perkin-Elmer 1760 Fourier transformin hydrof luoric acid. This introduces the pos- s e t o e e . D e t n t u e t l m t t o s

sibility of contamination during sample prepa- spectomet ue me insruet limiaionsratin. t prsen, afavoed etho toac- the lowest wave number accessible to us was 450ration. At present, a f avored method to ac- I

curately test for Al is the electron spin- cm. Thus, part of the spectrum of fundamental

resonance method. This procedure looks for the modes was unavailable for our study. All

electron hole signal of an oxygen atom at the samples were Motorola AT-cut blanks from two

Al site. However, the sample must be ir- lot numbers. The first set of samples was from

radiated to activate the Al hole centers and so 
lot GC2-48 with an Al content of , ppm as
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determined by atomic absorption (AA) tests models.
performed by Motorola and by mass spectrometer
(MS) methods performed at Fort Monmouth. These The atomic positions alone are useless with-
samples are hereafter referred to as the low Al out an accurate interatomic potential. In
samples. The second set of samples was from ionic solids, a simple, centrally symmetric
lot GCl-7. The samples were determined to potential (two-body potential) is sufficient to
contain 20 ppm Al by *he AA method and 9 ppm by mimic the Coulomb forces on the at-.ms. How-
the MS procedure. This difference underscores ever, in quartz the atomic bonding is mostly
the difficulties qncountered in attempting covalent hence, a three-body potential (one
accurate Al analyses. Due to the large absorp- that incorporates bond bending as we1l as
tion coefficient of quartz throughout the 0 - simple bond stretching) must be used to obtain
1500 cm"1 region, the samples had to be made acceptable results. In the calculations dis-
extremely thin. All the samples used in this cussed here we used a Keating-type potential,
study were physically lapped and then chemi- which is given in Eqs. (1) and (2). This
cally etched to a thickness of less than 20 potential has been shown to provide good re-
in. This necessitated careful handling with a sults in model ing the vibrational modes of
vacuum chuck to reduce breakage of the blanks. silicate glass.
The IR readings were taken at room temperature
with the beam perpendicular to the sample tace.
For all of the results reported here, the
spectrometer beam was unpolarized. The results VSi= 3 - Iru I'-d2 i2
are reported in the "Results" section. 2

16 d

The starting point for the computer model for
perfect quartz began with the atomic positions 3 B1
of Si and 0 in the crystallographic unit cell, + - X - (r,.r 1 di2cos#) 2  (1)
as determined by X-ray diffraction.

5 The frac- 8 ij di
2

tional atomic positions for the non-orthogonal
unit cell are given in Table 1.

3

Table 1 V1= - X (Ir 1
2 _d2 )2

Atomic Positions of Alpha Ouartz 2.

atom type x y z

Si .535 .535 .333 3 B2

Si .465 .000 .000 + - -- (rirnj-di cos8)2 (2)8 ij d,2  r~d oe
Si .000 .465 .667

O .415 .272 .120

0 .857 .585 .453
0 .728 .143 .787
0 .143 .728 .880
0 .272 .415 .547 Here, VSi is the potential of the ith Si atom
0 .585 .857 .213 and Von is the potential of the nth 0 atom. The

first term on the right side of both Eq. (1)

and Eq. (2) is the bond-stretching potential
summed over the covalent bonds of the nearest-

The cell dimensions are A B = 4.913 A and C neighbor atoms. For Si, the sum is equal to
= 5.405 A. The angle between A and B is 120'. four (due to the fourfold coordination of the

In the normal modes calculation, the unit cell Si site). For the 0 sites, the sum is two,

was configured with periodic boundaries. This because in quartz, each 0 atom Donds two Si
effectively simulates an infinite bulk of atoms. The constant d, is the "ideal" Si-O bond

perfect quartz with no guesswork necessary for length. In this calculation, it was taken to

the surface terms. The Al defect model used be the mean Si-O bond distance in alpha quartz,
the same atomic positions listed in Table 1. 1.609 A. The second term in Eq. (1) is the 0-
We felt that, given the similarities of the A! Si-0 bond-bendin9 potential; the "idea]" O-Si-
and Si bonding patterns (both bond to four 0 0 angle 4 is 109.4', which is the perfect Si04
atoms), the major difference would be due to tetrahedral angle. The second term in Eq. (2)

the differences in atomic masses. Consequent- is the Si-O-Si bond-bending term and e is equal

ly, in the vibrational calculations the atomic to 144'. This is the mean bridging angle the

mass of Al was substituted at one of the Si 0 atoms make in alpha quartz. The remaining

sites in the unit cell. Because of the period- constants are the potential strength constants

ic nature of the cell, this amounted to a 33 for each term of the equations. These were

percent Al to Si concentration. The mass determined empirically in modeling studies of

change was the only difference between the two silicate glasses6 to optimize the fit to in-
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frared absorption curves to be a - 371 N/m, B1  KiIM . . . Kjf-t 2 Mjf
= .14, and B2 = .057a. These same values were ....
found to provide the best fit with the ex-

perimental data in our calculations, and were Kf_2l Kfff
used to generate all the results discussed in

this paper.

After the potential equations have been This is solved for the eigenvalues Wi (which
determined, the calculation of the fundamental dre the normal mode frequencies) and the eigen-
modes can be accomplished by employing eigen- vectors aj. Thes a, terms are the direction
value methods for classical harmonic oscil- and relative magnitude of the atomic movements
lators. These can be found in most texts on in real space.
classical mechanics. The application of this
procedure for atoms in a solid can also be After the eigenvalue problem has been solved,
found in the literature.6"11 The Lagrange equa- the quantum mechanical coupling of incident
tion is, electromagnetic radiation to the vibrating

atoms must be evaluated in order to calculate
the infrared absorption. The derivation of

d aL aL this interaction can be found in the work of

- - - -=0 , (3) Bell11 and in reference texts on vibrational
dt aik aqk spectroscopy.12'13 For infrared light, the ab-

sorption interaction potential is u, the in-
trinsic dipole moment of the system, and u can
be expanded to show the dependence of the

where L=T-V. The kinetic energy is T and V is atomic displacements as

the potential energy. These are given by

au,
= ua + - j + ... . (9)

T = - MLXLXk (4) j8 
aXjp at equitibriun

where u. is the Cartesian component of u and xj#
is the displacement of atom j in the B direc-

I tion. Using the linear term, the interaction
V = 2-k KtkXtXk" (5) matrix can be represented as

The xk are the generalized atomic coordinates
and the Mtk is the mass matrix. If the Xk are <E'IE> f O*E' (Z aU Xip} E dr , (10)
orthogonal, then Mtk is a diagonal matrix. The j axjd
KLk term is given by

82

Ktk = x.. (6) where OE, and OE are vibrational eigenstates.
xTI;xk xi~x2=..-Xf-O The dipole strength of the ith eigenstate is

Note that the Kik terms are evaluated at the
equilibrium Xk positions. We can let the vector
x be

u'. Qj a'j , (1 )

x = ae "  (7)

where Qj is the effective charge of atom j and
Now, the Lagrange equations can be solved by is substituted for the derivative of u. The a jo
setting the following determinant to zero. term is the ith normalized eigenvector in

direction B for atom j. The Q values were

taken from Mulliken-type1
4 calculations made on

the amorphous quartz system,6 and were Qsj = 0.9
and Q0 = -0.5 in units of electron charges.
The electromagnetic energy absorbed in the
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solid I is proportional to1l in some of the low Al samples at the same wave

numbers. We feel that these are possibly sur-
face contaminants. The peak positions of the
800 cm" band (which, for the high Al samples

I(M) I g(O) lui12  (12) were the only peaks that were unambiguously

measurable) are identical to those found for

the low Al samples. It was at this point that
the computer models were brought into play to
determine where to look for the Al peak.

In Eq. (12), g(wj) is the vibrational density 
of

states for the system. The results of the
calculations are given in the next section.

Results and Discussion MX:7.41! A MN.47jS A

An example of the IR absorption of the low Al
samples is shown in Fig. 1. There appear to be
three main bands of absorption. These are
approximately located at 450 cm", 800 cm"l, and
1100 cm" . The peaks within the two lower bands
are rather sharp, whereas the band at 1100 cm'1
is broad and relatively featureless. The ex-
perimental IR results that we obtained were
very similar to the various experimental work
that has been published on this system over the I
years. 1

-
4 Typical peak locations for the low Al AIW:.3S1 ___.3155 A

samples are as follows: 478, 536, 697, 790, 1 Il0lll li06 C11I lit

and 807 cm". The band at 1100 cm" is too broad
for assigning a peak value.

Fig. 2. Infrared absorption for high Al,
Motorola At-cut.

The first stage of the vibrational calcula-
tions yields the fundamental frequencies.

MX*1.31$A MUM Since there are nine atoms in the alpha quartz

unit cell there should be twenty-seven vibra-
tional eigenvalues (fundamental modes). How-
ever, three of these are equal to zero and
correspond to simple translational motion.
Also, the remaining twenty-four non zero eigen-
values can be divided into three symmetry
types. 3 There are four type A frequencies which

/X are Raman active only (no IR absorption). There
are four type B frequencies which are IR active
only. The remaining sixteen frequencies are

,Jf:U1I / Z x:j.jjj? type E, Raman and IR active. However, these

10 121 lo1 ol! (-1I 608 frequencies are degenerate which means that
there are only eight different frequencies of
this type. Our calculated frequencies, along
with those experimentally determined by Spitzer

Fig. 1. Infrared absorption plot for low Al, and Kleinman2 and Kats3 are given in Table 2.
Motorola AT-cut.

The IR absorbance plot in Fig. 2 is typical
of the high Al samples tested. Due to the dif-
ficulty in sample preparation (chemical etching
to less than 20 pm thickness), it was hard to
achieve uniform thickness for different sample
blanks. All of the high Al samples were
slightly thicker than the low Al blanks; there-
fore, all of the peaks in the 450 cm" band were
cut off. Also, all of the high Al samples had
several sharp features superimposed on the 1100
cm"I band. These sharp features also occurred
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Table 2 ple. The computed 450 cm"I band has all the
Fundamental Freauencies (cm-) features cf the experimental band, although the

placement of the peaks is slightly shifted.
type Spitzer& Kats this The computed 800 cm"1 band, on the other hand,

Kleinman work reproduces the experimental peak shape and peak

position rather well. Finally, the 1100 cm1

computed band is not a good representation of
A 207 221 the experimental curve. It is much too sharp

Raman 357 368 and the peak placement is not really central to
active 467 527 the broad observed band; the reason for this is

1082 1240 not clear. But on examination of the computed
curve it seems that, if the small peak at ap-

B 364 370 355 proximately 1140 cm"1 were larger, the two peaks
IR 495 49( 499 in this band might merge and better approximate
active 778 546 783 the broad experimental band. The problem may

1080 787 1243 simply be due to a deficiency iii the potentials
used.

E 128 127 133
Raman 256 266 276
and 394 404 407
IR 450 496 475
active 697 695 690

797 787 813 obsered
1072 1065 113s
1163 1162 1237 O computed

.2

o

For the type A symmetry, the fit of our results
to those given by Kats is good for the two
lowest frequencies; however, for the other two AV
values, our frequencies are higher than Kats'. 800 600
For the type B symmetry, all three sets of Wave number (1/cm)
results agree for the two lowest frequencies,
but the third value of Kats' differs not only
from our calculated results but is different Fig. 3. Infrared absorption of computed per-
from the experimental value of Spitzer and fect quaitz model and observed low Al sample.
Kleinman. For the highest frequencies, the
results of all three sets disagree with each Given that our perfect quartz model could
other. This emphasizes the problem of using reproduce the observed IR spectra reasonably
experimental absorption results exclusively to well, the next step was to do the same cal-
determine the fundamental modes in quartz. culations for our Al defect model. As dis-
There are more peaks in the absorption plots cussed in the previous section, the only dif-
than fundamental modes to account for them. As ference between the perfect and defect models
a result, those working from the experi.mental was that the mass at one of the Si sites was
data have had to guess which peaks were funda- changed from that of Si to the mass of Al. All
mental and which were combinational. In our of the atomic potentials were unchanged. Since
work, we know that the results listed in Table the unit cell is periodic, this repres .ts a 33
2 are the fundamental modes. However, at this percent Al to Si ratio in the model. The IR
point, it is unclear whether the potentials absorption of the Al defect model is shown in
used are accurate enough that the frequencies Fig. 4, where the IR plot looks remarkably like
obtained are correct. For type E symmetry, all that of the perfect quartz model in Fig. 3.
three sets of results are in agreement, except All of the peaks in the perfect model are
for the two highest frequencies. For those two present in the defect model, but on closer
values, our results were somewhat higher than examination, the defect model peaks are shifted
either Spitzer's or Kats'. to higher wave numbers. We were very puzzled

by this result, because we had anticipated that
The fact that the model for perfect quartz the Al atoms in the defect model would form a

could successfully reproduce reasonable results separate set of peaks that would be easy to see
for the fundamental frequencies was no guar- at this concentration. We examined the dif-
antee that the IR absorption could be modeled. ference of the fundamental frequencies of the
In Fig. 3 the computed IR absorption for the two models and found that the maximum shift
perfect quartz model is shown superimposed on occurred in the 800 cm"1 band.
our experimental IR results for a low Al sam-

481



creased and that the largest shift is at the
800 cm"I band. This supports our results for
the Al defect model except that their peak
shift with increasing Al was to lower wave
numbers, whereas ours was to higher wave
numbers. In our model this would mean that, in
addition to the mass difference, the bonding
potential of the Al would also be different
(smaller) than the Si potential. They ex-

Cplained the suppression of the localized AlC
peak by considering that, like Si, the Al atom

2works as a network-former, and so they seeo
similar bonding environments. This, coupled
with the fairly small difference in the atomic
mass of Al and Si, resulted in the perturbation
of the existing fundamental frequencies instead
of the formation of new Al modes.

15

1e40 1200 1000 8I0 6 since it appeared, from our model com-

Wave number (1/cm) putations, that the most sensitive band to the
effects of Al was the 800 cm" , we concentrated
on just that region of the experimental curves.
The IR absorption of the high and low Al sam-

Fig. 4. Computed infrared absorption for Al ples in the 800 cm"I band is plotted in Fig 6.
defect model. We examined this set of data closely, but there

was no discernable difference in the IR plots
The defect frequency was approximately 6 cm"I at the small Al concentrations in the samples.
higher than the perfect model frequency. An This means that, while higher Al concentrations
enlarged section of the two computed IR plots of Al may be detectable in the far IR, this
is shown in Fig 5. method is not viable as a test for Al in quartz

for electronic applications.

.MD5,10 AI

low Al
C

" I Lperfect

0 ~high Al

284.88 A 14I3rr TTT
900 850 800 750 700 650 600 98 88 868 841 2 8 7 7# 7 741 72 Ml

Wave number (1/cm)
Fig. 6. Experimental infrared absorption of

Fig. 5. Computed infrared absorption of 800 cm1 bands in high and low Motorola At-cut
800 cm"I bands in perfect and Al defect quartz samples.
models.

If higher Al concentrations can be seen in
The question remains, is this Al model IR alpha quartz, it might be possible to develop
result real? Gervais et al.'5 conducted a the Al defect model into a more accurate tool.
systematic study of the IR spectra of the Aside from the glass results, other pub-
alumino-silicate glass syst.em. They were lications in the literature exist on the ef-
specifically looking for the presence of an Al fects of Al on the physical properties of alpha
peak. Given the fact that the bond angles and quartz. For example, a Signal Corps report16

bond lengths are similar in silicate glass and from 1955 shows changes in the crystal lattice
silicate crystals6 , the glass can be used to spacing of alpha quartz that correlate with Al
roughly approximate the crystalline behavior, concentration. More recent work by James17 has
Even at 40 percent Al, the Gervais group found also pointed to changes in the quartz elastic
no separate Al peak, but they did find that the moduli, which can be attributed to Al. All in
peaks shift as the Al concentration is in- all, it appears there is enough data in the
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literature to construct a better Al model in Reference
the near future.
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Summary several orders of magnitude; otherwise the agreement
reached between the transit-time method and the

Ten linear combinations of the fundamental material resonator method was substantially poorer than the one

constants of third-order piezoelectricity and attained earlier (3,4,5] for the effective

electrostriction of quartz have been detei-mined; they electroelastic constants. As the opposite should be

were obtained by the least-squares fit to over one true on theoretical grounds, such results were of

hundred observations of the change in the resonance little credit to the nonlinear theory.

frequency of the thickness modes of quartz plates
caused by a dc field (the resonator method). This work builds on the results of (6.7,8,5]. Its

advantages over the previous work [2] are the

With one exception, there is a very good agreement incorporation of electrostriction and the calculation

between our results and their counterparts obtained of the pre-strain due to the dc field bias altered to

independently by the transit-time method (pulse correspond better to the conditions of the analyzed

propagation In bulk quartz); the differences between experiment.
comparable constants are no longer out of proportion
with their standard errors. The numerical values of all quantities (generated or

referenced) in this paper are stated for right-hand

Introduction quartz and the frame of reference according to the IRE
1949 Standard (9]. The third-order piezoelectric and

Interactions between the dc electric field and quartz electrostrictive constants calculated here are valid

are a source of valuable information about the at room temperature.
material nonlinearities of quartz.

Experimental data used

Typically, the interactions are observed by the
resonator method cr by the transit-time method. The The determination of the nonlinear constants of quartz

former consists in changes in the resonance by means of the resonator method is based on the

frequency of quartz resonators, the latter in the observations of the change Af of the resonance

variations in the transit time of acoustic pulses frequency f of piezoelectric resonators on the dc

propagating through bulk quartz. Both changes are electric field AE applied to their body. This

induced by a dc electric field acting on quartz phenomenon has also been known as the polarizing

material, effect or the electroelastic effect.

Large bodies of experimental data have been collected For any quartz reonator the above dependence can be

as part of the effort to study the nonlinear described in terms of its respective linear and

piezoelectricity (or electroelasticity) and quadratic coefficients, L = (1/f).(df/dE) E= and Q =

electrostriction which are the subject of this work. (1/2f).(d 2f/dE2 )o, and can be recorded as

An interesting and potentially fruitful objective is 5-0

to show that their reduction leads to mutually Af/f = L . AE + Q . (AE)2

consistent and harmonious sets of nonlinear material
constants. Such a favourable result would offer a It is the linear coefficient L of this dependence that

reassurance concerning the present values of these is used for the calculation of the nonlinear constants

material constants and reflect positively on the of quartz. It is known to depend primarily on the

existing nonlinear theory of piezoelectrics and its crystallographic orientation of the resonator, on its

applications, mode of vibration and on the direction of the applied

dc field relative to the resonator,
The present values of the third-order piezoelectric
and electrostrictive constants of quartz have been The data for this work were collected using the

determined using the transit-time method [1]. This fundamental frequency of the thickness longitudinal

paper aims at an independent determination of the same mode and the two thickness shear modes of fifty-six

nonlinear material constants using the largest body of plates made of natural quartz. The orientations of the

data ever assembled for this purpose and obtained by plates were chosen to cover the primitive region of

the resonator method using the thickness vibrations of quartz as effectively as possible even including its

plates. parts hitherto unexplored. The frequency of the
resonators was between 2.6 MHz and 6.5 MHz. The dc

The most recent attempt [21 at the solution of the electric field was always applied in the thickness

problem dealt only with the electroelastic constants, direction of the plates. The frequency and its changes

it successfully eliminated large discrepancies of were measured under the condition of zero phase shift.
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The measurements were conducted at a temperature of calculated In this paper as

25 'C. A detailed description of the experiments can U' = d' E' mn= 1,2,3,
be found in [5,10]. M'n 2mn 2'

reflecting the boundary condition that the whole
One hundred and thirty-four values of the linear
coefficient L were collected, ranging in magnitude surface of the plate is free of traction. Here u'umn

between 0.07 x 1012 and 17.04 x 1012 m/V. The bulk represents the displacement gradient, d' the
2an

of the experimental values used here is listed in [5] piezoelectric strain constants and E' the dc field
with an additional twelve values publIshed In [2]. Intensity in the plate thickness. The prime indicates

It appears that the largest source of errors in L are that these quantities are related to the reference

unexplained variations in this quantity among frame of the plate as defined in [7]. This alteration

physically different samples of sufficiently similar makes Eqs.(81), (82), (87) and (88) in [7] redundant.

orientation to be expected to yield the same value of
L. A proper statistical analysis of the experimental Alteration 3. Inclusion of electrostriction in the

errors in L would be a monumental task exceeding the model.

material resources usually available for this type of Although the electrostrictive constants were duly

work. Simplifying assumptions that have been made lead included during its development stages, they have been

to a global estimate of the standard deviation of L dropped from the final formulation of the model [7] as

-12 their importance was secondary to the third-order
equal to ± 0.30 x 10 m/V. piezoelectric constants (the electroelastic constants)

which were retained. Aiming now at a more refined
The linear coefficient L model of the linear coefficient L, this omission is

and the material constants of quartz being corrected by adding the term

The measured linear coefficient of the frequency-dc G = (1/2A) GIkl 1 jkl

field dependence L is equivalent to the quantity
Aw/(.E) in Eq.(92) of [71. This equation presents Incorporating the described changes into [7] while

progressing from Eqs.(31) and (32) on towards Eq.(92),
the linear coefficient L as a function of the an improved model of the linear coefficient L is
crystallographic orientation of the plate, mode of its obtained and is adopted in this paper
thickness vibrations, and, of the linear and nonlinear
material constants of quartz It is the current model (1) L = (1/2A) M + N + P + R

of the linear coefficient L in the nonlinear theory of + (1/2A) ( F + G )
piezoelectric materitals. Whereas the symbols used in this section for the

Three alterations are made in this model before it is quantities of the same physical meaning are those used

used in this paper. The algebra of the modifications in [7], their definitions have In many cases changed

is not shown as it has nothing interesting to offer; in consequence of the above alterations. In order to

but the changes made and their resulting effect are make sure that no change is overlooked, and to make

described in full detail. the use of Eq.() possible without further references

to [7], all symbols appearing in Eq.(i) are defined
Alteration 1. The representation of electrostriction. anew
The electrostrictive constants e In Eqs. (30) and (2) M = n n n 6 6 + n 6 1 1

(31) of [7] have been replaced by the electrostrictive I J km In I kn j a

constants 1 according to the equation (Eq.(54), + n 1 1 )d c
IJkI I Jn k m 0mn lIjkI

[11] (3) N = n n nrljlkd c
re

x 
I I I rJkran Ijkclan"

ejk OIJIkl (4) P = nn ( 2 r n d - nk )e
+cO(6 6i~ +6 -66Jk l~k ,. Ji l r I k Jkl

(5) R = - r2n n n K
where i,J,k,l = 1,2,3, and where c° is the dielectric I J k I~k(8 n 2 nknrld r  - njnml1)

permittivity of vacuum and 8 Ik is the Kronecker delta. (6) F = ni ( 2 r It I I eIjklm

The introduction of I to replace e generally (7) G = o n n ( -r 2n d + 2 r n I ) 1
Ijk Ijkl . I j r rkI I k I JkIC

simplifies the record of algebraic expressions ( eg. (8) r = n n 1 e /( n C
Eqs.(31) and (32), [7] ); later, when these I IC j Ujk a bab 

electrostrictive constants and the third-orde h The quantities on the right-hand side of Eqs.(2)-(8)
piezoelectric constants form combinations both types are all defined in the basic frame of reference in
of the constants have a conveniently similar order of quartz according to the IRE Standard of 1949 [9]. In
magnitude (Tabs. I and II). the order of their appearance above they are:

Alteration 2. Calculation of the static strain. n - the direction cosines of the thickness
The development of the model of L requires the o
calculation of static displacement gradients in the
resonator plate due to a dc electric field applied in 6 - the Kronecker delta,

teplate thickness. ae p- components of the amplitude vector of

In [7] this calculation is done under the conditions the plate vibrations,
analogous to those used in the dynanic part of the d - the piezoelectric strain constants.
problem and corresponding to a simplified treatment of em,
the resonator as an infinite plate. c - the elastic stiffnesses,

IJkIC

For the static case this simplification is not needed. Cljk)mn the (nonlinear) third-order elastic

As a result, the static displacement gradients are constants,
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ek !  - the piezoelectric stress constants, + b 14.114 + b .131 + b s .1 3

*Ijk - the (nonlinear) third-order + b 1.1 + bis' 144
dielectric permittivities, where

* jkla the (nonlinear) third-order (12) eI 1, e113, e1I., e122, e124, e 1 4 e144, e325
piezoelectric constmnts, are the eight independent third-order piezoelectricity

0 - the permittivity of free space, constants and0

l Jkl - the electrostrictive constants, and (13) 11112, 113, 114, 131. 133' l41 1.4
C - the dielectric permittivities.
Cab are the eight independent electrostrictive constants;

The quantity A In Eq.(l) and the amplitude vector all sixteen constants related to the basic reference
(l1 l 1 3) are the respective elgenvalue and frame of alpha-quartz 191.

eigenvector of the matrix The index I in Eq.(l1) has been added to all relevant

r r1 r12 r13 1 terms to indicate their dependence on the
crystallographic orientation of the plate and its mode

r 22 23 of vibration. The details of the transition from
r31 r32 r33 Eq.(iO) to Eq.(ll) are not shown as the process is

where uneventful, tedious and well known.

(9) rk = njnIcljkl + nnnj nn e ne mki/( n n bCa b. Eq.(l) can be now applied to all one hundred and
thirty-four available observations of the linear

The three generally existing elgenvalue-elgenvector coefficient L I = 1.2,...,134 ) of the frequency-dc
pairs of the above matrix correspond to the three
thickness modes of vibrations of the plates under field dependence.

consideration.T
The obtalned system of one hundred and thirty-four

All indices in Eqs.(1)-(9) take on the values of linear equations is overdeterrined and its solution

1,2,3. Einstein summation applies to all pairs of set

repeating indices. (14)

Calculation of the third-order piezoelectric eI 1 , e1 13 , e114 , e12 2, e1 2 4' e134 , el4 4' e3 15 ,

and electrostrictive constants
11t I13 I 1i 133, 141 144

(10) L = C + (1/2A) Fjkl. e, Jklm can only be estimated; this has been attempted using

+ (1/2A) Gljkl 1ljkl the least-squares method.

i,J,k,l,m = 1,2,3 ,It should be noted that solution set (14) consists of
only fifteen nonlinear material constants. It has been

where C = (1/2X) ( M + N + P + R ). Both C and the found that in the entire linear system the coefficient
are easily b = 0 ( I = 1,2....,134 ). As a result thecoefficients (l/2A) Fijl and (1/2A) Gjk ar esly 1

calculable for a plate of any orientation and any mode electrostrictive constant 112 cannot be determined

of vibrations, from our linear system and must be dropped from
solution set (14).

The material constants of quartz necessary for their
actual evaluation - the linear material constants, the The attempt to determine the least-squares estimates
third-order elastic constants and the third-order of the fifteen nonlinear constants (14) was
permittivity - are taken from [12,13,14]. unsuccessful. It was found that the matrix of the

linear system which consists of two concatenated

The only unknown quantities left are the third-order matrices, a l and b lk, ( i = 1,2,...,134, j =
piezoelectric constants e k. and the 1 = 1kl~klm 1,2.... ,8,k = 1,3,4..8) is heavily plagued by near
electrostrictive constants 1I kl: Eq.(10) represents a multicolinearity. This phenomenon is generally known

linear equation for their determination. Before this to severely inconvenience the algebraic operations

is done Eq.(1O) should be simplified by making the necessary to perform the least-squares fit and to be

usual transition from the tensor index notation to the the cause of heavily distorted solutions [8,15,16*].

matrix notation, by taking into account the
interchange symmetry among pairs of indices and the The cure of the problem has been described earlier

crystal symmetry of quartz, ana by retaining and [16]. Here it leads to the following transformation of

subsequent factoring out only the traditional linear system (11)

independent material constants of third-order (15) Y, L - C
piezoelectricity and electrostriction. The simplified I I

-+ .c + a .c + a .c
equation is + a W"cI +1 114 + S 124

(11) Y = L- C a17c 144 a s'c315
1 I 1 + b13 c 3 + b 1.ct1 + b .c 3.c +b8.+ a 1l P l l + a 12 " e 13 + a 3 "e 21 4 + b 7 c 1 + b i o r c

+a e 4a e +a e 17 41 18 44
14 122 1s 124 1e 134 where i = 1,2,...,134. The least-squares process will

+ a 17.e1 44 + aIs.e3 6s  ultimately yield reliable estimates for a new,

b i.11 i + b .12 + b 3.113 transformed solution set
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(16) c111, c 4 , c124, ct, c3 1, quantities in the system (15) which is typically

C 1 between 10
- 1

3 and 1012 m/V, i012 and 10
"1 m /N, and

consisting of only ten elements, each being a linear between 10 3 and 10 m/V, for Y a,, and b W
combination of the original material constants (14). respectively. The standard errors in the combinations

Results obtained cIjk and c,, are also In harmony with the standard

errors In the measured quantity LI (globally estimated
The calculable combinations (16) of the third-order to be ± 0.30 x 10-12 m/V). As the principal data used

piezoelectric constants and electrostrictive constants in this work originate from resonance frequency
are listed in Table I. observations, the method of determination of the

nonlinear constants in this paper is called the
resonator method.

= e + 0.079 1 - 0.012e 12 2C11 111 11 __________22_________________

c1 1 4 =e 114 + 0.006 111 - 0.170 e 13 component this work Kittinger et al.

- 0.190 e -O0.715 e
122 134 combination original recalculated

c1 2 4  e 12 4  0.046 1 - 0.170e 3

- 0.700 e - 0.717 e 134 1.96 ± 0.04 1.81 1.81 ± 0.03
122 134

4 e 1 - 0.040 1 + 0.506 e c1 4  1.33 ± 0.07 1.15 1.20 ± 0.08
c 1 4 4  e 1 4 4 -004 1 ~056 1 2 2 11

c124 1.22 ± 0.08 1.03 1.06 ± 0.08c 3 1 s = e 3 1 s - 0.052 11 - 0. 129 e1 1 3 12

+ 0.666 e - 0.543 e c14 4  -0.47 ± 0.03 -0.32 -0.30 ± 0.04

= 1 + 2.012 2 - 1.000 13 c 31 -0.41 ± 0.06 -0.43 -0.41 ± 0.08
c 1 3  =13+.121 1 01 315

+27.043 e -12.168 e C13 -11.2 ± 4.5 -11.7 -12.6 ± 4.2
113 122

c 2.3 ± 0.5 2.3 2.2 ± 1.4+ 6.940 e 14
134

S =1 - 0.098e c3 3  -24.3 ± 7.9 -21.3 -22.6 ± 6.2
1t 4 = 1 4 - . 9 1 2 2 3

c 4.7 ± 0.7 4.2 3.6 ± 2.4
c3 3  1 + 0.981 1 +28.842 e 41C33 33 11 113

c -4.9 ± 1.7 4.3 4.8 ± 1.7
-12.444 e122 + 7.341 e134  

44

c =1 -. 0191 + 0.220e
* 41 141 - 0.019 1i 0 122 TABLE II. Combinations of the third-order piezoelec-

- 0.124 e tric and electrostrictive -onstants. The errors are
134 standard errors. Values obtained independently by

= 1 - 0.550 1 + 0.500 1 Kittinger, Tichy and Friedel [1] - both original and
44 44 11 31 recalculated in this work - are added for comparison.

+ 0.279 e122 - 0.145 e134 The values of c )kare in N/(V.m); c,, are dimension-

less. Given for room temperature, right-hand quartz
and the frame of reference according the IRE Standard

TABLE I. Calculated combinations of toe fundamental of 1949 [9].
third-order piezoelectric and clectrostrictive
constants. The numerical coefficients are rounded off In 1986 Kittinger, Tichy and Friedel (11 published a
to three decimal places. complete set of sixteen values for the third-order

piezoelectric and electrostrictive constants
Their calculated values together with the standard (12)-(13). They were determined from the dc
Teiors calcurted va tgeherd coitn te Tard . field-induced variations in the transit time of pulses

propagating in bulk quartz (the transit-time method).
They are given for right-hand quartz and the frame of Their values were used to produce the combinations
reference according to the IRE 1949 Standard [91. defined in Table I which are placed in the third

column of Table II next to the results of this work
The experimental values and material constants needed for comparison. Unfortunately, no similarly simple
for the preceeding calculations represent a mixture of procedure exists to provide the corresponding standard
quantities referred to 20 or 25 °C or Just room errors.
temperature. Consequently, the third-order
piezoelectric and electrostrictive constants To obtain the proper standard errors the work by
calculated here are understood as valid for room Kittinger et al. D] had to be recomputed starting
temperature. Considering tne existing accuracy of the from the raw data. This has been done and the results
determined material constants and their temperature - now with their standard errors - are placed in the
dependence the temperature inconsistency of several last column of Table II.
degrees C Is of no practical consequence.

The order of magnitude of the combinations c and The raw data by Kittinger et al. [I] were treated here
IJk in a manner consistent with all other calculations

c in Table II is consistent with that of the other done in this work which do not fully agree with the
j

488



originnl work [1] This and possible numerical reasons [6] Baumhauer J. C., Tiersten H. F., Nonlinear
account for the differences between the third and the electroelastlc equations for smali fields
fourth columns in Table II. superimposed on a bias", J. Acoust. Soc. Am.

54(1973), pp. 1017-1034.
The differences that exist among authors in how they
execute the data reduction process undoubtedly deserve [7] Brendel R., "Material nonlinear piezoelectric
some attention. Depending on the size of the standard coefficients for quartz", J.Appl.Phys. 54(1983),
errors they may cause statistically significant and pp. 5339-5346.
unnecessary contradictions. However, the question is
beyond the scope of this paper and will have to oe [8] C. K. Hruska, "Independent verification of the
addressed later. values of electroelastic constants of a3pha

quartz", J. Appl. Phys. 61(1987), pp. 1127-1129.
Conclusion

[9] IRE Standards on Piezoelectric Crystals, IEEE
This analysis of the earlier observations of the Standard 176; see also Proc. IRE 37(1949), pp.
linear coefficient of the frequency-dc field 1378-1395.
dependence resulted in the determination of ten values
of linear combinaticns of the third-order [10] Hruska C. K., Kucera M., "The dependence of the
piezoelectric and olectrostrictive constants of polarizing effect with the thickness modes of
quartz. alpha-quartz plates on their resonance

frequency", Journal of the Canadian Ce7'mic
With the exception of one case, where we find a Society 55(1986), pp. 31-41.
significant discord in sign, the agreement between
this work (the resonator method) and (1] (the [II] son D. F., "Theory of nonlinear
transit-time method) is spectacularly good. Moreover, c.jctroacoustics of dielectric, piezoelectric,
it is the first time for these material constants and and pyroelectric crystals", J.Acoust. Soc. Am.
the nonlinear theory that the differences beteen the 63(1978), pp. 1738-1748.
two methods become comparable with tne size of the
calculated standard errors. [12] Bechmamnn R., "Elastic and piezoelectric constants

of alpha-quartz", Phys. Rev. 110(1958), pp.
The participation of the individual paterial constants 1C60-1061.
in the combinations calculated In this paper may be of
different magnitude. Consequently, an agreement [133 Thurston R.N., McSkimm.n H.J. and Andreatch,
attained for a particular combination should not b- "Third-order elastic coefficients of quartz", J.
understood as a universal confirmation of the value of Appl. Phys. 37(1966), pp. 267-275.
all the participants in it as substituted from [1].

The reason for the improved agreement between the [141 Besson R. and Gagnepain J.-J., "Determination des
The easn fr te iproed areeentbeteenthecoefficientes non lineaires de polarisatlon

resuilts of the transit-time and the resonator method - electrique du quartz, C. r. Acad. Soli. Par

quite a dramatic one when compared with the prevIous B 274(1972), pp. 835-838.

attempt [2] - is to be seen in the incorporation of

electrostrictlon into the model used but also, and [iS] Mendenhall W. and Sincich T., "A second course in
more Importantly, in the employed method of business statistics: Regression analysis", Dellen
calculation of the static strain of the resonators due Publishing Company, San Francisco, Collier
to the dc field. Macmillan Publishers, London, 2nd edition, 1986,
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DEFECT DISTRIBUTION MAPPING IN QUARTZ
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SUMMARY

Infrared and 632.8 nm laser absorption measurements have laser scans are also used to localize bulk mechanical defects and
been used to characterize changes in aluminum compensation for separate them from surface imperfections.
irradiated and air-swept cultured and natural quartz. These meas-
urements demonstrated irradiation dose effects and the competi-
tion between Al-OH and Al-h (aluminum-hole) compensation EXPERIMENTAL PROCEDURES
mechanisms. The laser technique was also used to localize The origin, type, aluminum concentration, and treatment of
mechanical and growth defects. By combining the results of X- quartz samples used for these investigations are listed in Table 1.
and Y-direction observations for a given XY plane, information Tz samples use rthese instatin beten abl 1.
on both bulk growth defects and surface imperfections from pol- The samples were rectangular in shape, between 1 and 2 cm inishig ad ohermecanicl oeraion ca be btaned A om- size with faces normal to the X-, Y-, and Z-axis directions (IEEE
ishing and other mechanical operations can be obtained. A com- convention). All faces were polished flat and parallel to withinplete map of defects can be obtained from measurements made 1 eod faco etr
over a range of Z-positions. The effect of 'Co gamma irradia- 10 seconds of arc or better.
tion, air sweeping, re-irradiation and annealing on grown-in OH,
Al-OH and Al-h has been shown. While localized Al-h defects Table 1. Quartz samples.
produced by irradiation were no longer observable after air
sweeping, re-irradiation introduced a small 632.8 nm absorption- sample type Al treatment
over the entire crystal. A large decrease in 632.8 nm absorption ppm
occurs from annealing at 250 0C, a temperature well below that E42-21 SARP 6-8 accumulated irradiation
of Al-h removal. These absorption changes may arise from High-Q (*) dose (krad): 20, 50, 80,
another defect possibly associated with another trivalent impur- 100, 200, 250, 500, 1000;
ity. dose rate: 0.5 krad/min.

BH-A I SARP 3.7-7.6 accum. dose (krad): 50, 60
INTRODUCTION Premium-Q (*) 80, 100, 150, 200, 500, 1000;

Impurity-associated defects I1 can introduce detrimental fre- dose rate: 0.5 krad/min;

quency offsets [2-41 in resonators fabricated from cultured quartz annealed at 370 C for 4 h.

wi.en used in a radiation environment. It is therefore important to H33-31 SARP 3 accum. dose (krad): 200, 400,
establish convenient non-destructive techniques to characterize Premium-Q (**) 800, 1600, 2600, 5000;
the effect of radiation and electrodiffusion (sweeping) on these dose rates (krad/min):
defects. The principal impurities introduced during hydrothermal 10 up through 1600 krad,
growth of cultured quartz are an aluminum-metal center, AI-M, 50 for 2600 and 5000 krad;
formed when an aluminum substitutional in a silicon site is com- swept in air 14 days;
pensated with an alkali ion (Li,Na) and grown-in OH, a hydro- re-irradiated with 6000 krad
gen atom .cent to an oxygen site. Germanium substitutional at 10 krad/niin;
for silicon is also found in quartz as well as the possibility of annealed at 2500C for 1 h;
other trivalLat ions in silicon sites. Ionizing radiation dissociates annealed at 370'C for 2 h.
AI-M and OH and forms either AI-OH or Al-h, a hole trapped at NBI natural irradiated with 2000 krad.
a non-bonding oxygen ion, depending on the amount of
hydrogen available in the crystal. It is also desirable to have a SARP: Sawyer Research Products (*) ESR measurement
convenient method to locate growth defects such as bubbles, (*") ICP measurement
pipes and cracks which introduce problems in the fabrication and
electroding of resonators.

Experimental techniques used to characterize the various Infrared spectra were obtained between 3100 and 3700 cm -

defects in quartz 15-111 are usually applicable to a specific sec- using a Nicolet 170SX Fourier spectrometer. The sample
tion of quartz bar, but are not adapted to conveniently determine mounted insidt, a Dewar cooled to 85 K was scanned normal to
variations across the bar. The established commercial method for the Z-axis betwecn the +Z and -Z faces. Measurements were
cultured quartz quality evaluation and infrared Q determination made with a 3 mm diameter unpolarized infrared beam parallel
[121 uses scans across the crystal at specific room temperature to the Y-axis, at one or two beam positions along the X-axis.
OH absorption regions or peaks. While grown-in OH distribu- The peak absorptions of the strong narrow 3581 cm-1 and 3366
tions can be specified from this method, low temperature infrared crr - bands are used to monitor relative changes in grown-in OH
measurements provide improved sensitivity for determining OH and irradiation- or sweeping-produced AI-OH, respectively.
and Al-OH distributions before and after irradiation and sweep-
ing. We have developed low temperature infrared scanning tech- The experimental laser absorption set-up consisted of a ran-
niques for monitoring grown-in OH and Al-OH over an entire domly polarized 2 mW He-Ne laser, a sample holder and a sili-
bar 113,141. More recently absorption at the 632.8 nm He-Ne con detector. The laser beam width was 0.67 mm at l/e 2 with a
laser wavelength has been used to measure Al-h concentration divergence of 1.2x10-3 radians. The sample was mounted on a
and irradiation dose dependence for localized regions over an linear x,y positioning stage driven by a I micron/step motor. The
entire quartz crystal 1151. A 632.8 nm absorption coefficient cali- "tioning stage was actuated by an Aerotech Unidex IliA
bration of 0.1 cm "' / ppm Al-h [161 was determined trom absorp- . on controller operated from Hewlett-Pac.ard series 310 com-
tion and electron spin resonance measurements (ESR) made on puter The transm;tted laser beam was measurea with a calibrated
the same crystal st;ction. E.G. and G. Gamma Scientific silicon photovoltaic detector with

a circular sensitive area of 1.0 cm 2 and a surface uniformity of
In this paper we apply 5oth the low temperature infrared and better than 1%. The power meter had a range of 101 to 10-2

IHe-Ne laser absorption techniques to investigate changes in the watts with a readout accuracy of 1% and stability and repeatabil-
distribution of OH, Al-OH and Al-h produced by irradiation, air ity of better than 1%. Absorption values were calculated from
sweeping, re-irradiation and annealing. Multi-directional Hc-Ne transmitted power I/Ia ratios using t'.e crystal refl.ctivity at the

CH.690.5/89/0000-490 $1.00 C 1989 IEEE 490



laser wavelength. The sample absorption was measured with the
laser beam aligned in cne of the two equivalent optical direc- . FROM -X FAC FROM -V FACE

tions, Y or X, by scanning along the Z-axis at different positions $EA" U 0ISTANCE @[71 AM DISTANCEFROM +Z FAEFROM <Z FACE

along the X- or Y- directions, as shown in Figures la and lb. + . .,RIFACE

Absorption was also measured in the Y- and X- directions scan- 3-- - 1 ,i 1 , FO .. A

ning along the X- or Y-axis at different positions along the Z- .yC;0 _

axis as shown in Figures Ic and Id. .Z - r

02- 025

0 20 020.

BEAM Y-DIRECTION BEAM X-DIRECTION 0 5' 0 is

SCAN +Z TO -Z SCAN +Z TO -Z

0 0 0 10

E00800

SCAN- S (A) (SiS CAN"- X ooo 0 , , L1 000 750

xi 0 200 o00 750 1000 0 280 0 o 80 1000

+ + -
C. SCAN POSITION

U. *~,rO CFC CAN POSITIONO SEA FROM IZ FACE6 .. FROM Z FACE

U FROM -X FACE SEAM DISTANCE

BEAM Y-DIRECTION BEAM X-DIRECTION zFROM FACE
SCAN +X TO -X SCAN +Y TO -Y

C) d) CC0
- + 

ti

SCA SCAN 02

0 to 0 10

Fig. I Laser beam directions and scans relative to quartz 00 -d ,)
orientation. 0 o -r 00 700 00 00 2 0 50 no"_)100 ::0 2;0 5,07 750 1000

The samples were irradiated at room temperature with the DOSE (krad)

Rome Air Development Center (RADC) 6°Co source using suc-
cessive doses to obtain the total doses of Table 1 for samples Fig. 2 Sample E42-21, 632.8 nm absorption coefficient irradi-
E42-21, BH-A I and H33-31. Natural crystal NIB had a single ation dose dependence with position for different crystal direc-
2000 krad dose. Sample H33-31 was re-irradiated with 6000 krad tions

at the University of Lowell Radiation Facility 'Co source. Air tions.

sweepiag was performed at RADC at 5000C using an electric
field of '00 V/cm.

EXPERIMI.NTAL RESULTS 2 Mm

QUARTZ E42-21Z
S2mm

Figure 2 shows the results of 632.8 nm absorption scans with a. V 0.50
beam orientations similar to those of Figures la, b, c and d for c .4 3
sample E42-21 up to 1000 krad dose. With the beam along the w 0.40 5
Y-axis, absorption saturation is nearly reached at 1000 krad with 1,
the same dose dependence for all positions between the +X and -. 0.30
-X faces. Similar dose dependence behavior but with a lower C W
saturation value is observed with the beam along the X-axis for G 0  0.20 •
positions between the +Y and -Y faces. For scans made along Cli

the Z-axis with the beam in either the X- or Y-direction higher Co 4 8 12 16
saturation values are observed closer to the -Z face. DISTANCE FROM .tY FACE (MM)

Figure 3 shows the 632.8 nm absorption coefficient meas-
ured in the X-direction at 1000 krad for 2 to 11 mm beam
heights from -Z face. The areas designated wiT- vertical lines
demonstrate the increase from the +Z to -Z f .and the rela- Fig. 3 Sample E42-21, 632.8 nm absorption coefficient
tively uniform absorption between the +Y ana -Y faces. Figure dependence with position. 1000 krad dose, beam along the X-
4a shows absorption coefficient values obtained at 1000 krad for direction, scan from +Y to -Y faces, for beam positions meas-
scans between the -Y and +Y faces with the beam aligned along ured from the -Z face.
the X-axis, at Z-positions 3, 6, 9 and 12 mm from the -Z face.
Figure 4b shows absorption coefficient values obtained at 1000
krad for scans between the -X and +X faces with the beam
aligned along the Y-axis at the same Z-positions. At the 3 mm
Z-position both X- and Y- direction measurements give nearly In Figure 5, an expanded plot of the 6 mm Z-position of
equivalent absorption. The difference between X- and Y- Figure 4, two strong peaks are found at 4.9 and 6.3 mm from the
direction absorption increases for Z-positions 6 and 9 mm with a +Y face with the beam aligned in the X-direction, and at 8.4 and
pronounced difference at 12 mm. The X-direction absorption 10.1 mm from the -X face with the beam aligned in the Y-
which varies between 0.13 and 0.15 cm -1 is actually an average direction. These peaks in absorption are the result of localized
of the larger variation between 0.12 and 0.18 cm - I measured in scattering of the laser beam due to inclusions or bubbles within
the Y-direction at the 12 mm Z-position. the crystal.
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250 krad. Between 250 and 1000 krad, no further change in Al-
OH and OH absorptions is observed. At the 1000 krad irradiation

0 dose, some OH still remains between 0 and 10 mm from the +Z
face, while OH is depleted between 10 and 15 mm. 632.8 nm

X absorption increases slowly with dose in the OH-containing
0regions and increases rapidly in the OH-depleted regions. This

ES tr 0 sample has a high overall OH concentraion relative to alumi-
0.40 num, and contains sufficient OH to compensate the AI-M centers

dissociated by irradiation over most of the crystal. With higher
Z 0.30 aluminum concentration toward the -Z end of the crystal, a pro-

01.20 I nounced increase in Al-h occurs after Al-OH is saturated.
,L 2 a)
W 0.o10 1r'frn'rT'rd ,
0 0 4 8 12 16
0

DISTANCE FROM +Y FACE (Mm) 00 0O3E Wao) Al-h 0O

2 * o 3 02 04 801" € 1

(L,.o 04

y o .00

o .100 02

E 0.401" ~3 mm cot(,0E 0.40 W 0 AI-OH

0 0 1 e 00 330 4

co 0.40 b) mm20
0.30 2 o2

V0 0.20 12 0oo.o 6-o000

0.1 00 0-

0 4 8 12 16 20 00 L 0 __________
0 5 0 4I 0 5 0 1

DISTANCE FROM -X FACE (mm) .i (0)

DISTANCE FROM +Z FACE (mrm)

Fig. 4 Sample E42-21, 632.8 nm absorption coefficient
dependence with position. 1000 krad dose, beam along X- and Fig. 6 Sample BHA-l, beam Y-direction, 12 mm from the

Y-directions, scans from +Y to -Y and -X to +X, respectively, +X face, scan +Z to -Z. Irradiation dose dependence and varia-
beam positions measured from -Z face. tion with Z-axis position of (a) 632.8 nm absorption coefficient

and (b) 3581 cm-1 grown-in OH and 3361 cm-1 irradiation-
produced Al-OH absorption coefficient.

E Oc'

"0.24 Figure 7 shows the 632.8 nm absorption coefficient variation
W observed in the X- and Y- directions for various beam positions
LL 0.22- measured from the -Z face, after 500 and 1000 krad irradiation

" / doses, and after annealing. The irradiation-induced absorptiontW a)o0 level is relatively constant across the sample in both X- and Y-
0 0 20 1 , directions in each XY plane, at the 6, 9 and 12 mm beam posi-

0 6 12 18 tions except for isolated strong peaks. Similar to the increase
OCY DISTANCE FROM +Y FACE (mm) observed for a single X-position in Figure 6, an increase over the

- 02entire crystal toward the -Z face is shown here. The absence of
0 0 this overall absorption in either X- or Y-direction after annealing
M is evidence that all Al-h centers have been removed. The strong

< 0.22 absorption peaks which still remain and are observed only in the
E Y-direction are attributed to surface scratches on one or both of

2-bthe Y-faces.
CY 0.20
oM0 ___1_2 ____

0 6 12 18 NATURAL QUARTZ
DISTANCE FROM -X FACE (mm) IA natural quartz sample fabricated for an AT-cut was meas-

ured with the beam normal to the cut face, and scanned at 900 to
the beam diection. Figure 8 shows absorption variation across

Fig. 5 Sample E42-21, 632.8 absorption coefficient depen- the sample of OH band peaks characteristic of natural quartz. All
dence with position. 500 krad dose, 6mm beam position from peaks show strong variation with position and indicate that OH is
-Z face, (a) beam X-dircction, scan +Y to -Y, (b) beam Y- essentially depleted at the 6.5 mm scan position. Irradiation-
direction, scan -X to +X. induced Al-OH is relatively uniform across the crystal. ,l-h

absorption and coloration are strongest in the region where GH is
depleted.

QUARTZ BH-A QUARTZ H33-31

In Figure 6, absorption variation of the 3581 cm-t grown-in Figure 9, for Y-direction measurements between the +Z and
OH and the irradiation-induced 3366 cm-' Al-OH band peaks -Z faces for a specific X-position, shows the variation of each of
measured along the Z-axis for sample BH-A I is shown for 0 to the principal synthetic quartz OH absorption peaks across the
1000 krad dose range. OH decreases and Al-OH increases up to unirradiated crystal, and those of the 3581 cm-1 OH and 3366
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Fig. 7 Sample BHA-, 632.8 nm absorption coefficient, X- and Y- directions, beam positions measured from
the -Z face, (a) and (b) 500 krad irradiation, (c) and (d) 1000 krad irradiation, (e) and (f) 370 0C anneal.

cm-I peaks after a series of irradiation doses. After a 400 krad *- -NATURAL QUARTZ
dose, OH reaches a stable j.'land Al-OH saturates. Even after 2 Mt.d "Co IRRADIATION
a 5000 krad dose, OH still rmains over the entire crystal provid- SEAM NORMAL. TO AT CUT -35' TO Z-AXIS
ing most of the aluminuni compensation. Correspondingly a low
overall 632.8 nm absorption is measured between the +Z and -Za,.4
faces in the Y-direction as shown in Figure 10a and b. 30

Air sweeping restored grown-in OH to its initial level with an 2 0

additional increase between 4 and 8 mm from the anode side as0
seen in Figure Ila. From Figure lib, it can be seen that air ,2 0

sweeping produced no change in Al-OH, a further indication of f "o" 02*

Al-OH saturation. 0 ~ .

0
Figure Ila and b show that the 6000 krad re-irradiation pro- oo . 0 " '00 -

duced no appreciable change in OH, but reduced overall Al-OH. 0 ... __-0-
This effect was previously observed in an incompletely air-swept T a It

sample [17], but is puzzling in this fully swept sample. The 6000 DISTANCE ALONO SCAN AXIS (MI)

krad irradiation restored the 632.8 nm absorption to the level
reached before air sweeping, Figure lOb. A large reduction in
632.8 nm absorption was achieved by heat treatment at 250"C, a Fig. 8 Natural quartz, coloration, 632.8 nm, OH and AI-OH
temperature well below that of Al-h removal. Most of the band peak absorptions after 2000 krad irradiation.
remaining absorption annealed at 370 "C, Figure 1Oc.

Figures 12a and b show 632.8 nm absorption variations
observed between the +Z and -Z faces with the beam aligned r UNONAOAT0E , ONAND PEAK ON A.OH., . o~
along the X-axis at a specific Y-position after various treatments. 0 ABOPTIO NSA 3 " 33, . .010100
The broad absorption seen between 10 and 14 mm along the Z- 03 if03
axis after the 5000 krad irradiation was completely eliminated by 0oo

air sweeping and was not restored by the 6000 krad re- 02 /-\ 0,2 010
irradiation. Re-irradiation did produce an overall absorption V. '"
increase. This broad band was also observed between 10 and 14 2 /01-. " -"_
mm along the Z-axis from measurements made with the beam . '
aligned along the Y-axis. Different irradiation doses, air sweep- : -'---..--- 3,4[

ing and annealing did not remove a sharp peak at a distance of 0 , ,o 0 *, ,Is , 10
about 11 mm from the +Z face, Figures 12c and d. This peak is DISTANCE ALONG THE Z-AXI FROM THE SE O4NI

attributed to a surface defect.

Figure 13 shows 632.8 nm absorption coefficient variation Fig. 9 Sample H33-31, beam Y-direction, 8 mm from -X
after 5000 krad irradiation for sets of XY planes at different face, scan +Z (seed) to -Z. Grown-in OH band peak absorp-
positions along the Z-axis. Al-h peaks can be observed with the tions before irradiation, 3581 cm "1 OH and 3366 cm - AI-OH
beam in the X-direction between 12 and 15 mm from the +Y band peak absorption dose dependence.
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face and 0 to 4 mm from the +X face with the beam in Y- DFAM HEIGHT Om@ FRO -Y0 FAEEAM HIIHT 16.. FROM -X FACE
direction. A relatively uniform absorption along either the X- or Or.c,
Y-axis is observed for the regions where Al-h peaks are not 0020 002014

present. 1100010 \ .I
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Fig. 12 Sample H33-31, beam X-direction, 6 mm beam posi-
I- r tion from -Y face, and beam Y-direction, 15 mm beam posi-

w .2 tion from AX face, scan -Z to +Z. (a) and (c) 632.8 nm absorp-
o [ .. ~tion irradiation dose dependence, (b) and (d) effect of air

.01 sweeping, re-irradiation and annealing.
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Figures 14e and f, is due to laser scattering produced by a sur-
face defect generated during the sweeping process. ANALYSIS AND DISCUSSION

These experimental results, using the combination of infraredAfter air sweeping, infrared measurements made at 8 and 12.5 speftLscopy and laser absorption measurements, demonstrate themm from the -X face with the beam aligned alon.g the Y-axis expected dependence of Al-OH and aluminum-hole formation byshow essentially the same variation of 3581 cm-1 absorption irradiation on the initial aluminum concentration and OH distri-
along the Z-axis for both positions, Figure 15. Figure 15b shows bution in the crystal. Both aluminum-compensating mechanisms
larger Al-OH absorption at the 12.5 mm position, close to the compete, but AI-OH formation predoiates in samples contain-
region of the sample where the largest Al-h production was comeb t ration preomin in Ales ontin
detected after the initial 5000 krad irradiation. This indicates this ing large concentrations of grown-in OH. Al-h productionproceeds more rapidly in samples with lowered or depleted OH.region contains a high localized aluminum concentration, produc- After irradiation, air sweeping restores OH, increases Al-OH and
ing the coloration shown by an arrow in Figure 16. eliminates Al-h.

Re-irradiation after air sweeping for sample H33-31 does not
change OH, reduces Al-OH slightly, and does not restore Al-h,
but produces a low 632.8 nm absorption level over the entire

5000 k,,d IRRADIATION 6000 k,.a IRRADIATION sample. Absorption measurements after annealing at a tempera-
SEAM 1EAM

Y- DIRECTION .is X- DIECTON , ture below that of Al-h removal indicate that another defect, , t-. - ' Icenter may contribute to this low level 632.8 nm absorption.
04 LChemical analysis of the section adjacent to the H33-31 sample0°a:[ J. 5 3 5 investigated gave the following results listed in Table 2.

. oo) 0 0 Table 2: Chemical analysis of H33-31 by inductively coupled
4 a 12 11 4 8 12 1 20 plasma spectrometry (ICP).

6000 krad RE-IRRADIATION 8000 ktad RE-IRRADIATION element K Li Na Ca Al B Fe
o me n 6 mm

040. 1 040 ppm
0 6mm weight 0.81 0.07 2.44 1.90 3.08 2.67 1.14
00 3 0 atomic* 1.24 0.60 6.36 2.84 6.84 17.77 1.22

" 0 10 0 20

000~~ 8 12 10 0000
4 The amount of boron detected in this sample by ICP probably

AIR SWEPT 14 DAYS AIR SWEPT 14 DAYS has to be taken into account. This trivalent element, found in
" "[ I ". many other quariz crystals [18], could be equivalent to aluminum

1[ I o or iron in silicon substitution. This suggestion must be
030 1 5 030 o confirmed by more chemical analyses, laser and infrared absorp-
020 0 2 tion measurements.
010 3 C 010 3 f)

000 000
a 12 1S 4 12 .,20 The competition between the production of Al-OH and Al-h

DISTANCC FROM *X FACE I-am) DISTANCE FROM YV FACE I=) is also a controlling factor in the dose dependence of 632.8 nm
absorption for sample E42-21. This sample, with a relatively
high aluminum-to-OH impurity ratio, is OH-depleted between 50Fig. 14 Sample H33-31, 632.8 nm absorption coefficient and 100 krad and Al-OH-saturated above 100 krad [16]. The

dependence with irradiation, air sweeping and re-irradiation, function
Beam positions measured from -Z face. (a), (b) and (c) beam
Y-direction, scans from +X to -X; (d), (e) and (f) beam X- a = a,, (1-e') 2

direction, scans from +Y to -Y.
where a is the absorption coefficient, k is the rate constant and d
is the dose in krad, was found to best fit the Al-01 dose depen-
dence [19] which had an inflection point between 10 and 30
krad. An inflection point is also observed here between 60 and

BEAM HEIGHT Am FROM -X FACE BEAM HEIGHT ,2 mm FROM -X FACE 100 krad for Al-h dose dependence. Figure 17 shows 632.8 nm
• 03r * -.- , 0 -' o --4-.6, 0 -' absorption variation between 0 and 1'000 krad for three different

3:.--J366 A 0- *-.- 336 Am- positions along the Z-axis (points) fitted with (l-exp) and (1-
Its exp)2 functions. The squared function fits best for the 0 to 100

X2 krad range where both Al-OH and Al-h are produced. Above the• 2 " 2 100 krad Al-OH saturation region, a simple exponential function" .[ -.-.- provides a better fit for Al-h production. The 632.8 nm a,,,
, -values and rate constants for the Z-positions measured from the

0 , +Z face of the sample are given in Table 3.

Table 3. 632.8 nm absorption saturation values
00 .. 0 . . 1. and rate cQnstants for sample E42-21.

DIST ANCE FROM 'E '0 FACE (In,) distance from +Z face ;t,, k
I DI (mm) (cm) (krad - )

3 0.142 0.012
6 0.185 0.0089
9 0.242 0.0069

Fig. 15 Sample H33-31, beam Y-direction, beam positions 8
mm and 12.5 mm from -X face, scan +Z to -Z, 3581 cm-' and
3366 cm-1 band peak absorptions after air sweeping and 6000
krad re-irradiation. A decrease in rate constant k is observed for the more strongly

absorbing Al-h regions.
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directions, the laser technique can be used to map the distribu-
tion of Al-h, bulk growth and surface defects. Removal of Al-h
centers by annealing can be used to differentiate this defect from
bulk or surface defects.

Al-h production data, in the 6. e region of competing Al-OH
and Al-h formation fits an exponential squared function similar
to that obtained for Al-OH formation [191.

4' An assumption can be made from results obtained for one of
the samples investigated, H33-31, that another type of defect
center, associated with boron rather than aluminum, may be
present in quartz.
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TPC review in [1]). This material is synthesized since 20 years by
a Czochralski process; to get homogeneous crystals it is

The lattice defects in lithium tantalate single crystals and necessary to start with a non equimolar mixture of Li20 and

their possible role on the performances of piezoelectric Ta20 5 leading to an uncongruent melt and the resulting

devices are investigated. Synthetic crystals grown by a crystals are non stoichiometric. The crystal structure of
Czochralski process are non stoichiometric (with an atomic LiTaO 3 has been refined by X-Ray and neutron diffraction

ratio [Li]/[Li+Ta] , 48%). This induces a first kind of lattice techniques [2,3]. It is isostructural with LiNbO3 and the

defects: the point defects associated to this non structural models for the ferroelectric R3c -> paraelectric R3c
stoichiometry. The other possible point defects are the phase transition have thoroughly been discussed for both

chemical impurities; the substitution of Li by H seems to be materials [4, 5]. The only noticible difference is the value of

the main one.
During cooling from high temperature LiTaO3 suffers a

phase transition (R3c -> R3c). A second kind of lattice a.- B
defects (ferroelectric domains) is generally nucleated at the I

transition. These defects constitute a poison because the B\

polarization vector c is reversed in the domains. One can in Ir 11 I, A

static electric field).A
tiPrinciple iPreventthem by a poling process (cooling undera oI,,--'" ;t°/ -"'-,, ,,,AI A

Dislocations and twins occur as as-grown lattice defects but ',t I, /B

they can also be introduced by standard machining A "t,

very high values of the piezoelectric constants the stress

field of the dislocations can induce around them ferroelectric A

domains, even at room temperature, and such domains T- CioI a82

cannot be removed by poling. b. 0 at z 112 n13

These defects have been characterized by various

techniques and especially by transmission electron A"*o• O'aa- /i . 3

microscopy (TEM). It is found that the density of as-grown 0 I Ta at z - 0 * n/2

defects should not induce any appreciable decrease of the Li at z - 2/6 n/2

piezoelectric performances excepted for some dislocations a Ta at z -2/6 n/2

which generate non removable ferroelectric domains around Liat z- 1/6*n/2

them. Such dislocations can also be accidentally introduced Al Ta at z - I/6 n/2

by machining operations as well; in this latter case their U atz- 0 n/2

density can be much larger and an appreciable decrease of

the piezoelectric performances may result. The techniques Figure 1: Simplified view of the crystal structure of LiTaO3.

used for sawing and polishing are thus very important for The HCP oxygen sublattice is indicated by the sequence
getting performant devices. A,B,A,B...; theTaO6 octahedra are drawn with solid lines and

INTRODUCTION the LiD 6 ones with broken lines, a) projection on (1210);

only a slab corresponding to the wiath of an octahedron

Lithium tantalate is one of the rare piezoelectric materials (hatched region in b) is represented, a few short lattice

which can lead to thermally compensated resonators and its repeats which are possible Burgers vectors are reported. b)

very strong coefficients of electromechanical coupling are projection on (0001), the levels of the various atoms along

highly appreciated for specific applications (see a recent the c axis are reported on the right, n is an integer (0 a n 2 3).

CH2690-6/89/0000-497 $1.00 C 1989 IEEE 497



the transition temperature which is of the order of 620 0C for in various crystals by Infrared spectroscopy (IRS) in the
LITaO 3 while it is 1100 °C for LiNbO3 . The ferroelectric range 4000-2500 cm-1 which corresponds to the absorption
domains In the low temperature phase correspond to an bands for O-H stretching vibrations [8]. We first report our
inversion of the polarity and are thus an electric poison for results on the as-grown materials (section II). We then report
piezoelectric applications. In principle such domains can be the tests and TEM observations related to the simulation of
eliminated by poling (cooling under static electric field). the damages induced by machining (section Ill). Finally we
A working approach of the crystal structure is easily obtained briefly discuss the possible influence of these defects on the
in assuming that the oxygen sublattice is a perfect performances of piezoelectric resonators.
hexagonal closed packed structure (HCP) with the Li+ and
the Ta5 + cations in the octahedral sites. 1/3 of these sites is II DEFECTS IN AS-GROWN MATERIALS
empty, 1/3 is occupied by the Li+'s and the last third by the
Ta 5+'s. As pointed out by Megaw [5], the rigid framework of i-i Point defects
the structure is constituted by the skeleton of edge-sharing
TaO8 octahedra. This framework in shown on Fig. 1 and the Crystals from various origins have been investigated,
configuration of a ferroelectric domain is shown on Fig. 2 for howvrst of the e s hben perfo n
a single column of octahedra parallel to the c axis. Such a two tal only. one was gron 1 ro by T
domain is generated by the cooperative jump of the Li ions and t he nemha been sgron recetb
from their initial position beneath the Ta's to the adjacent CRISMATEC 2. The chemical composition, I.e. the ratIo
empty octahedral site. The intermediate configuration Li/(Li+Ta), can in principle be determined by X Ray

corresponds to the high temperature paraelectric phase. diffraction but the variation of the lattice paramerters a and
c with composition is so small than reliable measurements
would require a very high precision diffractometer [9,10]. We

0 have used another method based on the variation with
ILI composition of the ferroelectric-paraelectric transition

temperature [9-12].

Ta • dO

dT
Li heating coolingLi O- ' 0 ,- 3 11-1

Ta11.11.1

Ta 0-

a b c 6.5

Figure 2: Formation of a ferroelectric domain by jump of the - 6.5
Li's in the octahedral empty sites. a) matrix. b) intermediate . -

configuration (paraelectric phase). c) ferroelectric domain. 1.3

We have investigated and characterized by chemical etching 1 , 3

and by transmission electron microscopy (TEM) the lattice 86 880 oo900 900 880 860 T(K)

defects occurring in this material, either the as-grown defects T(K)
or the ones induced by machining (simulated by plastic
deformation under various temperature and confining Figure 3: Typical DSC curves for a scan rate 40 0C min - 1.
pressure conditions). The crystals being Li deficient (with an Labels 11.1, 6.5 and 1.3 correspond respectively to the
atomic ratio LI/(Li+Ta) of the order of 48%) they contain an bottom, the middle and the top of a CRISMATEC boule. The
appreciable density of point defects associated to this non- broken line corresponds to a HITACHI boule with a different
stoichiometry. As long as these point defects are randomly stoichiometry.
distributed they cannot be detected by TEM; in contrast, if
they cluster along some surfaces, they form crystallographic This temperature is easily measured on very small pieces of
shear structures which can be detected by TEM [6,7]. Among
the chemical impurities expected in LiTaO3, hydrogen which Centre National d'Etudes des T6lcommunications,
can be substituted to LI In an appreciable proportion could Lannion France.
be the most abundant; we have estimated its concentration 2 CRISMATEC, Grenoble France.
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a

material by differential scanning calorimetry (DSC). For fast A(cm-1)
scans (40°C/min) one records transition temperatures which //Z
are slightly different when temperature Increasos or when it
decreases; therefore one does not obtain absolute 0.2
compositions (the calibration curve itself is not very precise)
but comparison between different samples is easy. Some //X
typical DSC curves are reported on Fig. 3. Choosing as //Y
transition temperature Tt the turning point of the Increasing 0. 1
temperature curve, a change ATt of 4 0C (which is detected
unambiguously) corresponds to a change of 0.1% of the
atomic composition ratio LI/(LI+Ta). As can be seen on Fig. v(cm-1)

3 the crystals grown by CRISMATEC have a rather ,-
homogeneous composition but It Is not strictly constant from 3800 3600 3400 3200
boule to boule (Tt =621 ±3 °C In a recent boule, Tt = 628 ± 1
0C in an older one). The Japanese material (HITACHI) has a b
different composition (Tt = 633 0c) nearer to stolchiometry
and It might be less homogeneous. 2 A(cm-1) 8000C, 48h
It has been experimentally shown that H or OH ions are
soluble in LiNbO3 [13-16]. We have thus performed a series 1-1-800 0C, 17h
of anneallngs In air with a view to test the possibility of LI-H
exchange owing to the traces of H20 which are always
present In air. No change of Tt is detected after 100 hours at 1 520 0 C 60h
800 °C but the OH content Increases appreciably (Fig. 4). To f land untreated
get standardisatlon we have first characterized by IRS a
cube cut In the as-grown CNET crystal with Its faces parallel
to (0001), (2110) and (1010) respectively. The absorbance v(cm-1)
curves with non-polarized light clearly show some dissolved
hydrogen or hydroxyl in this material (characteristic
absorption at 3400 cm- 1 due to the stretching vibrations of 3800 3600 3400 3200
the OH groups in well defined sites); the largest absorbance
occurs for a beam parallel to the c direction. This is the Eigj__ux.: Infrared spectra. a) Influence of the crystallographic
geometry adopted for the other tests done on annealed orientation; as-grown CNET crystal with the incident beam
samples. To estimate quantitatively the H content we have parallel to Z, X, and Y respectively. b) Influence of annealing
used the calibration used for quartz [17]. The atomic in air ; CRISMATEC crystal, beam parallel to Z; the

concentration H/Li (in at. ppm) is assumed to be annealing conditions are indicated on the curves.

approximately equal to the area (in cm-2) under the curveabsobane A(cmi) erss wae nmbe v cm-). his to the Ag-Li exchange observed by Bursill and Peng (19].
The few characterizations reported here show that there a,' -leads to an atomic concentration H/Li - 30 at. ppm in the as- significant differences of chemical composition from boule to

grown CNET crystal. In the as-grown CRISMATEC crjstals boule which probably stem from slightly different growth
this concentration is approximately 3 times larger and it is

found to be homogeneous in the various boules which have conditions, however every CRISMATEC boule appears to be

been tested. After annealing at 500 0C no change is homogeneous.

detected, but after annealing at 800 0C the H content 11-2 Dislocations
increases significantly for long annealing times and H/Li is

roughly multiplied by a factor 3 after 48 hours annealing. The a) chemical etching: LiTaO3 like LiNb03 Is chemically inert
solubility of H in LiTaO3 is known to be large (18] and the and the only known chemical etchant at moderateoccurrence of appreciable amounts of H can affect seriously temperature for LiTaO3 is a solution of 1/3 cf concentrated

a number of physical properties. However H-Li exchange at

high temperature and in the absence of electric field appears HF and 2/3 of concentrated HNO 3 [10,20 to 22]; the etching

to be very low and to have a very low cinetics as compared process requires ito 4 hours at 1100C which is the boiling
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,a* 4-l

._Tsion Electron Miro_ .sop_.E thin foils (30
pm) polished with Syton on both faces have been ion

A thinned in a Gatan apparatus. We have remarked that ion

thinning at moderate accelerating voltage (4 to 4.5 kV)
... , reveals the surface defects (scratches for instance) which

" ,had not been completely removed by mechanical polishing

U.~

Egure 5. CNET crystal, basal slab mechanically polished
with Syton W30 then etched two hours at 110 0C. a) and b)
show the two opposite faces which are etched at diffrent
rates. One also distinguishes clearly the channels emn-'ii.",f,
at the etch pits. Scale bar = 100 pm.

Figure. 6: Defects revealed by preferential ion thinning on a
temperature of the solution. For optical observations t is thin foil (acceierating voltage 4.5 kV); scale bar = 0.1 mm.
necessary to start from a well polished surface. The best
mechanical polishing has been obtained with Syton3  although they were not detected by optical observation of the
(grade W 30). Fig. 5 shows some typical results. On basal corresponding regions. These remaining defects are thinned
slabs the etching rate is different on both faces and the more rapidly and holes in the thin foil generally result. A
corresponding etch pits have different sizes. Furthermore, on typical example is shown on Fig. 6. For higher acceleiating
one basal face, one clearly observes tunnels which start voltage (6 to 7 kV) the samples become dark. It .as alroaay
from some of the etch pits; it is tempting to assume that they been pointed out that annealing under vacuum induces a
result from preferential dissolution of the dislocation cores. similar darkening which has been attributed to the
Scratches and other residual polishing defects are easily nucleation of point defects associated with loss of oxygen; a
detected; it seems that they never penetrate very deeply further onnealing in air retores the initial transparency [10].
beneath the surface in LiTaO3 (less than 10 pm). Finally the We presume that the argon beam generated by a high
density of dislocations, as revealed by chemical etching, is accelerating voltage of 6 to 7 kV induces locally an
of the order of 1010 m-2 and the density of etch pits appreciable temperature increase which could induce in turn

prolongated by tunnels Is only 108 m-2 approximately, some loss of oxygen. We have therefore chosen an

These later ones could correspond to the as-grown accelerating voltage of 5.5 kV and an incident angle of 150

dislocations while all the other ones (vhlch represent 99% of which appeared to be the best compromise; however even

the total) would correspond to dislocations nucleated by with these conditions it appeared very difficult to obtain "ood

machining and which do not penetrate deeply beneath the thin foils (i.e. transparent over large areas). Most o* our

polished surface in such a way that no tunnel is visible. This samples were irrtgularly thinned and only sparse areas
would mean that the operation of mechanical polishing with were found to be convenient for TEM observations. It seems
Syton Is not perfect. We have performed a few longer that quite similar difficulties have been met by other authors
polishings (three to four hours) and vrlfled that the density (Venables (21] and Bursill and Pang [19] also show electrcn
of etch pits not related to tunnels Is dramatically decreased. micrographs with restricted transparent areas). Very few as-
This comforts the above hypothesis about the origin of these grown dislocations are observed in the thin foils, their
two kinds of dislocations. density is lower than the one oetected by chemical etching

3 Sold by Monsanto. It is a suspension of very small and the reason for such a discropancy may stem from the
spheres of silica (1000 A) in an acqueous solution of fact that an appreciable part of the dislocations have
concentrated KOH (pH = 10.4) to prevent accretion disappeared during the ion thinni ig process either because
between the spheres. they are replaced by holes (preferential ion thinning) or
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because these dislocations were confined into the external
layers of the foil which are removed duing the thinning
process (such dislocations would have been Introduced
during mechanical polishing). The rare dislocations
observed in TEM are sometimes pinned by some kind of
precipitates. Fig. 7a and 7b show an as-grown dislocation
pinned by tiny spherical precipitates which could niot be
characterized because of their too small size. Standard
diffraction contrast analysis indicates that the Burgers vector
of this dislocation is 1/3[1011] while its line lies in (1012.
Furthermore this dislocation is slightly dissociated (but the
fringe contrast associated to the fault can only be seen in
weak beam conditions). In the vicinity of this dislocation one
observes a number of circular contrast features; the
corresponding lattice defects are not yet fully elucidated.
They might correspond to crystallographic shear faults due
to the clustering uf point defects (oxygen vacancies?). Fig. 7c
shows another as-grown oislocation linked to a platelet
shaped precipitate lying in the (101,) plane; this later
dislocation is apparently not dissociated; its Burgers vector is +
,/3 [2110]. A few other as-grown dislocations have been
observed; some are surrounded by ferroelectric domains
(Fig. 7d) which are probably induced by the stress field of the
dislocation; such domains cannot be suppressed by poling
because they are automatically renucleated at the transition ',

temperature. These complex defects constituted by a
ferroelectric domain surrounding a dislocation are probably '
the ones which affect most seriously the performances of
piezoelectric devices.

11-3 Extended defects ". .

a) twins: No as grown twins have been observed in the
studied samples although the occurrence of twins in the
10121 planes has already been reported in LiTaO3 as well d r

as in LiNbO3 [5,10,19,23]. Burs!l and Peng (19] have also "C'

observed "cnernical twins" in the (101-41 planes (the
concept o! chemical twins is developed in [24]) but no suc.
defPcts have bep.n observed in our material.

b)_ preipitates We have heated a thin sample in the
micro3cope owing to a heating sample holder with a view to
investigate its evolution with temperature. After one hour at
5b0 to 600 °C numerous tiny dark spots appear (Fig. 8a).
They are too small to be conveniently analysed by
imutrudiffrai.tiun. We assume that they are tiny pailclei of FigTr 7; Poled CRISMATEC crystal; TEM micrographs of
Ta205 which have precipitated to compensate the initial nor as-grown defects in a (2110) thin foil. Scale bar - 1 pm. a)
stoichiometry of the material. Very similar precipitates have scalloped dislocation. b) same dislocation, it is out of
been observec in LiNbO3 after heating at 550 °C In air [25]. contrast forg = 1210 and the small pinning defects are now
The dislocation shown on Fig. 7a is probabiv pinned by such clearly visible; they are probably very small inclusions (< 500
tiny precipitates formed during crystal growth. A prolongaed A) of tantalium oxide; note also the circular defects in the
electronic irradiation leads to visible irradiation damaqe but vicinity of the dislocation. c) dislocatior pinned by a small
heating above T - 700 °C restores completely the crystal platelet shaped inclusion. d) dislocation surrounded by a
structure. This is well illustrated by F-ig. 8a to 8c wh;ch show ferroelectric domain.
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the evolution of a given area containing initialy a dislocation
(seen edge on) surrounded by a ferroelectric domain. After
moderate heating, irradiation damage begins to occur,
mostly on one side of the ferroelectric domain; after further
heating at higher temperature the damage extends to a
wider region but above 700 0C a complete restoration occurs
within minutes while the ferroelectric domain has
disappeared; furthermore a new dislocation loop is
nucleated.

c) ferroelactric doainns: Ferroelectric domains are quite
common in non poled materials. When a sample is
"depoled" by heating it above the transition temperature and
cooling it down without applied electric field, numerous .,. '

ferroelectric domains are spontaneously nucleated at the
trantition; the boundaries have no preferred orientation (see
for instai'ce Fig. 8d), no chemical twins are formed.
Ferroelect.:c domains are easily characterized owing to the "
differences of the structure factors of the two variants.

d)cristallographic shearjC$) This particular surface defect
is known to occur in transition metal oxides; it generaliy
accomodates the oxygen deficiency in changing along some
surface the organization of the corner (or edge) sharing
octahedra into edge (or face) sharing ones (see for instance
[6,71). In lithium tantalate it is generally assumed that non
stoichiometry is accomodated by randomly distributed point
defects (26, 27]. However such defects could also cluster
and form crystallographic shear defect surfaces. The circli 7r
defects shown on Fig. 7b could be such defects because the
associated fault vector (which could not be completely
characterized) seems to lie out of the fault plane as it is the
case for CS defects. It is to be mentionned that these defects '4
are very rare in high quality materials and they have been

observed only in one crystal (the resonators cut in this
material presented an anomalous behaviour). Our in-situ
TEM investigations with a heating sample holder have
shown that these CS defects, or whatever they are, cannot ' .

be suppressed by heat treatment even above the transition .
temperature; in contrast, new ones are nucleated with n
minutes at T 600 °C, then their population becomes stable.
In numerous areas they are randomly distributed bot in some
other places they are roughly distributed along some
directions which might correspond to regions with an Initial -stoichiometric ratio sligh tly lower than the mean one ( Fig. 9).

Figpure A. Evolution of the damage caused heating and

electronic irradiation; scale bar =1 Ipm. a) initial situation; theferroelectric domain is more sensitive that the matrix and it is
already slightly irradiated at room temperature. b) after one

The aim of these experiments was to simulate the defects hour heating at 650 °C c) after 15 minutes at 780 0C the
induced by mechanical polishing. Indeed it is not possible to damage is completely restored while a new dislocation loop
ion thin samples which have been ground but not carefully has been nucleated. d) the sample has been cooled down to
polished because this would lead to TEM samples with room temperature and numerous ferroelectric domains have
irregular thicknesses and therefore with very restricted been nucleated.
transparent areas We have performed three kinds of tests:
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Figure 9; Thin sample he.ated in-situ in the microscope; scale
bar = 1 pm. a) new CS defects formed after one hour heating
at 600 OC. They are randomly distributed. b) high CNd
concentration of CS defects in an elongated zone; they
might reveal an initial lower composition ratio.

-The first one consists in micro-indentation followed by TEM
investigation of the induced defect,3. This technique has
been successfully used for a number of stong materials,
especially ceramics (see a review in [28]). Micro-indentation
is a highly heterogeneous deformation performed under a
large confining pressure (of the order of 2000 MPa) and with
an appreciable deviatoric stress; the resulting strain rate is
also very heterogeneous and in the immediate vicinity of the
indent it is probably as large as 10-2 s-1. Such conditions
are somewhat similar to the ones occurring during
mechanical grinding. This is a very simple and rapid
technique but it has to be performed on well polished Eig-1 CRISMATEC crystal; (1010) thin foil; scale bar = 1
surfaces. Subsequent TEM analysis of the indented region pm. Dislocations induced by scratching. a) Dislocations with
allows, in principle, the determination of the activated their surrounding ferroelectric domains. b) Same area, the
deformation mechanism (indeed, if dislocations have been domains are out of contrast. c) Other region; dislocations
activated, characterizing their Burgers vectors and their line highly entangled in such a way that their complete
orientation allows the determination of thecorresponding characterization could not be achieved. No domains are
activated glide systems). detected around them.
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In the case of very low dislocation mobilities, scratches the recorded plastic strain can only result from twinning. For
(rather than static indents) are to be preferred because they the O+ orientation, basal a glide is the best candidate
lead to larger dislocation loops Fig. 10a and b show the (smallest Burgers vector and maximum Schmia factor =

defects induced by such a scratch performed with a low load 0.50). The yield phenomenon at the beginning of the
to prevent fracture (lithium tantalate is brittle; this could be deformation curve could correspond to a process of
either an intrinsic property of the material d.e to weak bonds multiplication of the initial dislocation density like in covalent
a!ong Eome planes, or this could result from a high level of semi conductors [30]. As shown below the TEM observations
internal residual stresses). Some scratch induced comfort these hypotheses.
dislocations are surrounded by cylindrical ferroelectric
domains; their cross-section, 1 to 2 pm wide, has roughly the _TAREJ: Schmid factors of the various possible glide
shape ol a butterfly; they have certainly been nucleated by systems for the four compression orientations tested. For
the strees fields of the dislocations. Such domains do not each fLnily of equivalent glide systems only the largest
systematically occur; in a number of other cases no domains Schmid factor is indicated.
are found around the dislocations (see for instance Fig.10 c).

z X Y 0+

-We have also performed some compression tests at room
temperature and under a confining pressure of 600 MPa. 0001)1 /3<2110> 0 0 0 0.50
This type of experiment still is rather similar to the case of
mechanical grinding and its main advantage stems in the {0001<1010> 0 0 0 0.43
control of the orientation of the deviatoric stress. The
deforrt;ation equipment used is derived from the so-called 101 10)1/3<2.1_0> 0 0.43 0.46 0.22
"Criggs deformation appardtus" and the confining medium is
a sqnthetic rubber (for details, see [291). A rapid investigation 11210)1/3<1011> 0 0.23 0.23 0,32
of the crystal structure (Fig. 1) shows that the shortest lattice
repeats which are good candidates as Burgers vectors i.e.
as glide directions am 1/3 <2110> (I = 5.15 A), 1/3 <1011>
(I = 5.19A), 1/3 <2021> (I = 6.68 A) and <1010> (I = 8.92 A); {10Z1 1/3<1210> 0 0.36 0.36 0.31
assuming that the associated glide planes are the densest
planes contair,ing these vectors, the possible easy glide 110121/3<1011> 0.46 0.34 0.46 0.24
systems could thus be: a glide in the dense planes (00011,
(1012) and (1014; {1012}1/3<10.1>, (12101/3<1011>,
1101411/3 <2021>, (10121/3 <0221.> and <10.10> in (110Z)1/3<2021> 0.33 0.50 0.33 0.38

(0001), (1210) or anyof the dense pyramidal planes (121n).
Four compression orientations parallel to the c axis (noted 110141/3<1210> 0 0.26 0.26 0.33

Z), to the al axis (X), perpendicular to these axes (Y) and at
450 to them (noted 0+), respectively have been tested. The

Schmid factors of these various glide systems are raported -Finaly we have also performed a few compression tests at
in Table I and the resulting stress-strain curves are shown on constant strain rate without confining pressure and at various
Fig. 11 a.The experiments corresponding to the compression temperatures. We have tested only the orientation parallel to
axes X and Y exhibit a linear stress-strain relationship up to c (Z). Below 700 00 the samples are brittle; they break for
a large deviatoric stress of 2000 to 2500 MPa; theexperien dend bytanexps frac00ture an0 a aute relatively low stresses without any plastic deformation. Fromexperiments end by an explosive fracture and an abrupt this temperature and above, the samples exhibit a ductile

drop of the applied load (indicated by an arrow on Fig. 1 la). behaviour with some unstablities on the stress-strain curves
This is typical of a purely elastic behaviour; it thus seems that bhiou th somesnilo stress strainwcurvesthe ostfavure glde ystms fr ties orenttios, ~e. while the corresponding flow stress remains quite low (Fig.the m ost favoured glide system s for these orentatons, i.e. 11b .N yi l ph n m on s o se v d
1101211/3 <1011>, (21101<0110>, (10141 1/3 <2021>, 1ib). Noyield phenomenon isobserved.
(1012)1/3 <2021> and (0110)1/3 <2110> could nct be
activated. For the two other orientations the recorded curves In TEM the prominent feature In the samples deformed at

are typical of a ductile deformation with a progressive 700 C without confining pressure Is a large and

decrease of the slope do/dc; the maximum flow stresses homogeneous density of ferroelectric domains which have

are approximately 500 and 1000 MPa respectively. For been nucleated during the cooling stage without poling

orientation Z, the possible glide systems (i.e. with non electric field. One also observes numerous twins in three of
vanishing Schmid factors) are the same as the ones which the twinning planes (10121 (see Fig. 12a). They correspond
could not be activated in the previous experiments, therefore to the ones wilkh a large Schmid factor. No free dislocations
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are obseved; plastic deformation thus occurred by
mechanical twinning only. This accounts for the observed F/S (MPa)
unstabilitles on the stress-strain curves. These experiments a
also show that twins can be nucleated at rather low stresses
at elevated temperature (700 oC corresponds roughly to halt //Y
the melting temperature In Kelvin). The potential glide 2000
system 10001}1/3<2110> which presents the highest 2//X
Schmld factor (0.50) for this orientation could not be
aictivated. its elastic limit Is thus larger than the stress
necessary to activate twinning.
Among the samples strained at room temperature and under 1 000 0 +

confining pressure, the ones compressed along the X and Y
directions present a Inrme and pervasive density of micro-
cracks; this has rendered still u;cre difficult the preparation of //Z
thin and transparent foils for TEMV. In the rare transparent
areas we have generally found no def'ects except at orack
tips. This confirms that the recorded deformation was purely 1 2 3 M (%)
elastic up to fracture as expecteo from the stress-strain
curves. The other samples compressed along the Z and 0+
directions are also microcracked (to a less extent) and it has F/S (MPa) b
also been difficult to prepare thin foils for TEM. In the 1001
samples compressed along the c axis, we ;nostly find thin
twin lamellas (see Fig. 12a). This result Is in compiet
agreement with our previous analysis of the Schmid factors
of the various possible glido systems. In the samples
compressed along the 0+ direction we observe a dislocation
content which appears to be extremely heterogeneous;
relatively large regions are dislocation free while, in some 50
others, one observes bands of entangled dislocations; their
density Is so largo that individual contrasts cannot be
resolved (see Fig. 12b) and it has not been possible to fully
characterize them. However the orientatiorn of the bans is
consistent with a glide plane (1014). No twinning has been
detected in these samples. Again one time these -W . (%)
observations are consistent with our previous analysis 1 2 3 4 5
based on the Schmid factors of the potential glide systems. It
thus seems that only the glide system 11014 )1/3<1210> Elgiurx.1. Sress-straln curves. a) deformation at room
could be activated at room temperature; its elastic limit is temperature under a confining pressure of 600 MPa; the
quite high (1000 MPa). It is not the same as the one orientaticn of the compression axis Is reported on each
activated by micro-indentation. Twinning is another possible curve; the imposed strain rate is 10-5 s-1. b) deformation at
deformation mode at room temperature which is activated for 700 °C at atmospheric pressure* same strain rate;
similar stresses. At high temperature, twinning on the {1012} compression orientation c.
planes appears to be an easier deformation mode than
dislocation glide. This is an uncommon behaviour, twinning I[V .DI$.CQ$SSQN
being generally considered as a low temperature
deformation mode (occurring under high stress) while It i. clear that the above experimental characterisation of the
dislocation glide occurs at higher temperature and at a lower lattice defects in lithium tantalute still is incomplete. However
stress level. For comparison recent deformation experiments a few points have been clearly established. The occurrence
on lithium niobiate single crystals at elevated temperature of point defacts is inherent to the non F.toichiometry of the
have shown that dislocation glide is activated only for uncongruent melt composition and cannot be suppressed.
temperatures of the order of 0.8 times the melting The density nf as-grown dislocations is generally reasonably
temperature [31]. low and the preparation techniques used in this study induce

defects (mostly dislocations) into superficial layers not
thicker thant 10 pm approximately. Finally the poling process
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Let us consider a straight dislocation lying along the axis of a
cylinder; the elastic stress and strain fields a and E of this

~etlP~q dislocation generate the electric fields E and D coupled to
them by the well known Voigt equations [32].

bUk 6V

ki mki M

Cijkl. emkl and xmj are the components of the stiffness
tensor, of the piezoelectric tensor and of the dielectric tensor
of the material respectively. u ( components uk), D
(components Din) and V are the displacement vector, the
electric exitation field and the electrostatic potential
respectively. Within a ferroelectric domain Cijkl, emik and
xmj are constant but when one crosses a domain boundary
they change abruptly. As the dislocation lies along the axis
of the cylinder a, u and V are independent of the
corresponoing coordinate (along the axis). The equilibrium
conditions are

3o
, 0 (mechanical equilibrium) (2a)

,_x

"* ' " x o (electric neutrality) (2b)ax

The boundary conditions have also to be considered. The
external surfaces of the cylinder are stress free On the
lateral surface with unit normal hi, one has

Figure _12: Dislocation micostructures in the deformed 3 r 0 (3 a)
samples; scale bar = 1 pm. a) deformation at 700 'C at
atmospheric pressure; the prominent features are
ferroelectric domains and twin lamellae, no free dislocations Furthermore the Burgers circuit theorem imposes the
are observed. b) deformation at room temperature under a following condition
confining pressure of 600 MPa; sample compressed along
the Z direction, dislocation band in (1014). dub (i=Ito3) (3b)

prevents the occurrence of ferroelectric domains in the bulk. if
Therefore the performances of LiTaO3 piezoelectric devices where the bi's are the components of the Burgers vector and
should not be strongly affected by any of these lattice defects F is any closed circuit enclosing the dislocation line.
as long as their density remains moderate. It is however to This electro-elastic problem can be completely solved, in
be remembered that at least some types of dislocations are principle, if one knows the displacement vector u and the
able to nucleate terroelectric domains around them which electrostatic potential V at any point, the stress tensor a and
cannot be removed by poling. If the density of as-grown the electric exitation D being thus computed with eqs (1)
dislocations is large or if a large density of dislocations is The shape of the domain boundary has to be computed in
introduced during machining, a large density of ferroelectric minimizing the Gibbs energy of the system constituted by the
domains connected to these dislocations can affect cylinder with the dislocation along its axis. The elastic

dramatically the piezoelectric performances of the energy part of the Gibbs energy G is given by the volume

corresponding devices. This ability for the dislocations to integral

nucleate ferroelectric domains is briefly considered now.
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[[ -.1" au ddomain boundaries defined as the locus of IEI- some

= au, dV (4a) constant value would exhibit a butterfly shape similar to theelast 2 jj ax one experimentally observed (Fig. lOb). In contrast E around

the screw dislocations with the same Burgers vector Is more
where V Is the volume of the cylinder. This Integral has in symetricallydistributed and its modulus Is markedly lower, it
fact to be dMded into two parts, one corresponding to the would thus not lead to domains. it is clear that the above
"normal" material which occupies the volume Vn while the considerations nrnder account of the TEM observations only
other one which occupies the volumne V-Vn corresponds to at a rough and qualitative level. However they explain how
the ferroelectric domain. dislocations introduced by mechanical grinding can stongly
The electrostatic energy part of G Is also given by a volume affect the piezoelectric properties of a device although these
Integral extended to the total volume V (which Is also to be dislocations do not penetrate deeply beneath its surface.
dMded Into two parts Vn and V- Vn)
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Abstract The study of interfacial phenomena in
fast-ion transport materials, such as the

In the air-sweeping of alpha quartz, porous solid-oxide-based electrolyteb, is instructive
electrodes can facilitate electrochemical for the understanding of the quartz sweep-
reactions which enhance the indiffusion of ing-mechanisms problem. In these electro-
hydrogen (1]. The use of thick nonporous lytes, the conduction at high temperature in
Au/Cr electrodes can lead to a change in the air or oxygen is ionic and is the result of
sweeping mechanism. Under these conditions, the migration of oxygen ions from cathode to
a color-center front advances from anode to anode by a vacancy mechanism. On the other
cathode in quartz that is swept in air at hand, quartz may be considered a fast-ion
temperatures below the a - B transition. conductor in the c-axis direction at high

temperature. Electrical conduction is also
Evidence is presented which indicates that: ionic, but is due to the migration of proton

1) color centers form beneath nonporous por- and mainly alkali-metal interstitials from
tions of the anode, that correlate with the anode to cathode. Nevertheless, similarities
formation of interface Cr-oxides and with respect to electrode (interfacial) phe-
silicides; 2) clear striae are created along nomena are evident and one can draw upon the
the c-axis where color centers either do not abundant scientific literature associated with
form or are subsequently bleached along cylin- the solid-oxide-based electrolytes [2-7].
drical volumes which correlate with openings
in the anode; 3) the clear cylindrical volumes Previously, we reported that, in air-swept
have diameters much larger than the metal
openings; 4) a uniformly colored region can quartz, hydrogen indiffusion was enhanced by
form in areas close to but not covered by the porous electrodes that could facilitate3-phase (gas-electrode-quartz) interfacial
anode. Also, a clear band forms between the electrochemical reactions. We also reported
uniformly colored region and the striated that the use of thick Cr-electrodes resulted
region associated with the anode. in a change in the mechanism of sweeping.

Under this condition, color-center striae wereThese observations suggest that: 1) open- observed (along the c-axis) in quartz being
ings in the anode metallization are required swept in air at temperatures below the a -
for hydrogen introduction during air-sweeping; transition. We suggested that the atmosphere
2) the electrochemical charge-transfer was not penetrating the thick Cr-metalliza-
reaction, responsible for proton introduction tion, i.e., there was less electrode porosity
into the quartz, takes place at the gas-elec- (1]
trode-quartz boundary and spreads to the elec-
trode-quartz boundary by interfacial diffusion The accepted model of the color center in
of hydrogen species; 3) the electrode mechan- alpha quartz is that of a trivalent aluminum
ism responsible for the formation of color impurity in a substitutional silicon site
centers in air-sweeping is a 2-phase which is cilarge compensated by a positive
(electrode-quartz interface) reaction, in- electron-hole (8]. Interstitial monovelent
fluenced by the suppression of interfacial positive ions such as alkali-metal ions or
H-diffusion; 4) hydrogen can also be intro- pstv ossc sakl-ea osodu at thehgas-qurtzen cntr adjabe into- hydrogen (protons) usually provide the charge
duced at the gas-quartz interface adjacent to compensation. Under ionizing radiation, the
the anode. The extension of both tne uniform (AlO4r traps a hole at an adjacent nonbonding
color center and hydrogen-introduction areas oxygen p orbital. The [AlO4/h*]0 aluminum-hole
to regions close to the anode suggests center correlates with optical absorption
electron diffusion from these regions to the bands at 620 nm and 460 nm; (9] these bands
anode. are responsible for the smoky coloration

produced. The released electron and intersti-
tial ions do not drift very far, because

Introduction annealing at 3500C results in recombination of
electrons and holes and recapturing of inter-
stitial compensators (8]. The color centers

Very little is known about the mechanisms

occurring at the anode and cathode during the are bleached in this process.

sweeping of alpha quartz.

All solid-state electrode materials used in King (10] reported that crystals that have

anodes and cathodes for electrochemical been vacuum swept produce resonators that have
processes, e.g., fuel cells, chemical power negligibly small frequency transients under

I 'intense ionizing radiation. Vacuum sweeping
sources, and electrolyzers make use of porous
electrodes to raise their operating efficien- induces color centers that are thermally
cy. The porosity forms a multitude of gas-- stable into the quartz, that is, resistant to
electrode-electrolyte interfaces. These bleaching up to 10000C (11). This stability is
interfaces are required because transport of probably due to a permanent removal of the

reactants through a metal/metal oxide elec- extra electron and compensatng ion from the

trode would be too slow. Al center.
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In this report, we present experimental Experimental Observations
observations that reveal: 1) a correlation
between anode nonporosity and color-center
formation; 2) the relationship of porosity, or Color Centers Generated Using Air-Sweeming
openings, in the anode to hydrogen introduc-
tion, which result in clear striae in
color-center regions; 3) that surface dif- Normally, when sweeping is performed in air,
fus'on along the electrode-quartz interface color centers do not form. Instead, intersti-
contributes to the enlargement of the hydrogen tial alkali ions trapped adjacent to
introduction area; 4) the extension of the substitutional aluminum centers are replaced
color-center introduction area to regions by the formation of an Al-OH center. We have
close to but not covered by the anode; and 5) observed color-center formation when sweeping
the relationship of the latter to the intro- with thick (1000 A) evaporated Cr, Al, and V
duction of hydrogen in the extended region. metallizations. In Fig. 1(A), we show a

photomicrograph of a Au/Cr (1000 A/1000 A)
Observations of clear striae in color-center anode as viewed from the cathode side, looking

regions and the extension of the color-center along the c-axis through the quartz material.
introduction area have been reported by others
(11,12]. The objective of this study was to
increase our understanding of the influence of
the electrode-quartz interface on sweeping. Air-SweptQuartz
We hope that increased knowledge of the (c-axis views)
mechanisms of hydrogen and color-center in-
troduction will lead to improvements in sweep-
ing technology.

Experimental Methods

Cultured quartz was used exclusively in this
investigation. The quartz was lumbered into
Y-bars after seed removal [13). The Z-
surfaces of the sample bars were lapped and
polished as outlined previously (14). All
surfaces were cleaned using trichloroethane,
hot detergent, alcohol and distilled water.
As a final step, samples were cleaned in an
oxygen plasma for 2 minutes prior to electrod-
ing. For electrodes, evaporated metalliza-
tions were applied to the cleaned and pol2 shed
Z-surfaces of the lumbered bars. Tempera-
ture-ramped sweeping was carried out in a
flowing-air atmosphere [15]. The flow rate
was 100 cc/min. A Perkin-Elmer model 1760
Fourier transform infrared spectrophotometer
was used to obtain room-temperature OH-vibra-
tional spectra.

Analysis of metallized quartz, before and
after air-sweeping, was performed utilizing
secondary ion mass spectroscopy (SIMS) in an
attempt to obtain depth profiles. The SIMS
analyses were obtained using a quad-
rupole-based ion microanalyzer (PHI 6300) at
ETDL. The primary Cs ion beam was rastered
over a 400 pm by 400 jm area, with ejected
secondary ions collected from the center 9
percent of the sputtered crater. The ion
impact energy of the primary Cs ions was 9
keY, with an angle of incidence of 60 degrees (B)
to the surface normal; electron neutralization
was used to compensate for electrical charging
when profiling through the insulating sub- Fig. 1 Photomicrograph of an evaporated Au/Cr

strate. The system vacuum was ap- anode urface after sweeping. (A)

proximately 8 X 10- torr when performing the Backlighted view through the quartz bar

sputter depth profiling, hence the ambient in the c-axis direction. (B) The same

background for H and 0 was much lower than the area as in (A), using side illumination

levels observed in the analyzed materials, to reveal color centers.
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The anode is back-lighted to reveal both dark Air-Swept Quartz (c-axis views)
and light areas. The light areas indicate that
extensive porosity has developed during the
sweeping process.

In Fig. I(B), the illumination is perpen-
dicular to the viewing direction, making the
color centers more visible. Comparison of
Figs. i(A) and (B), reveals a definite cor-
relation between electrodc nonporosity and
color-center formation. Examination of the
Au/Cr anode after sweeping, using powder x-ray
diffraction, revealed the formation of
amorphous Cr203 in electrode surface areas
which were colored green. These green areas
were bonded strongly to the quartz surface and
could not be removed with a razor blade.
Polishing with a diamond abrasive compound was
required to remove these strongly bonded
areas. After polishing, the underlying quartz
surface was found to be pitted extensively.
Areas not showing Cr 203 formation (brown areas) (A)
were removed easily with a rubber eraser. In
this case, the underlying surface was smooth.
The reason for the formation of patterns of
strongly adherent and weakly adherent Au/Cr
films on Z-surfaces, after air-sweeping, has
not been determined.

Color-Center Areas ContaininQ Clear Striae

Large preexisting openings in the metal-
lization are related to the observation of
clear striae (along the c-axis) in smoky
colored regions. The striae appear as large-
diameter clear cylinders. In Fig. 2(A) and
(B), a one-to-one correspondence of
preexisting anode openings (A), clear cylin-
drical regions in color-center areas (B) and
clear cylindrical regions continuing through
areas exhibiting light scattering or gray (B)
haze, (C), can be seen. The clear cylindrical
regions are much larger than the openings in 'C
the metal, varying in diameter frow about 0.1
mm to about 0.6 mm. Clear striae can also be
observed in regions of the quartz which were
probably covered by anodic areas suffering
metal recession during the prolonged high
temperature phase of the sweeping process.
Metal recession was especially noticeable on
cathode surfaces in oxidizing environments.
The nonuniform appearance of the color-center
regions in Fig. 1(B) are indicative of
porosity-induced bleaching of color centers.

Uniform Color-Center Areas

We have observed color centers forming(C)
outside the anode region, i.e., in regions Fig. 2 Photomicrograph of (A), an evaporated

close to but not covered by the anode. These Au/Cr anode surface after sweeping.

regions are uniformly colored and contain no This view shows holes in the metal-

clear or color-center striae. Between these lization (indicated by arrows). (B)

regions and the anode boundary a clear band The same view as in (A), using side

develops which, in the sample shown in Fig. 3, illumination to reveal color centers

is about 0.6 mm wide. The X-axis view shows and clear cylindrical striae. Note the

the same clear band and color-center regions. correspondence of holes in (A) with

Note that the striated color-center region on clear areas in (B). (C) The same view

the left (under the anode) is separated from as in (A) and (B), using intense side

the uniformly colored region on the right by illumination to reveal light-scattering

a clear band and that the uniform color-center haze. Note, that two of the clear

front displays a pronounced curvature, cylindrical regions continue through
haze above the color centers.
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regions of the quartz bar, when thick
Air-Swept Quartz Cr-metallizations are used, indicates that

hydrogen is being introduced at areas of the
electrode which are open to the atmosphere
(electrode porosity). The correspondence of
clear cylindrical regions with openings in the
metallization supports this view. If an
infrared probe beam, much larger than one of
these clear cylinders is used for spectral
analysis, the region analyzed will include
both electron-hole and H types of Al-compen-

(B)- ~sation. To show that hydrogen is being in-
troduced at the position of the clear
cylinder, the IR beam was apertured down to
approximately the size of the largest clear
cylinder we could find (0.6 mm). Fortunately,
FTIRs have circular cross-sectional beams,
high optical throughput, and low beam
divergence, permitting reduced aperture
analysis.

The required aperturing was accomplished
with some tradeoff in the signal-to-noise of

C-Axis View the IR spectrum. We were able to compare the
IR spectrum of one of these clear cylinders to
an adjacent mixed (colored and clear) region.
The spectra are shown in Fig 4. In the clear
reqa.on, sweeping occurred without much
de,'etion of as-grown OH at 3585 cm

" . In the
mixed region, depletion of the 3585 cm' band
is evident. Electrolytic formation of color
centers implies that an external source of
hydrogen was not available. Under this
condition, the crystal will use as-grown OH to
compensate Al centers. An infrared spectrum
of electrolytically colored quartz will show
an increase in the Al-OH band at 3378 cm",
but will also show depletion of the as-grown
OH band at 3585 cm, (1,16). When an external
source of hydrogen is available, depletion of
the as-grown band ceases and the Al-OH band

N, :continues to increase (1,16]. Also, we have
found that sweeping in air at 3000C, depletes
as-grown OH, with a very slight increase inX-Axs View Al-OH. However, sweeping at 4000C results in
a similar decrease in as-grown OH and a

Fig, 3 Photomicrograph of a Au/Cr anode noticeable increase in Al-OH. (See Fig. 5.)

boundary on a quartz Z-surface. The It seems that the introduction of hydrogen,

c-axis view shows a clear band (border) probably beginning at 400
0C, arrests the deple-

adjacent to the metal boundary. (A) is tion of as-grown OH. Thus, we conclude that

the electrode boundary, (B) is the hydrogen has entered the quartz only in the

clear band, and (C) marks the start of clear (cylindrical) regions.

the uniformly colored region. The
X-axis view shows the uniformly colored
region (small dark irea on the right). Interfacial Diffusion of Hydrocen Species
This rpm;-n has a curved front and is
separated trom the striated region on The clear-striae cylinders are much larger
the left by a clear band. in diameter than the openings in the metal-

lization. (See Fig. 2(A) and (B).) This
indicates that some hydrogen species is
diffusing interfacially to enlarge the

Discussion of the Observations hydrogen-introduction area. The hydrogen
species could be molecular H20, H2, or, even,
OH and H. Exclusive three phase introduction

Hydrogen Introduction would be too constricting, since iL is essen-
tially one-dimensional, that is, the electrode,
quartz, and gas phase meet along a linear

The suggested mechanism for the introduction region. Two-phase introduction, through
of hydrogen during air-sweeping involves the interfacial diffusion in all directions of the
electrolysis of water. The overall anodic electroded quartz Z-surface, enlarges the
reaction: (two-dimensional) area over which hydrogen can

enter the quartz. Apparently, this mode of
H20 (g) ----- > 2 H+ + 1/2 02 (g) + 2 e- , hydrogen introduction is noticeable only when

strongly adherent electrode films are employed
requires a 3-phase boundary (1). The ap- and color centers develop. Weakly adherent
pearance of clear striae in otherwise colored films would be expected to favor interfacial
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diffusion of hydrogen species and suppress the
formation of color centers. However, these
films will suffer metal recession at high Infrared Absorption Spectra
sweeping temperatures (7]. AX1.88" A (Ar Swtpt Ovartz- AijCr Eltdrodts)

Clear-striae cylinders form inside the 354
quartz because of the highly directional
nature of the interstitial electrodiffusion of A:$S£PTAT488C
H and alkali-metal ions. Thus, the
cylindrical bleaching of color centers in the 8:SUEPI T306 3378 /

quartz bulk suggests that the principal C -USPI
hydrogen-introduction mechanism is through
interfacial diffusion of hydrogen species. 950

Infrared Absorption Spectra _ _ _ __,_ _ _ _

e (reduced aperture) 46 388 340 34e 320 88 28k C 268

CCCL-CETER M6ICH
Fig. 5 Room temperature infrared absorption

EP : ULE R RN spectra of: C) unswept quartz and

U - MOTsimilar samples swept in air using
Au/Cr electrodes, B) at a maximum
temperature of 3000C, and A) at a
maximum temperature 1of 4000C. The
Al-OH band at 3378 cm"  is increased and.: the as-grown OH band at 3585 cm"1 is not
changed by sweeping at 4000C. The
spectra were taken in the X-direction.

18:8,88 '8 A This probably occurs after many pores are

4888 38od 3688 3488 3288 3888 2888 CM-1 2688 created by metal recession, exposing the
quartz to the ambient gas.

(A) Studies of the oxidation behavior of
chromium between 3000 and 6000C, revealed a
transition at 4000C. At the transition, chrome
oxide nodules and ridges develop to relieve
stress, providing a high density of mass
transport paths [17]. This oxidation transi-
tion could be related to the onset of metal
recession and the noticeable increase in
hydrogen introduction at 4000C, cited above.

It is possible to estimate the interfacial
diffusion coefficient from the mean free path
of adsorbed species (clear-cylinder radius)
from x E (Dt) 1 . The largest clear cylinder
we found had a radius of 0.03 cm, and the
sweeping time logged (over 400 0C) was 36 hours.
The a)3arent diffusivity is approximately 7 X
10 9 cn /s. We use the term apparent, because
the real diffusivity must be greater, whereas
the diffusivity we observe is retarded by the
draining of the interfacial diffusant [18]
into the bulk for volume diffusion (sweeping).

(B)
Color-Center Introduction

Fig. 4 A) Infrared absorption spectra (dis-
placed for clarity) of a clear cylind- The observations suggest that, in
rical region and an adjacent, mixed air-sweeping, even at temperatures below the
clear and colored region compared to a - B transition, color centers form because
unswept. Room temperature spectra were the diffusion of hydrogen epecies is
taken along the c-axis using a 0.6 mm suppressed along the electrode-quartz
diameter circular aperture. B) Photo- interface.
micrograph of the clear cylindrical
region (CR) and the adjacent clear and R. Pretorius, et. al., [19] have found that
colored region (CC) analyzed. when metals react strongly with Si02 , silicides

as well as oxides are formed. The silicides
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form on the SiO 2 substrate and oxides form on oxide/quartz interface) as a result of the
the metal surface. The suppression of the transition of electrons from the [AlO41" to the
diffusion of H-species probably results from anode, with the formation of electron-holes
the reaction of metals such as Cr, A, and V [A10 4/h]

0 (smoky color centers) in the quartz.
with the SiO 2 surface. The formation of
compounds (in the Au/Cr case) such as Cr3Si,
Cr 5Si 3  (19], and, possibly, Cr203 act as Strongly Adherent Au/Cr Film
diffusion barriers. (afersweeping)

High Cr content Au/Cr films have been shown 10'
to produce amorphous Cr 203 under strong -- o
annealing and oxidizing conditions. The green
reflectance color of the films after annealing C 10s Si
is determined by the oxidation state of the i 1 Cr
chrome rather than the gold (20]. We have5 0
observed that when Au/Cr films are annealed : Cr
during the sweeping process, Cr migrates to 10'
the surface and into the interface and Si
migrates out of the quartz and into the Z S1
interface. The arount of hydrogen in the 01
interface seems to be related to the amount of
Si in the interface. Thus, silicide formation 9keVCs+ b- Au C Quartz
relates to the suppression of interfacial
diffusion of H-species to entry points in the 102
quartz surface. (See Figs. 6-9.) We have Z
found that the green reflecting areas adhere
strongly, are more resistant to metal

r- 101 General Arearecession, and contain chrome oxides and
silicides (compare Figs. 8 and 9). The
strongly adherent interface-silicides are
expected to inhibit the surface diffusion of 10.
hydrogen species with the likely result that 0 200 400 600 800 1000 1200

sweeping would proceed by introduction of
hydrogen predominantly at or near three-phase SPUTTER TIME (sec)
points. Presumably, gas-phase polarization
builds as a result of the nonporosity and
reduced interfacial diffusion. To reduce the Fig. 7 SIMS of a Cr-quartz interface after
polarization, current then forms over the much sweeping. Note the high yields of Cr,
larger two-phase region (metal-silicide + 0, and Si in the interface.

Au/Cr Film (before sweeping) Weakly Adherent Au/Cr Film
(after sweeping)

11FrDL O.k4 Mkroeaysk Costa

:i 9 +A Crv Quar 10'

--- *[A E S Au Cr iQuartzI01

Cr 1' Cr1

0'

10 10)

10General Area

ETOL.DDICEMICROANALYSISCFNTER C 10'
0 25 50 75

SPUTTER TIME, (sec) 1o0 0 1000 2000

Fig. 6 SIMS of a Cr-quartz interface before SPUTTER TIME (sec)
sweeping. Note the low yield of Si, 0,
and Cr in the interface region. The H Fig. 8 SIMS of a weakly adherent Au/Cr film
profile indicates that H-species are after sweeping. Note the low yield of
present at the interface. The vertical Si and the low yield of H in the
line locates the Cr-quartz interface, interface. The electrode area profiled
A randomly selected (general) area was was located above a clear area of the
profiled. underlying quartz.
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Strongly Adherent Au/Cr Film Infrared Absorption Spectra
(after sweeping) (reduced aperture)

P0at Htlght
MXAI,u98 A 0.1723 A- micet to ano li b ry

.1364 B: Unilor rtgio
101 1 25 C: Unsept

0 Sample 1917 iZ A
S1 ir 3585 CA -I 3378 -1

0 0 -0 ,188/le88,

S10'.

Si
'I 10' "

Z Cr
CrC

Color-Center Area 4998 N 3688 3498 3298 34 28W CH-1 264

___ _Fig. 10 Room temperature infrared absorption
100 .spectra (displaced for clarity) of: A)

0 200 400 600 800 1000 1200 the clear region adjacent to the anode
boundary, B) uniform color-center

SPUTTER TIME (sec) region, and C) unswept. A 0.6 mm
circular aperture was used to analyzeFig. 9 SIMS of a strongly adherent Au/Cr film along the c-axis direction. The peak

after sweeping. Note the high yield of
heights above background are indicatedSi and the high yield of H in thefo ea h s ct u at 3 8 cm

interface. The electrode area profiled for each spectrum at 3585 cm".
was located above a color-center area the high-temperature pnase of the sweeping
of the underlying quartz. process. These formations act to reduce

interfacial diffusion of H-species and promote
color-center formation. We have found that

The color-center front probably advances color centers form when strongly adherent
through the exchange of electrons and holes films 0 C-, V, and Al are used. We expect
among the nonbonding 2p orbitals of oxygen color-centers to form with other strongly
atoms (21]. One would not expect this adherent metal films, such as, Hf, Zr, Ti, and
advancement to be as highly directional, as Nb. Color centers have not been observed when
the electro-dif fusion of H+ and alkali-metal weakly adherent films of either Au, Pt, or Ni
ions. That is, the diffusional component of were used. We would expect similar results if
the electron flux may influence the color-- other weakly adherent films, such as, Cu, Mn,
center advance more than the electron migra- Fe, or Co, were used. Weakly adherent films
tion in the electric field. The curvature of are subject to recession during the high-tem-
the uniform color-center front and the perature phase of the sweeping process. In
complete absence of any striations in the some cases, the entire metal electrode was
uniform region also attest to an isotropic lost because of extensive metal recession.
type of advancing color-center front. Thus,
at any anode-open quartz boundary the For hydrogen introduction during sweeping,
color-center front could advance laterally as we recommend the use of thin (50-100 A)
well as from anode to cathode. If the lateral strongly adherent base films on polished
advance includes any open-quartz surface area, Z-surfaces in order to maintain electrode
that area could become conducting and active porosity and physical and electrical contact
for the introduction of hydrogen directly from with the quartz. Sweeping at lower tempera-
the gas phase into the quartz. The sharp tures (400 - 4500C) will reduce oxide and
boundary that develops between the clear silicide formations which suppress interfacial
region and the uniformly colored region may diffusion of H-species.
be another indication of the highly
directional bleaching of color centers by the Thick, strongly adherent base films should
electro-diffusion of H. The sharp drop in result in reduced porosity and reduced inter-
infrared absorption due to Al-OH at 3378 cm' facial diffusion of H-species leading to the
at the boundary, supports this view. (See Fig. formation of hole-compensated Al color centers
10.) during air-sweeping at higher temperatures

(500-5500C).
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ABSTRACT Indeed Wooster et al. (6) have shown the possibility of detwinning
quartz crystals by applying proper stresses (a torque at high

Defects of quartz are very important both for application temperature seemed to be the most effective). From a process in
considerations and fundamental aspects. In applications, it has been phase one can expect new effects on defect accomodation and
recognized for a long time that the performance of piezoelectric diffusion due to higher temperature and to the more open structure.
devices are limited by impurities, while in the fundamental field Dodd et Fraser (7) found that narrow hydrogen lines of the IR
recent studies have shown that the incommensurate phase of quartz spectra are eliminated by heating at T > 1000°C and Krefft (8)
is very sensitive to the nature and concentration of impurities. Thus, demonstrated a strong hydrogen depletion and coloration in the
from both points of view it is important that the defects be anode side region of natural quartz electrolysed at 700'C. We
controlled. This can be achieved by sweeping of the impurities from present the results (sweeping currents, I.R. spectra, effects on the
electrolysis at high temperature, now an industrial process used to incommensurate phase) from our first electrolysis investigations in
improve the radiation hardness of quartz oscillators. It is usually theo(-phase at 5500 C and in the phase at 650'C with air and
performed for several days at 5000C far away from theo(-INC-8 vacuum atmosphere and we coitpare with a 5000C "classical
transition (573 0C) which could induce fracture. Due to thermal sweeping". The presence of electrical twinning was checked by
activation of the process, it would be interesting to operate at higher means of second harmonic generation of light (9).
temperature, either in theo~phase nearer to the transition temperature
or even in the P phase, if the problems related to the -Atransition EXPERIMENTAL
can be solved.
We present the results of our first investigaouri oi synthetic samples The samples were successively cut from a single cultured (grown
in the o phase at 550°C and in the ( phase at 650C with air and several years ago by SICN corporation) quartz bar of medium
vacuum atmosphere and Pt foil electrodes. The electrical current quality. The impurities content was determined by torch-plasma
variation was measured both during sweeping and final cooling, analysis:
giving activation energies in thec( and(3 phase.
The samples were characterized by I.R. measurements at 77K : a Al Li Na K Ca Fe
complete disparition of the OH lines was observed after vacuum 1,5 0 2,7 1,6 1,9 0,4 ppm
sweeping in therX phase (550°C - 3500 V/cm) or in the 0 phase
(650C - 1500 V/cm). Considerable modification of the
birefringence variations within the incommensurate phase was Typical dimensions were - (1//X) x 2 (1/ Y) x (1//Z) cm 3 for all the
found. samples (pure Z-seed removed) except for the air swept sample at
The samples which are heated in the t3 phase become twinned. 650 which was - I cm(//Y). The pressure of Pt electrodes foils on
However we checked that a torque can detwin the major part of a AT sample Z faces was about 1.8 N/cm 2 (in an air experiment it was
cut twinned sample. checked that multiplying by 10 the pressure has negligible effect on

the intensity of the sweeping current). Electrolysis in air was carried
INTRODUCTION out in an open furnace while the vacuum electrolysis was performed

The study of the influence of quartz defects is very important in a vacuum furnace operating at 10-6 mm Hg. Electrical field was
both for application considerations and fundamental aspects. It is increased slowly, once the sweeping temperature was reached, to
well known (1) that the performance of piezeoelectric devices, limit the current to about 10 mA/cmT(except for 6500 in air) across
particularly resonators, are limited by impurities. The major the sample. A Lambda 9 Perkin Elmer spectrometer was used to
impurities present in synthetic quartz are alkali ions (M+) associated obtain I.R. transmission spectra with non polarized light.
to aluminium (Al-M+ center) which exists as a substitution for Birefringence variations in the incommensurate phase were
silicon and hydrogen related as grown OH defects. It is also known continuously recorded by means of the de Senarmont method.
(2) that thoX-3 transition temperature (- 5730C) of quartz is sensitive
to impurities.'In fact this transition is ano(.incommensurate-(3 phases RESULTS
transition. The incommensurate (INC) phase (3) is an intermediate - Vacuum sweeping
phase which exists on a small temperature interval (- 1.4K) Z faces were finely grounded
between the o( (low temperature) and the A (high temperature) Fig. 1 shows the sweeping currents in a phase (500'C) - (a) and
phases. Very recently (4) a correlation was established between the in b phase (650 0C) (b). At 5000C the current is reduced - 100 after
OH content and the properties of the INC phase. Varying the 18 days of sweeping. Both currents reach not steady state value.
impurities concentration is therefore interesting in order to study the Fig. 2a shows the as grown spectrum which displays the sl, s2, s3,
INC-phase and vice versa. This can be obtained from electrolysis s4 peaks of the OH bonds (10). The absorption coefficient at 3500
(sweeping) which is now a commercial process used to dissociate cm-1 is
and eliminate impurities by means of their displacements under an q3500 = 0.06cm-1.
applied electric field (1000 to 2500 V/cm along the Z direction). Fig. 2b shows the result of a "classical" 5000 C - 1500 V/cm
Sweeping in an ambiant air atmosphere replaces the alkali ion by an cWeeping for 18 days : Sl, s2, s3, s4 decreases while e2(At-OH)
hydrogen to form Al-OH (el - e2 peaks in I.R. spectra) white appears (10) which demonstrates the effectiveness of the sweeping
sweeping in a vacuum atmosphere forms Al-hole center (5). This is process.
explained by the depletion of as grown OH- which is not Fig. 2d shows the spectrum from the second sample swept in the b
compensated by the introduction of external hydrogen (from phase at 650°C : all the s peaks and e peaks disappear, furthermore a
atmospheric water). Although both prjcesses improve radiation strong reduction of the broad OH absorption occurs q3500 = 0.024
hardness, the best is not yet known. Usually sweeping is performed cm-I). This process appears to be stable because no change of this
for several days in a phase at 5000C away from the transition at spectrum was observed after the sample was reheated for two weeks
573C which could induce Dauphind twinning or fracture. Due to the in the incommensurate phase. Unfortunatly, after cooling the sample
diermal activation of the process, it would be interesting to operate is twinned. We also looked for a better sweeping in theo(phase by a
at higher temperature, either in the o(phase nearer to the transition subsequent electrolysis of the first sample : after the Z faces were
temperature or even in the 3 phase, if the problem of electrical optically polished it took about 2 days to reobtain the final current of
twinning induced in cooling during the transition can be solved, fig. Ia, then the temperature was increased to 5500C (1500 V/cm).
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After 8 days the spetrum was identical to the former one (fig. 2b)
but the activation energy rose (2.0 eV instead of 1.46 eV). The
electrolysis was then extended for 6 days at 5500C with stronger
electric field of 3500 V/cm. The result is the spectrum of fig. 2c a
which is practically identical to the spectrum obtained in? phase.
Furthermore, no twinning appears as the temperature transition was
not reached. Both processes seem to induce microfissure (1.5/cm 3 .,
area 1 mm2 ), no visual coloration appears.

- Air sweeping
The two samples were optically polished.
Fig. 3 shows the sweeping currents in o< (5000C) andp (650-C)
phases. Both reach a nearly steady state value which is about 1/9 of ,J-.[..
their initial value. But the steady state is obtained in - 2 days at
6500C instead of 10 days at 5001C.
Fig. 4 shows the different spectra obtained with similar conditions
to those used in vacuum sweeping. The "classical" process at 500°C If-
- 2000 V./cm gives (fig. 4b) the eI -e2 (Al - OH) peaks and a slight
increase of the broad OH spectrum. Subsequent sweeping on the 571 572 573 S7,
same sample at 5500C - 3500 V/cm reduces all the sharp peaks and 5 2 TEMPERATURE
the broad band which becomes weaker than the as grown spectrum. Fig. 5We found about twice more and larger microfissures than in Birefringence variations ig a
vacuum. Ino(phase (650 0C - 1270 V/cm) s2, s3, nearly vanish, Sl, phase before a) and after b) vacuum sweeping in i tphase.
s4 are completely eliminated while el, e2, decrease. The sample also "nsert the wholeo(-JNC73 transition of qudrtz as seen from
becomes twinned with about the same quantity of microfissure as in birefringence or dilatation measurements. The dashed rectangle
vacuum. No coloration appears. shows the region observed here.

DISCUSSION
-Activation energies
The table lists the activation energies E (according to the law6T7= A There is a noticeable difference between the curves (fig. 1 and 3)
exp(-E/kT) measured during the cooling at the end of the different of swept current as a function of time : the final currents are about
sweepings and the4(3500 coefficient of absorption. 0(= d- 1 logl T ten times higher in air than in vacuum. (Fig. 1) This fact supports
3800/1T 3500),measured along the Y direction, thickness d, at room recent evidence (13, 14) on the role of hydrogen (profusely suppliedtemperature). by atmospheric water) in the electrical conduction of quartz. At5000T the initial currents are practically identical in vacuum and in

Table: Activation energies and absorption coefficients after air sweeping as expected for an alkali bulk conduction . At 6500C
sweeping we do not get in vacuum the initial current in this experiment but in asecond experiment (with electrode contact condition closer than that

used in air vacuum we also found an initial current close to the air
VACUUM SWEEPING AIR SWEEPING conditions.. In air the two curves at 500 and 650 0C are roughly

Process E ay(3500) Precess E oty( 3500) identical after adequate scaling : the 650°C curve is obtained from the
T'C.V/cm (c') (cm- 1) T*C-V/cm (e,) (cm-1) 5000 curve with a reduction of - 5 on the time scale and a
as grown 0.06 as grown 0.06 multiplication of - 15 of the currents. Taking into account the

.1S 1.45 0.060 50-00 1.7different electric fields used the electrolysis process is accelerated as
500-10 145 0.060 500-2000 1.87 0.064 expected. The ratio of the initial current gives an activation energy of
+ 550- 1500 2.00 0.060 +550-3500 1.95 0.026 1.1 eV typical of alkali conduction (15). However the final ratio 1.4

eV should be greater to be consistent with an activation energy of -
+ 550.3500 1.70 0.020 1.8 eV (typical of conduction by proton H+ (16) which have been

measured directly on the sample after sweeping. In vacuum the
-".77w) curves are much more difficult to interpret. No steady state current

2.24(p) 1.was reached . Maybe the lack of hydrogen slows diown the process
650-1500 -1.90(a) 0.024 650-1270 -- '_1.97(a) 0.030 which becomes more dependent on the nature ot ,iectrode contact

and on the existence of space charge. This spL. charge can vary
considerably with temperature and electric field (1,. iwever at the
end of these different sweepings, the activation energy is also typical
of hydrogen conduction except in the 5000C - 1500 V/cm process
where the smaller value is perhaps due to a part of conduction by
remaining alkali ions.

The evolution of infrared spectra may also qualitatively be
- Effect on the incommensurate phase explained (5) by the role of hydrogen.

i) under vacuum there is mainly the as grown H and "classical

We show on the insert of fig. 5 the abrupt, 1st order PC-? transition electrolysis" is not sufficient (fig. 2b) to dissociate and displace all
as it appears from birefringence or dilatation (11) measurements the M+ and optically active OH. This can be obtained either with the
with the INC phase region indicated by a dashed rectangle. By help of high electric field near the transition temperature inaphase
cooling from the 13 phase we obtain in the INC phase the (fig. 2c) or in the @ phase at middle field by means of thermal
birefringence staircase variation (12) showed in fig. 5a for the as activation (fig. 2d). The complete disparition of the s and e peaks is
grown sample. The cooling is stopped before the transition to theoU thus observed. This fact has not been already mentioned as far as we
phase. The sample is then reheated and a thermal hysteresis of about know for samples with a strong initial OH content. We find on the
0.15 C is whole sample a result found on the anode side by Krefft (8) in 3
observed . Fig. 5b shows the same cycle of temperature variation phase..
for the sample after vacuum sweeping in j3 phase (fig. 2d) The air ii) In air with the conditions (5000C - low field) of fig. 4b there is
swept sample of fig. 4d exhibits roughly, the same behavior : a enough H available to compensate the loss of alkali ion giving
spectacular effect of the sweeping is observed with an hysteresis strong el-e2 lines due to Al-OH. When the temperature and the
which becomes 0.5°C and the steps width which increases from field are increased, the rate of supply of hydrogen from the anode is
0.02 to 0.10C. not sufficient and there is a depletion of H in the sample (fig. 4c).
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This phenomenon is more marked in P phase (fig. 4d) with low obtain I.R. spectra. B. VIARD (Besangon) for impurities
field. Maybe a still more intense field idi air might allow us to reach determination, X. BUISSON (SICN) and J.P. AUBRY (CEPE) for
the results obtained in a phase in vacuum. Thus with respect to the providing samples and R. BOURQUIN (Besanqon) for
infrared spectra we found sweeping conditions under vacuum which communication of his unpublished results.
allow similar results ino(and(3 phases to be obtained.

As@ swept samples are twinned we have looked for detwinning This work is supported by a DRET contract. 87-126
processes. The study of twinning and detwinning was the object of REFERENCES
much work some decades ago (6, 18). Frondel (18) found that thin
sample can pass through the transition without twinning. Up to now [1) J. C. BRICE, "Crystals for quartz resonators"
we were not successful in obtaining a ? phase swept thin sample Rev. of Modem Physics, 51, 105-146 (1985)
(AT cut 1 mm thick) free of twins. Perhaps because sweeping can
introduce strains as recently evidenced (19) or because of initial 12] M.L. KEITH and O.F. TUTLE, "Significance of variations in the high-
stresses at the periphery of the sample as evidenced by X-ray low inversion of quartz"
topography (20) Am. J. of Science, 203-253, (1952)

Wooster et al (6) discovered that the application of adequate
stresses can eliminate electrical twins (based on the fact that twins [3] G. DOLINO, "The incommensurate phase of quartz" in Incommosurple
have different elastic modulus due to the s14 elastic coefficient phainklec~ics
which changes of sign). Among the various possibilities they R. BLINC and A.P. LEVANYUK, eds., Elsevier (1986)
investigated, a torque applied at high temperature was the most
powerful. Fig. 6 shows the effect of such a treatment on an AT cut [4] F. MOGEON, . DOLINO, "Birefringence study of the i rreversible behavior
quartz which was twinned after heating in the a phase : In second To be published
harmonic generation of laser light (SHG) twins give strong
variations of the recorded light intensity (fig. 6b). After a torque [5] H. G. LIPSON and A. KAHAN, "Effect of vacuum sweeping and radiation
applied at 5501C (- 5N.cm) around the X axis we observe (fig. 6c) on defect distribution in quartz", IEEE Trans. Nucl. Sci. NS 31, 1223-1229
that the twins are eliminated in the major part of the crystal except at (1984)the boiders probably due to an edge effect. [6] W.A. WOOSTER, N. WOOSTER, J. L. RYCROFT and L.A. THOMAS

"The control and elimination of Electric (Dauphind) twinning in quartz",
Proc. Inst. Elect. Eng, 24, 927-937 (1945)

[7] D.M. DODD, D.B. FRASER "The 3000-3900 cm-1 absorption bands and
anclasticity in crystalline a-quartz" J. Phys. Chem. Solids, 26, 673-686,

[8] G.B. KREFFT "Effects of high temperature electrolysis on the coloration
characteristics and OH-absorpuon bands in alpha-quartz". Radiation Effects,
26, 249-259 (1975).

[91 G. DOLINO, J. P. BACHHEIMER, M. VALLADE "Direct observation of
Dauphind twins in quartz with Second harmonic light", Apl. Phys. Let,

MC 2L623-625 (1973)

n [10] H. G. LIPSON, F. EULER and A. A. ARMINGTON "Low temperatureinfrared absorption of impurities in high grade quartz", Prec. 32nd Ann. F rcq.
Control S .Tp. EIA, 11-23, (1978).

Fig. 6 [l1] J. P. BACHHEIMER "An anomaly in the 0 phase near the ct-P transition

Detwinning effect of a torque applied around the X-axis of an AT of quartz"

cut twinned sample (15 x 15 x I mm3) J. Phs. Let. 4.1. L 55S-561, (1980)

The scans give variations of the intensity of S.H.G. from a 1.06m [12] F. MOGEON, G. DOLINO and M. VALLADE "Kinetic crossover from
laser, continuous to discontinuous behavior in the inc. phase of quartz". Phys.
a) initial b) after heating in( phase c) after torque application. Rev. Lett, 2. 179-182 (1989)

The incommensurate phase of quartz appears on a microscopic 1131 J. G. GUALTIERI "Possible mechanism for the introduction of hydrogen
scale as a slight modulation of the periodicity of the atomic into alpha-quartz dunng sweeping" Proc. 42nd. Ann. F oq..Centro!l
positions, with a wavelength which varies (150 to 250 A) with the Sypsium IEEE, 155-161, (1981)
temperature. Impurities act as a friction force (12) which pins the
displacement of the modulatio,. It is thus possible to explain the [141 A. K. KRONENBERG, S. H. KIRBY "Ionic conductivity of quartz. DC
stair case behavior of the bir, fringence and the increase of the time dependence and transition in charge carriers" Am. Mineralogist, 72. 739-
hysteresis. Both vary with impurities concentrations displaying the 747. (1987)
sweeping effect in a manner which has still to be elucidated. [15] J. VERHOOGEN "Ionic diffusion and electrical conductivity in quartz",

CONCLUSION Am. Mineralogist, n637-655, (1952).

[161 JJ. MARTIN "Electrodiffusion (sweeping) of ions in quartz- a review"
We have shown that it is possible to obtain samples totally free of IEEE

as grown OH. This can be obtained either in (' phase (due to high Trans on ultrasonics Ferroelectrics and Frequency Control, 5, 288-296,
temperature) or in o(phase (due to the h.gh electric field) with (1988)
vacuum-sweeping while in air-sweeping such an effect will be more
difficult. In order to compare the efficiency of o( and 0 phase [17] J. FELSCHE unt J. LIETZ "Storstellenunter Suchengen am quartz I
electrolysis, other measurements (dielectric absorption, E.P.R., Feldverteilung beider elektrolyuschen Rauch quartz verfarbung", N. Jb.
radiation hardness) are necessary.. Sweeping appears to have Miner. Abb. 109, 250-258 (1968)
considerable effects on the properties of the incommensurate phase
of quartz. These effects can be useful for appreciating the sweeping [18] C. FRONDEL "SeconKay Dauphind twinning in quartz", Am.

effectiveness. Mineralogist, a 447-460, (1945)

[191 M.T. SEBASTIAN, A. ZARKA, B. CAPELLE "A new X-ray topographic
ACKNOWLEDGEMENTS defect contrast on swept quartz crystals" J Aff. Cgyst., 21, 326-329, (1988)
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Hideo Ohba

National Space Development Agency Of Japan

Summary Cosmic rays which can be mentioned are

captured cosmic rays, solar flare protons and

In recent years the effect of radiation on galactic coamic rays. Of these the first and

components carried by artificial satellites has second are the cosmic rays that effect artificial

come into question. Ihis is why we heve conducted satellite equipment. Captured cosmic rays

an investigation and research into the radiation consist of highenergy electrons and protons

environment of a geostationary satellite the captured by the geomagnetic fild. Solar flare

radiation resistance of quartz resonatore to be protons are high-energy protons emitted by solar

installed in artificial satellites, flares, i.e., local eruptions of the sun.

The total absorbed dose of a synchronous The total absorbed dose of satellite-borne

satellite in a geostationery orbit reaches about equipment is estimated to reach about Ix10 4 GY in

1x10
4 GyM'}  in ten years. For exaMple, the rote ten years, according to the NASA's radiation

of change of the frequencyof a quartz resonator environment model.

manufactured from a unswept cryatal with an

O-value of about 2.8 million was about 0.2x 10-6 1. Radiation Source and Measurement Samples

at a total absorbed dose of 1x105

In radiation tests of quartz resonators,

Introduction gamma-rays (60co:about 1.25 HeV), electron beams

(l0MeV pulse) or x-rays(10 HeV) are mainly used

The space-use quartz resonator is used as the as the radiation source. An electron beam is a

heart of artificial satellites, rocket inertial mass of charged particles and attenuates so

guidance systems,etc. When used in an artificial rapidly through interaction with matter that its

satellite, it is always kept in outer space and premeability is limited.

therefore operate under conditions of exposure to In contrast, gamma-rays and X-rays are

radiation (cosmic rays). For instance, a electromagnetic radiation and have a great

communication satellite, which is launched into permeability. Therefore, hot an electron beam

a geostetionary orbit at an altitude of 36,000 ki, with its limited permeability but gamma-rays were

is directly subjected to the effects of the solar used as the radiation source.

flare proton and the high-energy electrons The sample used in the test was not a swept

captured by the geomagnetic field, quartz crystal (quartz rid of alkali ion in the

Therefore, it is important to determime the crystal in a high-temperature electric field) but

magnitude of the quartz resonator frequency change an unswept crystal made into an HC-36/V type

caused by radiation and clarify the mechanism of quartz resonator with a fundamental wave of two

that change. ( (2) megahertz. 13)

CH2690-6/89/0000-521 $1.00 C 1989 IEEE 521



2. Measuring Conditions

As shown in Table 1, we used five quartz

crystal different in 0 value to producs as many Table 1 0 Values of Classification in Terms

quartz resonators, which were placed in a (Normal-temperature infrared abso'ption method)

constant-temperature oven of 80 °C±0.01*C(Fig. la)

while oscillation circuits were separately kept

in a constant-temperature oven of 60°C±0.5 °C

(Fig. lb) Sample Q value

The oscillation circuits were prevented from group (mill ion)

direct exposure to gamma-rays by shielding them Group A 2. 8 to 3. 0

with a 200x100x0mm lead block G B 2. 2

furthermore, as heat generation at the time of

exposure to radiation had been expected, we Group C 1. 3 to 1. 8

produced two Y-cut 10-megahertz quartz resonators Group D 0.,6 to 1. 0
as temperature change monitors and put each of

them in the 80*C constant-temperature oven shown

in Fig 1 However, one of the baths was left

without heater power supply so as to see how much

temperature rise results directly from exposure OSC Circuit
to radiation The other constant-temperature oven Resonater (60r Constant

supplied with heater power was used to see how (80 Constant Temp Oven) Temp Oven)

much the temperature in the oven changes.

Used as the radiation source was the 
60C0 Lead Blcek

gamma-rays of Irradiation Room No.6 of 60C0

Gamma-ray Irradiation Bldg. No.2 in the Takasaki

Laboratory of the Japan Atomic Energy Research

Institute. Gamma-ray irradiation was adjusted to -

give a total absorbed dose of lx10 4 Gy/H and

continued for ten hours so as to obtain an Radiation

iitegrated total absorbed dose of 1x101 Gy.

In the measuring system used a 10-megahertz

highstability crystal oscillator is connected with --

a frequency counter as shown in Fig 2 so that the

frequency could be measured with an accuracy of

about lxlO 6 This is because the rate of

frequency change caused by exposure to gamma-rays

to the quartz resonators manufactured from quartz Fig 1 Measuring System In the Irradiation Room

crystal different in 0 value had been expected to

be lx 10-6 to lx10 -7
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START8 82
1igh-stabil6ty OVEN TEMP 1801crystal D •. . .8

oscillator 6 D 80
INSIDE TEMP

personal High-frequency Frequency 4 , S

A AA CAAL A

Fig.3 frequency Change Two Hours After the
Start of Irradiatio

6 0Co Gamma ray sourc e

Fig.4 shows JX10 4 ,i'e., the crystal oscillator
Fig 2 Block Diagram of Gamma-ray Irradiation frequency chage due to exposure to gaa-rays near

the end of continuous 10 -hour irradiation
Test samples A to D show no frequency change.

remaining constant in a saturated, state at xl04
Gy. I

3 . Results and a Review of the Results Both the temperature within the constant-
temperature oven and room temperature are

The rate of crystal oscillator frequency constant.

change due to exposure to gamma-rays is shown in
Figs. 3. 4. 5. 6 and 7.

Fig.3 shows an oscillator frequency change of STOP

2x10 4 Gy. i.e., the frequency change during the 8 O 82
first two hours in ten-hour irradiation. At the

absorbed dose of 1the rate of frequency 's . a o i80

change is beginning to be saturated I resuret a s

Room temperoture begins to rise as irradiation 4-

starts, rising by about 6 s a on the positive side
In spite of this, the temperature in the 80 oC Ws.nt-

constant-temperature oven doas not change, but t27

remains constant. It can be said from this that DOSE G y (X10 4)

the room temperature rise of about 6C results

from genuine heat generation due to exposure to

gamma-rays. Fig.4 Frequenci Change Two Hours Before the End

of Irradiation
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Fig.5 showe the crystal oscillator freqtency

change occurring after the oscillator is left to 7

stand for two hours following the completion of 6
irradiation. While room temperature drops rapidly

upon completion of irradiation, the constant- 5

temperature oven temparature remains constant.

The frequency changes of test samples A to 0

does not change but rewains constant after the 3

end of gamma-ray irradiation. No frequency return

is observable. 2 C
1A B

sroP A

8 82 0 2

___ _ OVFN "E P [100 200 300

6 --
80 Q VALUES (x 1 O 4 )-1

4 INSIDE TE1tP 35

: 131Fig 6 0 Values and the Rate of Frequency Change
2 _ 31 2 Due to Radiation

27
0 1 2
PASSAGE OF TIME (H)

Fig.5 Frequency Change After the End of

Irradiation D

6 0

Fig.6 shows the rate of frequency change for 5 DOSE=IXl0 4Gy

each 0-value in the case of lx10 4 Gy irradiation.

The lower the 0 value, the greater the rate of

frequency change. The frequecy change rate of a '3

0 value of 600,000 can be said to be extremely

large as compared with that of a 0 value of 2 C

1,300,000 or over. I I B
Fig 7 shows the rate of frequency change for A

etch-channel number at the time of 1X1O 4 Gy 0'

irradiation. The larear the number of 10 20 150

etch-channeles, the greater the rate of frequency ETCH-CHANNELS .

change. The D group shows an extremely great rate

of frequency change because the number of

etch-channels of the group is far larger than Fig.7 Etch-channels and the Rate of Frequency

those of groups A to C. Change Due to Radiation

The number of etch-channels shows a crystal

defect.
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Shown in Table 2 are the results of an

impurity analysis of these three groups: group D Table 3 Comparison of Test Results

with a particularly great frequency change rate,

group A with the lowest such rate and special

group S with a 0 value of 3 million or over. IMPURITIES (x|O-')

Group S was not subjected to the test. op Q VALUES lI ETCH- F/F( 0'1L I .1 
)  

CHANNELS (xiO
"
'
)

o80-300 0.04 0221 0.03 <0.03 2 0.21AX
The results revealed that group D, which had B 2--= o - - -- - 8 1.0oAx

a particularly great frequency change, contained C 1o,-18 -2 2.oMX
c e ol 0 < 0 09 0 04 (0.03 150 7.oAX

the least quantities of impurities such as Li and N"o8200 104 022 007 1.o3 1 -

Na centered around Al. For this reason, it is

inconceivable that the frequency should change

with impurities.

Table 2 Concentration of Impurities in Han-made References

Crystals

IMPURITIES (X10 -6  1. II.L.Olesen; "Radiation Effects on Electronic

Q VALUES Systems" PLENUH PRESS, 1966GRUP x1O 4) Li Al Na KGROUP X 10 4 ___Al NaK 2 E.G Stassinopoulos; "The Geostationary
A 280-300 0.04 0.22 0.03 <0.03

<0, - -Radiation Environment" J.SPACECRAFT, Vol 17,No.2
D 60-100 <0,01 0.09 0.04 <0.03
S 300-380 0.04 0.22 0.07 0.03 pp145152,1980

3. J.R.VIG; "Radiation Effects in Quartz

4. Conclusion Osillators" 6th Quartz Devices Conference and

A roundup of the test results is shown in Exhibition, pp49-83,1984

Table 3, which makes possible the following 4. T.J.Young,D.R.Koehler,R.A.Adams;, "Radiation

statement. Induced Frequency and Resistance Changes in

1) Frequency change due to radiation is Electrolyzed High Purity Quartz Resonators"

propertional to the number of etch-channels Proc. 32th Annual Frequency Control Symposium,

i,e., the number of cryatal defects. pp34-42.1978

2) Frequency change due to radiation is 5. P.Pellegrini,F.Euler,A.Kahan "Steady State and

propertional to the 0 value. Radiation Effects in Precision Quartz Ocillator"

3) Frequency change due to radiation is IEEE Trans.Nuclear Science,Vol NS-25.NO.6,pP1267

not propertional to the kind of quantity -1273,1978

of impurities. 6. J.J.Hartin,H.B.Hwang,H.Bahadur "Radiation

4) The Frequency change of a Quartz resonator Effects in The Acoustic loss Spectra of AT-Cut

using an unswept quartz crystal with a Q Quartz Crystals" Proc 39th Annual Frequency

value of 2.8 million is 0.2x 10-6 at a Control Symposium,1985

maximum at 1x10 1 Gy irradiation.

5) The space-use Quartz resonator using an

unswept Quartz crystal produced by us is

considered to stand use for at least ten

years.
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RADIATION INDCE FQ OFSES ACOUTI LM

IN AT-CUT QUARTZCRYSTALS

J. J. Martin

Department of Physics
Oklahoma State University,
Stillwater, OK 74078-0444

where n is the overtone, t is the thickness of the
Ionizing radiation modifies point defects already crystal, p is the density, and c' is the rotated

present in quartz. For example, the Al-Li center elastic modulus. The elastic modulus and the density

present in as-grown high quality cultured quartz is are the primary "materials" factors that determine the
converted into a mixture of Al-OH and Al-hole centers, crystal frequency. Other factors such as the
While neither the Al-Li nor the AI-OH center have piezoelectric coupling, resinator contour, and mounting
acoustic loss peaks, peaks at 23K, 100K and 135K are structure also play a role in the actual frequency of
associated with the presence of the Al-center. In the quartz device. The elastic modulus represents a
unswept quartz, the ratio of stable Al-hole centers to type of average of the interatomic force constants;
Al-OH centers is determined by the availability of thus, it should be sensitive to the substitution and/or
hydrogen trapped in the growth defect sites. Since modification of impurities and defects in the crystal
these peaks occur at temperatures below the temperature lattice. If a defect has two or more equivalent
of a crystal oscillator their production causes a orientations it has the possibility of thermally
negative frequency offset. The magnitude of the hopping between the two orientations [16]. When this
radiation-induced offset due to the production of the hopping comes into resonance with the operating mode of
Al-hole center should match the sum of the heights of crystal it gives ise to a shift in the elastic
these three loss peaks. We have measured the acoustic modulus, Ac, given by
loss and frequency versus temperature spectra a: a
function of radiation dose of a number of matcbhng Na- Ac' - -Dc /(l + W2o

2 ) (2)

swept, unswept, and H-swept AT-cut quartz crystals. As
expected, large positive frequency offsets dt both the where D is the strength of the interaction, cL is the

upper and lower turnovers were observed for the Na- eleastic modulus at absolute zero, w is the angular

swept crystals. However, the magnitude of the offset frequency of the mode, and r - roexp(E/kT). ro contains
was consistently much less than the change in height of the "jump-time" and an entropy term for the defect, and

the strong 53K (5MHz) Al-Na loss peak. This smaller E is the bartier height beLween the equivalent
offset was caused by a change in "apparent" angle of orientations. The resonance between the defect and the

the crystal that comes about when the Al-Na center is crystal vibration also removes energy from the
replaced the Al-OH or Al-hole center. King first noted vibration; this gives riae to an acoustic loss, A(Q

"
)

that AT-cut crystals with large AI-Na concentrations given by
behave as if they were cut at a smaller angle than

natural or swept crystals. Both the unswept crystals A(0
1
) - Dwr/(l + w2,2). (3)

and the H-swept crystals usually showed negative
frequency offsets at the turnover temperatures. The Suppose that the only temperature dependence of the
offsets of the swept crystals were usually smaller than elastic modulus, c', caused by the defect giving rise

those of the unswept samples. Only part of the to equations 2 and 3. Then as the temperatuje is
observed fractional frequency offset at the turnovers scanned from T - 0 K to T - c the less A(Q

"
') reaches a

could be explained by summing the heights of the loss maximum value of D/2 at T - Tm when wr - I and then
peak changes An additional radiation induced offset decreases to zero. At the same time, the elastic
was observed at temperatures below 15 K where the the modulus decreases by an amount Dc . By using equation

frequency versus temperature curves flatten out. This I we see that there is a corresponding fractional
offset does not appear to be related to any acoustic frequency shift af/f - O.5D. Ot course, the elastic
loss peaks; instead, it is caused by shifts in the modulus and, therefore, the frequency is not

elastic moduli that take place when a defect is independent of temperature and the shifts predicted by
modified. Once this low temperature offset is equation 4 should be sumperimposed upon upon the actual
subtracted from the offset measured at the turnover the f vs T curve of the crystal. As discussed below,

remaining frequency shift matches the value predicted several defects that have anelastic loss are often
by the changes in the acoustic loss peaks. observed in quartz and are either produced or destroyed

by ionizing radiation. Therefore, the radiation
induced frequency shift, Af/f, should be given by

INTRODUCTION Af/f - ('~i(4)

The effects of ionizing radiation on precision
quartz oscillators must be considered in a number of
aerospace applications. Both transient and steady- where 6(Q')mi is the radiation induced change in the

state frequency offsets and series resistance changes height of the i1b loss peak. For example, the Al-Na

of the crystal have been observed following the center has a strong loss peak at 53 K in 5 MHz
exposure to radiation [1-10]. King and Koehler [i] crystals; it is destroyed by irradiation so A(Q- )m is

have reviewed the radiation response of quartz with negative and a positive offset is observed.
respect to frequency control applications. Norton.
Cluejen, and Suter, Suter and Maurer; and Suter have Cultured quartz contains a number of interesting

recently reported low-dose frequency offset studies point defects. Fraser [16] has discussed the early

[11,12,13). Several mechanisms for low-dose effects work on defect-related acoustic loss. Weil [17,181 has
have been discussed by Flanagan, Leadon, and Shannon reviewed the paramagnetic defects which are observed

(14]. Palkuti and Truong [15] have described an after irradiation. Halliburton, Martin, and Koehler

automated radiation test facility. The frequency of [19] have also discussed the point defects present in
the thickness-shear mode used in rotated Y-plates and culutured quartz. Quartz has a number of defects which

similar crystals is given by can trap hydrogen. Often the hydrogen forms an OH
molecule by bonding to one of the intrinsic oxygen

f - (n/2t)(c'/p) I / 2  
(1) atoms forming an infrared active center. Kats (201

carried out a classic study covering tho OH-related
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defects in both cultured and natural quartz. Cultured For a number of years, the Oklahoma State group
quartz has a set of "grwoth-defects" which trap has been studying the "materials properties" of quartz
hydrogen and give rise o infrared bands at 3350, using a variety of spectroscopic techniques. Of these
3398,3437, and 3581 cm . The defects responsible for techniques, acoustic loss measurements provide the most
these bands have not been identified. Recently, direct connection to crystal oscillator performance.
Martin, ej tl [21] have reported that these defects can We report here a comparison between changes produced in
also trap alkalis. While the hydrogen trapped at these the acoustic loss spectra by irradiation or
"growth-defect" sites does not cause any anelastic electrodiffusion and the frequency at which the crystal
loss, lithium or sodium trapped at the site produces would normally be operated (upper-turnover). We find
loss peaks at 305 K cr 335 K respectively. These loss that while the relationship between the fractional-
peaks grow rapidly with irradiation and then in some frequency offset and change in the loss peaks given in
crystal go out completely at higher doses. The OH- Eq. 4 usually holds that both the magnitude and
related growth defects are the source of the hydrogen temperature dependence of the elastic modulus may also
that is transferred to the aluminum during the change with irradiation.
radiation process. The "growth-defects" also seem to
act as one of the traps for the alkalis that are
released from the aluminum. In semiconductor EXPERIMENTA PROCEDURE
terminology, aluminum substituting for silicon is an
acceptor. Quartz is grown in an alkali rich Cultured quartz from a number of different sources
environment and lithium or sodium are trapped was used for these experiments. With one exception,
intersititially next to the aluminum with the valence all of the crystals were taken from the Z-growth region
electron providing the compensation. The sodium sits of the stone. The exception was a R-growth stone, HA-
"off center" in the Z-axis channel; and the resulting A, which was the source of the high aluminum content
Al-Na center causes a strong acoustic loss pLak that is material. The aluminum content of the quartz used in
observed at 53 K in 5 MHz crystals. The Al-Na center the study ranged from less than 1 ppm up to the 60-70
also has a much weaker loss peak at 135 K. Lithium, ppm of HA-A. Samples designated M- -- , such as MHll-
however, sits "on center" when trapped intersitially by 19 were grown at Motorola. Martin, et al, [25]
the aluminum and, consequently, the Al-Li center shuws reported a number of evaluation tests on these samples.
neither acoustic [22] nor dielectric loss peaks [23]. Samples from our Sawyer Premium Q bar PQ-E and Toyo
Lopez. Hwang, and Martin [231 discussed the conversion Supreme Q bar SQ-B were also included in this study.
by irradiation of the Ai-Li (and Al Na) centers into a EPR measurements were used to determine the aluminum
mixture of Al-OH and Al-hole centers. The infrared concentration of all of our samples [26]. Low
active Al-OH center does not produce an acoustic loss temperature IR absorption scans were also made on all
peak. However, acoustic loss peaks at 23 K, 100 K, and samples. Samples from bars PQ-E, SQ-E, and MH11-19 all
135 K are associated with the presence of the Al-hole had about 10-12 ppm of aluminum. However, the IR scans
center [8,21]. showed that the growth-defect bands were much larger in

the MHII-19 samples than in either PQ-E or SQ-B. All
Other point defects are also present in cultured of the data reported here is for AT-cut crystals. Most

quartz. Germanium can substitute for silicon in the of the tesonator blanks were 5 MHz 51h overtone devices
quartz lattice and act as an electron trap. Weil [18] fabricated by Piezo Crystal. However, 10 MHz 3rd
has given a complete discussion of the paramagnetic overtone crystals were made from bar MH11-19 by Piezo.
centers associated with germanium in quartz. Euler Frequency Electronics prepared 5 MHz 3r0 overtone
and Kahan [24] have reported an anelastic loss peak at blanks from the Toyo SQ-B bar. K-W Mfg. fabricated
250 K (5 MHz) caused by the Ge-Li center in germanium the blanks from the Sawyer PQ-E bar. After
doped quartz Martin, et &J, [20] observed the same fabrication, the blanks were then sodium, lithium, or
loss peak in natural quartz; however, they were unable hydrogen swept using our standard process [27].
to find it in resonators taken from eight different Finished crystals were made "in-house." The blanks were
bars of conventionally grown cultured quartz. The Ge-Li electroded and mounted in HC-40 holders using a silver-
loss peak at 250 V grows quicly with irradiation and filled polyimide adhesive.
then decays at higher doses. Both oxygen and silicon
vacancies are present in cultured quartz. These Acoustic loss versus temperature measurements were
centers become paramagentic under irradiation and can made using an automated transmission method system
be observe by using epr techniques. However, no [28]. Most of the measurements were made on finished
anelastic loss peaks have been observed that can be crystals; however, a number of blanks mounted in a gap
attributed to these vacancy centers. Table I holder were also measured. The crystals or blanks were
summarizes the acoustic loss peaks normally observed in mounted on the cold-head of a closed-cycle helium
conventionally grown cultured quartz. refrigerator. After the samples were cooled to 8 K the

loss and frequency were recorded as system was warmed
Table I. Point defects and their acoustic loss peaks in to about 400 K. The heating rate was approximately 20

cultured quartz. K/hr.

Center Peak Comments and peak height per/ppm Room temperature irrgiations were performed using

a 18.8 kRad(Si) per hour Co gamma source. Successive
AI-Li NONE the dominant Al center in room temperature irradiations were usually carried out

as-grogn quartz. until the samples reached saturation. Low temperature
Al-Na 53 K 22xlO- /(ppm Al-Na) [25] IR absorption measurements of the Al-OH center

135 K much weaker than the 53 K peak production were made on matching samples that were
Al-OH NONE present after sweeping irradiated at the same time as the resonator crystals.

or irradiation. Similar visible-uv absorption measurements of the Al-
Al-hole 23 K may be stronger or weaker hole center production were also made on the high-

than thg 100 K peak. aluminum content sample. Low temperature irradiations
100 K l.7x10- /(ppm Al-hole) [26] were made "in-situ" with the refrigerator cold-head
135 K weaker than the 100 K. placed in-line with the 1.75 MeV electron beam from our

OH-GD+  NONE Van de Graaff accelerator. Sample heating was overcome
Li-GD 305 K weak, present in Li-doped by chopping the beam so as to hold the sample

as-grown quartz, temperature between 50 K and 90 K as indicated by the
Na-GD 335 K stronger than the Li version. resonant frequency of the crystal.
Ge-Li 250 K only in germanium doped.

+GD- growth-defect
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RESULTS AN DISCUSSION 0 -3

5odium Compensated Ajjin MH11-19

Since the effects of the Al-Na center are larger -AS-Na-SWEPT

than any other point defect we will first consider Na-
swept crystals. Figure 1 shows the acoustic loss --- 0.21 Mrad
versus temperature spectrum over the 9 to 400 K --. 9Ma
temperature range for a Na-swept 10 MHz 3rd overtone 0--4 --- 039 Wrad
AT-cut crystal takea from bar MHII-19. The height of 0.81 Mrad
the large low-temperature peak in the as-Na-swept curve U)0
is consistent with the 12 ppm aluminum concentration of ) I
this sample. Since this is a 10 MHz crystal the sodium Q)

neak occurs at a temperature slightly above the 53 K -J
iserved in 5 MHz samples. A Na-related growth-defect

loss peak at 350 K is present in the as-Na-swept curve.. L.Iil
Again. the higher frequency causes the peak to appear 10 -5
at a higher temperature than the 335 K observed for 5
MHz samples. Note also that the low temperature peak - -

is several hundred times as strong as the 350 K peak.
Successive room temperature gamma irradiations Q)
destroyed the low temperature peak and caused the 350 K
pc'k to grow. Figure 2 shows the change in jhe height N \

of the low temperature Al-Na loss peak, A(Q -)N, and
the fractional-frequency offset, Af/f, measure -at the 10-6 . 'r_

upper turnover temperature of 326 K. Because the upper
turnover is below the peak temperature (350K) the
effect of the Na-related-related growth-defect peak
should be small. Eqnation 4 predicts that we should
see a Af/f of 270 ppm at saturation. Instead, an offset
of only 35 4 ppm is found at saturation. We
consistently find that the radiation-induced 6f/f is
much less than the reduction in the height of the Al-Na 10 -7
loss peak. The results for four crystals with Al-Na 0 100 200 300 400
contents ranging from 0.2 ppm to 70 ppm are given in
Table 2. A positive frequency offset at the upper
turnover was observed for all Na-swept AT-cut crystals. TEMPERA TURE
A smaller but still positive offset was also observedat the lowest temperature reached (about 9 K) in the
data runs, this low temperature offset is listed in Figure 1. The reduction of the large Al-Na loss peak
tae 2, in a Na-swept 10 MHz 3rd overtone MHl-19 crystal is
Table 2. shown. The Na-related peak at 350 K grows with
Table 2, Change in Al-Na peak and Af/f for Na-swept irradiation out to 0.21 Mrad then decreases slighlty.

crystals.

Sample Al-Na A(Q'I)Na Af/f(UF)* Af/f(LTF)+  300
(ppm) (ppm) (ppm)

ME24-48 0.2 4.4xi0
6  

0.57 0.23 A Na Loss Peak

MiI26-39 2.3 58x10l
6  

7.0 0.86 (:X
M1ill-19 12 270xI0

"6  
35.4 2.8 "200

IIA-A 70 2400xi0
6 406 103

UF- upper turnover frequency.
+LT" low temperature frequency.I

Figure 3 compares the frequency versus temperature k. 100
curves for an as-grown MHII-19 10 MHz crystal with a H-
swept crystal from the same batch and the Na-swept C F-Offset
crystal in the as-Na-swept condition and after a 

656

kRad irradiation. The blanks for these crystals were
fabricated by Piezo Crystal to an angular tolerance of
plus or minus I'. The Na-swept crystal appears to be 0L
cut to a smaller angle than either the unswept or the 0 0.2 0.4 0.6 0.8 1.0
H-swept samples. King (29] first noted that AT-cit
crystals with large Al-Na concentrations behave as if DOSE (Mrad)
they are cut to a smaller angle. After irradiation the
frequency versus temperature curve for the Na-swept
sample approaches same "angle" as that of the unswept Figure 2. The fractional-frequency offset at the upper
and H-swept samples. turnover of the Na-swept MH11-19 crystal versus

radiation dose is shown by the deltas. The offset is
much less than the amount predicted by the change in
the Al-Na loss peak which is shown by the triangles.
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Figure 4 shows the frequency versus temperature

100 curves for the Na-swept MH11-19 crystal in the as-Na-
swept condition and after two different irradiations.

80 The maximum radiation-induced frequency offset of 260
ppm nearly matches that predict using Eq. 4 and the
change in the Al-Na loss peak. However, at higher

s0 7 temperatures the offset decreases as the "apparent
-- ._ angle" shifts. The cause of this "angle shift" must be
E 0- / an alteration of the elastic moduli by the Al-Na center

.1" 40 that is separate from the anelastic contribution given"-C 2 /L by Eq. 2.

0 Lithiu Compensated umin

L 0- "Both positive and negative radiation-induced

I"/ offsets were observed in the unswept and Li-swept
1 -20 MHU-i9 samples that we tested. Our Li-swept HA-A quartz can
< Abe considered as a worst case example. The solid curve

_- AS-Na-SWEPT - in Fig. 5 shows the acoustic loss versus temperature
-j 40 656 krad for the as-Li-swept condition of this 60-70 ppm

L . aluminum content sample. There is a small AL-NP center

-60 . .AS-GROWN (Li) loss peak at 53 K; the height of this peak corresponds
•E to about 0.1 ppm of Al-Na centers [25]. The triangles

H-SWEPT - in Fig. 5 shows the 305 K loss peak that was produced

-80 by a 38 krad irradiation. This Li-growth-defect loss
peak continued to grow with irradiation up to about

100 1 "0.15 Mrad and then decayed for higher doses. The
deltas show the acoustic loss versus temperature curve

200 250 300 350 400 measured after a total radiation of 4.73 Mrad. At this
stage of the irradiation, a matching optical sample
showed a distinct smoky coloration. The 23 K, 100 K,

TEMPERATURE (K) and 135 K peaks associated with the Al-hole center are
clearly seen in this curve. The 305 K loss peak

Figure 3. The frequency versus temperature curve for disappeared at these very high doses.

the Na-swept MH11-19 crystal appears to be for a
smaller angle than the unswept and H-swept crystals. , 0-4
All three were cut to the same angle. Irradiation
brings the Na-swept sample back towards the angle of HA-A
the unswept and H-swept units.

400 1-' I -AS-Li-SWEPT
K H 128 38 krad

. HII-I9 /2I/ 10 -5 v j

AS-Na-SWEPT V V v 4.73 Mrad

300V VW
300 " -- l3 k ad /

656 krad (n V
E V V

200V V V
7 /I

Li.. / .!

2 100 /V7

</
-L_

0

-10 0 __u_ 0 -7 1 . . . . . . .

0 100 200 300 400
0 20 40 60 80 100

TEMPERATURE (K) TEMPERA TURE (K)

Figure 4. The f vs T curves for the HHll-lq crystal are Figure 5. Tha solid curve shows the as-Li-swept
shown for the as-Na-swept condition and for several acoustic loss versus temperature spectrum for the HA-A
irradiations. Between 60 and 70 K the radiation- crystal. The 305 K Li-growth-defect loss peak was
induced frequency offset agrees with the change in the produced by a 38 krad dose. Higher doses destroyed
AI-Na loss peak. At higher temperatures, the f vs T this peak and produced the Al-hole related peaks at
curves start to come together. 23 K, 100 K and 135 K shown by the deltas.
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The curve marked by the triangles in Fig. 6 shows shown by the curve marked with the deltas in Fig. 8 the
the growth and decay of Li-growth-defect loss peak (305 Al-hole center anneals out in the expected 500 k to 600
K) in the Li-swept HA-A sample. The production (and K temperature region [26]. Frequency offsets at both
destruction) of this loss peak caused an associated the upper turnover, UF, and at low temperatures, LTF,
frequency offset. Since the 305 K peak "straddles" the relative to the annealed values are plotted as the
upper and lower turnovers of the frequency versus diamonds and the squares respectively in Fig. 8. The
temperature curve lower temperature effects can be initial low temperature offset of the blank is in
removed by considering the difference, UF-UL, between reasonable agreement with that of the fully irradiated
the radiation-induced offsets at the upper and lower crystal. The low temperature offset shows a small
temperatureF,. As shown by the deltas in Fig. 6 this decrease when the Al-hole center decays; however, its
difference marches the growth and decay of the loss major decay is at higher temperatures where the AI-OH
peak. center is being converted back into Al-Li centers and

the hydrogen is returning to the growth-defect sites
[21]. The offset at the upper turnover increases by

2. 0 about 20 ppm in the 500-600 K range where the Al-hole
center is decaying. At the higher temperatures it

A 305 K PEAK tracks the low temperature offset.

(V -(UF-LF) ppm
o1.5 4

A Li-SWEPT HA-A

330
Al II/A) 1.0 . "k 20 LTF

QZ) A/ C 20
VQ

S0.5 X 0

' -iO• A (UF-LTF)]0 "v - ft (GF )
0 A.-

0 0.2 0.4 0.6 0.8 1.0 Q-

DOSE (Mr'ad (Si)) -30

.-40 2"Figure 6. The fractional-frequency offset calculated as 0 1 2 3 4 5
the difference (UF-LF) between the upper and lower
turnovers for the 5 MHz Li-swept HA-A crystal tracks DOSE (Mrad)
the growth and destruction of the 305 K loss peak.

Figure 7. The deltas show the sum of the changes in
We have previously reported that the peaks at 23 the loss peaks for the Li-swept HA-A crystal. In

K, 100 K and 135 K shown by the deltas in Fig. 5 grew steady of following this predicted curve (Eq. 4) the
linearly in this sample with the production of the Al- fractional-frequency offset at the upper turnover
hole center [23]. The sum of the heights of the three versus dose is positive as shown by the squares. The
loss peaks predicts that a frequency offset of -32 ppm frequency at low temperatures (9 K) increased with dose
should be observed for the total dose of 4.73 Mrad. as shown by the diamonds. The difference between the
The curve marked by the squares in Fig. 7 shows that turnover offset and the low temperature offset does
the fractional-frequency offset at the upper turnover follow the predicted curve.
temperature goes slightly positive and finally 40
stabilizes at +3.5 ppm for the 4.73 Mrad. An
unexpected large positive offset was observed at the.* LTF
lowest temperatures reached (9 K). This offset grew
systematically with radiation dose as shown by the 30
squares in Fig. 7. Apparently, the low temperature
radiation-induced offset compensates for the negative
shift due to the the production of the Al-hole center v Al-hole
loss peaks. If there is not a large radiation-induced 21
shift in the "apparent dngle" of this AT-cut crystal
the difference between the offset at the upper turnover U
and that at low temperature should then track with the
frequency shift predicted from Eq. 4. The curves shown i 10
by the triangles (UF - LTF) and by the deltas (Eq. 4)
in Fig. 7 show that this assumption holds reasonably
well.

S 0To determine that this unexpected low temperature
offset was not an artifact of the mounting structure,
the resonator blank was removed from the HC-40 holder
and the electrodes stripped off. An isochronal anneal -.10
study was carried out as follows. The acoustic loss 400 500 600 700 800
and frequency of the blank mounted in a gap holder were
.measured from 9 K to 380 K. The blank was then ANNEAL T W
successively annealed for 5 minutes at temperatures up
to 790 K. After each anneal the loss and frequency
versus temperature were were recorded. The 100 K center Figure 8. The anneal of the irradiated HA-A blank is
loss peak was used to track the Al-hole center. As shown. The initial offsets match those of the crystal.
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The acoustic loss versus temperature curves for an 0
unswept 10 MHz 3rd overtone AT-cut crystal taken from A

bar MH11-19 is shown in Fig. 9 for the as-grown A (UF-LTF)
condition and after two successive irradiations. The
complete absence of the low temperature Al-Na loss peak -
and the absence of the Al-OH infrared band show that
all of the aluminum in the as-grown MHI-19 material is

lithium compensated. The acoustic loss curve for the LTF
sample in the as-grown condition shows a weak loss peak -2
at 130 K of unidentified origin. The 0.11 Hrad
irradiation removed the 130 K peak and produced the Li- X_
growth-defect peak near 330 K [20]. This peak is the t.-
lithium-analog of the stronger peak seen in Fig. 1 for I -3
the Na-swept MH11-19 crystal. This irradiation also
produced a weak peak near 180 K. As the sample was
irradiated to higher doses the Li-growth-defect peak
decreased slightly and 180 K peak disappeared. Since -4 E UF
they disLppeared when the crystal was operated on its
51h overtone, the small peaks near 240 K and the sharp
peak near 320 K in the curve for the as-grown condition
are due to mode crossings. In -"itrast to the results -5
for the HA-A sample, no Al-hole center loss peaks were 0 0.5 1.0 1.5
observed following irradiation at room temperature in DOSE (Mrad)
the MH11-19 crystals. There is enough hydrogen present
at the growth-defect sites to compensate nearly all of
the aluminum so that very few room-temperature stable
Al-hole centers are produced. Figure 10. The fractional-frequency offsets at the

upper turnover, UF; at low temperatures, LTF; and their

difference (UF-LTF) for the unswept MHll-19 crystal are

MHii-i9
AS-GROWN Table 3. Fractional-frequency offsets at saturation

.. .- 0.1i Mrad for Li-compensated crystals.

--- 1.41 Mrad
Sample Al Af/f(UF) Af/f(LTF)

(ppm) (ppm) (ppm)

05 HE24-48 0.2 +1.55 +1.2

_j MH11-19 12 -3.36 -2.43
PQ-E 10-12 -.054 +0.4

Q HA-A 60 +3.18 +321~0 -6

In all of the samples that we have tested, the offset
at low temperatures grew systematically with radiation
dose. In these unswept/Li-swept samples the low
temperature offset was usually much smaller than in the
Na-swept samples.

HydrgenCompensated Aui

Swept quartz is usually preferred for crystals
10 -7 that may be exposed to ionizing radiation.

Commercially, the process is done in air; we have found
0 100 200 300 400 that carrying out the electrodiffusion process in a

hydrogen atmosphere yields the same result [30]. In
swept quartz, the alkalis that charge compensate the
aluminum have been replaced with hydrogen. The room

TEMPERA TURE (K) temperature mechanical Q is also improved becau,e the
alkalis trapped in the growth-defects have also been

Figure 9. The acoustic loss spectrum of unswept the replaced with hydrogen. Fig. 11 shows the acoustic
MHII-19 crystal is shown, loss versus temperature curves for a hydrogen swept

MHII-19 10 MHz 3rd overtone AT-cut crystal. This

A negative fractional-frequency offset at the crystal is a mate to the Na-swept and unswept MH11-19
upper turnover, UF, versus radiation dose curve as crystals discussed above. The Li-growth defect loss
shown by the squares in Fig. 10 was observed for this peak which occurs at 328 K for 10 MHz crystals has been
as-grown MHII-19 crystal. This offset is larger than removed by the electrodiffusion process; consequently,
is predicted by the changes in the observed acousbti the teLldanicadl Q aL the opeLating temperatutes is
loss peaks. As shown by the diamonds in Fig. 10 this improved. The dashed curve in Fig. 11 shows that no
as-grown MH11-19 crystal had a negative radiation- loss peaks were produced by a 1 Mrad irradiation.
induced offset at the lowest temperatures rk-.hed. If However, we did observe frequency offsets at both the
we again plot the difference between the offsets at the upper turnover, UF, and at low temperatures, LTF, as
upper turnover and at low temperatures, UF-LTF, we get shown by the squares and diamonds respectively in Fig.
the curve marked by the triangles in Fig. 10. Its 12. The low temperature offset accounts for nearly the
magnitude is still somewhat larger than predicted from entire frequency shift observed at the upper turnover.
the changes in the loss peaks. Table 3 gives the Sweeping did improve the radiation resistance of the
fractional-frequency offsets at the upper turnover and MH11-19 crystal; the unswept sample showed a -3.36 ppm
at low temperatures that we have observed in four offset while in the swept crystal the offset was -1.05
different samples where the aluminum is compensated by ppm. The low temperature offset was reduced in the
lithium, swept crystal as well.
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j0 -5 . . . . 0
H-SWEPT MH11-19
- AS-SWEPT H-SWEPT HA-A

A I Mrad

C,)3

-6 * LTF

-20
0 1 2 3 4 5

DOSE (Mrad)

10-7

0 100 200 300 400 Figure 13. The radiation-induced offsets at the upper
turnover, UF, and at low temperatures, LTF, in a H-
swept HA-A crystal are shown. The offsets are much

TEMPERATURE (K larger in this 60-70 ppr Al sample than in HHll-19.

Table 4 lists the observed maxiiaum offsets at the upper

Figure 11. The acoustic loss versus temperature curves turnover and at low temperatures that we have found in
for the H-swept MH11-19 are shown. No radiation- swept quartz following irradiation at room temperature.
induced changes were observed. Table 4. Frequency offsets in swept quartz.

0 1 1 , Sample Al Af/f(UF) Af/f(LTF)

H-SWEPT MH1I-i9 (ppm) (ppm) (ppm)

ME24-48 0.2 0.1 0.3
MH11-19 12 -1.24 -1.05

SUF HA-A 60 -13.5 -17.4

*LTF
The radiation-induced offsets are larger for the less
pure crystals. With the exception of the HA-A sample
sweeping improved the radiation hardness of the
crystals tested. HA-A is somewhat unusual as the low
temperature offset compensated the offsets produced by

.the production of the Al-hole centers in the unswept
. . sample.

LowI~ Temperature Offset

The origin of the low temperature frequency shift

-2 is most probably caused by small changes in the elastic

0 0.2 0.4 0.6 0.8 1.0 moduli due to the modification of the defects present
in quartz. As shown in Table 2, we consistently

DOSE (Mrad) observed a positive low temperature shift in the Na-
swept crystals with irradiation. This shift increased
with the aluminum content of the crystal. In unswept
crystals the offset was smaller; and both positive and

Figure 12. While no changes were seen in the acoustic negative shifts were observed. In two of the three H-
loss radiation did cause frequency offsets at both the swept samples the low temperature offset was negative
upper turnover, UF, and at low temperatures, UTF, in and increased with increasing aluminum content. We
the H-swept MH11-19 crystal. Most of the uffsei seems describe below two additional ubsaevatiuns of low-
to be associated with the low temperature shift, temperature offsets.

A hydrogen swept 5 MHz AT-cut blank from the high- When swept quartz is irradiated at room
aluminum content bar HA-A was also tested. Figure 13 temperatures the Al-OH center is converted into Al-hole
shows the fractional-frequency offsets versus radiation centers. However, the hydrogen returns to the aluminum
dose measured at the upper turnover (squares) and at site and annihilates the hole. This recovery is the
low temperatures (diamonds). Just as in the H-swept basic cause of the smaller steady-state offsets usually
MH11-19 crystal both offsets are negative and the low seen in swept quartz and of the transient frequency
temperature offset seems to be the controlling factor, shift reported by King and Sander [7,8,9]. If instead

the radiation is carried out at temperatures below 10C
K the hydrogen remains trapped as an ii :erstitial atom
(18, 26] and the Al-hole center is stable as long as
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the sample remains cold. King and Sander reported that
irradiation at 80 K produced a loss peak at 100 K that 60
they attributed to the Al-hole center. Later, Martin
it al. [21,23] presented further evidence that this 100 H-SWEPT SO-B

K peak and additional peaks at 23 K and 135 K were 50 AS-SWEPT
associated with the presence of the Al-hole center.
While all three peaks are associated with the presence Low T irrad.
of the Al-hole center symmetry arguments show that, in 4A a
quartz, a given defect can have only two loss peaks E

[31]. The solid line in Fig. 14 shows the as-swept CL

acoustic loss versus temperature spectrum for a

hydrogen-swept Toyo Supreme Q 5 MHz 3r& overtone AT-cut
crystal. The peak near 30 K in the as-swept curve is 0 30
due to an interfering mode. The smaller peaks near Li.
100 K and 130 K are probably also interfering modes.
After obtaining the as-swept curve the sample was L[/ 20
cooled below 90 K and given a strong electron
irradiation. The crystal was then cooled to 9 K and
the acoustic loss curve shown by the dashed line in
Fig. 14 was taken. The Al-hole associated peaks at 23 -J 10 "
K, 100 K and 135 K were produced by the low temperature LU

irradiation. After the crystal was warmed to 300 K 0

overnight the acoustic loss spectrum returned to that
shown by the original curve. 0

10 -5 1 , -H-SWEPT SO-B i0

0 10 20 30 40 50
-AS-SWEPT

--- Lw T irrad. TEMPERATURE (K)

Cfl/ Figure 15. The frequency versus temperature curves

for the H-swept SQ-B crystal taken at the same time
are shown. The irradiation produced a -1 ppm offset at

-\. /the lowest temperatures. This offset disappeared after
10 -6 the crystal was annealed at room temperature.

Measurements made on a blank in a gap holder of
fixed dimensions allow a direct comparison of the
frequency of the blank as a function of
electrodiffusion with different ions. The Li-swept HA-A
blank used in the experiment described above was then
swept with sodium to convert the Al-Li centers into Al-
Na centers and remeasured. This was the Na-swept HA-A
blank used for the radiation test given in Table 2.
Another Li-swept blank from our Sawyer Premium Q bar
PQ-E was also measured over the 9-400 K range, then
swept with sodium and remeasured. A second Li-swept
HA-A blank was measured and then swept with hydrogen to
convert the Al-Li centers into Al-OH centers. Table 4

0 100 200 summarizes the fractional-frequency offsets at the
upper turnover and at low temperatures induced by these
sweeping experiments.

TEMPERA TURE (K) Table 5. Sweeping induced offsets in blanks.

Figure 14. The as-swept acoustic loss versus Sample Al Af/f(UT) Df/f(9K)

temperature spectrum for a H-swept Toyo SQ-B crystal is (ppm) (ppm) (ppm)

shown. An irradiation at temperatures below 90 K
produced the 23 K, 100 K, and 135 K Al-hole loss peaks. Li replaced by Na

The three peaks disappeared after the sample was warmed PQ-E 12 -45 -12

to room temperature. HA-A 60 -500 -97
Li replaced by H
PQ-E 12 -2.4 2.8
HA-A 60 -22 5.9

Figure 15 shows the the frequency versus

temperature curves that were taken at the same time as
the loss. The heavy solid curve shows that the The replacement of interstitial lithium adjacent to the
irradiation produced a negative offset of about I ppm a aluminum by sodium produces a negative frequency offset

the lower temperatures. After the crystal was annealed at both the upper turnover, UF, and at low
at 300 K the frequency recovered to the original curve temperatures. In the HA-A sample, the lithium to

as shown by the dots superimposed on top of the light sodium conversion produced an offset at the upper
solid line. turnover slightly larger in magnitude than than the 406

ppm radiation-induced offset in the Na-swept sample.
However, the offset is still much smaller than one
would predict from the strength of the Al-Na 53 K loss
peak. The replacement of lithium by sodium also caused
changes in the frequency versus temperature curve
similar to those shown in Fig. 3 for the MH11-19
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crystals. Air or electrodiffusion sweeping replaces from the same quartz bar and they were smaller in low
the alkalis with hydrogen. The sweeping induced aluminum crystals. The exception was the high aluminum
offsets shown in Table 5 for the HA-A blank suggest content crystal where the low temperature offset
that the replacement of lithium with hydrogen causes a compensated offset due to the Al-hole center loss. A
small change in the "apparent" angle of the crystal. radiation-induced low temperature offset was also found

in the H-swept crystals.
Low temperature fractional-frequency offsets were

observed following both irradiation and alkali An unexpected radiation-induced frequency offset
replacement by electrodiffusion. In the HA-A samples was found in all of the crystals tested. This offset
these offsets were larger than could be reasonably was also produced when a H-swept crystal was irradiated
produced by additional anelastic relaxation loss peaks low temperatures. This low temperature irradiation
at temperatures below 8 K or 9 K. it seems reasonable produced the Al-hole center loss peaks and induced a
then to suggest that they are caused by changes in the -1 ppm frequency shift at 9 K. The frequency shift and
elastic moduli. The elastic moduli represents a type the loss peaks disappeared after the crystal was warmed
of average of the interatomic force constants and, to room temperature. When a Li-swept blank with 60-70
therefore should be sensitive to the substitution ppm aluminum was swept with sodium its frequency at 9 K
and/or modification of impurities and defects, decreased by 97 ppm as measured in a gap holder of
Recently. James [32] reported new measurements of the fixed geometry. When a similar Li-swept blank was
elastic and dielectric constants of a-quartz. He swept with hydrogen its low temperature frequency
observed differences between the elastic moduli at 25

0C increased by 5.9 ppm. The origin of the low
of GEC grown very-high-purity quartz and of Russian temperature offset is probaLly due to changes in the
quartz with 0.8 ppm Al. James reported that most of elastic moduli brought about by the radiation- or
these differences could be attributed to the anelastic electrodiffusion-induced modification of the defects.
relaxation of the Al-Na present. For rotated Y-plates
such as the AT-cut the elastic modulus, c'. used in Eq. ACKNOWLEDGMENTS
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ABSTRACT Filters for use in the front-end of a receiver
have particular size and performance

High performance ultraminiature cointegrated requirments that are difficult to meet if they
bandpass filters are required for fully are to be integrated onto the semiconductor
integrated RF and microwave subsystem chip. Candidate filters for use in a GPS
developments in communication, navigation, and navigation receiver are shown in the size
other signal processing systems5  The use of versus performance diagram of Fig. 1. For
microwave acoustics allows a 10 reduction on-chip integration a two-pole filter should
in wavelength and a corresponding reduction in be considerably smaller than the typical
the size of wavelength scaled devices. For integrated circuit die, with device area to
the frequency range 1 to 2 GHz, conventional the left of the vertical dotted line in Fig.
filtering techniques have size and/or 1, and the insertion loss for the front-end
performance characteristics that prevent their filter must be less than 2 dB below the
cointegration with active devices onto a horizontal line in Fig. 1. Filters made by
common chip or die. Filters based on the electromagnetic transmission line sections
piezoelectric Thin Film Resonator (TFR) give satisfactory performance although their
technology are being studied for applications size is too large even when fabricated on high
requiring discrete as well as integrated dielectric constant substrates. Lumped
filters. element filters suffer from high inductor

loE.ses at microwave frequencies and are
The thin film implementation of the Stacked therefore unsatisfactory. Filters based on
Crystal Filter (SCF) has produced low SAW devices suffer from high insertion losses
insertion loss filters at 1 to 2 GHz and are generally not integrable due to
frequencies. Consequently new applications are materials compatibility constraints.
being addressed that were formerly beyond the
performance range of microwave acoustic
devices. These applications involve the FILTER TECHNOLOGIES
cointegration of frequency control devices a
with active devices on substrates such as GaAs
and Si for increased systems performance and
in order to minimize parasitic effects. P.PO E  M z
Specifically, the SCF addresses the need for $AVe TER
low insertion loss receiver front-end filters ' t-
by achieving 2-pole filter insertion losses LUI ELMENT. LUMED ELEMENT
near 1.5 dB. O * g OFF-C IP

.J ........................... ......... .. .. .. .. .. .
This paper reviews the SCF technology and 0 DIECTRIC
reports on the latest experimental results on Z *0 * A1 I
low insertion loss filters for the 1 to 2 GHz 0 TR IRI LI

FILTER FF-Ct-I
frequency range as fabricated on Si and GaAs
substrates and on the overmoded devices on Li -1
spinel substrates. z COYft1QTO 1900

MICOELECTRONICS

INTRODUCTION RESEARCH

Filter Requirements 
10 CENTER

-3 - -1 0 1 2]o 10 10 10 10 10
In modern communication systems there is an 

2

ever increasing demand for high performance AREA (In )
passive frequency control elements that are
complementary to the active circuit devices in
terms of size and performance. The demand is
particularly pressing for relatively narrow Fig. 1. Performance versus size for a class of
bandwidth (less than 3%) filters and high Q two-pole filters for frequencies in the 1-2
resonators that can b( integrated onto the GHz range. Integration of receiver front-end
active circuit chip or are at least of filters requires the filter area to be
comparable size for hybrid circuits. substantially to the left of the vertical
Considerable emphasis is being placed on the dotted line, and insertion loss must be less
UHF through 2 GHz frequency range where than 2 dB. The stacked crystal filter, (SCF),
cellular radio, telemetry, and navigation is one kind of TFR device.
systems are expanding.

The issues of filter size and performance can
* now with TFR Technologies, Inc. be addressed with microwave acoustic devices

because of wave and material properties [1].
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Filter size is reduced because of the The one-dimensional nature of the SCF leads to
significantly shorter wavelength of sound some interesting operating features of
waves and insertion losses are low due to high importance to system design. As will be
material Q at UHF and low microwave apparent in the experimental results, the
frequencies. Only those filters implemented single mode wave propagation feature leads to
with microwave acoustics and high quality thin a filter with low spurious responses beyond
piezoelectric films currently meet size, the normal mode resonances. The general
performance, and integrability conditions, nature of the filter passband is illustrated

in Fig. 3 for a theoretical calculation of the
There are three general classifications of filter response for a frequency range covering
bandpass filters that have been implemented the three dominate resonances. The inset for
with electromechanical resonators using Fig. 3 illustrates the three resonances
piezoelectric materials; the conventional associated with the three main filter
ladder filter, the Monolithic Crystal Filter, responses. The lowest frequency response
(MCF), and the more recent stacked crystal corresponds to the fundamental thickness
filter (SCF) [2-4]. All of these have been resonance where there is a half wavelength
implemented with thin piezoelectric films with across the entire structure. The response is
the greatest emphasis being placed on the SCF weaker in this case because there is only a
[51. quarter wavelength across each piezoelectric

plate. The second overtone corresponds to a
The Basic Stacked Crystal Filter. half wavelength across each plate and

therefore has the strongest coupling.
The SCF, shown schematically in Fig. 2, is Conspquently the filter exhibits the widest
characterized by two resonator plates, or bandwidth and lowest insertion loss under
transducers, in direct contact separated only these conditions. The experimental devices
by a common ground plane electrode. The SCF reported later employ this mode. Finally, the
differs from the ladder filter in that the third overtone is a weaker coupling because of
resonators are acoustically coupled and not the poorer phase matching conditions between
simply electrically circuit coupled. The SCF the wave and applied fields. Similarly, the
achieves resonator coupling via direct fourth overtone response is entirely missing
acoustic radiation in the thickness direction because the fields entirely cancel.
whereas the MCF resonators are laterally
coupled. The SCF is generally implemented as
a one-dimensional wave propagation device with 0
a large diameter-to-thickness ratio while the
MCF is clearly two dimensional with nearly -b0
equal thickness and width dimensions. It will
be shown that the SCF performs as a single
two-port resonator rather than two coupled -20
resonators. 3

STACKED CRYSTAL FILTER

BONDED-

PLATES ELECTRODE .0

400 60 880 1120 d360 1600
Frequency (M z)

Fig. 3. Representive theorctical response of
SCF showing the three main resonances and,

ELECTRODES inset, the corresponding internal acoustic
displacements for fundamental, second, and
third resonances.

Rg RL As a one-dimensional device the SCF offers

some flexibility in its design area for
purposes of impedance matching. The SCF can
be constructed so that the area is large

PIEZOELECTRIC "-GR0UND PLANE enough to scale impedances to 50 ohm
CRYSTALS input/output impedance levels as required for

front-end filters in receivers. Practical
filters could be scaled for lower impedance

Fig. 2. Schematic representation of the SCF levels for power handling at UHF and low
showing the two piezoelectric plates (films), microwave frequencies. In general, the weak
common ground plane, and two I/O electrodes. spurious responses of the filters is reduced

for larger diameter-to-thickness ratios.
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Single Crystal Plates -1l-.-

The first experimental woik on the SCF was the

work of Ballato and Lukaszek [2] who bonded
single crystal quartz plates together and
demonstrated several novel features of the
device. Unique in the crystal plate
implementation is the ability to simply rotate
the shear wave polarization of one plate 0
relative to the another in order to couple two
quasi-shear wave modes to produce a multipole
response. This early work also demonstrated -10
the relatively low spurious response of the
SCF compared to the MCF under development in
the same time period. -20

The practical difficulty of bonding quartz Single
plates to obtain a reproducible shear wave -30 SCF
bond proved the major stumbling block in
further development of the SCF. It appeared 2
that the manufacturibility of the device Z 40
suffered relative to the MCF and the SCF was
abandoned.

-50

However, the unique features of the device
were sufficient to stimulate an effort in thin
film synthesis of the SCF where the problem of -60 Cascaded
crystal plate bonding would be soived by the SCF

direct deposition of the piezoelectric
resonators one on another in a five layer -70
structure.

DEVICE MODELING -80400 640 8 0 1360

A dptailed multi-mode modeling of the SCF was Frequency (Mz)
carried out by Ballato [6,7] using distributed
transmission line models. However, modeling
of the SCF reviewed here is based or, the Mason Fig. 4. Modeling schematic of the SCF using
lumped element transmission line model and the the Mason plane wave model. Calculated
extension of the model into an equivalent results are for one and two pole filters
circuit PI network representation (8]. The taking into account metal thicknesses and
modeling is accurate because the Mason model material losses.
is an exact representation of the one
dimensional plane wave excitation boundary
value problem. The modeling of the SCF is trigonometric expansions about the operating
simplified further by reducing the three-port frequency a simple lumped element equivalent
Mason model to a two-port network where one of circuit for the SCF is obtained, Fig. 6. This
the acoustic ports is passively terminated as model has been found to be accurate across the
shown in Fig. 4. In this modeling the left filter passband and well into the skirt
and right transmission line sections represent region.
metal electrodes.

The overall network is analyized using the C$ 1,N Z12 zaz wOs -C
ABCD matrix cascading technique common to
electrical network analysis. A typical
computed response using this method is shown I
in Fig. 4 for a single section SCF and for two
sections connected in series electrically. In
the computed results finite material Q's are
accounted for in the Mason model of the
piezoelectric film and metal transmission line
sections.

For design purposes the direct Mason model -C z, 2 ' -c N2#NI
approach is not satisfactory and a lumped
element circuit model is more useful. Tn
order to sl'oport design efforts an equivalent C,
circuit mo.el was derived from the full Mason Z ' '
model by a process illustrated in Fig. 5. .
Here two Mason models are arran 

_d

back-to-back to simulate an ideaL SCF having b)
zero metal electrode thicknesses and identical
piezoelectric films. Then by a r ties of
PI-to-T and reverse transforms a complex PI Fig. 5. Schemiatic representation of the lumped
network is obtained. Finally using element Mason model apprcich to the PI network

circuit model. Two Mason models are used
back-to-back.
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the success of the Thin Film Resonator, (TFR)
[9,101 efforts were directed toward the SCF
using the film growth process as a means of
eliminating the resonator interface bonding
problems. The key elements in the SCF

co C R, implementation are the basic TFR
microelectronics fabrication processes and the
production of high quality piezoelectric

,7 0 T films.

The basic TFR structures [5] shown in Figs. 7
Co  individual resonator capacitance and 8, consist of piezoelectric membranes

supported in some manner by the surrounding

0 substrate or wafer. Essential elements common
K .454 to these structures are the piezoelectric

K piezoelectric coupling coefficient film, the metal electrodes used to apply the
Ls = inductor series resonant with Cs electrical signals, and two reflecting
RS -/( CsQ) surfaces which allow the resonance to occur.

The method of fabricating these structures hasQ- resonator Q roots in the basic microelectronics materials

L gl(1b) 2 +a2(  _2 processing technology.IL - I1 ~ ) Q

where a = (q+qi I )/(2cK2) TOP VIEW 275 pm
q VIEW Aluminum

loa source resistance Pott
a/Q -L Edge supported

Q = normalized frequency= 1 series ZnO or AIN membrane
resonance.

Mi~nn - 2lg (1 + ;RQ 1400~ IL
CROSS SECTION II

Aluminum-- , I CZnO or AIN

Fig. 6. PI network model of the SCF and l layer
associated circuit parameters and derived
results. The model assumes zero electrode Silicon
thicknesses and identical piezoelectric
regions. The model is accurate across the Aluminum
filter passband and down the steep skirts.

Insertion loss and other parameters of the SCF Fig. 7. Schematic representation of device
can now be derived in terms of material topology used for thin film resonator and SCF
prameters from the PI network model and placed construction. Films are approximately 5
in a form that is useful for filter disign. micrometers thick for 1GHz frequencies.
The minimum insertion loss occurs when the Device area is a function of the desired
agnitude of the reactance of the static film impedance level.
capacitance, Co, is equal to the source and
load resistances. It can also be shown that
this is the condition for maximum bandwidth In the case of silicon substrates, Fig. 7, the
for the network. The fractional bandwidth aluminum nitride film is first grown on the
unde these conditions is approximately boron doped p+ layer and then the
.45K-. piezoelectric film is isolated by etching away

the p+ silicon. When the piezoelectric is
It is apparent from the PI network model that AIN, the material strength is such as to allow
a significant feature of the SCF is that 'he a free standing piezoelectric "plate" suitable
resonator area can be adjusted to meet for further device processing.
impedance matching conditions. Since the
device area is scaled impedance matching can A similar "via etch" process is shown for GaAs
be accomplished without incurring excessive substrates in Fig. 8a. Here the membrane
electrode resistance losses. This feature structure is formed by well known GaAs
allows the electrode area to be designed for microwave integrated circuit processing
a particular frequency and impedance level, techniques. The via may be formed by plasma
Electrode areas corresponding to 5 to 100 ohms processing or by wet chemical processing.
seem practical at UHF and microwave However, the vias required for TFR devices are
frequencies. generally larger than those required for

microwave integrated circuit grounding
purposes.

THIN FILM IMPLEMENTATION
A more universal structure, illustrated by the

The thin film approach to the implementation bridge resonator shown in Fig. 8b, is formed
of the SCF was driven by the need for by an undercutting etch which forms the air
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gap region [11]. This general technique has common graph, Fig. 10, where single section
its roots in integrated circuit cross-over SCF insertion loss is a parameter. Ideally
metalization processing and is used here to the cluster of experimental points should be
fabricate SCF devices on substrates where the close together in order to give highest device
via etch process is not possible or difficult yield and performance, as will be discussed
for materials compatibility or processing below in relation to filter results.
related reasons.

use 0m C: a
Winow WAFER. 4600325110R X'2 DIISTI N Non par 2? It 4 22 1999

CROSS SECTION I:
I IA

0[ 21 S4 9 16 11 12 2!t 3 14 16 IF 10 If S 20

WAFEA DIOS ITION

o Fg. 9. Piezoelectric coupling coefficient

Svariation as a function of die position across

a 3 inch silicon wafer. The film was grown in

FILM TAPER an ultra-high vacuum system.
II "" / / AIR GAP

SUSR OTTOM ELECTRODE 100

0 75

EXPOSED BOTTOM ELECTRODE 1.C 00

Fig. 8. Schematic views of device geometries 
600

as fabricated by, a). the via etch process WO
and, b), the bridge process. The bridge
process is the least substrate dependent of 400

the various processes.
300

Piezoelectric film deposition is a key element

in the fabrication of the thin film SCF. too
Depositiion conditions for ZnO and AlN have
been discussed in the literature at length o 1 2 3 4 5 6 7 a 7

[12-14). The most successful technique for c,,oli,coet (1)

obtaining high quality piezoelectric films is
the reactive deposition process using a metal
target, mixture of reactive and noble gasses, Fig. 10. Material parameter map for coupling
and a planar magnetron target configuration. coefficient and Q. The running parameter
In addition, for purposes of integration with lines are for various levels of single pole
active devices, film deposition must take insertion loss. The data points are for
place at relatively low temperatures compared material parameters measured on a particular
with active device processing. silicon wafer.

Film properties which must be controlled and
optimized are piezoelectric coupling EXPERIMENTAL FILTER RESULTS
coeficient, in-plane mechanical strain,
density, crystallographic orientation, and Three types of SCF have been investigated in
thickness uniformiy. Some experimental feasibility studies of low insertion loss
results are shown in Fig. 9 for coupling filters depending on the initial substrate
coefficient as a function of die position on a used for support of the film. Most of the
3 inch dinmetcr Si wafer. In this case the work has been done on Si substrates because of
film was grown in a ultra-high vacuum chamber the advanced processing already available and
to insure minimum contamination from oxygen low cost of the starting material.
and water vapor. Measurements of coupling
coefficient and resonator Q are mapped onto a
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Demonstrations of SCF device fabrication were The filter in Fig. 12 was designed for the
also carried out on GaAs using processing 1030 MHz frequency range. The filter has an
nearly identical to that used in Si. Finally, insertion loss of 1.7 dB and a bandwidth of 19
the over-moded SCF is reviewed for MHz (1.8%). The filter group delay

completeness. characteristics are shown in Fig. 12b to have
a spread of less than 15 ns across the 3 dB

Representive responses from filters fabricated bandwidth.
on silicon substrates are shown in Figs. 11
and 12 that confirm or illustrate various -
features of the SCF device. The device of -1.7071 d8

Fig. lla is a low insertion loss, IL<l.3 lp IdB,two pole filter with a center frequency of MAF <ER 1963 MHz. The filter bandwidth is 11 MHz (1%), .03 GH2

A wide frequency scan of the filter, Fig. 10

llb, illustrates the three main tilter
responses and the clean out-of-band response
expected for the SCF. The reduced bandwidth .20

is due to mismatch since the filter geometry
was designed for 50 ohms at just over 1 GHz.

4-1.2651 dB A - --

MAR <ER 1- - .40

963. M z 

- -- - -~50- - -
850 930 1010 109 1170 1250

. Fr- -- y (- -)

-30 - -a)

---- 25.138 ns

-- -- -- -- - .. 3GHz- - - -

0so

750 830 910 990 1070 11-

Freqwmy (Mz)

~30 - - - -- -

a)
20

.,o , , - --
0-

850 93 1010 109 1170 1250

.0 - Frft9ncy (MR)

-. b)
.30 - - - - - -- -

-- - - Fig. 12. Wider bandwidth SCF filter on a
/ /silicon substrate: a). Near-in response, 1.7

-40 dB IL, 19 MHz bandwidth. b). Group delay
19 -response, less than 15 ns in the passband.

200 440 690 920 , 1400 Fabrication of the SCF on silicon substrates
Freqwncy If) for large volume production requires a high

degree of film thickness and material property
b) uniformity throughout the wafer surface. Of

most importance is the coupling coefficient
and crystallographic orientation uniformity.

Fig. 11. Experimental results for a two-pole Thickness non-uniformity affects the filter
SCF of silicon: a). Near-in response, 1.3 dB centpr frequency directly but the filter may
IL, I1MHz bandwidth. b). Wide band response be tc.reured to frequency within the fabrication
showing the expected three resonances and tolerances. However, film quality
negligible spurious responses. non-uniformities cannot be corrected for
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the device has been processed and measured. A Fig. 15b is a narrow band frequency scan of
sample probing of a Si wafer is shown in Fig. the device about one of the central
13. The dark solid areas of the wafer resonances. The filter bandwidth is 180KHz,
represent filters whose insertion loss was representing a very high Q resonance. The
less than 1.95 dB (a specification threshold), phase slope Q, relevent for oscillator work,
Other filters on the wafer were operational is approximatily 9000 as measured in a 50 Ohm

but did not conform to specifications. loaded system.
Changes in processing are being studied that
will give a higher yield of acceptable devices The OMSCF will prove to be an important device
for production than that obtained from the for narrow band receivers and for microwave
research deposition system. oscillators requiring low phase noise (15].
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Fig. 14. Response of a preliminary two-pole
SCF fabricated on GaAs substrate by the via
process. Results are nearly as good as for

Fig. 13. Test-select pattern for a 3 inch devices fabricated on Si having the same
diameter silicon wafer of two-pole SCF's. The devie geometry.
solid black areas are for filters with
insertion losses below 1.95 dB IL.

0 -S.2678 db

For complete integrated microwave subsystems
at the chip level the greatest interest is in M R . .-.
GaAs substrates. The filter results shown in
Fig. 14 are the results of a preliminary study
on the fabrication of the thin film SCF on
GaAs substrates. The filter is of identical
design as those fabricated on silicon and the -20
device processing was essentially very
similar. The filter insertion loss is
approximately 1.6 dB and the bandwidth is 15 -

MHz (1.5%). In this case, and as occurs in -30
some Si based filters, the parasitic plate
modes are more apparent as seen in the
increased ripple in the passband. II-40

Although reported on previously [8,14], the
Over-Moded SCF (OMSCF) is an important device
whose features are predicted in the modeling -50
(81 are even more impressive in experimental 1159 1120 1140 - 160 1180 1200
results. The OMSCF device was demonstrated on Frequency (M*z)
a number of substrates including Si, GaAs,
sapphire, and spinel. Fig. 15 shows the
response for an OMSCF fabricated on spinel as
a two-pole high Q filter. The wide band scan Fig. 15. Experimental results from a two-pole
of Fig. 15a is under-sampled and accordingly high loaded-Q over-moded SCF fabricated on a 1
does not show the relatively uniform peak mm thick spinel substrate. Resonant peaks are
response of each resonance although the wider actually at approximately the same IL, the
bandwidth rejection band is well illustrated. network analyzer was under sampling

frequency.
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A NEW DESIGN FOR HIGH FREQUENCY BULK RESONATORS

A. Lepek and U. Malshar

T.F.L., Holon 58117, Israel

Abstract

TFL is in a process of developing a novel but ,NT016 FLANI

simple method for production of high frequency
bulk resonators with frequencies up to 200 MHz
operating in the fundamental mode. So far
frequencies up to 170 MHz were manufactured.
The thin blanks may be used as resonators at
these frequencies or be used as a starting
point for higher frequencies achieved by using .T.AAIU--
other technologies.
This method is developed both for our AT and nAT9

SC crystals.
The principle of the present method is to
start with a relatively thick blank bonded to
a support, then to thin it using conventional
polishing methods, to the desired frequency,
the support being a part of the final crystal Flg.l A schematic diagram of an initial
unit. In this way the problem of the crystal unit configuration
handling and protecting thin blanks is
soleved easily. The method allows for
controlling the resonance frequency during the free. The bonding glue has a thickness of
polishing phase. about 3 microns. This was found to be
The present paper describes a patent applica- sufficient to support the thin resonator when
tion and some measurements made on resonators it is bended under external pressure during
manufactured using this method, subsequent polishing. The metalization on the

support blank will be used as an alr-gap
electrode. It has the shape .jf a strip, 1 mm

Project Targets wide. The two blanks, ie. thte resonator and
its support are made of same cut and are
bonded with their crystalographic axes in

The project targets can be summarizel as parllel to minimize thermal stresses.
follows The support plate is mounted on a polishing

button and the resonator's outer face is
- Develop a technique to obtain AT and SC cut thinned by polishing to the desired thickness

resonators having thickness of 10 microns. using standard polishing procedures.
Whenever desired, the polishing Is Interupted

* Overcome handling problems with such thin and the frequency is measured by iinierting the
resonators. assembly into an air-gap electrode device,

which is a part of a S-parameter/network-

- No investment in new or exotic equipment. analyzer (HP35677A + IIP3577A). It is very
convinient to trace the resonant frequency on

- Frequency control to a high degree. a large frequency span by measuring the
transmission delay. Fig. 2 shows such

- Easy transfer to manufacruring. measurement on an AT cut resonator In process
when reaching a thickness of about 24 microns

At the present stage of development we believe (69.6 MHz).
that the adopted schemes will actualy lead to The thinning rate is stable but its magnitude
a solution of all these targets and will be depends on many parameters. Stable rates of
suitble for efficient manufacturing. 0.3 to I microns per minutes are common. Once

the rate is measured, it is easy to predictthe thickness as a function of time to a high
Crystal Unit Configuration and Preparation degree, and then there is no need for
----------------.-----------..----.-..-..---- measurments until the frequency Is close to

its target.

The first stage of the crystal unit prepara- It is interesting to show some of the
tion is shown in Fig. 1. resonators characteristics at this
A thin blank (thickness of about 70 microns), intermediate stage. Fig. 3 %hows the
having polished and parallel faces to a high transmission amplitude spectrum of the
degree, is bonded onto a thick blank (0.3 mm). resonator of Fig. 2. Fig. 4 shows the
the thin plate will become the resonator and transmission amplitude of the main mode and
the thick plate is the support. Fig. 5 the real and imaginary parts keeping
The bonding has a ring shape so that the the cursor at the frequency of maximum
central portion (2 mm) of the resonator is transmission. Note the narrow characteristic

line shapes even at this early stage.
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REF LEVEL /DIV MARKER 59 825 000.00DHz REF LEVEL /DIV MARKER 89 670 000.000Hz
50.000iSEC 50. O00nSEC DELAY(S21) 142.79nSEC -41.000db 0.883dB MAG (921) -41. a77d9

- I - - - - - - - - - -

I -

CENTER 72 000 000.000Hz SPAN 50 000 000.000Hz CENTER 69 870 000.000Hz SPAN 100 000. 000Hz
AMPTD 15. OdBm DELAY APER 250.0MHz AMPTO 15. Od~m

Fig.2 A transmission delay spectrum o Fig.4 Transmission amplitude of the

a crystal mounted on a polishing main mode of Fig.2

button

REF LEVEL /DIV MARKER 69 670 000. 000Hz
A. 0OOOE-3 5S0. OOE-6 IMAG (921) 5. 7030E-3
-4. SOOOE-3 500. OOE-5 MARKER 89 570 000. 000Hz

REAL (521) -8. 1346E-3

REF LEV/EL /DIV MARKER 89 675 000.000Hz
-42. 000dB 0.500dB MAG(S21) -42. 149d0 - -

i~.. ....

A.

-- ------------ 0 . CENTER 69 670 000.00OHz SPAN 100 000. 000Hz
AMPTO 15. OdBm

Fig. 5 Real and imaginary parts of the
transmission of the main mode

iof Fig.2

CENTER 74 000 000.000Hz SPAN 10 000 000. 000Hz
AMPTO 15.R$d.m

Fig.3 Amplitude transmission spectrum During the present study we have used other
of the crystal of Fig.2 configurations then the one of Fig. I as well.

One such variant was prepared with the
electrode coated on the Inner face of the
resonator rather than on the support. The
vacuum deposition of the electrode was done
either before the bonding or after It. In the
latter case a through hole In the support
blank was ulrasonicaly drilled and the
deposition was enabled through this hole. This
hole was used as well to make an electrical
connection to the deposited electrode.
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REF LEVEL /DIV MARKER 187 895 000. 00OHz REF LEVEL /DIV MARKER 182 510 000.000Hz

-0. 9ZOdS 0. 027dB MAC CS21) -1. 027dG -892. 85E-3 5. 7204E-3 REAL(S21) -8(58. 89E-3
gO.529dog 0.1Sldeq MARKER 167 885 000.000H= 45a.79E-3 7.6717F-3 MARKER 18 510 000.000Hz

PHASE(S21) 90. 224dog ZMAC CS21) 492. 08E-9

CENTR 17 88 50.00~z SAN 00 00.0O~zSTART 182 000 000.000Hz STOP 185 000 000. 000Hz

AMPTO 15. Odtm APOOO

Fig.7 The spectrum of the crystal

of Fig.6 after final calibration

Fif. 6 Transmission amplitude and phase and encapsulation

response of a 10 micrometers

crystal still mounted on a

polishing button

REF LEVEL /DIV MARKER 182 507 950. 000Hz

-80. 00E-3 10. 000E-3 REAL CS21) -845. 48E-3
420. 00E-3 10. 00E-3 MARKER 182 507 950. 000Hz

ZMAGCS21) 410. 28E-3

Results

So far we were successful In achieving
frequencies up to 170 MHz In the fundamental-- -

mode. Fig. 6 shows one such resonator still on
the polishing button. This sample has a
thickness of 10 microns (107.9 MHz) which wa:
our primary development target. Note the
characteristic line shapes of few kllz. This
crystal was mounted in a To-8 case and a
counter electrode, made of silver, was
deposited on the outer surface of the
resonator. Although the deposition was manualy
controlled In a direct plating facility, steps
of 10 kllz were easily obtained. (We estimate CENTER 182 509 075.0OOHz SPAN 10 000. 000Hz
that tutomatioi h.11 lower the steps and AMPTO 0. OdSm
enable prerise final calibration).
We decided t.? stop editional depos~ition when
a slight degradation In performsnce was
detected. The case was then evacuated and Fg8Dti ftemi oeo i.
cold welded and additional measurements were Fg8Dti ftemi oeo i.
done. Fig.? shows the spectrum of this crystal
unit and Fig. 8 the stucture of Its main mode.
The drive power in these graphs was reduced to
got the best line shapes. The best power level
was obtained from Fig. 9 were the dependence
of the line shape on the drive power was
investigated.
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REP LEVEL. /OIV MARKER 1M2 507 9o0.00Hz
-878. 29E-3 8. 7442E-3 REAL CS21) -852. eeE-3
-878. 29E-3 8. 7442E-3 MARKER 182 507 900. 000Hz

REAL (03) -844. 99E-3

CENTER 182 508 000.OOHz SPAN 10 000. 000Hz

Fig. 9 The dependence of the line shapes

on the power drive level for the

crystal of Fig. 7

Summary

We have shown in this paper that conventional
polishing methods are suitable for achieving
high frequency, fundamental mode, bulk
resonators, provided appropriate support Is
assembled as a part of the crystal unit.

Based upon this work, we believe that
frequencies up to 200 MHz are feasible. Beyond
this frequency other technologies may be
employed, using the thin blanks obtained by
this technique as a starting point rather then
thinning relativly thick blanks.

The narrow line widths and ease of frequency
control, almost in real time, make this
technology very attractive.
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THICKNESS-FIELD EXCITATION OF DOUBLY-ROTATED PIEZOELECTRIC CRYSTAL

Janpu Hou* and P. C. Y. Lee***Allied-Signal Inc.
**Princeton University

Two-dimensional equations of motion of piezoelectric crystal vibrations of flexure, extension, face-shear, and fundamental
plates, developed previously by Lee, Syngellakis and Hou, from the thickness-shear, thickness-twist, and thickness-stretch modes and
three-dimensional series of the thickness coordinate of the plate, are their anharmonic overtones, and interactions with electric fields
employed to study the vibrations driven by the thickness electric E1 (0) =- (),1 and E2(1) =- (t / 2b) €(1).
field applied to the major surfaces of doubly-rotated quartz strips. Thc stress equations of motion and charge equations which

Straight-crested vibrational solutions in closed form are govern the tcght components in Equation (1) are:
obtained for the first eight coupled equations which constitute the
two-dimensional, first order approximate equations of motion of TI1,IC() .1 t/2b) T2 1

(0) = p (I + 2R) ul,tt(1),
piezoelectric crystal plates.

Dispersion curves, frequency spectrum for electrically T21,1 (1) - ( / 2b) T22 (0 ) = p (1 + 2R) u2,tt( 1),
shorted and traction free surface conditions, and mode shapes at
different resonance. and for various width-to-thickness ratios of the T31,1(1 ) - Ct/2b) T23 (0 ) = p (1 + 2R) u3,tt(l),
plate are computed and plotted for SC-cut quartz strips.

Inodit~iii D1,10 1) - (it/2b)D2) = (2/b 2 )[e26ul(l)+e22u2Cl)+

Forced vibrations of piezoelectric crystal plates with finite e24u3(l) - £220(o)],

width (or length) were studied by Tiersten and Mindlin 11], Mindlin T1Ill (0 ) = 2p (I + R) ul,tt(0),
12],13]. In these studies, two dimensional plate equations based on
power series expansion were employed to investigate thickness-field
excitation. T21,1(0) = 2p (I + R) u2,tt(0)/o022

In the present paper, the two-dimensional plate theory based T31,1 (0) = 2p (1 + R) u3,tt(0 )
on trigonometric series expansion by Lee Syngellakis and Hou [4] is
employed to study the thickness-field excitation of doubly-rotated D1,1( 0 ) 0. (2)
quartz strip.

General solution in closed form for the eight coupled In equation (2), the mechanical effect of platings and the
equations of motion is obtained as the sum of the solutions of electrical effect of conducting platings on the faces of the plate, i.e.
homogeneous equations and the solution of the inhomogeneous T2j = + 2p'b'uj,tt and 0 = + o eirot at x2 = ± b, have been taken
equations. The electrically forced and traction-free boundary into account. The R is defined as the ratio of the mass of conducting
conditions are satisfied. platings per unit area to the mass of the plate per unit area.

Two-Dimensional Plate Equations The stresses and electric displacements are related to the
mechanical displacements and electric potential by the constitutive

Consider a doubly-rotated crystal plate, e.g. SC-cut quartz equations:
plate as shown in Fig. 1., referred to a rectangular cartesian
coordinate system, with the width denoted by 2a in xl direction, TI 1(1) = cl lul,l ( 1) + c16u2,1 (1) + c41u3,1(1) + e 110,1 ( 1)
thickness 2b in x2 direction, and length 2c in x3 direction, as shown
in Fig. 2. The plate is called a strip when the length 2c is
approaching infinite. The faces of the plate are coated with T120 )  2 [c61L, 1 ) + (2c66u2,1 1 + c65u3,1 (1) ]+
conducting electrodes and the edges, at x I = ± a, are traction-free. e l0,0)e164),1( 1),

When the two-dimensional first-order equations for the
vibration of piezoelectric crystal plates are applied to the strips, the T13)= c5 lUl,l( 1) + c5612,1 (1) + c55u3,1(1) + e150,1(1),
mechanical displacements and electric potential are expanded in a
two-term trigonometrical series: D 1) = el I ul,1(1) + e16u2,1( 1 ) + e15u3,1( 1) - I 11,1(0),

uI (xl x2, t) = u1 (0 ) (x1, t) + u (1) (xI, t) sin(n x2 / 2b) T21(I) = (4o/n) [c61ul,1(0) + c66u2,1(0) + c65u3,1C) +

u2 (xI, x2, t) = u2(0 ) (xl, t) + u2C1) kxl , t) sin(n x / 2b) (4/in)el60,1(0) +(n/2b) [c66ul (1) + c62u2 (1) +c64u3 ( 1) ] + (rn/2b)e264()C'

u3 (x , x2, t) = u3(0 ) (xl, t) + u3() (xl , t) sin(it x2 / 2b)

T2201) = (4xI/n) [c21ul,1( 0 ) + c26u2,1( 0) + c25u3,1( 0 ) 1 +
0 (xl , x2, t) = 0(0) (xl, ) + 0(1) (xl ,t) sin(n x2 / 2b) (1) (4/ln)el20,l (0 ) +(Ci/2b) [c26u1 ( 1) + c22u2 1 ) +

Above six displacement components ui(n) and two potential c24u30)I + Cl/2b)e224)

components 0(n), i = 1,2,3 and n = 0, 1 accommodate the

CH2690-6/89/0000-548 $1.00 C 1989 IEEE
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T23(l) =(4a1/i)[c41ui,i(O) + c46u2,1(0 )+ c45113,1( 0 )]1+ 01111(1 ), 11 +ei~u3(1 ),1iI +el6u2('),ll *ci*(i),1Ii -(2/b)

(4/*10i4,1( 0) +(it/2b) c06111(') + c42u2() + [e'21 u 1(0), 1 + 0'25u3( 0),1 + e'26u2( 0)),l ]-(,/2h)21e'2202(l) +

c44u3(l I + (4b~eMMC'24u3( 0) +C'26u 1(1) - CE'220(i)] -(2/b2 )[e26u1 (1) + e22d2(' )

D20i) = (4aiht) 1e2i1u11( 0 ) + C26u2,i1( 0 ) + e25113,1 (0 )] -e43I -(/2)E2o

(/OX21,1 (0) +(it/2b) [e26u 1(1) + e22112 0 ) + C'I I u 1 (0 ), 11 + C'i 5u3(0 ),i I + c1I6u2(0),l 1 + (alI/b) (c'1221120), 1

e24u3(l) ] - (1t/2b)e2240( 1) + c'lP,u3(l),i+ C'16u1(1),I + (1/b)e'211(lO,1 ---p (I + R) ui,tt(0 )

Ti 1(0) = 2[ci iui,1( 0) + Q112,1( 0) + ci5u3,l(0 ) + (al)

(cl 6uiGl) + c121120) + C14u3(')A) + 2ei 10P,1")) + c 6iul(O),1 I + C'65u3(0),1 1 + C'66u2( 0),ii + (al/b) lC'62u2( 1 ),l

(2/b*2p1(i) + c'64u3(l),l + C'66u 1 ),i I + (l/)e'264i0),l1

Tr12(O) = 2[C61ui,1(0) + C66112,1( 0) + c65u3,1(0) + (al/b) =p( )uto a2

(c66u1(') + c62u2(1) + c641301 ) )] + 2e160,1( 0) + C .51u1(0 ),1 1 + c'55u3(0),1 1 + C'56u2(0),i 1 + (al/b) ic'52u2(l),I

(2/b)e260(l) + C'54113(l),I + c56u 10), 11 + (l/b)e'254(i),l

T13(0 ) = 21c5 1111,1(0) + c56u2,l( 0 ) + c55113,1( 0) + (alI/b) =p( )Uto 7

(c56u1 (1) + C52u2(') + 004301) A] + 2e 150,i1( 0) + where

(2/b)e250(l) c'pq=cpq+(elpelq/ECi ) ejq~eiq-(Cieil/cl)

Dl(O)=2[eilui,i(0)i-el6u2,l(O)+el5u3,l( 0)+(ail/b) C'ij'=Eij- (EliEly El1) a12 = n2/8.
(el6u1(1) + e12u201) +- eliu3(l) A, 2el 10,1(0) -(1/b)

E20) 3) In Eq. (7), c'pq, e'iq, and C'jj are modified material constants, and
ali, at2 are correction factors introduced in order to match the

Conditions of traction-free and charge-free without dispersion relations obtained from the two-dimensional equations
electrodes for edges at x I= ± a require, more closely to those obtained from the three-dimensional equations

Ti1 (0) = T12(0) = TI13(0 ) = TI1 i(1) =T120) =TI 30) = 0 o izeetiiy

and The a2 can be calculated from the velocity of surface
and wave.[51 It depends on the orientation of the plate as well as the

Dl(O)= DI) = (4)direction of the wave normal of the surface wave. For example, a
Di( 0 

= i(')= 0(4)surface wave propagating along the xi - in an SC-cut quartz plate

Integration of the last equation of (2) with rcspect to xi, leads to the should have a speed of 3250 in/sec. Then ac2 = 0.87 14.

conclusion that D 1(0 ) must be a function of time only, i.e., Forced Vibrations of Piezoelectric Crystal Strips by Thickness-Field

DI () ElIA~t (5)Excitation

We seek the solution of forced vibrations driven by a steady

By considering the edge conditions of D 1 (0) =0 on x I = ±a, altemating voltage applied to the electrodes coated on the surfaces of

we note that A(t) = 0 and then DIM0  = 0 throughout the plate. By the plate at x2 = ± b.

the use of constitutive relation on DIP(0 in (3) and solving for The edge is free of traction and charge, at xi I a:

4,(0) one has
T,1 (o) = T12(0) = T13(0 ) =DIM0 = 0

0,10o= Iel lelilul,(0) + e6u2,() + e5u3,() + (Ci/b) T, 1 (0) =T 12 () =T 13 (l) =DIM)= 0 (8)

(e161110) + e121120) +- el4u3 1 ) ) - 01/b) E2101)]1 (6)
The general solution will be obtained as the sum of the solution of

Substitution of (6) into the rest equation in (3) then into (2) homogeneous equations by letting 41 = 0 and the particular solution
yields the governing equation of strip resonator on the seven

funcion uiO) u~l)and00) i =1, , 3)as ollws:of the inhomogeneous equations by letting 0 = 41o e1Wt. Then the
funcion Ui() ,i(1 ,an 4,i) i = , 2 3),as ollws:boundary conditions are imposed on the general solution.

ci iui(l),I I + ci5u3(i),i 1 + ci 6 u2 (i),il + ei i1(l),i I - (2ai/b) Solutions of Homogeneous Euitionris and Dispersion Relations

[c'l6ul(0 ),i + c'65u3( 0),i + c'66u2(0),iI - Qtf/2b) 2 [C'621120) +

c'64113(l) +C'66 Ii(') - e'261)) = P (I + 2R) ui,tt(i) , We let 41 = 0 and assume the steady vibrational form of solution:

ac21c6iui(i),i1 +aC2c66u2('),ll + C65u3(l),il I + el640l),Il - u10) =b Acos xI i
(2ail/b) [c'2lul( 0 ),i + c'26112( 0),l + c'25u3( 0),l ] - (n/2b)2  A t~

[c'22u2(l) + c'24u3(') +c'26ul(IM - ec2241(l)] =P (I + 2R) u2,tt(l) u2(1l) b A2 COS 4 x I ei(tt

c5iui(l),l I + c56u2('),l i + c55u3(1 ),l i + e1541(l),l 1 - (2axifb)

[c4iui( 0 ),i + c45u3(0 ),l + c46u12( 0 ),l I - (itf2b) 2 [c42u2(1) + u3() bA 3 COS 4x1eirt'

c'44u3(l) +c'46ul16 ) - e'2441(l)] = P (I + 2R) u3,tt(l) ,
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0(1)= ~66'22) 12 bA4 os ~xj i~tSubstitution of (11) into (7) with 0o *e 0 yields matrix (M.2). For
k^C6VE2) 1 b 4 CS 4 I i~tfrequencies not equal to the thickness frequencies of infinite plate,

i.e., the frequencies which will not make the determinant of
u ()= b AS sin 4. x I eiO)t coefficient matrix of (M.2) equal to zero, we can solve for

amplitudes Bi, (i = 1, 2, 3, 4) from (M.2) in terms of 00.

u0)= b A6 sin 4 xI eiOut Ugneral Solution and Frequency Snectrm

u0)=b A7 sin 4 x I eic0  (9) The appropriate form of the solution of the strip vibrator is the sum
of the solution of homogeneous equations and the particular solution
of the inhomogeneous equations.

wherec66= c66 + e26 21/C22

Substitution of (9) into (7) leads to seven simultaneous u1(l) = ( Wn= 1 ctinAln COS [2a/(ltbzn)] +131 ) b eit
equations on seven amplitudes An (M.1) u2 (l) =( Xn7 = I ct2nAlIn cos [2a/Otbzn)] +132 ) b e(t,

where

Cpq =c'pq / c66 Cpq Cpq / C^6 u3 ( 1) = ( n7=1(~AI o 2/tz) B iAt

ei,= e'iq / (c66r-22)'1 2  Fiq =e'iq /(C66E22)l 12  *()- n7 = 1 ('6e2) ~a4nA In COS [2a/itbzn)]

£ij e'~/el ~ ij=ei/en+(C66/22)I/2 2 B4 ) b 0i)t,

Q (Ofl (x/2b)/4 (c66gP)I z = 4 / (n/2b) u 1 (0) = ln 7 = I (Z5nA Iln sin [2a/(itbzn)] b eiO

The dispersion relation can be computed by setting the determinant (0) = _n=Ianl i [a(bn)beOt
of the coefficient matrix to zero. For a given value of 0 , it yields u2 - 1Ctnnsi(a/bn)be"'
seven pairs of roots ± zn , n =1, 2, 3, ... 7. And for each root zn
there are seven amplitudes, Ain , i =1, 2, 3, ... 7, for the soluticn u3(0 ) = 4 7= 1 a7nAln sin 12a/Qtbzn)] b ei(t, (12)
(9). Then the ratio among these amplitudes are defined by

ain Ain/ An, i= 1,2,.. 7 10)where aiq, i = 1, 2, 3,...7, q = 1, 2, 3, ... 7 are defined in (10).
(Zin= A / l~ i =1,2 .. 7 10)Upon substituting the displacement and potential (12) into the

constitutive relation (3) and then into the edge conditions (4) we
and they can be solved from (8). We note that (x In = I1. have, in matrix form (M.3).

The seven branches of the dispersion relation are computed where
for an SC-cut quartz plate and illustrated in Fig. 3. The
predominance of amplitude of each branches is indicated by the letter Mmn [F1 laXin + jl60(2r, + 615tr3n + il lCL4n I Zn
symbols: sin[2a/(irbzn)],

P = Electrical Potential
E = ExensionM2n = [ F610(ln + at2E66L2n + 665tr3n + i16tZ4n]I Zn

sin[2a/(lrbzn)],

FS = Facexar M3n = [ F5l1 aln + Z56Ct2n + E55u3n + Zel5C4n] Zn

FS Fac-Shearsin[2a/(itbzn)],

IT = Thickness-Twist
M4n =[1Cltln + El6t2n + l5L3n + l104n ]zn

TSh =Thickness-Sbear sin[2a/(7cbzn)],

TSt =Thickness-Stretch
M5n = ((2al/it) [c3l lain + 6*l2(tn + c14(3n + e2lct4n +

Particular Solution and Cut-Off Frequencies ~1I10(5n + E1606n + 61507n + 61la8n] IZn)

For the particular solution of the inhomogeneous equations, we cos[2a/(nbzn)],

assume 0 = 0 ()ei~t and M6n =((2(tl/l) [c666aln + 620C2n + V6403n + S26(t4n] +

1
1 )=B I eiOt [cIltX5n + 66a6n + F65(t7n + 61 6(8n] Izn)

u2(l) =B 2 eiDo M7n =((2(ti/it) [56tln +C52tr2n +Z54a3n IF2504n +

u3(l) 133 eO~t 15 1 05n + eF56Gt6n + F55t7n + F 15c8n] Izn)
cos[2a/(7nbzn)l.

01I) = (C 66fE22) 1/2 B4 eitut For a given value of frequency Q~, the dimensionless wave number
zn, and amplitude ratios aij can be computed from (M. I) and Bm

u 1 () = 2(0) u3()1=)
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from (M.2). If the width-to-thickness ratio, a/b, is also given, then
each member of the coefficient matrix of (M.3) can be calculated, Discussions
and amplitude AIn, n = 1, 2, 3, ...7, can be solved in terms of fo
for forced vibrations. For A In not all equal zero, the determinant of The slope of a particular point on the dispersion curves is related tothe oeficint atrx (.3) ustbe ero Threfrethe group velocity or the propagation of the energy. These
the coefficient matrix (M.3) must be zero. Therefore, information can be used to do simplifie. energy-trapped resonator

design and analysis. [6] The coupling between different modes can
det I Mnm I = F(Q, 0, , R, a/b) = 0 (13) be identified from the curves as well and can be used for delay line

design and analysis. [7]
The above is the equation for resonance frequencies. Mass loading
effect can be studied by change the value of R in the equations. The Frequency spectrum will provide some useful information. We can
roots f0 of (13) is a function of a/b are computed for SC-cut of examine the influence of width-to-thickness ratio on the coupling
quartz with R = 0.03 as shown in Fig. 4. Also numerical values of between modes. For example:
resonance frequencies for a/b = 17, 20, 23 and for various values of
R are listed in Table 1. Weakly Coupled: Face-Shear(FS-15) and

Thickness-Shear(TSh-1)
Vibrational Mode Shapes and Frequency Separation Factors

Moderately Coupled: Extension(E- 11) and
Once the resonance frequencies are determined, it is of interest to Thickness-Shear(TSh-1)
identify the mode shape corresponding to each resonance and to
examine the effect of a/b ratio on the change of mode shapes as well Strongly Coupled: Flexural(F-26) and
as on the frequencies. For a particular value of resonance from Thickness-Shear(TSh-1)
(M.1), we can calculate the amplitude ratios among Aln. By further
substituting these amplitude ratios back into (12) then (13), We may select the width-to-thickness ratio to avoid the unwanted
mechanical displacement and electric potentials are determined as modes For example, for the fundamental thickness-shear mode
functions of xI and t within a constant of multiplication. Mode (TSh-I), a/b between 19.0 tol9.4 will be a good choice.
shapes are calculated at different frequencies and they are shown in
Figs. 5, 6, 7, 8, 9 for a/b = 20. Vibrational Mode Shapes will give further information. We can

examine the influence of width-to-thickness ratio on the
From experimental measurements and design experiences, it is predominance of the mode. We can also study the influence of
observed that difference of the resonance frequencies of the same width-to-thickness ratio on the coupling between the modes. For
mode corresponding to open and shorted face conditions is example, flexural mode is always coupled with thickness-sheu
proportional to the piezoelectric strength of that partici,lar mode. mode and face-shear mode is always coupled with thickness-twist
Therefore, we may define the frequency separation factor of mode.
thickness-shear mode as

Frequency separation factors have their own usefulness. We can use
them to examine the influence of width-to-thickness ratio on the

CTSh-i = ('2TSh-i - faSTSh-i) / llTSh-i strength of the piezoelectric coupling of each mode. For example,
for width-to-thickness = 17 the fundamental thickness TSh-I is the
predominate mode and the strength reduced for anharmonic
overtones TSh-3 and TSh-5. It is easier to design the energy-trapped

where Q'TSh-i is the frequency of ith anharmonic thickness-shear resonator under this condition. For width-to-thickness = 20, the
mode of the plate with electrically open surfaces and QSTSh.i is the anharmonic overtones of thickness-shear modes TSh-3 and TSh-5
frequency of the same plate with electrically shorted surfaces. have equal strength as tne fundamental one TSh-l. It will be more

difficult to obtain the energy-trapped resonator under this condition.
Similarly, we can define the frequency separation factors of flexural,
face-shear, extension thickness-twist and thickness-stretch modes S iimnary
by (1) By solving the plate equations of motion, we obtain the

CM-i = (floM-i - flSM-i) / QSM-i, dispersion relations of SC-cut quartz plates.

(2) By taking into account the edge conditions, we obtain the
where M may present E, F, FS, T or TSt. frequency spectra, frequency separation factors and vibrational

mode shapes for SC-cut quart strips with finite width.

By using the present two-d: nensional plate equations, both open
and shorted electric surface conditions can be easily accommodated (3) The coupling between different mode-. can be identified from the

in computing the dispersion relations. In order to calculate Q0 frequency spectra and vibrational mode shapes.

resonant frequency for plate with electrically open face condition, in (4) The piezoelectric strength of each mode can be examinated from
(2), we have the frequency separation factors which is one of the advantage of

using the present two-dimensional plate equations.
D,( )

- (it/2b)D2(1 ) = 0.
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a/b R = 0.000 R = 0.005 R = 0.010 R = 0.020

17.0 0.924876 0.921895 0.918921 0.912991

17.0 0.948760 0.944171 0.939660 0.930872

17.0 0.978479 0.975219 0.971664 0.963929

17.0 0.983588 0.979866 0.976512 0.970643

17.0 1.013210 1.009818 1.007533 0.999104

17.0 1.018059 1.012562 1.011514 1.004672

17.0 1.035755 1.030791 1.025914 1.009012

17.0 1.046497 1.041863 1.037311 1.016432

17.0 1.057212 1.052729 1.048331 1.028466

20.0 0.928263 0.925289 0.922318 0.916370

20.0 0,947168 0.942567 0.938045 0.929250

20.0 0.980439 0.977789 0.975154 0.969923

20.0 0.984316 0.981536 0.978792 0.971373

20.0 1.004202 1.000324 0.996478 0.988892
20.0 1.030762 1.012562 1.007533 0.997141

20.0 1.031501 1.026692 1.022451 1.009012

20.0 1.043599 1.030382 1.025594 1.013761

20.0 1.062259 1.038576 1.033628 1.016636

23.0 0.930817 0.927849 0.924878 0.918899

23.0 0.946152 0.941542 0.937014 0.928227

23.0 0.954349 0.951842 0.949351 0.944417

23.0 0.966320 0.960477 0.957471 0.948859

23.0 0.984656 0.981623 0.978552 0.972252

23.0 0.995882 0.99195 0.988582 0.981627

23.0 1.016690 1.013508 j.009500 1.001478

23.0 1.032644 1.02778? 1.022951 1.009012

23.0 1.037722 1.032811 1.027964 1.013408

23.0 1.046902 1.042406 1.037949 1.018460

23.0 1.053781 1.049846 1.045872 1.029171

Table 1. Resonant frequencies of SC.cut quartz strip with shorted surfaces

a/b R = 0.000 R = 0.005 R = 0.010 R = 0.020

17.0 0.925084 0.922112 0.919149 0.913244
17.0 0.949716 0.945117 0.940595 0.931783
17.0 0.978802 0.975067 0.972255 0.964705
17.0 0.984303 0.980457 0.976958 0.970902
17.0 1.013546 1.011008 1.006813 0.999718
17.0 1.019132 1.015453 1.011878 1.004981
17.0 1.036584 1.031605 1.026713 1.011512
17.0 1.047307 1.0426-A 1.038061 1.017197
17.0 1.057773 1.053293 1.048896 1.029152

20.0 0.928459 0.925496 0.922539 0.916624
20.0 0.948130 0.943518 0.938985 0.930161
20.0 0.980468 0.977818 0.975184 0.969957
20.0 0 984563 0.981777 0.979033 0.973621
20.0 1.004810 1.000945 0.997111 0.989543
20.0 1.031738 1.010249 1.021999 0.995016
20.0 1.033435 1.011008 1.023257 1.011512
20.0 1.044328 1.031139 1.026359 1.014584
20.0 1.063140 1.039300 1.034348 1.017341

23.0 0.931005 0.928050 0.925095 0.919162
23.0 0.947118 0.942497 0.937957 0.929132
23.0 0.954366 0.951859 0.949359 0.944439
23.0 0.971096 0.96.765 0.961562 0.952308
23.0 0.984965 0.981953 0.978911 0.972687
23.0 0.996457 0.992769 0.989149 0.982157
23.0 1.017249 1.010249 1.009520 1.002022
23.0 1.038565 1.028657 1.021999 1.011512
23.0 1.047642 1.033654 1.028807 1.014272
23.0 1.054090 1.043155 1.038704 1.019296
23.0 1.066514 1.050161 1.046201 1.029935

Table 2. Resonant frequencies of SC-cut quartz strip with open surfaces
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vigure 5. Modes for Predominately Flexural Vibration (F.26) at

f0 0.922, a/b = 20
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Figure 6. Modes for Predominately Thickness-Shear Vibration (TSh-1) at
!- 0.938, a/b = 20
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Figure 7. Modes for Predominately Thickness-Shear Vibration (TSh-3) at

Q = 0.963, a/b = 20
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Figure 9. Modes for Predominately Extension Vibration (E-13) at

Q= 0.979, a/b = 20
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Figure 10. Frequency Separation Factors of SC-cut Quartz Strips, a/b = 17
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Figure 11. Frequency Separation Factors of SC-cut Quartz Strips, a/b = 20
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LATERAL- AND THICKNESS-FIELD COUPLING IN LITHIUM TETRABORATE

A. Ballato, J. Kosinski, M. Mizan, and T. Lukaszek

US Army Electronics Technology and Devices Laboratory
LABCOM, Fort Monmouth, NJ 07703-5000

ABSTRACT

Lithium tetraborate is a tetragonal LITHIUM TETRABORATE
material of considerable promise for
frequency control and signal processing
applications. It exhibits piezoelectric
coupling values that fall between those of NC I
lithium niobate and quartz, but possess
orientations for which the temperature
coefficient of frequency or delay time is\
zero for both bulk and surface acoustic ,1 _
waves. ./-- .,,.

Calculations have previously been made . eEs . 2
for rotated y-cuts, including the regions
where the quasi-extensional and quasi-shear
thickness modes have zero temperature
coefficients of frequency. In this paper we TETRAGONAL SYSTEM IVb CRYSTAL CLASS 4mm [C4.,]
extend the calculations to doubly rotated
bulk wave resonators, and compute the
coupling factors for the three simple Figure 1. Symmetry elements and Van Dyke
thickness modes driven by thickness (TE) and matrix for lithium tetraborate, class 4mm.
lateral (LE) quasistatic electric fields as a
function of the orientation angles phi and Properties of Li2B4O7 = Li2O.2B203
theta, and the direction of the applied
lateral field psi. Because of the temperature ' Congruently melting phase in the lithium
coefficients of the piezoelectric coupling oxide-boron oxide system; transparent and
factors, the temperature coefficient of a colorless.
resonator will depend not only upon T Low melting point: 917"C.
orientation, but also upon harmonic number T Czochralski growth, Pt crucibles,
and location of the resonator operating point diameters > 50 mm along (100], [001], or
on the immittance circle. These [110]; sensitive to thermal shock (cooling).
considerations are addressed. ' Lattice spacings: a = b = 9.479 A, c

10.280 A
T Mohs hardness = 6 (between LiTaO 3 and

INTRODUCTION quartz = 7).
T Low density = 2451 kg/m 3 , but acoustic

Lithium tetraborate (LBO) is a velocities only slightly greater the those in
tetragonal material in crystal class 4mm LiNbO3 and LiTaO3.
(C v). As such it possesses a single 4-fold T Solubility: 1) dissolves rapidly in
polar axis, and four symmetry planes acids, slowly in bases. 2) hot water used as
containing the 4-fold axis; these are shown etchant. 3) insolvent in organic "solvents."
in Fig. 1. The primitive region is 1/8 th of T Relatively high piezocoupling k and k
a hemisphere, which we comprise as the angle values.
ranges (yxwl)t/9, with 0 : 4 r/4 and 0 : 9 T Surface acoustic wave (SAW) reflectivity

r/2. As a consequence of its symmetry, LBO per stripe > 5 times that for LiNbO3 , LiaO3 ,
is and quartz, leading to miniaturization.

T Zero temperature coefficients of
A Pyroelectric frequency and time delay for BAW and SAW.
A Optically uniaxial (LBO is negative)
A Piezoelectric
A Not enantiomorphic (no twinning) DETERMINATION OF CONSTANTS
A Nonferroelectric (poling not required)

The elastic, piezoelectric, and
Figure 1 shows the pertinent Van Dyke matrix: dielectric constants of 4mm crystals may be
there are 6 independent linear elastic determined from the simple thickness modes of
constanta, three independent linear thin plates driven by thickness excitation
piezoelectric constants, and two independent [TE) and lateral excitation [LE].
linear dielectric constants.

Particularizing to the substance lithium Orientation (yx); Y-cut = X-cut
tetraborate (LBO), we find from the
literature (1]-[26J the following specific (TE]: pure shear along X3
properties and virtues: c44E, e15 , ellS

[LE]: pure stretch along X2 , driven by X3
field

US GOVERNMENT WORK IS NOT PROTECTED BY US COPYRIGHT cliE , e31
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Orientation (zx); Z-cut

[TEJ: purg stretch a ong X3  50

C 3 3 , e3 3 , £33 C psi- +0.000

b

Orientation (yxl)O; rotated Y-cut

[TE]: cou~led shear-stretch

(LE]: pure shear along X1 , driven by X1  ..., -

fieid -
c66 ..

orientation (yxw)o "i

[LE]: coupled shear-stretch, field along
X3; 1' X2 motionC12  0 " , _---

o E0
12 0 THETR 90

COMPUTATIONAL SCHEME Figure 3. Thickness excitation piezocoupling
factors for (yxwl)f = 0"/e plates; these are

Input data are taken from Ref. (19], and weak functions of angle 0.
used as follows:

" sE d, CT are converted to cE, e, 6S

* c , e, cS, density, and thickness are 9

given at reference temperature To = 25C r ph:- 10.000
* first- and second-order temperatur .... P 10.000
coefficiepts TC(1) and TC(2) are used to
compute c , etc., at two other temperatures,
Tc and Th
* For assumed angles 0,e, and psi, the
conventional eigenvalue problem is solved to
yield Nm, km , km(psi), etc., for each
temperature, Tc, TO, and Tb
E TC(1) and TC(2) of Rt fA, etc., are
computed for each mode, harmonic, and - -
excitation type; for further details, see
Refs. (27]-[29].

VELOCITY AND COUPLING

The frequency constants, Nm, are given 0 • 90
in Fig. 2 for rotated Y-cuts; the TH TR
corresponding (TE) coupling factors, k, are Figure 4. Lateral excitation piezocoupling
shown in Fig. 3. Figures 4-7 present the (LE] factors for (yxwl)§ = 01/8 plates.
coupling factors, S(psi), for rotated Y-cuts
having applied field direction psi =
0"(30")90", respectively.

50
5000 -------- Tphi- +0.000

Tph 0.000 .. psi-+
3
0.000

PS +0.000 a-.
8 b_

b __

-- - - - --- - -- -- - - - - - -

NX

"- "- - -

.............. . _............

0 L.... 0 90

0 90 THETR

Figure 2. Frequency constants for (yxwl)= Figure 5. Lateral excitation piezocoupling
0"/8 open-circuited plates; shear mode factors for (yxwl)f = 30'/B plates.
degeneracy occurs at approximately 20".
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0 so 'Figure 8. Lateral excitation, first orderTHETR temperature coefficients of slow shear "c"
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TEMPERATURE COEFFICIENTS operating at the fundamental, third, and

infinite harmonics.
The first-order temperature coefficients

of antiresonance frequency, for the c mode of
rotated Y-cuts driven by lateral fields is In LBO the fast shear mode (b mode) is
shown in Fig. 8 for the fundamental harmonic. not of great interest with respect to its TC
Angle psi is the parameter. For values of values, and is not discusied here. Figures 10
angle 8 > about 20, it is seen from Fig. 4 and 11, are the a mode equivalents of Figs. 8
that the c mode is undriven by [LE] for psi = and 9, respectively. Although zeros of TC(1)
0; in Fig. 8 this corresponds to the upper exist for all harmonics, the (LE] coupling
curve, which coincides with the (LE] for this mode is weak; the [TE] coupling is
resonance frequency TC. The influence of much stronger, leading to a considerable
Ikpsi) and its TC is seen in the change of displacement in the angles at which the zero
TC(l) with psi in Fig.8. TC(l) occurs as function of overtone.

Figure 9 presents the (TE] case Loci of TC(l) = 0 fc- [TE], a-mode,
paralleling Fig. 8, which means the c mode doubly rotated plates at stveral harmonics
TC(l) of resonance frequency. Figure 3 shows are given in Fig. 12. The plot shows only a
that the c mode is driven for 8 > about 20. weak sensitivity to variations with angle 4.
The influence of coupling is most readily In Fig. 13 are shown values of TC(2) for
observed in [TE] plates by varying harmonic, rotated Y-cuts with harmonic as parameter. In
and one sees in Fig. 9 that as harmonic Fig. 14 the TC(2) = 0 loci for [TE], a-mode,
number becomes indefinitely large, the TC(1) doubly rotated plates are shown. Here the
of resonance frequency becomes equal to the variation with angle 9 is much greater than
TC(1) of antiresonance frequency in Fig. 8 with TC(1).
with psi = 0".
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Superposition of Figs. 12 and 14
discloses that a unique doubly rotated
orientation in LBO exists for which TC(l) =
TC(2) = 0. It occurs for 0/9 = 40"/33" at the
fundamental harmonic, driven in [TE]. The L.45.O? T;R(10 CT

corresponding Na and ka values may be read o fund

approximately from the graphs in Figs. 15 and t 
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SUMMARY I - INTRODUCTION

More and more modem Telecommunication systems make use of
very high frequency piezoelectric devices for filtering or for

In the course of a study of VHF resonators for an application to the frequency generation. This will be thecase forthe new Pan-European
intermediate frequency filters of the new Pan-European numerical numerical radiotelephone system, now in a development phase, to
radiotelephone system, it was observed that a very precise control of numerial ithe y nin a deoment paethe esoatos pramterswasneeed.Thecut-ff reqenc ofthe be operational in the early nineties. It will make use of a very large
the resonators parameters was needed. The cut-off frequency of the number of V.H.F devices (Antenna filters, intermediate frequency
unelectroded flat plate, the electrical frequency lowering, the mass filters etc..).In the course of a study concerning bulk wave versions
loading and the electrode geometry are the most important parameters of the latter filters, we have observed that significative conceptual
of the plane resonators. They determine de of the felctrical and technical advances were needed to establish designs for theseresponse of the resonators. The exact knowledge of the first quantity filters that permit to obtain the wanted characteristics together with
is of prime importance for the modelization and to optimize several the possibility efa large volume production at acost compatible with
steps of the elaboration of the resonators. An approximate the objectives of a very large diffusion of the mobile and portable
determination of this quantityis usually made by an ait gap frequency stations.
measurementof the unelectroded plates. To obtain a greater precision
for these measurements, electrodes of size much smaller than the The first point observed was that a very tight control and a very high
plate diameter are generally used, since they lead to a simpler reproductibility of electrical parameters of the piezoelectric
frequency response characteristic of a trapped mode. The frequency components of the filter were required at a high frequency (near 70
so obtained differs from the cut-off frequency by a quantity that can MHz). Since the electrical parameters (equivalent scheme, unwanted
be quite important and is a function of the gap, of the electrodes responses) of a plane resonator are mostly dependant on three
dimensions and of the coupling coefficient of the material. In the first parameters (the thickness [or the cut-off frequency of the unelectrode
part of this communication we present a method to extract the cut-off plate], the electrodes geometry and the plate back) and since the two
frequencey from such air gap measurements with a model of the latter ones parameters can be accurately controled using the modem
corresponding resonators. technology (masquing techniques and precise quartz thin film
Then, we consider the interest of modifications of the cut-off thickness monitoring), it was deduced that a critical aspect will be to
frequencies of selected regions of a plane resonator. This can be achieve a very precise control of the plate thickness (in the order of
achieved by local thickness modifications, and permits to obtain new 20 micron for the berlinite version of the filter). A method, based
degrees of freedom in the design of resonators. The interest of this upon the theory of the thickness vibrations of the piezoelectric plates
possibility has already been demonstrated in one case by Lukaszek (1)(2)(3), permitting to obtain very accurate measurements of the
who has proposed the use of resonators with electrodes embedded in cut-off frequency of very high frequency plates was investigated.
the plate to gain a better control of the unwanted response and of the This method will be described in the first part of this paper.
impedance level of V.H.F. resonator. A theory of the corresponding In order to obtain a better control of the anharmonic spectrum of the
resonators is presented and the possibility given by this design high frequency resonators (the rejection of the anharmonic modes
explored. If three regions of the resonator are allowed to have has to be very high for this application) we have theoretically
different thicknesses, new possibilities are gained, such as to investigated, a method originally proposed par Lukaszek (4), which
eliminate a selected unwanted anharmonic mode or to obtain a faster consists in depositing the electrodes in a previously etched region of
decrease of the principal mode across the plate. A theory of such the plate. This design allows also to obtain a much lower impedance
resonator with 3 regions is presented, As the theories corresponding level for the resonators. The corresponding theory and results will
to the two previous cases, it is based on the approximate equations be given in paragraph III.
to th. thickness vibrations of piezoelectric plates established by H.F.
Tiersten and coworkers. These equations are solved either by a Otherlocal modificationsof the plate thickness can allowtominimize
semi-algebraical method or numerically by the finite elements the lateral dimensions of the devices or tointegrate several resonators
method. Examples of computed modes are given and compared to on a single plate. To investigate this p ;nt a theoretical niodel of
experimentally observed ones. resonators having three regions with different thickness was

established, it will be described in paragraph IV.
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In paragraph V a finite elements solution of the Tiersten equations, to make precise frequency measurements. A typical exemple of the

relative to thecasespresented inparagraphs lI,111 and IV, is described obtained response is given in figm... It concerns a 20 MHz AT
and the results obtaned by this method are compared to those of the quartzplate, the electrode diameterwas 2,000 mm and the gap varied

semialgebraical solutions and to experimental ones. from 10 gm to 130 jim with 10 lim increments. On figure it is
possible to observe tl.at the antiresonance frequency varies with the

All these investigations are based upon the theory established by H.F. gap.
Tiersten and coworkers of the thickness vibration of the piezoelectric
plates. They extend previous works concerning the modelization of
plane resonators with electrodes of arbitrary geometry (5) and of
corrugated resonators (6).

INSULATOR

11- Accurate determination of the cut-off freauencv o 10
unelectroded plane piezoelectric plate ~toor d.2r

11.1. Air gp measurements and the cut-off frequency h

This quantity (fe) which is the antiresonance frequency of an infinite
plate having a zero mass perfectly conductive electrode is, as shown OPTICAL FLAT
by the theory, with the mass loading and the electrode geometry, a
fundamental parameter of the thickness mode plane resonators. It is
the parameter that include the thickness effect and most of the
material properties of the resonator.

In practice, the exact knowledge of this quantity is required for the Eigm 2: Air gap measurements with a small electrode

modelization of the resonator and also to make resonators at the
wanted frequency with a precise mass loading. Errors on these CHI * log AGo 10 dU/ RI -30 d@
quantities can have detrimental effects on the equivalent scheme and m 1 A
on the parasitic response of the resonator.

The frequency directly measured from air gap measurements differs ca I A \ du2mmI

from td by a quantity which is, in relative value, of the order of 4 k2/ -

70(2,6% for AT quartz and 4% for AT Berlinite). This error which
is very dependent of several experimental parameters (gap, electrode -
dimension) is an important fraction of the mass loading used for high
frequency resonators (about 0,25 to I %) so that this frequency cannot U U
be used directly when a precise control of the mass loading is required. 0 0

AIR GAP MEASUREMENT CENTER 20.420 250 MHz SPAN .030 000 MN:

(large electrode) 3Ejgl i: Example of the frequency responses obtained with a
variable gap

Ei 1: Air gap measurements with a large electrode
If a zero gap condition is realized, without applying any stresses on

To obtain from air gap measurements a quite exact value of fd it is the plate, then, the resonance frequency is that of a resonator having
necessary to use a theoretical model of the corresponding perfectly conductive electrodes with a zero mass. Thin can be
el perimental set up. Two type of exp;rimental set up are of common accuratelly simulated by the mathematical extrapolation of the
=. In the first one the nlate is situated between two plates having resonances frequencies measured with different gaps.
the same dimensions at thc plate (figure 1) and the quantity measured I.Z - Modelization of a resonator where 4he energy trapping
is either the anti resonance frequency at zero gap or the resonance results only of the electrical lowering
frequency with a large gap. f, can be determined by a theory of the
vibration of unelectroded square or circular plates made by H.F. As a basis of this model, we use the scalar equation governing the
Tiersten (7). However, with this experimental set up, the electrical lateral dependance of the anharmonics in thevicinity of one overtone
response is very often complicated by plates modes coupled at the (number n) of a given thickness mode. This equation was first
edge and is perturbated (antiresonance measurements) by the established for monoclinic7 plates (2) then for plates of an arbitrary
parasitic capacitance. orientation (3). In this case the equation has, in a coordinate system

with x2 normal to the thickness and xi x3 choosen to eliminate the
The second experimental set up is represented in figure2, it uses an mixed derivative (3) the following form:
electrode with a diameter much lower than the lateral dimensions of
the plate. A small gap is generally used and transmission
measurements of the resonance frequency most generally employed. ' na U n2 r2C .,, 2 -,,e24VoeJ0

With this set up the electrical frequency lowering in the region under M, 4h' +Ipox- u = P&2- li
the electrodes is generally sufficient to induce the trapping of the a.,,3

vibration mode at the center of the plate so that "clean" frequency In this equation, a2(x,,x 3,t) is the lateral dependance of
responses with low losses are obtained. This permits to have simpler
modes (by avoiding the coupling to plates modes due to a non aj(xI,x 2,x3,t) = an sin(nix 2/2h).
negligeable value of the displacement at the plate edge) and thereby
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at arises from a transformation of the usual component of the c F" (unelectroded region)
displacement u, and of * the potential , made to replace the
inhomogeneous boundary .,:nditions * = ±Voe1/2atx2 = ±h by the t I1 1
homogeneous conditions = 0. The inhomogeneous term of the u., +.,r+.-u,,+Aul= 0  [4]equation results from this transformation. r r1

c*' is either-P) for the unelectroded part of the resonator ore(') for the WhrA=nnt(ff_2
electroded part. ci) is the stiffened elastic constant relative to the WhereA = 2

corresponding one dimensional mode (Eigen-value of the Christoffel
Matrix). that can be separated as ul(r,t) =R(r).T(t) in:
u l _= , e26V oej '

u I -u 12 - h r2R"+rR'+R(r2A -i2).=.O

, . x2VoeJw T"+ 9T=O

2h + For the electroded region the symmetrical solution bounded at r 0
U, = Zu1, can be expressed as (6):Ui = :--..

60) = -c(l - 8k in2 ) U, 0 ".AJ (r  A )cosm t  [61

6()is a constant that includes the electrical effect of the metallization. with m = v even integer

4k1 2/nt is approximatively the relative frequency lowering due to For the unelectroded region the symmetrical solution bounded at r4k In s approtmativeyishe(sinceveArisuethenownegative)t

the electrical effect of the metallizationco ) = F"(1 - k'Y).is a pseudo is (since A is then negative)

ordinary elastic constant. kV1) is the coupling coefficient of the B.K.(r7)cosmt 17]
corresponding one dimensional mode. M, P are intricate functions u 0.0
of the material constants and of the plate orientation that can be
obtained from the method described in reference (3) or in reference with: m = u even integer and A' = -A
(8). Jm and Km are respectively the Bessel function of first kind and the
- Boundary and continuity conditions : The traction free conditions modified Bessel function of second kind, of order m.
on the major free surfaces, normal to the thickness are automatically
verified as a consequence of the method used to establish the At all points of the electrode edge we have to specfy the continuity
dispersion relation. On the surfaces limiting the electroded and the of ul and of its normal derivative. As previously discussed
unelectroded regions of the resonator we have to specify the (6)(11)(12), this can be approximated by the expression of these
continuity of ul and of its normal derivative, conditions at only a discrete number q, of points (figure 4). It thesolutions for the two regions are :
In this paper we suppose that the amplitude of the vibration mode

near theedges of theplate are negligible so that no boundary condition u = ( Z AJ(rA)cosmt sin(nn.V2h)
at the plate edge are taken into account. It was previously shown that, -
in this case, they induce a negligible modification of the resonances ( BK,,(r r)cs sinx/h8
frequencies (9)(10). U1 

=  cosmrsin(nia22h) [81

Eigen mode analysis The eigen modes of the resonator can be
obtained following the simultaneous solution of the equations forthe at the point P(xrPx,x,) we have:
electr,.ed and unelectroded region taking into account the continuity I P P P # P P P
conditions at the electrode edge. At V=0 the homogeneons form of U,(X t ,,X3) =p -UI (Xt,X2 ,X3)
the approximate equation for the two regions reduces to:

M'.u,11+P'AuA,33+4iep(f- R=)u=O [2] n, +(n = n, L4P + n 2!' [91

with: If we choose to express these conditions at q points at the electrode
n, TO edge, we obtain 2q linear relations between the coefficients A0, A 2,

=A2q2 .... B0, B2, B2. 2, to obtain a solution we have to truncate the4h p series to q terms so that the 2q relations constitute an homogeneous
for the electroded region. linear system in the 2q coefficients. The determinant of this system

or: has to vanish to have a non trivial (0) solution in the coefficients.
This condition constitutes a frequency equation that is solved

,= n 7C numerically for the eigen frequencies. For each eigen frequency the
ffclah =coefficients of the eigen modes are found as the solution of the

h phomogeneous linear system. The forced modes can then be obtained
for the unelectroded region. as described in reference (6]. In figur are represented the computed

The coordinate transformations: modes of two air gap resonators (with a zero gap) for an AT quartz
plate 23 micron thick. On figure 4a we have the case o .- small
electrode with 2r=20.2h; it can be observed that the lateral extension

C * I rC2 2 of the displacement ( the iso-level curves are spnced by one tenth of
X - i X - .TX3 the maximum amplitude) is very important ou' .e the electrodes.It

may bc noticed that the lateral anisotropy of ite mode is also very
important. On figure 4b the computed zero-gap mode of a resonator

X, = rcos t X3 = r sin t [31 with 2r/2h=60 is represented at the same scale.
In this case, the total lateral extension o," the mode is only a little
more important than in the previous one, so that most of the energy

with: 9' is confined under the electrodes. The rate of decrease of thewith: - - 4 dispiacement outside the electrodes is also much faster in this case,

so that it can be expected that the measurements made with this kind
-" = (eletroded r. gion) of electrodes will be less sensitive to small defects of parallelism of

the plates situated outside the electrodes.
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EXAPLE OF MODES OF ZERO OAP RESONATORS I.4 - Experimental and computed results

AT QUARTZ, 2h- 23 10. 3 am, 72MHz Fundamental This method was applied to quartz and berlinite plates with thickness
ranging from about 200 to 20 microns that were obtained by
conventional polishing techniques.

SMALL SIZED ELECTRODES 2r 20.2h
The experimental set-up is represented on flgwe. An HP 8753
network analyser is used for the electrical measurements; on fiUg.

, 35,. 25.. Vs M0. mu. . 9.o 4 W.W.K- fG..M-6 and are represented the relative variations of the resonance
~ W... I elm C. 4.,ZUAWQWW." frequencies measured as a function of the gap for a 51 MHz and a

71 MHs resonator; the corresponding zero gap frequencies are given
on the figures.

RXC X1 rtm rm YnWi

Figur a: Mode with 2r/2h=20

MEDIUM SIZED ELECTRODES 2r 0 60.2h

o t *L. * rww low t .ii .7mmeflM-4

o B ig 5 : Photography of the experimental set up

C,

" , f, - ,,) () 40
. 0 1f ) d.2MM

7QUARTZ AT
W. 6.

06- f (0)=517O012SHz

"0 5
3.- 1. . 0- - i'-s i.0 i.s '.0 1-s 2.0

AK(C 91 U~n r4 UflM. 4-

E.gur,,4b: Mode with 2r/2h=60 3
SAM S ,AT EQR ALL EGUES

-60.2h( X< +60.2h i -60.2h< X .60.2h 2-

Eig= 4: Computed zero-gap modes 1.

Rpm)

11.3 - Application of the model to determine fd o 10...... 2... 30 . 40

As previously indicated, the airgap frequencies are measured as a Eigi f :Relative variations of the air gap frequency with 1 (2 mm
function of the gap and then numerically extrapolated to a zero gap. probe, 2 h = 32 g)
The zero gap frequency is considered as resonance frequency of a
resonator having a zero mass electrode of diameter d = 2r. By an Thefrequencyresponseofa71 MHzresonatormeasuredwithaprobe
iterative process an apparent(or corrected) thickness of theresonator having a diameter of 2.000 am and a gap of a few microns is given
is numerically searched, using the described model, so that the onfg/a..Itcanbeobservedinthiscasethatwiththislargeelectrode
computed resonance frequency corresponds to the experimental one. the trappingis not sufficient to have no unwanted modes (the spurious
The f,, and fd frequency are then determined, modes observed near the main resonance result most probably of a

Since the resonators are designed using similar models making use coupling at the edge of the plate of the thickness mode to plate modes)

of the f,1 and fl frequencies (determination of the electrode radius . In figure2 is given the frequency response of a similar plate with

and of the mass loading to have a spurious free response and a given a probe having a diameter of 1,50 mm ; we have now a "clean"

value of inductance), this global process eliminates a large part of response. This illustrates the importance of the choice of the probe

the modelization approximations and of experimental uncertitudes. diameter that must be such that the vibration mode have a negligible
amplitude at the edge of the plate.
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f (1)f )( °
104) d-1.Smrn With this experimental set up it was possible to make measurements

1(0) at much higher fi-nquencies, t0e 3rd overtone of a 71 MHz plate is
displayed in.jUrCj.Q. Due to the very small value of the reactance
of the static capacitance at very high frequency, reflection

OUARTZ AT measurements (S 1) at- to be pre~fered above s~y 200 MHz. The S11
7.f(0)=73654160 Hz frequency response of t0e fift), overtone of a 71 MHz plate is given

on fig&11.

5 S 11  log MAC 1.5 dB/ REF 2 dB j-11. 077 dB

25ARt 93 710 MHz

5thOVERTONE
3

d=l.Smm
2-

1.0, I(Fm) t -'

.... 1'0 1'50

fig=2 : Relative variations of the air gap frequency with 1 (1,5
mm probe, 2 h = 22,5gm)

$21 lo9 MAG 5 dB/ REF 0 d9 Is-I. 1573 dE

d=2mm

CENTER 258.681 250 MHz SPAN 2.000 000 MHz

-Fig= n : Air gap response of the 5' harmonic of a 51 MHz plate
(S, measurement)

S11  log MAC 3 dB/ REF -30 dB h-35. 774 dB

- 5th OVERTONE

- - -- SPANdxl.5 mm
CENTER 73.735 250 MHz SPAN . 400 000 MHz

E g : Response of a 73 MHz resonator with a 2 mm probe - - -

S21 log MAO s dB/ REF -25 dB

d=l.5mm

___ CENTER 3. 000 000 MHz SPAN 5. 000 000 MHz

- -Figami: Air gap response of the 5"harmonic of a71 MHz plate
(SI, measurement)

Typical exemples of application of this method are displayed in table
I and 2 were are given the thickness of the plate measured by a
conventional method, the zerogap frequencies and the extracted

CENTER 73. 721 875 MHz SPAN . 200 oo MH values of fc, fz, and of the computed "apparent" thickness (relative

Eigim 2: Response of the same resonator with a 1,5 mm probe to the values of the material constants used in the computation).

567



To avoYd the calculation process made to extract the values of f.,
TABLE 1 AIR GfAP MEASUREMENTS and fd in the cases where only a moderate precision is required, abaci

RESULTS OBTAINED FROM MEASUREMENTS WITH r= 1 giving in reduced coordinates the dependence of the zero gapmm resonance frequency upon the electrode diameter were calculated.
AT QUARTZ EXEPT SAMPLE N" 5 (Y+3" BERLINITE) From the reduced frequency Q2 = (f2-i,)/f.1 for a given 2r/2h ratio,

the fc1 frequency can be calculated from the measured value f.; the
2 hMw f,, f.1 fc 2h"I, f frequency can then be determined knowing the value of k1

2. They
are given on figlM 12 (AT cut of quartz) and on figum15 (AT cut32.0 51569793. 51662672. 51825912. 32.0579 of Berlinite).

80.9 20466933. 20424233. 20488768. 81.0899

81.1 20414451. 20371758. 20436127. 81.2988 16625 kHz ZERO GAP FREOUENCY-f(d) AT.OUARTZ
87.5 18977731. 18935085. 18994914. 87.4672 2h. 11o'3mm

187.2 9244542. 9195947. 9252228. 186.68 fj .16614319Hz

TABLE 2: AIRGAP MEASUREMENTS 16600

RESULTS OBTAINED FROM MEASUREMENTS WITH r
0,75 mm

2h maw fergapo f,1  f. 2h., 16575
231,9 F 51799083.51750620. 51914138 32.0034

"99 I * 16561988Hz31,9P3 155453330 155439444 155493787 32.0546 2'-.- ------- ---

22,5 F 73654160 73614188 73846788 22,4983 I 1655 d()I I I | I I
__ _ _ _ _ _ _ _ _ _ _1 2 3 4 5 6 7

0.08 Ejr tA 14: Resonance frequency (1=0)of an AT Quartz (2h = 0,100
2- mm)

To illustrate the dependence upon the electrode dimension of the
resonance air gap frequency in a simpler manner we have plotted on

0.o f .14 the zero gap frequencies for a plate of AT quartz, 0.1 mm
thick as a function of the electrode diameter.

III - Resonators with electrodes embedded in the plate

0 F This type of resonator was proposed by Lukaszek (4) to control the0.04 a. unwanted responses and the impedance level of VHF resonators for
filter applications. As shown in fig=U 15the electrodes are deposited

R:O in an etched region of the plate. These resonators are of the energytrapping type if the cut-off frequency of the electroded central region
QUARTZ Y-35'15' r ,f,) is lower than f,. These frequencies differ by a quantity that

0.02 21 depends upon the electrode thickness, the depth of the grooved region
0; 10 20o 30 , 0 and upon the electrical frequency lowering. If we define a new

a 12: Correction diagram for air gap measurements (Y-35 15' apparent mass loading k' by:
Quartz) REGION I REGION 11

OlimO-08
4
1

8 
(A-0) 2

0.08 h
2Wh

Eig 15: Resonator with embedded electrodes
_4k2/'.06 -,,, £ = 4,l-1

A ,#p ,(2h' + 2h") - (2h, + 2h2)pq

.04 o.r22 
:

AO :0h, h', h", h, h2 are defined on figure5. p, and p, are the densities
ALP04 Y-3318 '  of electrodes and quartz.

2,
0.02 2h

b ' o do 4O So "--o The theory of paragraph II can be applied to these resonators if
Elg=ul 13 : Correction diagram for airgap measurements (Y-13" 18' + >0 to ensure that the trapping ct the energy occurs with

Berlinite) this new value of fj1).
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Several calculations were made for the case of 72 MHz resonators L(mrH) _ s.. o-3
using quartz and berlinite (the thickness is about 23 p.m for AT quartz
and 20 p.m for AT Berlinite). We have assumed that the interesting INDUCTANCE OF AT QUARTZ
values of A' were between - 1.10' and 8.10'. For a total thickness RESONATORS
of aluminium electrodes of about 2 x 1000 A, this corresponds to an $ ESNA. \
etching ranging from about 2 x 1100 A to nearly 2 x 200 A. Th2 #

results are given in the form of a diagram giving for AT Quartz, the

reduced resonance frequency fi as a function of 2r/2h. On this 2

diagram we can observe (fig= 16 that, for a given value of A', the
trapped modes can exist between fl = 0 and a limit 01jm which is a

fonction of A'.

Aii#8k2 fl2 +M2'

The principal effect of reducing A' is to reduce the number of modes o.
that can exist, so that it is possible to obtain resonators with no
anharmonics for much larger values of 2r/2h than with conventional
values of the mass loading.

0.23
2 =8Y ry 2-,r

015 W. 
. . .

• hiig r" aios 2h
omitted 0 i 'b 2 o 40 o e 'o

flig=~ 12: Inductances of 23 pim AT Quartz plate as a function of
A' and 2r/2h

TABL1:;INm 2UANCE

0mode COMPUTED VALUES OF L for 72 MNHz AT QUARTZ
0.10--------------------------2It= 23,01524 tm -Values in mH

mod03 A
2r/2 - 1.10 "1 2.10' 5.10 "  8.10 "

h
20 5.507* 3.891* 3.492* 3.3349*

110 -1- - -1

-0 lOe 30 1,761* 1,471* 1.430* 1.430*

40 0,8598* 0,7985 0,8025 0,8135

50 0,5206* 0,5110 0,5205 0,5304

model 60 0,3539* 0,3582 0,3671 0,3748
i80 "' 0,1988 0,2065 0,2124-

DESIGN DIAGRAM FOR AT-QUARTZ - - -1

io do 4 50 0 2h M* monomode response
10 20 0 40 50 60 0 8 Another important parameter to consider, since it determines the

required la:eral dimensions of the plate, is the lateral extension of the

Eigi 16: Diagram for the design of resonators with embedded mode, This parameteris closely related to the value of the inductance
el raohe since this quafitity is proportional to the integral of u21 on the surface
electrodes of the resonator divided by the square of the integral of ul on the

elerto;'l, surface. For a given 2 r/2ii ratio, the value of L indicates
roiughlv the fraction of the energy which is not confined under the

The effect on the computed values of the inductance (6) is displayed electrodes, but it is always more accurate to compute the vibration
onFigug.J.7and in tabk. For this computation a thickness of 23,015 mode u(x,, x,).
. was used and the values of the electrode diameter were choosen to

obtain round values of 2r/2h. Two important facts can be observed.
First, asexpected, the inductance decreases when 2r is increased, but, Examples of modes computed for AT Berlinite resonators near 70
not, in following a linear low. The second fact is relative to the MHz are given an 5= 1. On f= 1& we have the mode of a

influence of A',for the low values ot 2r/2h, the inductances decreases conventional resonator with h' = 1% design to thave nearly the
strongly when/A' is increased, whereas, for the higher values of 2r/2h, minimum inductance together with no anharmcnics (this has lead to

use an electrode diameter of 0,40 mm). On ftum M the value of
te iaenuctaciaind ndant oflo '. The cobinaioniof fiule k' was choosen to be 0,25 %, so that it is now possible to havc. an
16adl.7, lnni1 to find a solution to, the problenm of de~i ,ning filter eetoedaee f07 mwtotay~namncmd.O

resonators with no anharmonics and a low value of the inductance. electrode diameter of 0,70 mm without any anharmonic mode. On

However, in practice, the possibility of using small ,alues of A' is higmSI a value cr,' = 0 is choosen, it is now possible to use an

limited by an eventual lack of pardlelism of thz plhtes ; ,o that this electrode diameter of 0,95 trm. With the same value of A' it is still
parameter must be also taken in account. possible to have a low:,- inductance ( a greater electrode surface)

using an other geometry. This is demonstrated in Eigw 18d where
an elliptical electrode permits to have an electroded surface equal to
the t given by a 1 mm electrode without any anharmonics (6).
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.LP.4b wqLte~.2 AM02 CiW p46.11110-04.e.J0 oma

. e~t-L O W*. te O.1=1170f Other examples of computed modes concerning 72 MHz
4,(fundamental),quartz resonators designed soto ha'e noanharmoijics

(filter application) are given in fig= 192 where they are drawn at the
same scale. In --gm-12A is represented the mode of a quite
conventional resonator with an apparent mass loading of .5% &Wd

2r/2=30 th inuctnceis then equal to l.43mH. Decreasing the
apparent mass loading to .2% by grooving under the electrodes
permits to have a monomode response with 2r/21i=40 and to reduce

L the inductance nearly by a factor of two (.79mH) (EigumA-k). A

S- further decrease of the apparent mass loading to -0.1% permits to
obtain a monomode response with 2r/2h--60 and an iniductance of.39

x ofresoatos, hwnvr, fr vry sallapparent mass loadings, the
impotan fo praticl aplictios. henthe solution can be to use2r 0. atedsg ecie nprgahI htprist enhance the rate

_____L___--4___ 18 a of decrease of the displacement outside the electrodes.
-2. -S *.0 -0. 00 01 .0 2.S 2.0

evcc.... ~ w . h -0.72I~10 o leg~t*'**~ W O w..*2f liIP.111131

2r 0-7mrp, 2r12h=30 L1.43mH 119a~.. :J 18 b
20 L -20 -. c 0.0 0.o 2.0 2.1 2.t~~8. ic,- Xll .00 e-0,ni2-0 w.=-U4 ft4.4lt-0

*.P.% ro.,e- -33.35 ?IC2- 2100e.21 11.* W-0.0mUr.- -0.117S0.._____________________
c,..9..~.a~.1w~- 2.~wwe- I f- IMP2 -. 73IW25MI.0

C

C:V

C.

2r0-m2r/2h =40 1L=0.79mH 19b

204. 1.0 -0.1 0.0 0.A12.0 2.s 2.0 .,

V. 4.

?

2a=1S6m.

18dd

-S '2a -0.0 0.0 02.0 0.1 .0 0.1 Figur 19: Coptdmdsof.0zA urteoaos

Ei=m..&: Computed vibration mode of 72 MHz berlinite resonators
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IV - Theory of rsonators hsvit j=Nft aA = fb +7C
thickns

.... -nted onfi,{reQ we consider a resonator that have 3 c'A 1 3'B+y' C
elictroded.h different thickness, the central region noted I being P"B+y C=

lY"'B+y"' C--'D
IZone I &h:Zonel A, B, C, D are vectors containing each the p coefficients of

onI. . l .e the tuncated series , 8.' are pxp matrixa 2 1N 23 From these relations it is possible to obtain the homogeeous system

-e'AD) Owithi ~ ,I.,, Y,,,I

3 ZONES RESONATOR The determinant of this system must vanish to have a solution in the
A and D coefficients. This condition constitutes a frequency equation
which is solved numerically to obtain the eigen frequencies. For each
of the eigen frequencies, the corresponding eigen mode is obtained

Eig 20: Resonator with 3 1 gions of different thickness as the solution of the homogeneous linear system. This leads to the
A and D coefficients. The B and C coefficients are obtained by back
substitution in one of the following relations.

In each region the lateral dependance of u is governed by the (B) 1"&-l )(D\
appr3ximate equation and at each boundary separating 2 regions we '  ' ( D
have to express the continuity of the displacement and of its normal (C8'
derik'ative we also suppose that the lateral dimension of region III
are Fuch that the trapped mode considered has a negligible amp!itudeC Y/\-/(a)D\
at the edge of the plate. We suppose that the difference of thickness ( c,.
between two regions is small so that no boundary condition. are to
be expressed on the small step existing there.

,iggn mode Analys: 1 or each region we have to solve the
homogeneous Helmohz equation [2]. In each region the quantity A* Y F,'INITE ELEMENTS SOLUTION AND COMPARISON
which carry the frequency dependance has a different expression TO EXPERI ENTAL RESULTS:

The homogeneous form of the approximate equation is solved by a
A'= finite element technique (14)( 15), with in each region of the

4A ( f-2) resonator, the appropriate values of 2h, R , and C* . The natural
boundary condition implies the normal derivative of u, equal to zero,

r being either f 1 , f,2, f, so that the conCnuity relations between the different regions are
automatically satisfied and the conditions at the edge of the plate isThese cut-off frequencies being defined in regions 1. 2 and 3 by the of Neuman type. This latter one can also be made of Dirichlet type.

same formula as f, 1 and f, in paragraph 11, in functionof the thickness, The domain which comprises the diffeient circular and annular
the mass loading, the electrical lowering, and the appropriate constant regions is divided into triangular elements with the displacement at
C*. To have trapped modes, we have also to suppose that f,,] has the the nodes as unknown ( 100X4 to 400X4 nodes per resonator). The
highest value among (f,,, f,12, f,3). The same method of resolution problem is solved as an eigen value one. The matrix resulting from
by separation given in paragraph II is used then for the three HelmoltL the assemblage of these elements are stored on a "skyline" basis. The
equations relative to the 3 regions. inductance and the dy:namic capacitance can also be calculated by
11m o r & 1 is nw Ida the finite element program implemented at C.N.E.T.

The overal accuracy can be established by considering the variations
= ZAJ,,,(r'A)cosmtifA >0 of the frequency when one adds a few elements. The size of the

a, external region has to be kept to a sufficient value, and the domain
or has to be enough subdivised to give a fixed accuracy.

u, = LAJ(rIAj cosmtifA < 0 On table e' aregiven examples ofresultsobtained by the finite element
method and ti-e semialgebraical method concerning resonators

Thaving 2 or 3 zones. The first one is relative to an AT quartz withgrooved electrodes 2h=0.140mm, 2r=6mm, R'=0.2%; the second
u = XBaF.,(r III) cos mt + 7" CmG,(r41A1cos mt concerns also a similar AT quartz with 3 zones ofdifferent thickness

,M 2hl=0.13888mm, 2h2--O.140mm, 2h3--0.13888mm, 2rl=6mm,
2r2--Smm, k=l1%.

where F. and Gm are either J. and Y. or 1, and K,, depending on
the sign of A.the s in for 3sABLE 

EXAMPLES OF COMPUTED RESULTS
Ibr, solution &~ Lwim I ia:11111 = 7, D.Kj(rljf-)_cosmt__ 2 ZONES 2 ZONES 3 ZONES

The continuity conditions relative to the continuity for u, and of its Semi-algebraical F.E.M. F.E.M.
normal derivative at the boundary of regions 1 and 2 and of regions
2 and 3 are, as in paragraph 2, expressed at a discrete number of Fr (kHz) 11820. 11818. 11818.
points (p). Again this conduct to truncate the series to p terms so that -
we have 4 p linear relations between the coefficients A,, B1, C, and i
D, in the form: L (natif)l 4.4 4.2 4.2
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The computed frequencies of table 4 are nearly identical ; a very In figures 21c and 22c is represented the mode of the resonator with
small difference (5%) exists between the computed inductances 3 zones computed by the finite element method assuming a circular
found by the two calculation methods. The most important plate plate with a finite radius of 6.1mm and Neumann conditions
constatation is that it possible to have, with a resonator with three at the edge. A careful comparison with the preceeding case would
zones, electrical proper ies very similar to those of a resonator with reveal a faster decrease of the amplitude of the displacement in the
a grooved electrode. The corresponditg computed modes are external region of the resonators. This is one of the interest of using
represented in figures 21 and 22. such a design.
The mode represented in figures 21a and 22a corresponds to the 2 In figure 23 are represented the observed mode of a resonator with
zones resonator, it was computed assuming that the plate has infinite grooved electrodes which has design parameters very similar to those
lateral dimensions ( Paragraph 3). The mode represented in figures used for the computations of table 4. The observed mode is very
21b and 22b was computed using the F.E.M. for a circular plate with close to the computed one with however a slightly faster rate of
a finite radius of 6.1 mm and natural (Neumann) boundary conditions decrase of the displacement outside the electroded region.
at the edge of the plate. The two results are very similar except for a
slightly different lateral anisotropy that explains the small difference MO ".0.14m-0 WOi ,.Ms M
of the inductances in table 4. o ,.. . .. , . .al*-L 

arl~ 
-35.25 

TIC|* MIO.D o-0.40-0 1?0,0[.V 

0.3[

.
&

.*t~ ,~ . q'. L. s , ,-

'1 0,4 
-2.0 -i L 4. .0 d.s . . . 2.0RXE X1 (,n tra untt 2 2 a

P rZ

21 a
ce~~c.M. 

Ot. tS rr+ft. 
rapts- hcc 

(w 
r,

tO- q L .j--o. 4

9")

SI.

Cd

c,<9.

41 
1

-2.0 - :A -LC 0.0 0 .0 1.0 2. 22 C
AXE X1 (un rm unLOt

:~ Com ute 1ode '*t. resnaor with 2-and 3 zones•

Eig~2.: ompte moesof esnatrswit 2and3 one. jgu~2: Computed modes of resonators with 2 and 3 zones.
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A modelization of resonators having 3 regions with different
thicknesses was made and is now being used to find designs that
permit to have the advantages of the resonators with grooved
electrodes together with a much reduced sensitivity to the defects of
parallelism of the plates and the possibility of reducing the lateral
dimensions of the resonators.

The models made for the three type of resonators described in this
paper are based upon the approximate equations governing the
thickness vibrations of piezoelectric plates established by
H.F.Tiersten and co-workers. Two methods of resolution of these
equations were used: a semialgebraical one and the finite elements
method.

We expect that the designs found using the model of the grooved
resonator or of the 3 regions resonators will permit to have much
better solutions for VHF filters and VCXOs and particularly for the
intermediate frequency filter of the new numerical radiotelephone
system.
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LOW-COST HIGH-PERFORMANCE RESONATOR AND
COUPLED-RESONATOR DESIGN:

NSPUDT AND OTHER INNOVATIVE STRUCTURES*

P.V. Wrightt
RF Monolithics

4441 Sigma Road
Dallas, TX 75244

Abstract are that they are small, very stable, and can be fab-
ricated exceedingly cheaply in large volumes using

A design philosophy for low-cost, high-volume SAW techniques borrowed from the semiconductor indus-
resonators and coupled resonators is presented. In try. The aiarket for SAW resonators can roughly be
view of the low-cost constraint, only configurutions divided into two; that for commercial applications
requiring a single-level of metallization are consid- which consumes very large volumes at a low unit cost,
ered. To illustrate the design concepts involved, ex- and that for military or specialist applications which
amples are given of alternate resonator topologies consumes many fewer devices, but at a much higher
and their important performance characteristics dis- unit cost. The design requirements for these two
cussed. Design emphasis is placed on resonators markets are typically very different. For example, in
having good out-of-band characteristics. The lat- the latter to achieve optimum performance, individ-
ter is particularly important if the resonator is to ual device tuning is frequently performed and special
be used as a building block for a coupled-resonator high-cost packaging can be employed [1]. However,
filter. For such an application, a symmetric res- the cost constraints of the commercial market do not
onator response is especially desirable. Two novel permit such "luxuries". This paper considers primar-
resonator structures that have been developed with ily the design of commercial resonators.
essentially symmetric out-of-band responses are de- In order for commercial resonators to be mass-
scribed. Both employ only single-level metallization producible at a low cost, a very important require-
and no grooves. The fundamental difference be- ment is that they require only a single-level of met-
tween the two approaches is that the first structure allization. In addition, the response of the resonator
requires Natural Single-Phase Unidirectional Trans- must not be overly sensitive to production vaiables
ducer (NSPUDT) orientations, while the second cana
duer (uiltononven tional)ryt orientations, whe tsuch as metal thickness and line widths. This require-
be bultsonaconvetonal sta intatio the ment stems from the need to eliminate critical pro-

duction trimming which would significantly increase
properties of these interesting crystal orientations the cost of the resonator. The fabrication of grooves
which were originally investigated for SAW filter ap- in a resonator is also expensive as they cannot be
plications. fabricated reliably by large-volume production tech-

niques. This eliminates the freedom to use grooved

1 Introduction reflectors or recessed electrodes in the design. Fur-
thermore, cost, and therefore chip size, are of crit-

SAW resonators are used extensively in frequency- ical importance. In order to maximize the number
stable sources in the typical frequency range of 100 of devices per wafer, the resonator design must be
MHz to 2 GHz. Among their principal advantages the smallest size possible, capable of meeting the de-

'This work was supported by National Science Foundation sign specifications. Together, these and other design

Grants ECS-8460847 and ISI-8521286. constraints demand that a commercial resonator is
tPresent address: Etudes et Productions Schlumberger, 26 designed with a thorough understanding of the sensi-

rue de la Cavee, Clamart 92140, France tivity of the structure to all the production variables.
CH2690-6/89/0000-574 $1.00 C 1989 IEEE 574



It is essential, therefore, that an accurate and efficient
theoretical modeling of the resonator is available.

While the market for resonators is much larger
than that for coupled resonators, the latter demand
a much higher unit cost. Not infrequently, coupled
resonators are used in oscillator circuits because of
their more desirable phase characteristics. However,
moie commonly they are employed in narrow-band,
low-loss, front-end filtering applications. For this ap-
plication they have the dual advantages of both small
size and stability over competing technologies. The
design of a coupled resonator for filter applications Figure 1: Two-port one-pole SAW resonator
is significantly more difficult than the design of a schematic.
resonator intended for frequency stabilization. Addi-
tional design constraints are generally imposed. Very most stripes of the two gratings be nA/2, where n
low in-band insertion loss and high out-of-band re- is an integer. The precise value of n, and the posi-
jection are usually requirid. Consequently, the prob- tioning of the two transducers within the cavity, are
lems of device reproducibility also become more crit- the principal parameters available to the designer for
ical. In order to meet these requirements two novel adjusting the precise characteristics of the resonator.
resonator structures were devised. In high-performance resonator designs, the trans-

ducer electrodes are typically recessed in grooves to

2 Conventional Structures eliminate any localised reflections within the trans-
ducer regions [3). Eliminating such reflections has

In this section we consider the performance and the distinct advantages which will be described shortly.

sensitivities to topological changes of conventional However, the recessed-electrode technology is too ex-

resonator structures. The theoretical responses pensive to implement for high-volume, low-cost man-

shown were all obtained using a new, very general ufacture. Alternate schemes for eliminating trans-

Coupling-Of-Modes (COM) analysis described in an ducer electrode reflections, such as using sixth- or

accompanying paper [2]. This analysis predicts mea- eight-wavelength-wide electrodes also have disadvan-

sured resonator performance very accurately and is tages. First, having significantly different line widths

computationally very efficient. The COM analysis within the resonator significantly increases manufac-

allows the designer complete freedom to change any turing difficulties, especially for high-frequency de-

resonator parameter at will and to see immediately vices. Second, having different electrode widths in

the impact on the response. We shall begin by con- the transducer and grating regions results in differ-

sidering the design and performance of a good com- ing SAW velocities in the two regions. This com-

mercial resonator for frequency-stabilization applica- plicates the design and the manufacturability of the

tions. Then, we shall consider the ways in which its resonator. For these reasons most commercial res-

performance might be modified to make it more suit- onators employ A/4 electrodes in both the transducer

able for filter or coupled-resonator applications, and grating regions.
If two-electrodes-per-wavelength transducers are

2.1 The Synchronous Resonator used in a resonator, the internal reflections in the
transducers must be properly accounted for in the

A two-port, one-pole resonator comprises two trans- design. These reflections are particularly important
ducers and two gratings as shown schematically in since the transducers are in the middle of the reso-
Fig. 1. For maximum reflectivity in the grating re- nant cavity (Fig. 1) and thus they can significantly
gions there are generally two stripes per wavelength affect the device response. One placement option
(A) and the metallization ratio is nominally 0.5. The with significant advantages over alternate approaches
stripe and gap widths in the grating regions are, is synchronous placement [41, [5]. In this case, the
therefore, all nominally A/4. Assuming that the same transducers are placed "synchronously" or periodi-

type of metal is employed throughout, a condition for cally with respect to the adjacent gratings. Thus, as

resonance is that the separation between the inner- regards reflection, the transducers torm a continuous
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Figure 2: Synchronous placement of transducers.

30
extension of the gratings. This concept is illustrated
in Fig. 2.

The length of the resonant cavity in a synchronous 40-
resonator is determined by the separation of the in-
nermost transducer electrodes, rather than the grat-
ing electrodes. In a synchronous resonator, therefore, 0 . .

the resonant cavity length can be quite small, of the 595 597 599 601 603 605

order of a few wavelengths. Generally, having a small Frequency (MHz)

cavity length is an advantage since it results in spu- Figure 3: Response of a typical synchronous,
rious cavity resonances being well removed from the two-port resonator.
pass band.

If the transducers are not placed synchronously 9 synchronous placement of the transducers with
with the gratings, additional close-in spurious res- respect to the gratings.
onances arise. These additional resonances are the
result of interference between the mechanical reflec-
tions of the transducers and the gratings. While these 2.2 The Problem of an Asymmetric Re-
spurious responses may present no problems for os- sponse

cillator applications, they are highly undesirable for The structure of a simple two-port resonator with
filter applications. synchronous transducer placement is totally symmet-

The major advantage of synchronous placement, ric about the centre of the cavity. However, the re-
however, comes in regard to manufacturability. With sponse of such a resonator, as shown in Fig. 3, is
synchronously placed transducers, providing the unsymmetric about the resonant frequency. On the
gratings are sufficiently long, the resonator response low side there is an adjacent spurious peak only 13 dB
has a minimal sensitivity to the acoustic reflection below the maximum resonance. At a corresponding
coefficient per unit length K(x) [2]. This allows the distance away on the high side, however, there is ac-
metal thickness to be adjusted in manufacture for fre- tually a null. The reason for the asymmetry is that
quency trimming, while the shape of the response re- the transducers are not situated to couple maximally
mains otherwise unchanged. With non-synchronous to the standing waves in the cavity. In fact, at reso-
configurations, both the device frequency and re- nance, they are situated exactly midway between the
sponse shape will be affected by small changes in positions of maximum and minimum coupling. The
the metal thickness. The response of a typical syn- result is that when moving to one side of the reso-
chronous resonator with A/4 aluminum electrodes is nance, the coupling increases, while when moving to
shown in Fig. 3. the other side the coupling decreases. This results in

In summary, the following characteristics are the asymmetric response of Fig. 3.
highly desirable if a resonator is to be manufacturable For oscillator applications the asymmetric response
at a !ow unit cost. of Fig. 3 is generally of no consequence. However,

this is not always the case. The response shown is
• Single-level metallization. for a resonator in a 50 R system. In many oscilla-

* No grooves or recessed electrodes. tor configurations the resonator may actually be in
a much higher-impedance environment. In a high-

* Uniform A/4 electrode widths in both the trans- impedance environment the amplitude of the low-side
ducer and grating regions. spurious response generally increases at a faster rate
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than the main resonance. In some cases it may actu- cavity
ally approach or exceed the ampl.tude of the latter. cvt
If this happens the oscillator can have a frequency- i i fI ' f - rnt
hopping problem, jumping backwards and forwards grating transducer transducer grating

between the two resonant peaks. To prevent this
problem it is necessary to ensure that the undesired
resonance is sufficiently suppressed with respect to
the desired resonance. One way to achieve this is
to reduce the beamwidth of the resonator. However,
this increases the resonator insertion loss. A com- Figure 4: Electrical potential of standing wave under
promise must therefore be made between passband electrodes at resonance.
insertion loss and spurious rejection. A resonator re-
sponse with lower spurious sidelobes would thus also tionless. This can be achieved by recessing the elec-
be advantageous from the viewpoint of reducing res- trodes [3]. Both transducers can then be located for
onator insertion loss. maximum coupling in order to achieve minimum in-

sertion loss. However, this approach is not amenable

2.3 Effects of Topological Changes to large-volume, low-cost manufacturing techniques.
Referring to Fig. 4, below resonance the standing-

A resonator with a near-symmetric, out-of-band re- wave peaks of the electrical potential move in towards
sponse, and enhanced sidelobe rejection compared the cavity. This results in increased coupling of the
with that in Fig. 3 would be advantageous in many transducers to the standing wave. However, above
applications. However, for it to be manufacturable resonance the peaks of the potential move out from
at low cost we would like to retain all the advantages the cavity. Thus the transducers become less tightly
of the synchronous structure discussed above. In this coupled to the standing wave. This behavior results
section, we examine the effect of simple topological in the low-side spur and the high-side null in the
changes to the resonator. We begin by examining in resonator response shown in Fig. 3. The exact fre-
more detail the problem of the transducer coupling quencies at which the transducers are maximally and
to the standing waves, minimally coupled depend on the value of K(x). The

The acoustic impedance under an aluminum stripe greater the value of K(x), i.e. the greater the metal
on quartz is generally lower than that on the free thickness, the further away from resonance are these
surface [6]. In this case, the reflection coefficient frequencies. Let us now examine in more detail the
of a SAW incident on the stripe will be negative effects of some topological changes that might be at-

at the first edge and positive at the second. In a tempted in order to obtain a more symmetrical res-
periodic grating, as in a resonator, all the stripes onator response.
act in synchronism at resonance. Thus, the inner First, it should be evident from the above
edges of the grating stripes in a resonator will act as arguments that if the effective transinission-ine
low-impedance points while the outer edges will act impedance under an electrode stripe is greater than
as high-impedance points. The resulting, associated that of the free surface, rather than less as is the
electric potential of the standing wave at resonance case for aluminum, the sense of the response asym-
is shown in Fig. 4 metry should reverse. To confirm this prediction a

In a resonator with synchronous placement of the resonator was fabricated on quartz with gold metal-
transducers the innermost grating stripes are the lization. Its response is shown in Fig. 5. The effective
transducer electrodes. Referring to Fig. 4 we see that SAW impedance under a gold electrode on quartz is
at the resonant frequency of the gratings the trans- higher than that of the free surface, thus the sign of
ducers are not coupled to the peaks of the standing C(x) is opposite to that of aluminum. As predicted,
wave. This increases the insertion loss of the res- the response asymmetry in Fig. 5 is reversed as com-
onator. If the transducers are re-lncated to the posi- pared with that in Fig. 3. With the gold resonator,
tions of maximum coupling, the problems associated the null appears on the low side of the resonance and
with asynchronous placement arise that were dis- the maximum spurious peak is on the high side.
cussed above. The problems of asynchronous can be As a result of this observation, the possibility im-
avoided if the transducer electrodes are made reflec- mediately presents itself of being able to achieve a

577



0

Loss

10

(dB)

20-

30-

I 40-

50..
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resonator on quartz (vertical 10 dB/div., horizontal Frequency (MHz)

1.5 MHz/div.). Figure 6: Theoretical response of a resonator on
quartz with aluminum and gold electrodes.

symmetric resonator response by constructing a res-
onator from an aluminum/gold combination. That 5. Fabrication and trimming of a such dual-metal
is, one grating-transducer pair constructed from alu- resonator would be extremely difficult.
minum and the other pair from gold. Since the reflec-
tion coefficients of the two halves of the resonator will The symmetric response of Fig. 6, however, does give
be of opposite sign the resonant cavity length must us some idea of what might be achievable from an
be reduced by A/4 compared to a resonator employ- optimally-configured resonator. The question is how
ing a uniform metallization. To achieve a symmet- it might be achieved by a practical low-cost struc-
ric response the distributed reflectivity K(x) in the ture?
two halves of the resonator must be equal in magni- Referring to Fig. 4, another solution that presents
tude but of opposite sign. The transmission zero of itself for achieving a more symmetric response is to
each transducer-grating combination will then pre- displace one of the transducers A/4 away from its
cisely null out the neax-in spurious peak of the other neighboring grating. The resulting 900 phase shift in
half of the resonator. The theoretical response of the standing wave under the displaced transducer,
such a resonator is shown in Fig. 6. The response causes it to be become less-tightly coupled to the
is totally symmetric with the highest sidelobe levels standing wave below the resonance, and more tightly
now being approximately 22 dB below the main res- coupled above. Lxactly the opposite behavior to the
onance. Sich a response would be ideal for filter and other transducer-grating combination which remain
coupled-resonator applications. Unfortunately, it is synchronous. Thus, we would expect both low- and
entirely impractical for a number of reasons. high-side nulls.

1. Gold is not a useful material for resonators be- The theoretical response of such a resonator with

cause it has high viscous damping resulting in a one transducer displaced A/4 from synchronism and

high insertion loss. the other synchronously placed is shown in Fig. 7.
As expected the resonator does have adjacent zeros

2. It would be extremely difficult trying to keep on both sides of the resonance. However, it has sig-
IK(x)l identical in the gold and aluminum re- nificantly increased insertion loss in the main reso-
gions. nance and there is a low-side spurious peak that is

3. The SAW velocity would be different in the gold actually greater in amplitude than the desired res-

and aluminum regions, onance. Furthermore, the frequency of the desired
resonance has been shifted upward by the presence

4. The turnover temperatures in the gold and alu- of the low-side null to above 600 MHz, the fre-
minum regions would be different. quency of maximum grating reflection. The cause
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Figure 7: Theoretical response of a resonator with Figure 8: Input conductance of a SAW transducer on
one transducer shifted A /4 from synchronism. quartz, (a) aluminum electrodes with KC(x) = -0.02,

(b) K(x) = 0.

of the problem is that by asynchronously placing one
of the transducers we have introduced another pole the advantages of synchronous placement as desired
into the response. We essentially have a very non- for high-volume, low-cost manufacture. To achieve
optimum two-pole coupled resonator. The reason this it was necessary to make some fundamental
that the low-side peak is so high is that the con- changes to the conventional-type resonator configu-
ductance of a transducer with distributed internal rations considered above.
reflections is asymmetric. In the case of aluminum
electrodes on quartz, the conductance is a maximum 3 The NSPUDT Resonator
below the frequency corresponding to the periodicity
of the transducer. The input conductance of an alu- The concept of Natural Single-Phase Unidirectional
minum two-electrodes-per-wavelength transducer on Transducer (NSPUDT) crystal orientations was first
quartz is shown in Fig. 8(a). The periodicity of the described with a view to low-loss filter applications
transducer corresponds to 600 MHz. For reference [7]. On these special crystal orientations there is a
the input conductance of an identical transducer but natural phase shift of 450 between the effective cen-
with the electrode reflectivity suppressed is shown in tres of transduction and reflection in a two-electrodes
Fig. 8(b). Note, that the conductance peak is shifted per-wavelength transducer. The result is that even
down in frequency by approximately 4 MHz and the a single-level, two-electrodes-per-wavelength trans-
conductance at 600 MHz is reduced by the electrode ducer has finite directivity, i.e. radiates preferentially
reflections. in one direction. The particular preferred radiation

Various other simple topological changes can be direction in such a device depends only on the sub-
made to a two-port resonator resulting in a near lim- strate and the metal employed for the electrodes. The
itless number of resonator responses. However, none sense of the directivity cannot be reversed by changes
comes close to achieving the near-optimal response to the structure or to the drive to the transducer as,
of the gold-aluminum resonator of Fig. 6. In ad- for example, with a three-phase Iransducer. Hence
dition, all have the disadvantages of asynchronous the term "natural".
placement. The construction of a low-loss filter comprised of

In the following sections, two new resonator struc- two NSPUDT's requires two metals with opposite-
tures are described that have essentially symmetric signed directivities for the specific crystal orientation.
resonant responses with substantially reduced spuri- In order to avoid this problem, initial low-loss filter
ous peaks. At the same time, however, both have all designs on NSPUDT orientations have used only one
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NSPUDT transducer and another SPUDT or bidirec- cavity
tional transducer.

After confirming the existence of NSPUDT crystal
orientations, it quickly became evident that these ori-
entations had advantages for other classes of devices
than just low-loss filters. The symmetric input con-
ductance and flat input susceptance obtainable from
a single two-electrodes-per-wavelength transducer on
an NSPUDT orientation is ideal for notch-filter ap-
plications [8], [9]. In this case, the problem of being
able to reverse the directivity does not arise. Less
obvious, perhaps, is the fact that these crystal orien- Figure 9: Schematic of a two-port NSPUDT res-
tations also have significant advantages for resonator onator.
applications. To see why, we return to Fig. 4 showing
the phase of the electrical potential of the standing in a minimum insertion loss. In addition, the in-
waves under the synchronously-placed transducers at put conductance of a two-electrodes-per-wavelength
resonance. transducer on an NSPUDT orientation is symmet-

Each transducer is located 450 away from the po- ric about its design frequency fo = v/4w, where v
sition of maximum coupling to the standing wave. is the SAW velocity and w is the electrode width [7].
This increases the resonator insertion loss and also Thus, the spurious responses below resonance are not
causes the asymmetric response. Thus, to eliminate enhanced as on a conventional crystal orientation by
both problems we need to devise a structure that the asymmetric form of the transducer input conduc-
will result in both transducers being maximally cou- tance (Fig. 8). Maximum coupling at resonance and
pled at the resonance. As we have already seen this a symmetric transducer input conductance result in
cannot be accomplished by simply moving the trans- a totally symmetric response with very low spurious
ducers. The grating and transdrcer reflections are sidelobes. Fig. 9 shows the schematic of a two-port
then asynchronous which results in other problems. NSPUDT resonator. Note, that both transducers are
If the transducers cannot be moved, then the stand- on the same side of the A/2 resonant cavity. The two
ing wave must be displaced instead, ideally by 45'. transducers are separated by a short non-resonant
This can be achieved by fabricating the resonator on grating spacer to reduce crosstalk. Both transducers
an NSPUDT orientation, are synchronously placed with respect to the right-

On an NSPUDT orientation, the electrical po- hand grating. As a result, the resonant frequency of
tential of a standing under a two-electrodes-per- the device is essentially independent of the localised
wavelength grating is displaced 450 as compared to reflection coefficient K(x). This is a significant ad-
that under an identical grating on a conventional ori- vantage for manufacturability.
entation. If, as desired, only one metal preferably Referring to Fig. 9 it is evident that the trans-
aluminum is used throughout, the standing waves un- ducer closest to the resonant cavity will tend to be
der each grating-transducer pair will be displaced in more closely coupled to the standing wave in the cav-
the same direction. Thus, if a standard synchronous ity than the second transducer. If the two trans-
resonator configuration is deposited on an NSPUDT ducers are identical, therefore, the input character-
orientation, at resonance one of the transducers will istics of the resonator will be asymmetric on the
be maximally coupled to the standing wave while the two ports. For some applications this can be an
other will be totally uncoupled. The result will be advantage. The resonator may be designed with a
a null rather than a peak at the expected resonant high input impedance on one port and a much lower
frequency. This "anti-resonance" phenomenon is use- impedance on the other port. However, if a more
ful for identifying NSPUDT orientations but not very symmetric two-port response is required, this can be
useful as a resonator! achieved in large part by increasing the length of the

The solution to the problem is to move both trans- outer transducer relative to the inner one.
ducers to the same side of the resonant cavity on The theoretical response of such an optimized
an NSPUDT orientation [10]. Then, both transduc- NSPUDT resonator is shown in Fig. 10 This response
ers are maximally coupled at resonance which results was generated using the material parameters for alu-
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Figure 10: Theoretical response of an optimized Figure 11: Theoretical response of an optimized
two-port NSPUDT resonator. two-port NSPUDT resonator on an orientation with

350 phase shift between centres of transduction and

reflection.
minum on ST-quartz, but with the assumption of a
450 phase shift between the centres of transduction

and reflection. The NSPUDT-resonator response is on this orientation is typically around 1250 which isnear ideal and considerably better than any of the mch too high for most resonator applications. It also
nearidel ad cnsidraby btte tha an ofthehas approximately 50 beam steering, though this is

conventional design variations considered in the pre-
vious section. The insertion loss is lower and all spu- only a minor complication. Because of its immediate

rious responses are down by more than 27 dB. The availability, initial verifications of several NSPUDT

predicted response is better even than that of the concepts were performed on this orientation. Since

dual-metal resonator configuration in Fig. 6. then, other NSPUDT orientations on quartz with
much more ideal resonator characteristics have been

Finding an NSPUDT crystal orientation with ex- identified. In particular, a doubly-rotated cut has
actly 450 phase shift between the centres of transduc- been identified with good coupling, turnover and re-
tion and reflection and all the other desirable charac- flectivity characteristics, though again with a mod-
teristics for a resonator is a demanding task. Fortu- erate amount of beam steering. This [111] cut has
nately, it turns out that it is not very critical to the Euler angles (450,550,00) [12].
performance of the resonator that the phase angle be Fig. 12 shows the measured transmission response
exactly 450. Fig. 11 shows the response of the same of a prototype NSPUDT resonator constructed on
NSPUDT resonator on an orientation having only 350 the ST(x+250 )-quartz orientation. The device was
phase shift between the transduction and reflection constructed from single-level aluminum with a nomi-
centres. The response is only a little degraded from nal thickness h/A = 0.02. Qualitatively, the response
that in Fig. 10. The main effect is a small increase in is as expected, though the minimum insertion loss of
the spurious levels. Thus, it is not critical to find an approximately 10 dB is higher than predirted. There
exact NSPUDT orientation for the resonator. Crys- are two reasons for this:
tal orientations may therefore be selected that are
a compromise between ideal NSPUDT behavior and 1. No compensation was made in the design for
the other properties desirable for a resonator. beam steering.

An NSPUDT orientation exists on the ST-cut
plane of quartz for propagation in the x+25' di- 2. The value of reflectivity A(x) achieved by the
rection [11]. The electro-mechanical coupling coeffi- aluminum stripes was measured by another test
cient K2 for this orientation is approximately 0.0013. structure as 0.012 instead of the design goal of
Unfortunately the turnover temperature for devices 0.02.
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cavity cavity

Figure 14: Schematic of a two-port, two-pole
NSPUDT coupled resonator.

Further experiments showed that the magnitude of
the reflection coefficient of an aluminum stripe on the

Figure 12: Measured response of an NSPUDT res- ST-cut plane actually goes through zero at a propaga-
onator on ST(x+25°)-quartz (vertical 5 dB/div., hor- tion angle of approximately x+35° . For the NSPTJDT
izontal 0.5 MHz/div.). direction x+25° , the reflection coefficient is reduced

to approximately one half of its value for x-axis prop-
agation. Taking this reduction in K(x) into account
the theoretically predicted response for the resonator
is shown in Fig. 13. The latter is in good agreement
with the measured data.

At this point one practical and unusual character-
istic of NSPUDT resonators should be pointed out.

0 With conventional resonator structures on typical
Loss crystal orientations the devices need only be aligned

10 along the correct propagation direction without re-
(dB) spect to the sense. Thus, the mask or crystal may berotated by 1800 without consequence. This is not the

20 case for the NSPUDT resonator. The structure and
the crystal properties are both asymmetric which re-
sults in a symmetric response. If either the mask or

30 crystal are rotated by 1800 the transducers become
totally uncoupled from the cavity resonance and thus
the device is "anti-resonant" with a null rather than

40 a peak at resonance.
By introducing another cavity into the basic

50 ........, ............... NSPUDT resonator configuration shown in Fig. 9, a
315 316 317 318 319 320 321 two-pole, coupled-resonator response may easily be

Frequency (M~lz) obtained as shown schematically in Fig. 15. The
basic difference between the two-pole and one-pole
NSPUDT resonator configurations is simply the addi-onator on ST(x+25a)- quartz. tion of a grating coupler between the two transducers
and an additional resonant cavity. Both transducers

are on the same side of their adjacent resonant cavity
and thus both are maximally coupled at resonance.
The transducers are also both synchronously placed
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with the COM analysis.

20.

30 4 The "Hiccup" Resonator

The previous section demonstrated one approach

40 for achieving a symmetric one- or two-pole res-
onant response with low out-of-band sidelobes.
The structures described required only a single-

504 level, single-metal, unrecessed two-electrodes-per-
564 564.4 564 .8 565.2 565.6 566 wavelength construction. The symmetric responses

Frequency (MHz) were achieved by very careful selection of the choice of
Figure 15: Theoretical response of a two-pole crystallographic orientation used for the resonators.
NSPUDT coupled-resonator filter on ST(x+250 )- In this section, we will discuss an alternative ap-
quartz. proach for obtaining a "near-symmetric" response on

with respect to their neighboring gratings. Thus, all conventional crystal orientadons.

the advantages of the one-pole synchronous design As was demonstrated in section 2.3, simple topo-

are maintained, logical changes to the basic two-port, one-pole res-

The centre grating coupler controls the coupling onator configuration of Fig. 1 do not lead to the

between the two cavities and, thereby, the separa- desired symmetric response with low spurious side-

tion of the two poles of the resonator. Theoretical lobes. Therefore, we now consider how this might be

responses of a two-pole NSPUDT coupled resonator achieved by fundamental changes to the structure.

with single-element tuning are shown in Fig. 15. Note The synchronous resonator has good high-side re-
that the passband is relatively flat and that the de- jection as shown in Fig. 3. However, the low-side re-

vice has very low spurious sidelobe levels. jectior, is inadequate for most filtering applications.

To verify the concept of the two-pole NSPUDT There are two principal reasons why the low-side spu-
coupled resonator, a prototype device was built on rious responses are so high:
the ST(x+250)-quartz NSPUDT orientation. The
resonator was designed to be used untuned in a coil- 1. Both transducers become maximaily coupled be-
less oscillator circuit. The measured response of the low resonance.
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2. The input conductances of the transducers peak
below resonance as a result of the electrode re- Figure 18: Theoretical input conductance of a "hic-

flections (see Fig. 8). cup" transducer on quartz with ](x) = -0.02,
f-synch. = 595 MHz.

A further consequence of the transducer electrode re-
flections is that the conductance of both transducers
is actually decreased at resonance. This increases of the transducer. The aperiodicity in the centre of

the insertion loss at resonance and thus further de- the transducer also causes a shift in the frequency of

grades the out-of-band rejection. To create a more maximum conductance of the transducer. In the ab-

symmetric resonator response, we therefore choose to sence of electrode reflections i.e. C(x) = 0, this would

attack the problem at its root by trying to make the occur at the frequency at which the two halves of the

conductance of at least one of the transducers more transducer radiate constructively. In the latter case,

symmetric, the conductance peak and zero would be symmet-

To accomplish this we shift the resonant cavity rically located about the common synchronous fre-

from between the two transducers as in Fig. 2, to the quency of the two halves of the transducer.

centre of one of the transducers as in Fig. 17. Be- Due to the presence of electrode reflections,

cause of the jump in the periodicity in the one trans- the conductance of a uniform two-electrodes-per-

ducer, this structure is referred to as "hiccup" res- wavelength transducer is shifted down in frequency

onator. With the exception of the cavity, all stripes (Fig 8). Consequently, we choose the phase drive to

are again totally periodic and synchronous. Thus, the two halves of the "hiccup" transducer to place the

this structure again has all the desirable features of conductance zero below resonance, and the conduc-

a synchronous resonator as regards manufacturabil- tance peak above. As the latter is also moved down

ity. In this structure, the transducer surrounding the in frequency by the electrode reflections, the resulting

cavity will tend to be more tightly coupled to the conductance can be designed to be very close to the

standing wave than the second transducer. As with synchronous frequency of the two halves of the trans-

the NSPUDT resonator configuration, however, more ducer. The precise positioning of the transducer's

symmetric input characteristics can be achieved by conductance zero and maximum are controlled by

increasing the length of the less-coupled transducer, the overall length of the transducer and the size of

The placement of the cavity in the middle of one of the cavity.

the transducers brings an extra degree of freedom to Fig. 18 shows the theoretical input conductance
the design of the resonator. It allows an additional of a "hiccup" transducer on quartz. This conduc-
zero to be placed in the transducer input conductance tance was calculated assuming a reflection coeffi-
close to the resonance. This additional zero may be cient/unit length K(x) = -0.02. The latter is typical
placed above, or below the resonance, by choice of the for aluminum electrodes on quartz. The synchronous
relative phase of the electrical drive to the two halves frequency for the two halves of the transducr was
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Figure 20: Two-port, two-pole, single "hiccup' cou-
50 r pled-resonator configuration.
590 592 594 596 598 600Frequency (MHz) one "hiccup" transducer (Fig. 21(a)) has almost sym-

Figure 19: Theoretical response of a two-port, metric out-of-band rejection. That employing two
one-pole "hiccup" resonator. "hiccup" transducers (Fig. 21(b)) has similar rejec-

tion on the high side and substantiahly greater spuri-

595 MHz. Note, the conductance peak is just slightly ous rejection below the resonance. The former, how-

above the latter value. There is also a null in the ever, tends o have a slightly fitter in-band response.
conductance at approximately 591 MHz. This null The excellent low-side ;ejection of the two "hiccup"
is very broad and causes a rapid falloff in the con- structure is a result of the broad low-side null in

ductance of the transducer below resonance. In a the conductance of each "hiccup" transducer. Maay

resonator configuration the result is a significant re- o-pole "hiccup" coupled-resonator filters havc been
duction in the spurious levels below resonance. rhis built and shipped for a variety of applications. They

is illustrated by the theoretical response of a pro- have been found to be extremely easy to construct
totype "hiccup" resonator shown in Fig. 19. The and very amenable to low-cost, large-volume manu-
sidelobe levels below resonance are substantially re- facture.

duced in comparison to those of a conventional syn-
chronous resonator such as that shown in Fig. 2. In
practice, these resonators have been found to be ex-

tremely manufacturable and to be very well modeled We have considered the design of single-level two-port
by the COM analysis. They require only a single-level resonators and coupled resonators. hI particular, we
of metallization, with no recessed electrodes or other have tried to point out the factors important to high-
critical alignment steps, and cat thus be fabricated yield, large-volume manufacturing techniques. The
with resonant frequencies well abve -Gliz. ynchronously-piaced resonator has most of the desir-

As with NSPUDT resonator-, two-pole coupled- able characteristics, except for the existence of higher
resonator configurations can also be devised that take than desired out-of-band spurious responses. These
advantage of the concept of the "hiccup" transducer. are most troublesome for filtering applications.
Configurations with either onc or two "hiccup" trans- Judicious placement of the transducers in a conven-
ducers can be constructed. The schematic of a cou- tional two-porT SAW resonat'r resonant cavity does
pled resonator with one "hIhcup" transducer is shown not significantly reduce the sidelobe levels. In ad-
in Fig. 20 dition, non-sy:,chronous placement of the transduc-

Theoretical responses for two prototype filters, as- ers is highly disadvantageous from a manufacturing
suming single-element tuning, are shown in Fig. 21. standpoint. Two new resonator configurations, the
The in-band insertion loss for both devices is very NSPUDT resonator and the "hiccup" resonator, were
low and the out-of-band spurious responses are all developed to overcome these problems. They have
well suppressed. The coupled-resonator with only substantially enhanced out-of-band rejection, com-
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bined with the stability of a synchronous design. In
addition, both are single-metal, two-electrodes-per-
wavelength structures requiring no grooves or critical

0 alignment. Thus they can be readily manufactured

Loss for high-frequency applications.
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LOW NOISE SAW RESONATOR OSCILLATORS
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ABSTRACT

The design and performance of surface complete thermal analysis and evaluation was
acoustic wave (SAW) resonator oscillators performed in order to produce a design with
using techniques for obtaining low phase acceptably low transistor junction
noise levels are described. These temperatures under worst case ambient
oscillators are very low phase noise operating conditions. As is usually the
engineering prototypes which also meet other case, some degradation in phase noise
vital system requirements, such as performance, as compared to laboratory
temperature stability and vibration demonstration oscillators (3], has occurred
sensitivity. A 500 MHz version has a phase because compromises had to be made in
noise floor of -177 dBc/Hz and a flicker parameters that affect phase noise in order
noise level of -132 dBc/Hz at 1 kHz offset, to meet other requirements. Nevertheless,
An L-Band (frequency doubled) version has exceptional noise performance has still been
noise levels of -171 dBc/Hz and -126 dBc/Hz, maintained.
respectively. Other important performance
parameters that are discussed include: OSCILLATOR DESIGN
temperature dependence of frequency and
output power, vibration sensitivity, A basic two-port SAW resonator
frequency tuning characteristics, spurious oscillator design with 50 ohm modular
levels, load pulling, voltage pushing and components [4) was used for both oscillators.
long-term frequency stability. The circuit layout for the UHF version is

shown in Fig. 1, while the L-Band version is
INTRODUCTION shown in Fig. 2. The oscillator loop is

identical for both versions and contains a
Techniques for obtaining very low phase varactor diode tuned phase shifter for

noise levels in SAW oscillators have been electronic frequency control (3), and fixed
previously reported in the literature L-C-L or C-L-C phase shifters for loop phase
[1]-[3]. These techniques have now been
applied to the design and fabrication of SAWResonatorBasedUHFOscillator
engineering prototype low noise oscillators
that address real system requirements. The
same basic voltage controlled, 500 MHz
feedback loop oscillator design which was
previously reported has been used for two
different oscillator versions. In one case I mill
the output of the 500 MHz oscillator loop is
amplified and filtered. In the other case,
the 500 MHz output is frequency doubled and ...
amplified to provide an L-Band output signal. \...,.
Though low phase noise is important for these
oscillators, other performance parameters
that are vital to real system applications
are also relevant and they have been taken
into consideration. Specifically, the
temperature dependence of frequency and F 1citlaou t
output power level have been evaluated, along
with vibration sensitivities along all three
axes, frequency vers.xs tuning voltage adjustments. The amplifier, power divider
characteristics, spurious levels (harmonic and attenuator in the loop are all
and non-harmonic), load pulling of frequency, commercially available components which are
bias voltage pushing of frequency, and long- essentially the same as those used in Ref. 3.
term frequency stability. In addition, a The SAW device is a low noise, nominally 500
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L-Band oscillator circuit board. A

SAWResonatoasedL llat commercially available, self contained, DC
proportionally controlled heater is mounted

_ _ _ _on an aluminum block which is placed over the
SAW package.

..

Figure 2. Circuit layout of the L-Band
oscillator.

MHz two-port resonator in an "all quartz
package (AQP)" [5]. The SAW resonators were
fabricated at Raytheon and subjected to a
high incident rf power "burn-in" procedure to
reduce flicker noise [3]. The residual phase
noise of Cdch oscillator component was
evaluated individually to insure a low
oscillator phase noise level. 100 percent Figure 4. Packaged SAW resonator mounted
screening of the residual phase noise was on an L-Band oscillator circuit
required for all SAW devices and amplifiers board. The heater module is
(including buffer amplifiers), next to the circuit board.

The SAW ccesonator was mounted in a
standard Kovar hybrid circuit flatpack as
shown in Fig. 3. Air core inductors were
used at eaci port of the resonator for series OV
tuning and were also located inside the *. ,i
flatpack. The tuning inductors were used to
reduce the insertion loss of the resonators
to approximately 5 dB, and to fine tune the
resonant frequency of the SAW device. Figure
4 shows the packaged SAW device mounted on an

Figure 5. Front and back sides of fully
assembled UHF oscillator
circuit boards. The components
are identified in the text.

The front and back sides of fully
assembled UHF oscillator printed circuit
boards are shown in Fig. 5. All of the
cri::ical oscillator components are housed in
TO-3, TO-5 or flatpack packages, except for

in a the filter which is in a rectangular package
flatpackt with PC pins. The location of each component

in Fig. 5 is indicated as follows:
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1 Electronic phase shifter

2 Loop amplifier

3 Fixed phase shifter

4 Fixed phase shifter or feedthrough
(as needed)

5 Power divider

6 Attenuator, loop gain adjust

7 Buffer amplifier -

8 Attenuator, output power adjust

9 Low-pass filter Figure 6. A complete UHF SAW oscillator.

10 Self contained heater module

11 Heater block PERFORMANCE

All of the components external to the loop The performance of more than twenty UHF
for both thp UHF and L-Band versions are and L-Band oscillators has been evaluated.
commercially available, though careful Figure 7 shows the measured phase noise level
selection for low phase noise is required. A of a typical UHF oscillator, and Fig. 8 shows
.032 inch thick copper plate was located on the phase noise of an L-Band version. These
one side of the printed circuit board measurements were made on pairs of
underneath the oscillator components to oscillators and 3 dB was subtracted to
facilitate the removal of heat from the approximate the noise level of a single
amplifiers. oscillator. The L-Band oscillators have a 6

dB higher noise level than the UHF version
During the assembly of the oscillators due to the frequency doubling. These phase

it is necessary to evaluate the loop gain and noise levels are exceptionally good, but are
phase before the final selection of fixed not quite as low as was reported in Ref. 3.
phase shifters and attenuators can be made. The new 500 MHz oscillators have essentially
Therefore, provision is made for breaking the the same noise floor as reported in Ref. 3,
loop and evaluating the loop condition with a but for frequencies below 100 kHz offset the
network analyzer. From these measurements new oscillators are typically 4 to 7 dB
the proper fixed phase shifter(s) and loop noisier. This is caused primarily by the
attenuator can be chosen. Once this is reduced loaded Q's of the SAW resonators,
accomplished the loop can be closed and which are a direct consequence of the need to
oscillation will be obtained. The proper
output power attenuator can then be chosen.

PHRSE NOISE AT 500 MHz

A completely assembled UHF oscillator is s CRRI 'RE'-5.8,8E.0H.*

shown in Fig. 6. The overall size of the ____

oscillator is approximately 5" x 4" x 2.5". .,....----
The L-Band version is essentially the same. -,0 ......
Both oscillators operate from +15 VDC and~ - -.. .. .. .. -
draw less than 300 mA (not including the Z71Z ........
heater). A wide variety of heater modules is - - !-
available, but generally a 28 watt version -:40-- - - -_ -_- -

was used that draws up to 1000 mA at 28 VDC. -s------- - _-- _

The rf output power of the UHF version is -- 60
nominally +25 dBm, and for the L-Band version "" .- -.---

+23 dBm. Small size was not a major factor I J
in the design of these oscillators, but the 1.6 ) CdBC/.3 vd rf H. 40M

entire oscillator loop (not including the
heater) could potentially be integrated into
a single hybrid circuit (less than 2" x 2" x
0.4") for a significant size reduction. Figure 7. Phase noise level of a typical

UHF oscillator.
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PHAE NOISE AT I GHZ was not accurately measured, but it is
___ expected to be similar to that of the L-Band

- - . oscillators.

-_ , " '
_ -Figure 9 shows a typical frequency

- ... __ __ ___ -- versus voltage tuning curve. All of the
-120 " _ -_ _oscillators had a useable tuning range of
". .. about +/-50 PPM over the voltage range of
_ 40 approximately 2 to 8 volts. Generally the
-ism: oscillators could be tuned over a larger

range but some performance degradation would
-,,- occur. The center of the useable tuning

ISO I, se IS', I, II ir range was not always at the specified
S(f Cdc/Hz3 v2 fCH.2 40H frequency, so some tuning range was used up

due to set on errors. However, even with set
on errors, all of the oscillators had at

Figure 8. Phase noise level of a typical least 25 PPM of useable tuning range (either
L-Band oscillator. up or down), which was sufficient to allow

these oscillators to remain phase locked to a
stable reference under all conditions (i.e.

series tune the resonators for lower frequency variations with temperature, long-

insertion loss. Table 1 summarizes the term frequency drift, voltage pushing, etc.).

measured phase noise levels from a sample of

twenty oscillators (ten pairs). The noise
levels represent a single oscillator at a 150 .

nominal frequency of 500 MHz (the data from
the L-Band oscillators was corrected downward 0°

by 6 dB). Since the data was taken on pairs 100

of oscillators the standard deviations and o.o°

max. to min. values are somewhat smaller than 50
would have been obtained from measurements on 50 0

individual oscillators. The variations in 000

phase noise levels between oscillators were
roughly a factor of two larger in the close-
to-carrier flicker noise region than for the
noise floor. -50 o

.
o

° AF/F=15.672*V-77.646

TABLE 1 -100
-1.0 1.0 3.0 5.0 7.0 9.0 11.0 13.0 15.0

Summary of Phase Noise Levels (500 MHz) TUNING VOLTAGE
PSN 9 1222

Standard Max. to

f Avg. &(f) Deviation in. Figure 9. Fractional frequency change
versus tuning voltage.

10 Hz -75.6 dBc/Hz 1.6 dB 4 dB

100 Hz -105.7 1.3 4
1kHz -132.6 1.2 3 Figure 10 shows the variation in

10kHz -159.6 1.3 4 frequency and output power as a function of

100kHz -174.1 1.6 5 temperature for one of the UHF oscillators.

1MHz -176.3 0.7 2 A complete cycle over the range of -55
0C to

10MHz -176.8 0.6 2 +850C is shown. Though only the SAW
resonator was temperature controlled, the
total fractional frequency variation was less
than +/- 4 PPM. The variation in output

The L-Band oscillators were found to power was less than 3 dB. The heater module
have an AM noise floor of less than -170 was set to maintain the SAW device at a
dBc/Hz (starting at 10 kHz) and an AM noise temperature of approximately 660 C, and
level of less than -140 dBc/Hz at 10 Hz therefore at temperatures above 660 C the
offset. The AM noise of the UHF oscillators heater would shut off. The cut of quartz for
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the SAW device was chosen so that the turn- T

over point of the SAW resonator was at about L-BAND OSCIUTOR

800C. Thus at temperatures above 660C the 10 28

oscillator frequency would follow the natural 5 27

frequency-temperature characteristic of the
SAW device. The lack of retrace in the 0 26

frequency curve is a result of a temperature 525

lag between the temperature sensor on the 0-

outside of the oscillator and the SAW device -10 24

on the inside. At room temperature the 28
volt heater draws approximately 250 mA, and 

.15 _23

-550C it draws about 700 mA. -20 Output Power 22

-25 21
TEMPERATURE CHARACTERISTICS

UHF OSCILLATOR -30 20
10 30 -60 -40 -20 0 20 40 60 80 100

5 29 Temperature (C)

0 28P&N-U122

-5 27 Figure 11. Frequency and power variations

2610 2 as a function of temperature
5 for an L-Band oscillator.

-15 25

-20 24 9 Figures 12 and 13 show the warm-up

25 Otpu 23 characteristics of a UHF oscillator for a

cold start from 25
0C and -540 C, respectively.

-30 22 From 250C the oscillator is within locking
-60 -40 -20 0 20 40 60 80 100 range in a little over 1 minute and from

Tempereture (1C) -540C it takes about 5.5 minutes.

PSN44tM

*50.0
Figure 10. Frequency and power variations

as a function of temperature cWARM-UP CHARACTERISTIC t 25 C.

for a UHF oscillator. E
a-

z0.

Figure 11 shows the temperature E!

dependence of frequency and output power for
an L-Band oscillator. The frequency o3'x

variation is somewhat larger than that of the x

UHF oscillator but, the output power is 50.00.
C3

significantly more stable. The reason for X
the increased stability of the 6utput power -75
is that in the L-Band version one of the
buffer amplifiers is driven into gain
compression. The frequency deviation with 0.0 12.0 250 375.-05-- 0 625.0 7b 675.0 -0.0

temperature varied from oscillator to TIME (:ond)
oscillator, and also depended on the value of
the tuning voltage. The difference between
the frequency deviations for the oscillators Figure 12. Fractional frequency change

in Fig. 10 and Fig. 11 is well within the versus time for a cold start

normal variation from oscillator to from 25*C.

oscillator and does not reflect any
fundamental difference between the UHF and L-
Band versions. The largest observed Although these oscillators were not

frequency deviation with temperature was +/- intended for use in a high vibration

15 PPM. Heater modules with less than 28 environment, the vibration sensitivity of the

watts capacity did not control the frequency oscillators was still of interest, however,

as well and were not always capable of because of their very low phase noise levels.

maintaining a regulated temperature at very Figure 14 shows the measured vibration

low ambient temperatures. At an ambient sensitivity on all three perpendicular axes

temperature of 520C the maximum transistor for one of the UHF oscillators. Generally,

junction temperature of the rf amplifiers was yI (normal to the plane of the circuit board)

found to be less than 1250 C. was the most sensitive axis. At frequencies
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-150. -

WARM-UP CHARACTERISTIC at -54 C. 2.0

1.5 LONG-TERM F EQUENCY STABILITY

1.0

o-I~ i 0 .5 .
0.5

>* 0.0
C

-0.5

-0. -1.0

u- -57. 0 -- 1.53

- .0 I I

0 20 40 60 80 100
0.7 0 12'.0 2 .0 375.0 500.0 650 750.0 075.0 1000.0 Tlme (Weeks)

TIME (cQcondr)

PSN4-2281

Figu-e 13. Fractional frequency change

versus time for a cold start
from -54'C. Figure 15. Long-term frequency stability

of three oscillators.

VIBRATION SENSITIVITY
10- i

*71 as used in the prototype oscillators, but not
o Is the fixed or electronic phase shifters, have

10-4 - been in an aging test for 70 to 100 weeks.
The results of these tests are shown in Fig.

15. It does not appear that long-term

19-' frequency stability is going to be a problem.
Five L-Band oscillators are now being
prepared for an aging test which will start

1-10i in the near future. This test will include
both temperature and on-off cycling.

10-1 I I Table 2 provides a statistical summary
10t 10' l0t 104 of many of the performance characteristics

Vibration Frequency (11) for more than twenty of the UHF and L-Band

oscillators. This summary includes: tuning

PON $0,227 sensitivity, output power, harmonic and non-

harmonic spur levels, vibration sensitivity,

load pulling and voltage pushing and
Figure 14. Vibration sensitivity on all variations of frequency and output power

three perpendicular axes for a level with temperature. A statistical

UHF oscillator. yj is normal summary of phase noise levels was presented

to the plane of the circuit in Table 1. Since the UHF oscillator design

board. includes a low-pass filter it is not

surprising that this version has a much lower

above 1 kHz resonances in the oscillator level of harmonic spurs than the L-Band

chassis and even the vibration test fixture version. For the ten UHF oscillators the

degraded the vibration sensitivity. The worst case spur level observed was -78 dBc,

average vibration sensitivity (below 1 kHz) whereas for the L-Band version the worst case

of the most sensitlve axis for these spur was only -7.5 dBc. More typical values

oscillators was ?bout 2x10-
9 /g. This was not for the highest harmonic spur in individual

a problem for our applications, oscillators were -83 dBc and -14 dBc,

respectively. Non-harmonic spurs were all

The long-term frequency stability of power line related and were always more than

these oscillators is also important and 60 dB below the carrier. However, this level

therefore aging studies are being carried is directly dependent on the quality of the

out. Three oscillators using the same SAW power supply being used. Load pulling and

devices, loop amplifiers and power dividers voltage pushing were measured on a small
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TABI E 2

Statistical Summary of 20 Oscillators

dec. Std.

Category Type Avg. Dev. Max. Min.

Frac. Freq. Dev.

(-550 to -850) Both i8.4 PPM 2.5 PPM !15 PPM 13 PPM

Freq. Tuning Slope Both 15.3 PPM/V 2.0 PPM/V 19 PPM/v 11.1 PPM/v

Vibration Sens. Both 1.8X10"9/g 0.8x10"
9
/g 3x10-

9
/g 0.5x10

9
/g

(worst axis)

Load Pulling* UHF -13 PPM

(2:1 VSWR. L-Band -0.2 PPM

any phase)

Voltage Pushing* Both -3 PPM/V

Output Power UHF 25.0 dBm 0.4 dB 25.6 dBm 24.3 d~m

(at 25
0
C) L-Band 22.7 dBm 0.4 d6 23.3 dBm 22.0 dOm

Output Power Var. UHF 2.5 dB 0.3 dB 3.1 d8 2.0 dB

(-550°: to 85
0
C) L-Band 0.9 dB 0.4 d5 1.3 dB 0.4 dB

Highest Spur UHF -83.4 dBc 2.6 dB -78 dBc -87 dBc

(Harmonic/ L-Band -13.9 dBc 4.4 dB -7.5 dBc -23 dec

Subharmonic)

Highest Spur** Both '-60 dBc

(Non-harmonic)

* Measured on only one or two oscillators

* Power supply dependent
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Abstract the effects of finite electrode resistivity are important,
has been performed using lumped-element analyses.

A new, general Coupling-Of-Modes (COM) analysis Compared to an FIR analysis the latter are extremely
of SAW transducers and gratings is presented. The time consuming. In addition, they give little insight
analysis is applicable to the complete continuum of into the operation of the device since analytic solu-
SAW devices from transducers with or without in- tions are not obtained.
ternal reflections, to grating reflectors comprised of
grooves or metallic stripes. The analysis incorporates By contrast, COM is an ideal candidate for an-
several important phenomena not previously included alyzing structures with small distributed reflections
in analyses of this type. Both the effects of finite- and has been employed very successfully for many
electrode resistivity and spatially-varying propagation years for the nalysis of microwave and optical de-
loss are accounted for. In addition, the analysis is vices. An important advantage of a COM analysis
sufficiently general to permit the modeling of comlex over a I:mped-element analysis is the analytic nature
devices on relatively arbitrary crystal orientations, of the CO equations describing the system. These
Three coupled, first-order differential equations are of the ineations describingiohe system These

obtanedreltin th fowardandrevrseproagaingexpress the interactions of the various system param-obtained relating the forward and reverse propagating eters in a concise fashion that can frequently lead to
acoustic-wave amplitudes in the device and the cur- aruhbte nesadn fteoeaino h
rent on the busbars. These equations lead directly to a ruch better understanding of the operation of the

device. In many cases, relatively simple analytic so-
simple expressions for some very fundamental char- lutions can be obtained for the scattering parameters
acteristics of SAW devices. Namely, i) the difference of the device. In others, approximate solutions can
in SAW velocity under isolated- and shorted-stripe frequently be obtained which are also very efficient
gratings, ii) the difference in SAW reflectivity in the to evaluate.
latter, and iii) the maximum propagation loss under
a SA W metallic grating

SPUDTs can be complex structures employing two
levels of metallization and/or propagation on special

1 Introduction crystal orientations. As a result, electrode resistivity
and viscous losses can be very important to an accu-

A Single-Phase Unidirectional Transducer (SPUDT) rate analysis. In addition, the correct relative phase
relies on internal reflections to achieve a unidirec- of transduction and reflection within the device is
tional response. The presence of internal reflections critical to its operation. A very general COM av-
makes the impulse response of the device theoreti- sis was therefore required to analyze such structures.
cally infinite. Thus, Finite Impulse Response (FIR) Though developed primarily for the analysis and de-
techniques, widely employed for the analysis and de- sign of SPUDT devices, the COM analysis has found
sign of traditional "high-loss" filters, are not appli- most application to-date for resonator and coupled-
cable to SPUDT's. Traditionally, the analysis of resonator structures. Agreement between theory and
SAW devices with internal reflections, or in which experiment is generally found to be very good and the

analysis is extremely efficient. It has been used exten-*This work was supported by National Science Foundation sively in the design and development of several new,
Grant ECS-8116654tPresent address: Etudes et Productions Schlumberger, 26 novel resonator and coupled-resonator structures de-
rue de la Cavee, Clamart 92140, France scribed in an accompanying paper [1].
CH2690-6/89/0000-596 $1.00 C 1989 IEEE 596
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right) propagating acoustic wave is deno' 'd by R(x),
I(X) while the reverse- (i.e. left) propagating acoustic wave

T is denoted by S(W). In addition, the spatially-varying
R(x) electrical current on the busbars is I(x). Busbar re-

I w sistance will be neglected in the analysis. Thus, a
spatially-independent voltage difference V will be as-

S(X) sumed between the two busbars. Electrical connec-
_,_ - L tion to the busbar occurs at x = 0.

A COM analysis is concerned with the perturba-
SI tion of the freely-propagating wave solutions result-

X = 0 x = L ing from a distributed coupling between the waves.
For the general case to be considered there are two

Figure 1: SAW device schematic and wave variables, counter-propagating acoustic waves R(x) and S(x),
and the busbar electrical current I(x). In order to be

2 Theory able to concentrate only on the perturbations of the
waves and understand their origins, the equations are

The COM equations will be derived for a SAW trans- best derived in terms of normalized wave variables.
ducer with internal reflections. A SAW transducer is We define
a three-port device with one electric and two acoustic
ports. In contrast, a SAW grating has only two acous- R(x, t) = R(w)eW t - , fo dxi k(xi) (1)
tic ports and no electrical port. However, a grating

may be regarded as a limiting case of SAW transducer S(xt) = S()e j wt+ j fo d l k(xi) (2)
in which the electrical driving-source impedance is ei-
ther zero or infinity. The COM equations derived for where x, is an arbitrary reference plane and the com-
a generalized SAW transducer may therefore be used plex, spatially-dependent SAW propagation constant
in limiting form to analyze a SAW grating. is given by

For accurate modeling of a transducer, all device k(x) = kR(x) - j7(x) (3)
parameters capable of significantly affecting the re-
sponse must be included. The COM equations will with
therefore be derived in a form that is sufficiently gen- kR(x) = w/vn(x) = 27r/AR(X) (4)
eral to model a device with the following character-
istics: where 7(x) is the spatially-dependent SAW attenua-

tion. In (4), w is the angular frequency, vR(x) is the
9 Spatially-varying transduction of arbitrary mag- SAW velocity and AR(x) is the SAW wavelength.

nitude and phase. R(x) and S(x) as defined by (1) and (2) are the

* Spatially-varying internal reflections of arbitrary slowly-varying perturbation wave amplitudes. In

magnitude and phase. general they will be complex. In the absence of any
device-induced interactions both A(x) and 9(x) will

* Spatially-varying separation of the centres of be constants. The COM equations will be derived in

transduction and reflection. terms of these perturbation variables. In (1) and (2),
the integrals are required for the spatial phase terms

@ Spatially-varying SAW velocity, to account for a spatially-varying SAW velocity in

@ Spatially-varying SAW attenuation. the device.
In the following section we begin by deriving the

* Spatially-varying electrode resistivity. COM equations for a SAW grating in the absence of
transduction.

* Spatially-varying electrode capacitance.

* Arbitrary termination of the electrical port. 2.1 COM Equations for a SAW Grating

The SAW device will be assumed to occupy the re- A SAW grating consists of an array of periodic, or
gion from x = 0 to x = L, as shown in Fig. 1. The quasi-periodic, reflective elements on a crystalline
beamwidth of the device is W. The forward- (i.e. substrate. These reflective elements may be grooves,
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- -x

(a) I Figure 3: SAW grating array of reflective stripes.

this is not the case.

On a symmetric crystal orientation, if the reflection

Z Zcoefficient from the front edge of a stripe discontinu-

B ZjB Z ity is re, by reciprocity, the reflection from the back
edg . of the stripe is -rP, where "*" denotes the com-
plex conjugate. The net reflection coefficient of the
stripe, referenced to the centre of the stripe, for low

(b) attenuation, is thus

Figure 2: SAW reflection from an isolated stripe, (a) I, ; 2j I (r) sin 0 + !(r) cos o (
isolated reflective stripe, (b) equivalent-circuit on an
arbitrary crystal orientation, where 0 = kn(x)w, w is the stripe width, and R

and 1 denote real and imaginary parts respectively.
conducting or non-conducting stripe overlays, or in- Hence, on a symmetric crystal orientation, the reflec-

diffused regions etc. The precise nature of the reflec- tion coefficient is pure imaginary at the centre of the
tive elements need not be considered when deriving stripe, regardless of the stripe width. The locations
the general form of the COM equations. This is one in a grating at which the local reflection coefficient is
of the major advantages of a COM analysis. The pure imaginary will be defined as "centres of reflec-

of te mjoradvatags o a OM aalyib.Thetion."
exact details of the reflective elementr need only be On a
considered when determining the COM parameters On asymmetric crystal orientations, by contrast,
for a particular configuration. It is this generality the stripe reflection coefficient is not generally purethat makes COM such a powerful technique. imaginary at the centre of the stripe. However, such

a location can always be found at a displaced lo-
As in any grating structure, the total grating re- cation. The equivalent-circuit nodel can therefore

sponse is the product of an "element factor" and an be generalized to model asymmetric crystal propaga-
"array factor" [2]. The elemept factor characterizes tion, simply by introducing a spatial offset between
the properties of the individua! reflective elements, the physical stripe location and the corresponding
whereas the array factor depends upon the period- impedance discontinuities in the model, as in Fig. 2.
icity of the grating. We consider first, the eiement If this displacement is Xc(x) in the +x direction, the
factor of a SAW reflective grating on an arbitrary reflection coefficients of the forward and reverse prop-
crystal orientation. agating waves, referenced to the centre of the stripe,

In Fig. 2 an isolated SAW stripe of width to, is are respectively
shown together with an equivalent-circuit model. At
the edges of the stripe, lumped susceptances j)) are rR - e+2jk(z)X ' (x) r, (6)

included to account for energy storage [3], [4], [5]. s = e- 2
i
k(z ) 

X 
( ) 

r. (7)
Note that in Fig. 2, the impedance discontiiuities in
the lumped-element model are not shown spatially In COM, the discrete nature of the stripes in a grating
aligned with the physical discontinuities of the stripe, is ignored. Instead, the coupling between counter-
This is an important generality of the model. For propagating waves is viewed as the result of a contin-
propagation on conventional, highly-symmetric crys- uous, distributed process. The element factor for the
tal orientations the physical and model discontinu- coupling is also usually approximated by its value
ities should generally be aligned. However, on asym- at synchronism. As a result, in place of the dis-
metric or "Natural" SPUDT (NSPUDT) orientations crete stripe reflection coefficient r,, an equivalent,
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distributed, coupling coefficient K(x) is lefined for Lowest Fourier component
the COM equations as of surft.e potential~At

K(x) = 21R(r) sin 0+%~re)cosolIAg(x) (8) L

evaluated at synchronism, where Ag(x) is the local
grating period (Fig. 3). Note, that K(x) as defined
here represents only the spatially-dependent element ".. ./

factor of the grating. We must now consider the grat-
ing array factor.

The coupling between counter-propagating acous-
tic waves in a SAW grating results from the periodic
perturbation of the waves by the grating. For signifi-
cant scattering to occur, the frequency must be close
to synchronism. At synchronism, the phase matching
condition

kR(X) - kgating(X) = -kR(X) (9)

is satisfied, where b
I(Z busbar

kgrating(x) = 2 r/A (x) (10) 2R C tt2Ct 2 C2 R

Energy is then coherently scattered between the -2 R 2R. t
counter-propagating acoustic waves. Only the Ct/2 ! Re V
Fourier component of the grating that results in syn- 2R
chronous, or near synchronous, scattering is impor-
tant when determining the array factor. From (3), Z.

(4), (9) and (10), at synchronisr

WO/VR(X) = r/A,(x) (11)

The location of the first grating stripe will be taken

at x = xg, (Fig. 3), rather than at x = 0. This gener- X

ality is useful when considering grating/transducer Fi
combinations and adds flexibility for varying the gure 4: Schematics of two- and four-electrodes-
phase origin of the equations. The full COM equa- per-wavelength transducers, and associated equiva-

tions for a grating are derived by considering scat- lent-circuit model ignoring electrode reflections.

tering from an incremental section. In the equations,
there are two dephasing terms that arise This term is strongly frequency dependent. With

,X9 these phase terms, the COM equations for a SAW
pK(x) =k(x)I 8ynch.XK(X) + ]0 dx frAg(x) grating on an arbitrary crystal orientation are

[7r/Ag(x)] Xc()+ [r/Ag(xg)]xg (12) d(x) = j-(x) e+21 wxM e+23#9(x) S(X) (14)
LX

and &S~x)4and ) f =- -j (X) e- 2j ' (p) e- 2j ,() R(x) (15)0,(x)= J0 [k(xi) - r/A9(xj) (13) dx

The first term WrZ(x) is frequency independent and 2.2 COM Equations for a Generalized
simply expresses the fact that the phase of the grating Transducer
Fourier component is not necessarily zero at x = 0.
The second term Og(x) is the phase mismatch that In the previous section, the effects of transduction

arises in the scattered waves away from synchronism. were completely ignored. Transduction will now be
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introduced into the analysis to obtain the fuil COM in the transduction of acoustic energy. Note, that the
equations for a generalized transducer with internal transformers are not shown spatially aligned with el-
reflections. Again, propagation will be assumed on thet the zeros or he extremes of the potential, as
an arbitrary asymmetric crystal orientation. The ef- is customarily done. Inbtead a relative displacement
fects of both substrate propagation loss and finite of Xa(x) is assumed between the two. The reason,
electrode resistivity will be considered. as in the SAW grating analysis, is that on asym-

Fig. 4 shows schematics of a two- and a four- metric crystal orientations a more complex situation
electrodes-per-wavelength transducer for the pur- can exist. The centres of transduction will be de-
poses of the analysis. (Note, the analysis is valid fined as those locations in the transducer at which
for all SAW transducers with an arbitrary number of counter-propagating acoustic waves are launched in-
electrodes per wavelength). At the bottom of Fig. 4, phase (i.e. the transformer locations in Fig. 4). On
a one-dimensional equivalent-circuit model is shown arbitrary crystal orientations, the centres of trans-
ignoring electrode reflections. This model, together duction are not restricted to being coincident with
with the grating analysis of the previous section, form the cei.ores of the electrodes, or gaps. Hence, the
the basis of the COM equations. need for the offset XQ(x) in the model.

In the equivalent-circuit model, the capacitance be- As with the grating -nalysis, the COM equations
tween adjacent electrodes of opposite polarity is de- describing transduction require two dephafoing terms
noted by Ct/2. The resistors of value 2R, are in- to be defined. These are
cluded for two purposes:

1. They permit the effects of finite electrode resis-

tivity to be incorporated in an approximate fash-
ion. [27r/At(x)]X.(x) + [2r/At(xt)]xt (17)

2. In the limit R, -- oo, they permit the properties where xt is the location of the centre of the first pos-
of isolated-stripe gratings to be modeled. itive electrode, or electrode pair, and

The resistors only allow the effects of finite electrode Og(f) = fXdxl [k(xi) - 27r/At(xj)] (18)
resistivity to be modeled in an approximate fashion, Jo
as the model is only one-dimensional. However, a de- These are completely analogous with (12) and (13)
tailed electrostatic analysis indicates that this simple for reflective coupling in a grating. As in the lat-
model is probably adequate for typical electrode re- ter case, Vx) is frequency independent and Oj(x) is
sistivity values [6]. Referring to Fig. 4, Re is the strongly frequency dependent.
"effective" resistance of an electrode or split-finger The COM equations, in the absence of electrode
pair in the transducer. From the electrostatic mod- reflections, are derived by considering the electro-
eling, and from power dissipation arguments [7], the acoustic coupling of an incremental equivalent-circuit
optimum value of R, for modeling the effects of finite model exactly analogous to that shown in Fig. 4.
electrode resistivity is Again, an incremental model must be used for de-

R = (1/3)peW (16) riving the COM equations, since they approximate

the coupling as being continuous rather than discrete.
where Pe is the resistance of an electrode, or split- The equations governing an incremental section are

finger pair, per unit width, and W is the beamwidth found to be
of the transducer. di/(x)

In the equivalent-circuit mo,,el of Fig. 4, the cou- = ja(x) e+j W0 e+j 0(x)

pling between the electrical drive and the counter- [ (x) ]
propagating acoustic waves occurs via oran~formers V0 + 2Re(x)At(X) (19)
periodically located on the a4coustic transmission line.

Each transformer radiates and couples symmetrically
to waves propagating in the +x and -x directions. dS(x) -ja"x' eiva ejol(w)
The lowest Fourier component of the surface poten- dx
tial on the electrodes is shown at the top of Fig. 4. It [ dI() 20
is this component of tlhe surface potential that results V1 + 2RJ(x)t() (2)
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dI(x) 1 dI(x) _ jwCt(x)/At(x)
dx [2Re(x) + 1/jwCt(x)] At(x) °  dx 1 + 2jwCt(x)R,(x)V °

+PR(TR(X) + P(21)2ja(z) e- j w e-J (z)
( + s(x).(x) (21) 1 + 2jwCt(x)Re(z)

where V is the voltage on the busbars and a(), 2ja(x) e+jw e+j ( ) (
1R(x) and Ps(x) are acousto-electric coupling coef- + 9(X)

ficients. (Note, in (21), I(x) is also a perturbation 1 + 2jwCt(x)Rjx)

variable. It is the current on the busbars normal-
ized by the implicit time dependence exp(jwt)). The (26)
two coupling coefficients I0i(x) and 1s(x) might be The form of these equations is very revealing. We
thought to be independent variables. However, a reci- observe from (24) and (25) that even in the absence of
procity analysis reveals that this is not the case. For a voltage on the busbars (i.e. V0 = 0), and in the ab-
the transducer to satisfy reciprocity, we must have sence of counter-propagating waves, the derivatives of

2j~ w !(x) and 9(x) are both non-zero. This is a result of

1R(X) (22) the existence of the second term on the left-hand side
1 + 2jwit(x)R(x) of the equations. The implication is that A(x) and

2ja(x) e+j po e+jit( x ) 9(x) are not the "natural" perturbation variables for

13s(x) = 1 + 2jwCt(x)Re(x) (23) the transducer. The assumption in their definition in
(1) and (2) was that the uncoupled surface waves in

If we introduce (22) and (23) into (19) - (21), and the transducer propagate with the same propagation
also include the coupling terms from (14) and (15) constant k(x) as on the free surface. The COM equa-
to include the possibility of internal reflections in th tions (24) and (25) now reveal that this assumption
transducer, the COM equations become for the general case considered is incorrect. The prop-

agation constant of the utcoupled-wave solutions un-

dR(x) 4&t2(x)1?(x)At(x) -der the transducer is in fact modified by the presence

d ) 1 + 2jwC(x)R(x) W of the transducer. To remedy this oversight, we now
rewrite the equations in terms of the new acoustic

jlC(x) e+2j ijc(x) e+2j kg(x) g(x) pertuirbation wave amplitudes A(x) and (x), where

+j~x) e~j e+j¢,(z) R(-,t) - R(x)ejW -j f od1 k.(zi) (27)

2jwCt(x)Re(x) S(xt) w t+ j f ZQx< k((z) (28)
4a2(z)Re~z)Attz S+ O ° e+28)~

4a 2(x)R(x)At(x) e+2 SW_ e+2 ot() 9 and ke(x) ig the modified, complex, effective SAW
1 + 2jwCt(x)R,(x) ) propagation constant under the transducer/grating

(24) structure defined by

k.!(.) = ka(Z-) - j-j(X) (29)

dg(x) 4a 2(X)Re(x)At(x) () = To eJmih,ate the second term on the left-hand sides

dx - 1 + 2j(,Ct(Z)Re) of (4) and (25), requires

-JK (x) e -2j W(x) e-2I 9(z) (x) k ,() = k(x) - 4j 2(x)ReAt(x) (30)

-ja(x) e- () e-) )() 1 + 2jwCt()Re(x)
1 2ja (x) R(x) V0  Hence, from (29) and (30)
1 + 2jwC t(x)Re x)

(25) and 4a 2(x)R()At(x) (32)

7dX) = 7(x) + 1 + (2wCt(x)Re(x))(
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New grating and transducer dephasing terms anal- 3 Important Results
ogous to those defined in (13) and (18) respectively,
must also be defined in terms of this effective propa- In this section we show that (30) - (32), together
gation constant. The definitions are with the COM equations (35) - (37), lead directly to

some very simple expressions for some fundamental) = dxi [ke(xi) - ir/Ag(xi)] (33) characteristics of a SAW device. The analytic nature.10 of the equations is of great help in understanding orI predicting device properties. As mentioned at the
- dx [k(xi) - 2r/At(x1 )] (34) outset, this is a principal advantage of a COM anal-ysis over a lumped-element analysis.

The COM equations (24) - (26) may then be written It has long been observed that there can be a signif-
in the much simpler form icant difference between the velocities and reflection

coefficients in isolated- and connected-stripe gratings
df?( j x()) e+ 2j wX(x ) e+2jwg(x) [8], [9]. On strong coupling piezoelectrics the reflec-

dx tion coefficients can even be of the opposite sign. This

4jc 2(x)R,(x)At(x) e+2 I. e+2(x) can have important consequences for device design,
+ 1 + 2jwCt(x)R( ) S(x) especially for SPUDTs. In addition, it is important

J +to understand how the propagation loss in a SAW

ja(x) e+j W7 e+Jit(x) transducer or grating is related to the electrode re-
+ 1 + 2jwCt(x)R(x) Vo sistivity. Simple algebraic expressions will now be

obtained for all these device parameters.
(35) In the limit Re(x) - 0, from (31) and (32)

dS(x) _ jr(x) e-2jj(x) e-2 j wg(x) kRe(X) -- ki(x) = w/vR(X) (38)

dx - [K - and

4jo2 (x)R,(x)At(x)e 2i e(Z) -- 7(Z) (39)
+ 1 + 2jw(t(x)Re(x) j () This is the case of an interconnected-stripe grating.

_ ja(x) e - j ;' e-jwt(x) In the limit Re(x) --+ o, the generalized transducer

1 + 2jwCt(x)Re(x) Vo analyzed becomes an open-stripe reflective grating

(36) array (see Fig. 4). In this limit, from (31) and (32)

kRe(x) -+ kR(Z) - 2a 2 (X)At(z) (40)dX(x) jwCt(x)/At(x) WCt(X)

dx 1 + 2jwCt(x)R,(x) and

2ja(x) ez 7e(Z) 7(x) (41)

+ 1+2jwCt(x)R,(x)R(x ) Thus, the attenuation coefficient in an inter-

2ja(x) e+j wa e+jw9t() connected-stripe grating is the same as that in an
+ 1 + 2jwCt(x)R(x) S(2) isolated-stripe grating. This is as expected since the

only attenuation mechanism is substrate propagation
(37) loss. However, there is a difference in the propaga-

tion phase constants in (38) and (40). Defining the
These are the COM equations for a generalized SAW velocity under an isolated-stripe grating array as
transducer with internal reflections. The effects of
propagation loss and finite electrode resistance are v&(x) = VR(Z) + Av(x) (42)
included. Furthermore, they contain no assumptions
about crystalline symmetry implicit in many other from (38) and (40)
transducer analyses. In many cases of practical in-
terest, significant simplifications can be made to the Av(x) 2a2(x)vR(x)At(x) (43)
equations. vR(x w2Ct(x)
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This is, thus, the fractional change in SAW velocity Also, for most SAW devices on symmetric crystal ori-
in an isolated-stripe grating compared to that in a entatiors
connected-stripe grating. V&= (x) = const. (52)

The maximum propagation loss in a transducer Thus, the COM equations (48) and (49) for a metal-
or grating can also be predicted from the equations. lic, isolated-stripe grating on a conventional crystal
Taking the derivative of ye(x) in (32) with respect to orientation reduce to
the "effective" electrode resistance Re(x), and setting
it equal to zero, gives d(x = 2a 2(x)At(x)1

2Re(x) = 1/(wC(x)) 
(44)

This is the value of electrode resistance which will e 2 +2j'Pt(x) S() (53)

result in maximum SAW piopagation loss in the de-vice. From (32) and (44) the maximum attenuation d() = - j  () + 2 Ct( )

+ a2(x)At(x) (45) e' 2j wc e- 2j w0(x) A(x) (54)
WCt(X) Defining the effective, distributed coupling coefficient

Expressions for the difference in reflectivity be- between counter-propagating acoustic waves in an
tween isolated- and connected-stripe gratings, may isolated-stripe grating as
be obtained by considering the limiting forms of the
COM equations. In the limit R,(x) --* 0, with V0 = 0, KO(X) = K(x) + AK/(x) (55)

(35) and (36) become and comparing (46) and (47) with (53) and (54), gives

d = j(x) e+2jwA(x) e+2jvg(x) S(x) (46) A/C(() = 2a2(x)At(x) (56)

dS(x) = _jC(X)e_2jw:( ) e_2Jwg(x ) A(X) (47) Ths is the difference in the acoustic reflection coef-
dx ficient/wavelength of an isolated- and a connected-

However, the limiting form as Re(x) -+ oo, is stripe grating. Note, that it is entirely attributable
to electrical regeneration and is independent of metal

dk(x) = j r(x) e+2j
w

:( ) e+2 j
Og(x) tickness.

dx I The above expressions can be evaluated more eas-

2XAt(x)e 2 ~ e+2 j~) ily if the transduction coefficient a(x) is expressed

2 2()At(x) () in terms of the more familiar electro-mechanical cou-
wCt(X) J pling coefficient K 2. In a uniform two-electrodes-per-

(48) wavelength transducer, with a metallization ratio of
0.5

a = (2/r)K /At (57)
-J[K(x)e -2j(z) e2i'Pg(z) Hence, the fractional change in SAW velocity in an

isolated-stripe, two-electrodes-per-wavelength grat-
2a 2(x)At(x) e-2a1P e- 2j wt(x) 1oing, compared to that in a connected-stripe grating,

+ WCi(X) ]R(X) from (43) and (57) is

(49) A V/VR = (2/r 2 )K2 ; 0.41(Av/v)o. (58)

In a metallic grating where (Av/v),o is the fractional change in SAW ve-

At(x) = 2Ag(x) (50) locity on a shorted surface, compared to the free sur-
face. Thus, the expected difference in velocity be-

hence, from (33) and (34) tween the two alternate grating configurations is ap-
proximately 0.41 of the difference between the open

o0) = Wg(X) (51) and shorted SAW velocities on the substrate.
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From (45) and (57) the maximum attenuation coef-
ficient in a two-electrodes-per-wavelength transducer
or grating is 4.

7(X)lmax. = ) + (2/ir)K 2/At(x) (59) (%)

This is for the worse case electrode resistance, as de- 3-

fined by (44).
Finally, the difference in reflectivity betweent

isolated- and connected-stripe two-electrodes-per- 2 .

wavelength SAW devices from (56) and (57) is

A K(x) = (4/ir)K 2/Ag(x) (60) 1,-

Thus, for 34-quartz, with K 2 = 0.00114 x shorted
IA A I = 0.145/A % (61) 0 a isolated

0 2

where A is the synchronous wavelength. 0 1 23

For X-LiTaO3-Yll2*, with K 2 = 0.008 h1A (%)

A KI = 1.02/A % (62) Figure 5: Reflectivity versus metal thickness for
isolated- and shorted-stripe two-electrodes-per-wave-

Experimental measurements of the reflectivity of length aluminum gratings on 34-quartz.
shorted- and isolated-stripe, two-electrodes-per-
wavelength gratings are shown in Figs 5 and 6. The
least-squares, straight-line fits to the data yielded the
following difference between the two grating types,
essentially independent of the metal thickness as pre-
dicted by (56).

For 34-quartz 4 7

IA I = 0.145/A % (63) K

and for X-LiTaO3-Y1120  3

w Ical = 1.09/A % (64) lo.... "

which are in very good agreement with the theoretical 27 1

values in (61) and (62). Thus, the experimental data
appears to validate the model.

4 Conclusion X shorted
C~a isolated

A new, very general coupled-mode analysis of a 0

SAW transducer with internal reflections has been 0 1 2 3 4

achieved. In this analysis, all device variables are h/A (%)
assumed to be spatially varying and the analysis is
valid even for propagation on arbitrary asymmetric Figure 6: Reflectivity versus metal thickness for
crystal orientations. Both electrode resistivity and isolated- and shorted-stripe two-electrodes-per-wave-

substrate propagation loss are included in the model. length aluminum gratings on X-LiTaO3-YI12'.

The COM equations relating the amplitude of the
counter-propagating acoustic waves in the transducer
and the electrical current on the busbar are relatively
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compact and lead to simple algebraic expressions for [7] K. M. Lakin, "Electrode resistance effects in in-
some fundamental SAW device parameters. terdigital transducers," IEEE Trans. Microwave

For special cases, the COM equations can be solved Theory tech., vol. MTT-22, pp. 418-424, 1974.
exactly. In others, approximate, though very exact
solutions can be obtained. Finally, for the most gen- [8] W. H. Haydi, P. Hiesinger, rt. S. Smith, B. Dis-
eral case the equations must be solved numerically. chier and K. Heber, "Design ofquatz and lithium
One technique, for example, is to approximate the niobate SAW resonators using aluminum metal-
transducer by discrete uniform sections. In each of lization," Proc. 30th Ann. Syrp. Frequency Co.
the latter, exact solutions to the COM equations may
be used. The overall device response is then obtained [9] P. S. Cross, "Properties of reflective arrays for
by parallel/cascading the individual sections. Such a surface acoustic resonators," IEEE Trans. Sonics
numerical approach is still usually relatively efficient. Ultrason., vol. SU-23, no. 4, pp. 255-262, July

The COM equations are particularly useful for the 1976.
analysis of complex SAW devices such as SPUDTs.
However, they have also been used extensively to an-
alyze and design much simpler resonator-type struc-
tures [1]. In the latter case, they have the dual advan-
tages of computational efficiency and excellent agree-
ment with experiment. It is hoped that these equa-
tions will find increasing application in the design and
analysis of SAW devices.
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permanent compressive densification occurs. The majority ofABSTRACT plastic deformation Is of this type since the Irregular structure
permits little shear relocation except In regions of rapidThe thesis of this paper is that shear mode grinding of reorganization under thermal or chemical influence, such as

glass 1) occurs with abrasive particle sizes less than 1gm, 2) near the surface. Surfaces brought together are almost
that it Is the mechanical limit of the more common mechanical- certainly poorly coordinated on the atomic scale unless they have
chemical glass polishing, and 3) that the debris is Insufficient just parted, so they will not rejoin as metals can. Glass can
in size to perform the function of eroding the binder in the support little tensile stress because overloaded links rupture
grinding wheel and thus necessitates the addition of an abrasive and various chemicals attack and weaken the structure In the
and/or chemical additions to the coolant to effect wheel- vicinity of a crack tip. Little ductility Is evidenced in glass so
dressing. we shall use the term "shear' in place of the altemative

"ductile'.
INJTROLM:ON

A ize LiUmitatioThis paper will group together a series of observations
and work by ourselves and others which, when taken together, This section deals with the fact that there Is a critical
forms a picture of shear mode grinding While we have been size limitation (a threshold size) for cracks. Knowledge of this
working in this field for a long timr, ';e are now talking to firms goes back to the latter part of the eighteenth century when it was
such as Matsushita1 who unquestionably have had the process in found that there is a minimum particle size that can be produced
production for sometime. We do not know in detail how they by compressive crushing. For glass and other oxides this Is In
view shear mode grinding or the steps by which they arrived at the vicinity of 1 g~m, as evidenced by the size distribution of
their goal. This is simply our own understanding and the many of our polishing abrasives. This, by hindsight, can be
odyssey by which we arrived at this position, construed as an argument for a minimum fracture size on the

order of 1 im.
Before we begin, we must alert the reader to the fact that

we shall be linking physics and chemistry rather The next observation occurred with the use of indentation
indiscriminately as we ramble back and forth between polishing testing in this century. As testers went from wedges producing
and grinding of materials with both ductile and brittle behavior, cracks to a more blunt shape indentor 2, they noticed crack
We do wish to assure the reader that we are not consciousii propagation occurred primarily on unloading as the surrounding
aiming to frustrate him by this seeming indirection. We firmly material took up the function of the Indentor In restraining the
believe each point made will ultimately prove Important in the elastic release of the densification zone. This compacted
field of shear mode grinding of brittle materials and glass In material, reorganized with respect to the non-compacted
particular. We will address fracture behavior because we must surrounding material, now put the latter in tension. Cracks,
be aware of what we seek to avoid. We will address material some Initiated in tensile zones created during loading, are now
removal rate and surface roughness also because damage is bound free to propagate. These are not the only conditions from which
to them. We will address abrasive size, not just as a parametric cracks arise, but since the mechanism begins with adescriptor of force and fracture, but because abrasive size may compressive state that Is dominant In grinding, this Is one of the
be a critical parameter for thermal and chemical diffusion. We more significant fracture sources.
will address chemistry because even in the cases where pure
mechanical gripping is sufficient to produce surface shear, it In the latter half of this century, workers such as Lawn,
does so on a scale where the coolant (water) Is chemically Swain, Marshal 3, et al., have described and analyzed the size
reacting with the near surface which has three dimensions end is effect. Note that there are several elements here. First, there
a region rather than a geometric boundary. We will discuss is as T. Bifano points out, a volume distributed elastic energy
polishing because shear mode grinding is really nearing the whose ratio to the crack surface energy, into which some energy
mechanical extreme of the more common mechano-chemical will transform, leads to a dimension almost certainly dictating a
polishing. Machinists like to use the word grinding as denoting a critical size effect.
more deterministic process but physical phenomena are not so
easily partitioned by convenient semantics. Surprisingly, Brian Lawn4 and his co-workers had

Most of the data and derivations in this paper have been pointed this out quantitatively in a most elegant letter to the
previously published. This Is not intended as a paper of Journal of Materials Science in 1976 and drew a remarkable
justification so much as an essay toward understanding. quantitative conclusion largely overlooked by the grinding

community. Lawn noted that separate equations describe the
We will develop our picture as the jigsaw puzzler pieces radius of the densified or compacted zone and the radius of the

together patches of the whole, and we will not apologize from crack originating from it. By equating these two radii so that
this point on that we do not have every connection in place. any smaller crack would fall within the compression region

(which Is almost a conceptual contradiction), Lawn showed a
The Structure of Glass way to determine the smallest crack size in a most etnt way.

For glass this also turns out to be very close to one gm. We also
Glass is basically a polymeric network of silicate have the well known fact that near this size the strength of glass

tetrahedrons, a silicon atom at the center and an oxygen at each fibers increases dramatically as it becomes less and less
corner usually shared by two tetrahedrons in which case it Is probable that the fiber can hide such a "least flaw".
termed a "bridging" oxygen. A two dimensional slice appears as
a series of loops usually involving four to seven tetragonal units. There we have It, several different but very convergent
In crystal quartz these loops form a repeating hexagonal pattern, lines of thought that point out there is a minimum flaw size. The
If an oxygen does not complete a bridge, there is normally an obvious conclusion to be drawn for grinding is that something
electron donor, usually an alkali, in the vicinit,,. In throe different must be expected for any sequence of phenomena that
dimensions a grassy material has a microscopically Irregular tend to produce smaller and smaller cracks as the size of
form. Under strain the irregular structure insures that links something is reduced. Lawn in fact did draw this conclusion most
are unequally loaded. The void space permits extraordinary explicitly at the end of his letter contrasting a possible
hydrostatic compression as overloaded links buckle and "ploughing" or polishing mode with a "chipping" mode ofremoval. Before we were aware of Lawn's predictions of a decade
CH2690-6/89/0000-606 $1.00 C 1989 IEEE 606



earlier, we began looking for the same thing for a different make the fired oxide gain maximum Lewis acidity In an aqueous
reason and found it right where he had predicted. solution. The Importance of this discovery Is that it gives us a

test fo firing temperatures other than the hit or miss polishing
Of Lichens and Chemistry test which usually never gets done anyway. Lee says it is easy

for any good ceramist to run the tests.

The bible of silicate chemistry for years has been "The
Chemistry of Silica" by Ralph Iler, J. Wuey. In Table 1.1 of Under the heading of ,;hemistry we still have the question
this standard work there are several interesting entries. At of water. Izumitani had shown that water was a chemical agent
room temperature a little catechol in water is seen to raise the in polishing and had shown that abrasion did not work nearly as
dissolution rate of quartz by a factor of a million over that in well in petroleum products. This is important because
pure water, and saturated catechol in ammonium hydroxide can machinists still like to use oil as a coolant on their machines and
add another five orders of magnitude beyond that. Catechol Is the high heat capacitance of water and its large heat of
usually described as a breakdown product of lignin, wood vaporization lead to awkward thermal control problems as well
structure, and much of our clays are broken down from rocks by as rust. Water Is essential.
decaying lichen. This would be just an out of place tidbit if it
were not for the fact that opticians have lapped with wood Brown and Cook published an early version of this work
pitches for nearly five millenia. Never underestimate the in April of 1984, still puzzled by the effects of water and
effectiveness of a little chemistry. observations of surface plasticity. The next month Minoru

Tomozowa 9 and his student Nogaml published the latter's thesis
Tetsuro Izumitani 5 laid to rest the theories of simple and all was light. Basically they state that water diffuses Into

abrasion and thermally induced flow in the early 70's by glass at a rate that Increases exponentially with tensile strain
showing there was no correlation between the polishing and reacts internally with the glass by hydrolysis at a rate
susceptibility of glasses when plotted as either a function of exponential with compressive strain (or PdV mechanical energy
their softening point or their hardness, but there was a great input). What this means Is that water can travel easily In a
deal of correlation with both the weight change of powdered glass structure by several mechanisms. Now assume a water
samples in acids and even in water leaching baths. Conventional molecule Is sitting next to a bridging oxygen when the pressure
polishing had to involve chemistry and water would be one of the pulse preceding any abrasive grain passes. The oxygen drops one
chemicals. bond to silicon, and picks up the H+ from the water. The silicon

grabs the OH- from the water at the same t;me. Thus, where we
In 1982 Walter Sllvernail6 showed that ceric oxide had a solid link blocking the way of the approaching molecule, we

(CeIV) would polish but cerous oxide (Cell1) would not. Lee now have an open gate since the formerly linked silicons are now
Cook of Schott and Brown 7 began studying other polishing agents each terminated with a hydroxyl group. Furthermore, in the
following this lead, and found that only one ion from each metal tensile region just behind the particle, the diffusion coefficient
group Involved in a polishing oxide was aclive, usually a IV rises to suck In water for the following particle, and as the first
valence or III valence. Closer examination of these showed a particle passes the hydroxyl gate, the change of compression to
number of interesting but only partially understood tension sucks out energy and reverses at least some of the
correlations. The ions occupied a narrow range of ionic charge hydrolytic reactions. We have just seen a mechanism for
to radius ratios, tended to form amphoteric compounds, tended to pumping in plasticity.
form Lewis acids, and precipitated monosilisic acid from aqueous
solutions. This last turned out to be crucial. The hydrolyized Since 1984, Tomozowa has been apparently accelerating
debris from conventional polishing Is near monomeric his research into the aqueous chemistry effects on glass and Lee
monosilisic acid plus normally soluble modifiers (alkali Cook who has seen quite a bit of it In prepublicatlon form says
electron donors etc.). The debris from the polishing compound wonderful things are coming. The grinding polishing community
causes much of this monosilisic acid to drop a couple of waters needs to keep tabs on this. It is chemistry geared directly for
and repolymerize as pure silica on the glass surface. This Is themi
what puts the smooooth In polishing. Furthermore, this
property of precipitating the hydrolized silica Is a litmus test as Now we are going to leave chemistry for a bit to look at
it were for polishing ability. A polishing agent does this and a metals, the Soviet Union, and Japan.
nonpolishing ion doesn't. Shear Mde Grinding

Now I am going to jump back to Izumitani and what
appears to be another litmus test. One doesn't just go to a In the late 70's Brown, Baker, and Maney 10 were
chemist's shelf and pull out a polishing compound. T. Izumitani, polishing the early diamond turned optics and working
the Sage of Hoya, had shown that there Is an optimum firing informally with Bob Parks on some Air Force Optics that were
temperature for a polishing abrasive. Its density increases leading to LODTM. In the process Brown found that a spherical
nearly linearly with firing temperature until full crystallinity particle wear model gave nearly exact results if a Hertzian
Is reached, but the polishing rate at first increases with firing elastic penetration of the surface were followed by a plowing
temperature and then drops off. In effect, the compound needs to such that the resulting trough has a cross section area
get fired to a strength sufficient to shear the glass but no proportlona: to the cross section area of the penetration. Note
farther. It needs to keep a maximum of site defects, of that there is no chip science detail. We jump from the
unsalisfied chemical potential ready to glom onto the glass In a penetration to the trough skipping the Intervening details. The
chemical embrace. How does this connect? simple analysis is given on a single page at the end of this

report. The three key equations may be summed up as saying
Well, Lee Cook8 has continued to investigate this Lewis that the Preston equation holds, the wear rate coefficient Is

acid question. When the surface silica Is hydrolized and a independent of abrasive particle size and concentration, and the
tetrahedron Is broken off, the bridging oxygen is left with the roughness is proportional to the product of abrasive size and the
tetrahedron on the glass gaining an extra pair of electrons In the two thirds power of the ratio of pressure to Ite product of
process. Now a Lewis acid is one which wants to gobble up an concentration and Young's modulus. That's an awful mouthful,
excess electron presented in just that fashion. Lee Is about to but to wake everybody up we should say that every single factor
publish this as the reaction we shall call "chemical tooth" and in those equations has been experimentally verified for shear
that the condition for the optimum firing is that one which will mode (ductile grinding). The equations were developed for work
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with ductile metals. They should work with any isotropic To Grab or Not to Grab
material that responds to abrasion with a plowing type response.

Now we jump up to 1985, a very good year. It started Now we come to the discussion of tooth. To abrade a
out with a rush. Mlyashita1 1 brought word that the group at surface in a shearing mode we must somehow grip the surface we
Citizen Watch, (i.e., professors from Tokyo Metropolitan want to wrench or shear off. We know of two methods for
University, Tokyo Metropolitan College of Aeronautical mechanical shearing. We can penetrate with a sharp
Engineering, etc., as well as the engineering staff of Citizen discontinuity where sharpness Is an edge radius of curvature
Watch Co.) had succeeded in producing a 2 nm Rz (peak to valley somewhat small with respect to the depth of cut. This Is a
max) surface on a 1 inch specimen of crystal quartz with a mechanical gripping and note that there is a distinction between
specially dressed diamond wheel on the newest version of their sharpness and keenness. We have seen sharp diamond tools with
ultra stiff machine. There was no question of their achievement, included angles of 120 degrees. The other method of gripping Is
Miyashita was loaded with his own stylus traces and others from by some form of a chemical bond, a gluing of the abrasive
Albert Franks and Kevin Undsay at NPL, Teddington. The particle to the surface.
specimen was also examined with the Nomarski Microscope at
the LLNL Optics Shop. It was, in a word, gorgeously unmarked Now consider the scale of things. We know from
by any sign of a wheel. Note that the glass was natural quartz, polishing that depths of shearina will range from about one
presumably formed in water and pretty well water saturated, tetrahedron depth to a couple ot tens of these. A very small

chemical reaction and removal will seriously damage any edge
Miyashita also brought word that things were stirring in trying to mechanically shear such a surface. Mechanical-

the Soviet Union. This became evident as the year unfolded and chemical polishing agents are worn to well rounded surfaces
paper after paper poured out of Khodakov1 2. Khodakov made no where they are presented to the work. Now it takes very little
pae e redt of hisKgoal.Hewasaftershodarov 1 Kodkrindi oae o wear to knock the edges off a diamond which can react chemicallysecret of his goal. He was after shear mode grinding. In one of wi~h both silicon and oxygen, although we believed it is oxygen
his earlier papers of that year, he did a variant on the analysis t thsion mos oye ag Ve fine I CB ight
included here for spheres, showing that both wedges and th i is doing most of the damage. Very fine submicron CBN might
pyramidal grains should provide size and concentration be a better choice than diamond If edgmicalond we method of
independence. After an excellent analysis he was forced to admit choice. On the other hand, with a chemical bond, we wear away
to what appeared to be defeat in his grinding studies which were the abrasive layer by layer, "good to the last drop. It Is not
done with a wheel. He surmised that his analysis had overlooked clear whether edged or chemical abrasives are preferable for
some important effect since his results obviously showed wear this task. An abrasive wearing through very fast compared to
rate coefficients linear with abrasive size instead of size diamond may still outlast it because we are comparing the total
independence. As we shall see, he was mistaken and not in the wear of a grain to the wear of an edge.
way he expected. We believe he overlooked the fact that in going
from fracture to shear mode, he left a region where grinding Now If we are contemplating edged whels we must face
debris was of a size on the order of the least flaw (near 1 gm) to the fact that in shifting from the transition region to complete
one where it was the order of a scraping (near a few shear region we have gone from at least a few near pam particles
nanometers). This new debris was too fine to dress his wheels ready to abrade the binder for wheel renewal to shavings a fewnanometers thick utterly incapable of abrading It due to a twoand they glazed. We went to laps where we could study order of magnitude size discontinuity. We must make provision
parameters and found the region he sought right beside the for a chemical or abrasive additive to the coolant to provide for
region he selected as his limit. binder wear to provide renewed edges. Colloidal abrasives exist

Late in 1985 Peter Takacs from Brookhaven asked us to in a size range that should be applicable here.
begin looking at SiC for supersmooth synchrotron mirrors. As We want small abrasive sizes, even submicron, which
we worked this material on our laps we realized we were su lat ulrai e hees utperfo micos whin
studying shear mode grinding at a slow pace, but shear mode should lead to ultrafine wheels outperforming coarser wheels in
grinding nevertheless. When you consider the acoustic velocity the lifetime category. Consider a factor of 2 difference In size at
in glass Is near 4 km/s and the highest grinding wheel the same concentration. The smaller size has eight particles
peripheral velocities are 100 m/s or less, it is obvious that all where the larger had one. Each two of these have the same length
speeds are insignificant as far as acoustic effects are concerned, of cutting edges as the larger so we have Increased our cutting
(There are thermal and chemical diffusion rates to consider edge length by four. We must cut shavings half the thickness orhowever). make twice the cut per volume of material removal. Still we area factor of two ahead. We may lose the last factor of two from a

requirement that the narrower depth of cut requires twice theWhile we were thinking in this vein it occurred to us sharpness but we may gain in lower loads and greater surface
that all shear mode grinding was in some degree 2-body wear for heat dissipation.
whether the abrasive was loosely applied or tightly bound in a
wheel matrix since a shearing particle does not roll or move The chemical bonding abrasive may have the advantage of
with respect to the lap during shearing. This is not to say that a not having to be removed by binder control, or needing
lap and a wheel will behave identically over this region. n ifcant ber bras in
Particles held in place in reaction to the shearing forces are free significant binder abrasion.
to move after the part has p'ssed, and such particles on a lap Both typos of wheels may need to be guarded against silica
could move differently when dull as they could not when grown buildup by abrasive or chemical means. High pH especially
dull in a wheel. Yet at the same time there should be some
similarity between the results. As we indicated we verified when accomplished by UOH remains an attractive possibility,
every single factorial in the three equations. This does not say with a pH near 10.5 a good place to start. See Figure 1.6 of Uer.
the equations are exact. In fact, there is an order of magnitude AcknowledamenL-
variation wandering around for the constant in some cases, but
the parameter dependence appears correct. In this time frame, This work has been performed under an Air Force grant
Brown 13 also derived, on geometric grounds, relationships for monitored and supervised by W. K. Stowell. The work has also
certain other factors as shown in an Appendix. been frequently discussed with I. F. Stowers, T. T. Saito and P. P.

Hed all of whose many contributions are greatly appreciated.
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Ap i Icolloidal abrasive to achieve binder wear would be about a
quarter to a fifth of the wheel abrasive size. Coolant would be
water with a few percent organics to lubricate the diamond.

The text does not contain any calculations. The results of Please note: We have not run this. This Is a wild extrapolation
an analysis of Brown (SPIE, Vol. 306 and Precision from lapping experience.
Engineering, July 1987), are provided In the slide copies that
follow. Assuming spherical particles and a Hertzian elastic * This work was performed under the auspices of the U.S.
penetration we can derive the fact that abrasive wear rate should Department of Energy by Lawrence Livermore National
be Independent of particle size D and area concentration KA if we Laboratory under Contract No. W-7405-ENG-48 and In
assume the wear trough area is proportional to the cross section accordance with Air Force Agreement AFWL-88-162.
of penetration a. The factor Mf Is a material coefficient
containing among other things this constant of proportionality
and probability factor. This simple derivation provides an References
analysis of the depth of penetration 8 and the fact that wear rate
follows the Preston equation. This last is of enormous
importance since it provides the missing link to machine 1. Ueda, S., Mockida, S., Mahino, M., Nakata, K., Precision
stiffness requirements for a given process. Grinding of Aspheric Glass Lenses, (Presentation at LLNL

Aug. 1988).
For example, assume we are using a thin wheel with axis

tangential to a rotating blank whose aspheric shape is 2. Lawn, B., Swain, M., Microfracture Beneath Point
determined by the wheel edge as It traces out the aspheric Indentations in Brittle Solids, J. Mat. Sc. 10, 113,
meridian. The wheel edge Is similar to an oversize circular (1 975).
edged diamond tool. Assume we know the rotation rate of the
blank and the wheel and the depth of cut and the rate of feed or 3. Bifano, T., Ductile Regime Grinding of Brittle Materials,
traverse. We can form a volume increment of the depth of cut by PhD Dissertation, North Carolina State University
the wheel thickness by the increment of traverse per blank (1988).
rotation. This Is the volume removed by the wheel in the time
interval it takes for a point in the blank to pass the thickness of 4. Lawn, B., Jensen, T., Arora, A., Brittleness as an
the wheel, a time interval we know. In that time Interval we Indentation Size Effect, J. Mat. Sci., 11, 573, (1976).
know the length of rotating wheel circumference that has been in
contact with the point as it makes Its passage across the wheel 5. Izumitani, T., Polishing, Lapping, and Diamond Grinding
face. Now by integrating with respect to time and multiplying of Optical Glass, pp 115-172, Treatise on Material
the Preston equation by the contact area, we obtain a form that Science & Technology, Vol. 17 Edited by Tomozawa and
states the volume of material removed is equal to the constant in Doremus, Academic Press, 1979.
the Preston equation multiplied by the total load and the relative
displacement of the wheel across the part. We have just 6. Silvernail, W., Observations on Glass Polishing, OF&T
calculated this displacement and volume so a knowledge of the Digest, OSA, Dec 1982.
constant from a simple lapping experiment allows us to computethe load and machine stiffness for a given process. 7. Brown, N., and Cook, L, The Role of Abrasion in the

Polishing of Metals and Glass, Tech. Digest, Science of

The second formula Is a parametric relationship Polishing, OSA, 1984.
determining the maximum chip depth Dmax in terms of abrasive
size, feed to peripheral velocity ratio, and depth of cut to wheel 8. Cook, L., Chemical Processes In Glass Polishing, 10th
radius ratio. The maximum chip depth Is critical because it is Glass Conference, Penn. State Univ. June 1989.
In fact part of a chemical and thermal diffusion length necessary
to assist In the shear mode grinding. Note that the 9. Nogaml, M., Tomozawa, M., Effect of Stress on Water
concentrations K in the two analyses are different, one being an Diffusion into Si02 Glass at Low Temperature, J. Amer.
area concentration which is the two thirds power of the other Cer. Soc. 67(2) 1984.
which Is a volume concentration. The concentration is not a
significant parameter In reducing chip depth since the need to 10. Brown, N., Baker, P., Maney, R., Optical Polishing of
keep a bit of binder cushion between abrasive grains for shock Metals, Proc. SPIE, Vol. 306 (1981).
reduction limits concentration to about 50.

11. Yoshioka, Hashimoto, Miyashita, Kanai, Abo and Dalto,
In the question and answer session following the Ultraprecision Grinding Technology for Brittle

presentation of this paper, I was asked to Include an estimate of Materials: Application to Surface and Centerless
process parameters for a quartz disk about the size of a quarter. Gr nding Processes, ASME Milton Shaw Grinding
This is strictly guesstimate. I do not have a coefficient of Symposium, PED, Vol. 16, 1986.
removal for quartz, but I estimate it to be about 1013  12. Khodakov, G., Characteristics of Grinding of Optical
cm2/dyne. I wilt assume a 1.5 cm radius workpiece worked by a Materials by a Tool Having a Multilayer Distribution of
2 cm radius cup wheel with a 3 mm wide abrasive area of 50 Abrasive Granules, Soviet J. of Opt. Tech. 52(8) 1985.
concentration, half micro,. resinoid bonded diamond. I will
assume a maximum pressure of 1 atm at the edge of the 13. Brown, N., Some Speculations on the Mechanisms of
workpiece yielding a 2/3 aim average pressure. The actual Abrasive Grinding and Polishing, Precision Engineering,
contact area for the cup wheel which passes over the workpiece Vol 9, 5, 1987.
center is 0.3 cm by 4 R sin-1 3/8 - 0.923 cm2 yielding a load
of 6.15 x 105 dynes. Assuming a peripheral velocity of
30 m/sec or 3000cm/sec yields a volumetric removal rate of
(10.13 x 6.13 x 105 x 3 x 103 - ) 1.85 x 104 cm3/sec which
on a 7.07 cm2 surface translates Into 0.26 micrometers/sec.
The grinding wheel speed would translate Into about 29,000
rpm. A shallow removal of about 13 A per rotation would be
consistent with a workpiece speed of about 12,000 rpm. The
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between the roughness and the depth of subsurface damage, and
This paper is an overview of brittle material response to between the roughness and the size of the chunks whose removalabrasion. It proposes a 3 region model for both 2-body and 3- resulted in the roughness, and between the size of the chunks andbody wear, two regions being where removal rate is nearly the rate of removal. Removal rate, roughness, and subsurfaceindependent of abrasive size at otherwise identical conditions and damage are different aspects of the same phenomena.

a transition region where rate is proportional to abrasive size. We shall throughout this paper emphasize size andThe mechanics will be explored through these 3 regions In 2- dimension. For a given concentration of abrasive, the number ofbody and 3-body wear and some comparisons will be made to the points transmitting the load will vary as the Inverse square of
size, so size has an obvious effect on load per Impacting or
abrading particle. However, dimension is also tied to diffusion

W) lengths, both thermal and chemical and to atomic and molecular
structure sizes.

We shall be speaking of physical abrasion, but at both the
> finest and coarsest particle sizes, the coolant (water) becomes a0 chemical whose effects may dominate the phenomena. We shallE see that on the finest scale, chemical interactions between(D substrate and abrasive are crucial to behavior and process

strategies.
I I

We are restricting ourselves to isotropic materials,Abrasive size since variations in bond strength and lattice structure introduce
orientation effects. This should be Interpreted neither too
strictly nor too loosely. Few crystals can be described as
isotropic, but some of the simpler ones such as quartz and
sapphire are well behaved in most isotropic analyses, but even

U) in these cases, anisotropy can be significant. Nambal forC: example has made effective use of the chemical anisotropy of
sapphire while others would probably consider it isotropic.

:3 Vinokurov2 points to rhombododecahedral crystals as being0 particularly anisotropic, pointing out a fracture depth tor _ _ _ _ _ _surfaco roughness ratio of 7 as compared to a factor of 4 for
most materials. At the present time we do not know where toAbrasive size draw this line but we are aware of cautionary flags when dealing
with crystals.

INTRODUCTION
Strain Fields

It is the purpose of this paper to attempt to paint apicture of the response of brittle materials to abrasive Glass and brittle materials tend to be more restricted toprocesses in very broad brush strokes, paying particular an elastic behavior than do ductile or malleable materials. Theyattention to abrasive Induced damage. For this paper we will yield in a generally linear manner and then fracture quiterestrict our attention to isotropic materials with particular abruptly with little of the nonlinear (plastic) strain andattention to glass and a few other materials of Interest for displacement that generally precedes rupture in ductile
optical applications. We shall adopt for the moment the materials. There is one exception to this generalization,tribological nomenclature of 2-body (wheel and part) wear and however, and at times it can dominate both our observations and3-body wear (lap, loose or free abrasive, part) although we our thinking. Under extreme compression, regions of the glassshall point out the degree to which this division has become structure that are in near hydrostatic compression can collapseoversimplified and at times overburdened with long associated and take on a more or less permanently compacted geometry
concepts. which we shall describe as densification to distinguish theconcpts.phenomena from the more general plasticity.

We shall address a cential theme that wear in each of the
two dimensions above can be divided into at least three regions, In saying that elastic behavior dominates glass responsein two of which wear rates are independent of abrasive size, (all to loading, we are singling out elastic descriptions of thisother parameters being constant), and connected by a third response. We shall be concerned here only with the mostregion in which wear rates are linear with abrasive size when general features of these descriptions and will look at Boussinesq
all other conditions are fixed. We shall point nut that to some type of sol,.11ons. Displacements In response to compressiveextent the same type of phenomena can be found for more ductile loads (displacement per unit of load) may be described as amaterials, bu! we shall provide no data for this. We shall also function of location and orientation beneath the surface andthroughout this paper use the terms shear mode to describe what Poisson's ratio, all divided by or nverse to Young's modulus.is sometimes called ductile grinding, or nanogrindinc, or non- Similarly, stress per unit load may be described as a function offracture grinding, and we shall use the term densifi, ,tion to location, orientation, and Poisson's ratio. Poisson's ratio isrefer to a form of permanent deformation in response to near linked to the dimensional function and in effect is a measure ofhydrostatic compressive loading. The reason for these the strain or displacement cross linking. Young's modulusdistinctions will become clear throughout the paper. however shows up as a constant factor just like the load. It is a

scaling factor and the dependence of strain or displacement onWe shall appear at first to be wandering at random and this parameter is an inverse relationship. This will turn out totalking about rates, roughnesses etc, rather than about be very important for us in our scaling of the rates, roughness
subsurface damage. This is because there is a relationship anddamage.
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Glass Is a very Irregular structure of small tetrahedral root it is a fairly Insensitive parameter, rather steady and
units made up of silicon cores surrounded by four oxygen atoms stable, the kind of bellweather we need to check grinding results.
on the cc-ners, each oxygen obtaining one of the valence If the roughness does not check out consistent with this model, It

electrons from each of the silicon atoms it links. A silica can Indicate a need for caution in assessing subsurface damage.
network is a linkage similar to a foam with the silica Thus it Is fairly Important to put this cubic relationship on a

tetrahedrons surrounding spaces that are quite large with firm basis.
respect to the tetrahedron themselves. A plane slice through one
of these will show four to eight of these units surrounding a In 3ddition to our observations, we have a completely
typical space. Thus, there is plenty of room for compression and different form of analysis by a leading Soviet researcher, L. S.
permanent displacements to take place as a highly overloaded Tsesnek 4. In 1980 he made an analysis on probaballstic grounds
link buckles or permanently twists. This produces compaction, that indicated there should be a cubic dependence. Note that he
but by and large each tetrahedron remains linked to the was not primarily Interested in wear rate but In the size
neighbors it had prior to collapse and densification. distribution of wear particles. Consequently, he did not look at a

rate analysis for confirmation but toward a size distribution
Now if an indentor permanently deforms a glass surface, experiment. This appears to confirm his analysis and his

it forms a near hydrostatic compression region. Sometimes equation for rate confirms an equation we published In 1976.
Poisson effects produce tensile cracks on loading. However, as Note that we are not claiming priority of discovering this fact.
the indentor is removed and its load is reduced, the surrounding We have recently received a copy of a 1957 paper by Aleinikov5

material must take up the load of confining the compacted region, that simply states the same cubic dependence. What we are
The tensile stresses thus generated propagate any cracks already claiming is a long awareness of this fact and extensive
initiated as well as initiate new ones. These tend to be of two experience with its use.
types, a lateral or petal type crack that propagates parallel to
the surface and produces chips and vents, and a type which In summary, we have two observations; that roughness
penetrates orthogonal to the surface either as a near half circle scales as 1/E and also scales as the cube root of the grinding
centered on the center of the indentation, or as a quarter circle rate.
extending from a normal axis through the center up to the
surface. There are other types of cracks and fissures, but these Now consider how we would use these rules. Ono of the
types appear to dominate in much of what we shall examine, easiest measured properties Is E. Suppose we get a new material

in the shop. Assume it's SiC. We look at E and find it's 5 times
Now let us assume we are operating in 3-body wear in that for BK7. That means it may grind as much as 125 times

the transition region. Here we will find wear rates, surface slower than BK7, our standard, or require 125 times the force
roughness and damage depth proportional to abrasive diameter. for the same rate. We know we're in some kind of trouble. If we
Let us run three or four specimens of different materials pick a Blanchard grinding feed rate that we would ordinarily use
simultaneously on the same lap, at least one specimen being for BK7, we know something's going to give and it's p'robably
BK7, a more or less universal standard for both grinding and either our Blanchard or at the very least our wheel. Next we are
polishing. The specimens if properly mounted will see the same going to run a grinding rate experiment. We know the E is very
velocities, pressures, etc. The only thing that will be different high for SIC so the abrasive particles that provide chips won't
to first order will be the materials. We will assume Poisson's penetrate quite as far. The part will ride a bit higher on the
ratio is similar for all. TI-us, to a first approximation the only slurry and only the bigger particles will provide support. Thus
thing different will be Young's modulus. We have just seen that the chips will be a tad bit larger than we expect and it will be
the displacement field scales with the inverse of Young's modulus ground a bit faster than we expect. We expect it to go about 125
E. Strains are derivatives of this so they will also scale as times slower than BK7 and we measure only 80 times slower.
inverse with E. Thus we should not be too surprised whon we That's in the right direction and we know enough to plan on a long
observe that "roughness and damage tend to scale with 1/E". run. Remember, we were predicting a roughness and cubing this
Note that word "tends". The dependence is not exact and Poisson's to obtain a rate. A cubing operation tends to triple any errors in
ratio seems to have a little larger part than usual to play in this our assumptions regarding things like Poisson's ratio, particle
type of loading, size etc., by the time we test these with a rate measurement. On

the other hand, assume we get our rate measurement. We can

In one of the first papers we published3 we pointed out now ratio this to the rate of BK7, take the cube root of this ratio
that removal rates seemed to be varying as the cube of the and we have the ratio of the roughness of our new material to
roughness for a given size abrasive. Now if you think about it, that of BK7. If we have a stylus instrument we have a computed
the fracture impacts are produced by abrasive particles rolling check on it. If we don't have a surface roughness instrument but
between the part and the lap in the 3-body wear mode. There know the roughness of BK7 for this process from published data,
should be about the same number of impacts per unit area under we probably have a pretty good value for both surface roughness
each of the specimens. The simplest assumption is that the and by inference subsurface damage just from this computation.
chunks removed are proportional in size to the roughness. In an
isotropic field, similar but for scaling, we should expect the We should not overlook the bac;up value mentioned.
same maximum strain geometry and the same shape of particle There have been cases with very hard materials such as SIC,
debris. Since the hollows are where a chunk or chunks come where the computed values were probably more representative
out, we should expect a proportionality between chunk and of the surface than the stylus trace values due to the very small
hollow size and a geometric similarity between the chunks from size u; the roughness. N'Jote here that since we are taking a cube
different materials. If we have the same number of chunks root we are reducing our errors by about a factor of three,
removed, since we have the same number of impacts, we would whereas going in the other direction we increased our errors by
expect the rate of volume removal to vary as the cube of the three. Furthermore, here we are making no assumptions about
chunk size or the cube of the roughness. Note that we are not Young's modulus or Poisson's ratio or anything else. We are
postulating this and looking for an experimental verification but measuring a removal rate, an integration or summation of chip
rather holding experimental data and looking for an explanation, volumes, whore the volume shape already has the real valuqs
The experience of a decade and a half of grinding and polishing factored in.
research has taught us that this is one of the more reliable rules
of grinding. If all other things are held equal, "roughness will
vary as the cube root of the grinding rate". Since it is a cube
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3-Body Wear . Regions of Behavior

We started out as all good literature should somewhere dependent on both parameters and of just the order predicted for
"in medias res", into the middle of things. Now let's survey the each parameter. We found evidence in the literature and In
terrain, personal communications that this mode of abrasion has been

largely overlooked for years because, we believe, people
We mentioned that we were in the transition region encountering it in 2-body wear encountered wheel glazing due to

where both rate and roughness were proportional to particle the fact that a step change of two orders of magnitude In debris
size. Let's proceed to smaller particle sizes. We should realize size precluded standard continuous wheel dressing by the
we have a problem. It has long been known that there Is a grinding debris.
minimum fracture size. Particles produced by crushing have a
minimum size, evidence of a minimum fracture size of 1 gm. Finally we wish to point out that shear mode grinding
Further crushing of these debris particles will lead to appears to be the mechanical extreme of mechano-chemical
densification and other forms of permanent deformation. Well, polishing. This does not mean chemistry is absent from the
with this in the offing we certainly can't reduce size Indefinitely process since the chemistry of the coolant and workplace is
without seeing new phenomena. The fracture experiment definitely part of the process (hydrolysis). It simply means
outlined above indicates a minimum size near 1 Itm. This same there Is less chemical reaction between abrasive and workplace,
mechanism is why our polishing compounds are centered in this but what little there Is strongly influences the Interaction (i.e.
size region. the effect of glass or silicon, a carbide former, on diamond

wear).
Brian Lawn6 and coworkers by equating fracture radius

from the standard fracture mechanics formulation to the At this point we wish to return to our original position
compaction radius from the definition of hardness came up with on the rate versus abrasive size curve In the middle of the
a condition that postulates that crack radius should penetrate the transition region for 3-body wear and direct our attention In the
densified volume and disappear at a particle size near 1 prm and a Increasing size direction.
load per abrasive near 1 gram. Few in the grinding community
seem aware of Lawn's prediction which was published In a letter In 1976 we assumed the Preston wear equation
to the Journal of Materials Science in 1976, but it agrees adequately described this regime. We determined a coefficient at
remarkably well with what we are seeing and what some a number of points along the curve and found it was Indeed linear
Japanese firms now have in production. Recently, R. Mouginot7  with abrasive size. We found several pieces of Soviet datag, 10

working from another more sophisticated analysis has proposed that were in excellent agreement. Thus, we had a set of Preston
a factor of E/H should multiply Lawn's criterion but this is not a coefficients that could be expressed as a constant with
major change. dimensions of inverse pressure per length or size of the

abrasive particle. When multiplied by the abrasive size this
In any event, at about 1 pi.m abrasive size we should see a would become a conventional Preston coefficient for that size of

change in behavior and Lawn predicts we will go from a chipping abrasive.
mode to a plowing mode. We have found that and the parametric Then we encountered a puzzling set of data from Schott
dependence is one Brown8 published for the plowing abrasion of Glass Co. It Is still being published as a set of grinding data for
metals in 1981. Since we have another paper in this conference many of their glasses for loose abrasive grinding. This data gave
on the shear mode grinding we shall not describe this beyond a a Preston coefficient per unit of grinding abrasive diameter
few notes necessary to complete our overall grinding picture, almost exactly a factor of 4 below our data. Something appeared
We mentioned that the analysis was developed to describe metal to be wrong.
abrasion in an optical regime, a very gentle plowing mode of
abrasion. Thus, the fact that these two plowing regimes, one in We did not uncover the reason until we began working
ductile and one in brittle materials agree except for a constant of with SiC. This had a surface roughness about five times smallerproportionality leads us to believe we have connected the ductile than that of BK7 for a comparable size abrasive, and the SIC
and brittle response in the small size abrasive region, wear coefficient was about 80 times lower than than for BK7.

We needed a higher abrasion rate so we went to a larger abrasiveWe also have coupled 3.body and 2-body wear to a size than we traditionally used In tne shop. We found as wedegree. 3-body wear is almost a contradiction in terms in shear expected that the roughness and by inference the subsurface
mode grinding since the abrading particles are apparently locked damage increased with abrasive size in just the linear fashion
to the lap by grinding loads if not by actual physical socketing we xpeed ot y rahe siz but the lina fased

durig te powig. he pofie o th scatchs d no chngewe expected, not only for the SIC, but for the BK7 and fused
during the plowing. The profile of the scratches do not change silica that went along on the same lap at the same pressure asduring shear mode grinding and in more than a few cases, comparative standards. The roughness ratio and rate ratio
identifiable characteristics persist along the path, confirming a between the materials at each abrasive size remained constant
constant grit orientation, a lack of independent action by the and consistent when the size was increased. The trouble was, the
particle. This means that even particles loosely applied are rate did not increase with size beyond a certain point. We
acting In 2-body wear. There are however, a few differences rt i o nraewt iebyn eti on.Wacng weiho bod a nte ofaihoweer, afew dbifnes appeared to be working In a region where rate is independent of
and we wish to sound a note of caution. First, for abrasive abrasive size again. With this as a clue we returned to the
loosely applied, the particle may be free to change orientation at Schott data and interpreted it in the same terms. It had been
the end of a plowing stroke, i.e. when it passes from between ground with 115 pm abrasive and it would become consistent
particle and lap. Secondly, it is certainly not as firmly socketed with the other data if we assumed the rate linearity with size
as when bound in a conventional metal, ceramic, or resinoid stopped at a size somewhere near 30 Wn. We have found several
bonded wheel. Thus the additional forces generated as It becomes different pieces of data and they tell the same consistent story.
dull may elicit some different response. We were aware of the At about 30 pim abrasive size, 3-body wear coefficients cease
possibility of differences and experimented with particles being linear with abrasive size. However, here we encountered
deeply imbedded in pitch. We found behavior in these cases quite a real puzzle. Roughness and damage in the transition region are
consistent with the cases of abrasive loosely applied, in general, also linear with size. They continue to Increase linearly with
but we also detected what may be termed minor differences with size past the abrupt rate transition point. They cannot of course
time. continue to increase indefinitely. In a 1986 paper by 0.

In shear mode we did not see any rate dependence on Podzimek t 1 we may be seeing a transition to size independence
concentration or size of abrasive, but we did see roughness for roughness in the vicinity of 90 gm abrasive size for BK7 and
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SF6 and near 100 im in size for Herasil I, a form of fused wear processes known as generation and the fine 2-body wear
silica. This last behavior is consistent to a degree for fused known as polishing. Thus, since very slow polishing must
silica. On the other end of the scale, fused silica makes the remove the damage of the 3-body transition region wear, that
transition to shear mode behavior at a smaller size (1 gjm) than damage is fairly well known and will be describud in an
BK7 does (near 2.5 gkm). appendix. However, as we begin to enter a period of more

deterministic manufacturing we expect to see far more 2-body
The existance of regions in which the wear rate Is wear cases, both due to the precision and vadety of processes

independent of abrasive size while the roughness continues to be available, as well as the speed dictated by modern economics. It
dependent on abrasive size has significant economic is thus increasingly imperative that we begin to understand 2-
consequences. If an Increase in abrasive size does not increase body processing the same way we understand 3-body processes.
the removal rate but increases the abrasive damage, it is a very
poor economic trade-off. For this reason, identifying the There have been a number of problems In studying 2-
transition point or the "critical size" as Rabinowicz 12 termed it body wear. One of the more serious has been the tendency to
for metals two decades ago is extremely important. allow 2-body wear processes to terminate In a spark out. This

usually superimposes a fine ground upper structure on a
This same logic does not necessarily hold for 2-body coarser lower structure clouding the surface damage issue.

wear. Here we force the abrasive deeply into the work. There However, we have begun to make some inroads.
are relationships that must hold between the size of the abrasive
and the depth of abrasive penetration into the workplace if Recently we used a 9 gm diamond abrasive wheel from
binder abrasion for self sharpening of the abrasive is to occur. our Blanchard Grinder as a lap and obtained five wear rate
This relationship is to our knowledge not completely explored in measurements. We computed the Preston coefficleni for these
the literature and we will not pursue it further in this paper. experiments and found they were quite comparable to results we

were obtaining with loose abrasives and with diamond. We are
We should also point out some interesting comparisons going to explore some of the similarities and differences between

between our observations in the transition region and those of two and 3-body wear by examining the transition region
the tribological community. By and large they have tended to behavior, using BK7 as our principal references. In the Soviet
work at the upper abrasive size range of the transition region Union BK7 is known as K8 glass. In a 1969 paper, L. S. Tsesnek
and with metal. We also worked with metal, polishing out produced 4 data points for K8 glass with 0.083, 0.100, 0.127
grooves of diamond turned optics over a decade and a half ago. In and 0.107 mg/s removed using M28 alumina abrasive on cast
the mid 50's the tribologists developed a form of the Preston Iron laps at a load of 4 x 104 dynes and a velocity of 110 cm/s.
wear equation involving a coefficient with an inverse hardness There is a question on his pressure which on a 4 x 4 x 40 mm
dependence. Bro~tn is developing a similar equation with specimen could have been either 25 g/cm2 or 250. From the
inverse Young's modulus dependence at the lower abrasive size similarity of his results to our own half a decade later we tend to
extreme. This transition from Young's modulus to hardness believe it was the lower value. He claims to have removed both
dependence is quite rational. At the smaller abrasive sizes the the fine and course fractions from his abrasive to achieve a
forces tend to be quite gentle and tend to simply rupture bonds 26 gm mean size, but there is a tendency of the parts to
whose strength is in some way measured by elastic properties. discriminate against the largest particles by pushing them into
As we increase the abrasive size the particle loads increase grooves and riding on the next larger particles so he may still
dramatically, pushing in the case of metals into the plastic have had a near 28 lam size. The reason we point this out is that
region. The reader will note that the definition of hardness in his values are almost exactly identical to our own if this is the
terms of load per unit of indentation area has the same units as case. At any rate dividing the mean removal (0.10425 mg/s +

Young's modulus. The latter describes displacements where .01821) by load, velocity and density we obtain a Preston
structures remain connected to neighbors. The former describes coefficient of 9.40x10 12 cm2/dyne and normalizing to
plastic strain where neighbors are exchanged. Now In a sense we abrasive size we obtain either (3.62 ± .63)x1o 13 or (3.36 t
see the same thing happening in glass. Instead of general
plasticity we have a more restricted form, compaction or .59)x10 "13 cm2/dyne-pm. Our own results published in 1976
densification, but still permanent deformation increasing with for 9, 15, 20 and 30 gm alumina on cast iron at about
increasing particle size (all other things held equal) and 25 g/cm 2 at 114 cm/s gave 3.41Ix10- 13 cm2/dyne-pm for
associated with it, cracking. Thus, similar phenomena are going BK7. We also have a similar piece of data from Sergeev and
on in glass as in metals, but there are differences. Glasses Golovanova where they report 0.6 mg of K8 removed In 15
cannot stand tension to any serious degree, and are not only minutes at a load of 460 g at a velocity of 125 cm/s on a brass
homoge.,eous but without grain boundaries. Thus, metal tool. The brass Is a problem. Our measurements on dead soft
tribology must be considerably more complex In some respects brass gave a factor of 0.52 compared to cast iron but other data
than that of glass. Nam Suh's elegant theories on spallation and in the same chapter where we found the above data yielded 0.83.
delamination are usually inconceivable in glass. The above data yields a cast ion equivalent coefficient either

3.23x10- 13 cm2/dyne-gm or 2.02x10 "13 cm2/dyne.km,
Finally, we wish to point out that this region of rate depending on the type of brass.

independent of particle size is not a new discovery. Rabinowicz
had studied it rather extensively in metals and some other Now let us compare the results for bound abrasive. We
materials in the 60's but somehow that information had never had a 10 Inch OD by 9 inch ID, 9 gm diamond 100-concentration
gotten back to the optical community and apparently little was resinoid bond Blanchard wheel In good shape. We Inverted it and
done in the realm of brittle materials and glass in particular. loaded a 1.9 inch BK7 specimen with 1393 g. We ran 5 runs of
Similarly this 3-body region concept is not thoroughly new. 100 turns each with an average mass removal of 0.1004 ±
Nam Suh and his coworkers have been exploring a similar 0.008 g to yield a coefficient of 4.27x10- 13 cm2/dyiie-gm. If
demarcation in metals terming the lower size regime sliding we consider the load distributed across a 1/2 x 1.9 Inch area,
wear. the pressure Is about 230 g/cm2 . These values are not
Linking 2-Body to 3-Body Wear drastically different from the 3-body wear values indicating a

somewhat similar process is Involved. We should be able to

Since 3-body wear is somewhat more predictable and estimate loads and removal rate combinations even in the
uniform, it has traditionally been interposed between 2-body absence of a force dynamometer on the Blanchard Grinder.
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Next we shall examine another set of 3-body wear data. While we are on the topic of Ra we would like to pass on a
There is a rather broad range for reasons that we do not fully few tidbits. We usually use what we term peak.to-valley
understand. The Tsesnek data cited had a 17.5% standard readings on stylus charts, picking out the larger or extreme
deviation and it is not by any means an extreme case. This has average values. This is formalized in metrology as Rz, the ten
masked much fine structure. For example, few tests have point spread where the difference of the average of the five
rlosely compared the results of pressure variations on the same lowest values in an interval is subtracted from the average of
lap run. A wide variation in pressure tends to make a free- the five highest peaks, a reasonable length of rother level
floating ring stop with the highest load in the drag position. We traverse being selected. The Ra or arithmetic average is four
set up a lap with a gear drive on rings and varied pressures fifths of the rms for near random distributions and we should
from 10 to 140 g/cm2 on samples in the same ring. We were expect the Ra to be about one fifth of the average peak-to-valley.
quite surprised to see our rate data take on an unmistakable It may be, but we seem to find it Is about one seventh of Rz, the
inverse cube root dependence on pressure when we simply ten point sproad. The major damage fraction Is confined to a
normalized to pressure and velocity on the assumption of depth about 4 times Rz and virtually all the damage of the crack
Preston equation behavior. It is not much in most cases but It Is variety that can open up on an etch will be found within about 7
clealy there. This sheds a whole new light on 3-body wear in Rz. Thus, about 50 Ra will turn out to be the maximum damage
the transition region since it indicates the Preston equation depth and 30 Ra the major damage depth 'or free abrasive
holds only approximately. In our best judgement we see rates in grinding. Now 25 to 30 times the Ra on 3-body wear usually
this region varying as the diameter of the abrasive and the two yields the abrasive diameter for our standard BK7 worked with
thirds value of the re:ssure. Now this is suddenly beginning to alumina on a well designed lap. Our Blanchard results are at
show up as a fa.,liar expression. The Hertzian elastic best about 3 to 5 times lower than we would predict.
penetration o! a plane by a sphere has a penetration depth equal
to the diameter of the sphere multiplied by the two thirds power Conclusions
of the ratio of pressure to the product of concentration and
Young's modulus. We have not tested for concentration and Most of the conclusions have already been drawn In the
Young's modulus effects in deteil but do know that rate Is not a appropriate places. We have shown we see three regions of
simple inverse two thirds power of Young's modulus. There is grinding in 3-body wear in glass, and presumably three In 2-
close to an inverse cubic dependence in fact. Thus while rate body wear In glass. We certainly see all three regions In both
may well be linear with penetration depth, there will have to be three and 2-body wear In metals. We have also shown that there
other factors involved. is no true 3-body case In the lowest region we have described as

shear mode grinding.
Currently we cannot measure loads on our Blanchard, but

we can measure roughness as a function of rate. On one
Blanchard we had a 100 mesh resinoid bonded wheel, 100-
concentration. V measured the roughness of the surfaces as a No one works In a vacuum. Most of this work was
function of removal rates. The BK7 specimens were placed 5 supported by Air Force funds on a contract monitored and
inches from the center of the table which was rotating at 50 supervised by a W. K. Stowell. Many discussions have been held
rpm. A removal schedule was set so that there would be no with T. T. Saito and many of the Important experiments could not
residual damage from previous grinds. Six 0.5 inch stylus have been accomplished without the skills of Tony Demirls and
traces were taken at six equispaced circumferential positions Felicia Ochoa.
between the 0.5 and 0.7 radius regions In a tangential dlrection.
The average of the Ra traces were determined from 36 Appndi
equispaced positions on each trace to yield the following values
in lam; 1.628 ± .312, 1.148 ± .178, 0.936 ± .108, 0.843 +  The ratio of subsurface damage to surface roughness Is
.143 and 0.606 ± .050 at removal rates of 0.050, 0.010, about 4 for most of the damage and about 7 for the last damage
0.005, 0.001, 0.0005 and 0.0001 In/min respectively. The trace as determined by Hed and Brown using the taper polished
ratio of the first two roughnesses is 0.22 and the first and third method. The factor of 4 had been observed many times beginning
yield 0.24, and the ratio of the first to the fourth yield 0.17. with Preston in 1921 and continuing through Alelnikov. It
We hoped to find a cube root dependence on rate but the values at seems to be on a very firm footing.
the higher rates which are the ones we trust seem to follow a bit The problem that occurs with Inferring s- 'isurfac
lower power, about two ninths, about two thirds of the value we Te prom ha ours th infe s' wurach
anticipated. You see we would have the same number of impacts damage from surface roughness is that some ot- .)rocess suchbut the depth would change with feed rate, We have had a as a sparkout may superimpose a lesser surface. o 'less on a

but he ept wold hane wth eedrat. W hae hd alarger subsurface damage. Note that we are also se,....-
situation similar to one we experience in 3-body wear where variations In roughness with pressure or rate for material
parts with different properties are done simultaneously on the ground with the same size material, small effects on the order of
same lap. With 3-body where the difference In debris size and cube root or less but departures from constancy. Using thehence rouhness and henc e n'trquie hae varies as the cube cubic relationship between rate and roughness for materials
root of the rate. Here we don't quite have that and we are dealing ground on the same abrasive as a check is a simple procedure and
with a fairly large size abrasive. will certainly point out gross errors. A factor of two or three

difference in roughness would imply a factor of 8 to 27 in rate,Now the 9 pmn resinoid wheel Is too fine for most n ml ifrne
Blanchard work. Used as a lap It gave an Ra of about 0.09 gm.
On the Blanchard, at 0.0001 in/min it gave 0.035 to 0.04 pm Fairly wide ranges in rates are experienced in different
Ra and at 0.0005 in/nin downfeed it gave 0.09 lam Ra. It is loose abrasive grinding runs under nominally Identical grinding
Information like this that lead us to look for the cube root of rate
behavior since nine fourths is very close to the cube root of 5. comparative differences between materials run simultaneously
When we went to 0.001 in/min we overloaded the wheel and on the same lap show a much smaller range, so we have followed
measured 0.046 to 0.05 lam Ra. At two Intermediate rates the lead of Schott and Hoya In making most of our runs with a
0.00067 and 0.0008 in/min downfeed we obtained 0.09 and BK7 monitor and normalizing our data to that for BK7.
0.08 im Ra. The onset of overload is rathar sudden.
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Surface roughness may be related to
subsurface damage In the brittle removal mode 13
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Abstract

Two crystals of synthetic quartz were suitably critical stress is related to the length of the origiriai
prepared to study the effects of abrasion flaws and flaw and certain material properties and is given by the
impurity content on the levels of stress required to Griffith Equation
induce Dauphine twinning.

Four sample lots representing three surface treatments o :/i*E. (1)

and two impurity levels were studied. One lot, desig- lie

nated as a control for purposes of comparison, was
prepared from a crystal of "low" purity. Two lots E is Youngs modulus for the material, y is the sur-
prepared from the same crystal were abraded on one face face energy per unit area, o is the length of the flaw.
with SiC grinding media, one with 15 micron particles
and the other with 60 micron particles. These flaws Equation 1 illustrates the expected reiation between
were expected to act as stress concentrators and to nucleation stress and flaw size: surface abrasions will
facilitate the onset of twinning. A fourth group, concentrate stress and cause localized twin nucleation
prepared in the same manner as the control group but at lower applied loads than would have been observed had
from a crystal of higher purity, was expected to be more the abrasions not been present or had been smaller in
resistant to twinning, size.

Two stages of stress induced Dauphine twinning are The effects of impurities and related defects on
observed; nucleation and switchover. Nucleation refers stress levels required for twinning were also
to the formation of the characteristic strip shaped considered. The strain energy associated with
twins. Twins nucleate at the surface of a specimen, interstitial and substitutional impurities is thought t-
often at an edge or corner which is in contact with the contribute to the amount of energy required to nucleate
rams. Switchover is defined as the complete trans- twins or advance twin walls. Therefore, it was expectec
formation of the specimen, from its initial twin state that lower stress levels would cause twinning events to
to the alternate twin state, occur in the samples with higher levels of impurities.

Dislocation density, which has been associated with
Raw data was collected in the form of applied load hydrogen content [4] may also be a factor influencing

as read from a strip chart recorder attached to the stress levels required for twinning. Dislocations may
Instron stressing device. Contact areas, of the act in much the same manner as surface flaws or
specimens were determined and stress levels were abrasions. Since dislocation lines generally lie normal
calculated. These were ranked from lowest to highest to the growth face (4] and Z growth material was used in
and the standard form of the Weibull model was used to this study, dislocations in the twinning specimens lie
plot the data. A Newman-Keuls range test was used to primarily along the Z axis. Figure 1 shows the
estimate the significance of the difference between mean orientation of the twinning specimens. Dislocations
twinning stresses for all groups for nucleation and which are present lie parallel to the Z axis and are
switchover. well positioned to act as stress concentrators.

Initial results indicate that surface flaws and
impurity concentration affect the stress level required A study involving the effects of radiacion on
for twin nucleation and are factors in determining twinning in quartz by Shaiu [5] indicates that neither
switchover stresses, neutron nor gamma irradiation produced the expected

effect of increasing switchover stress. Electrical and
optical observation of gamma-irradiated crystals did seem

Introduction
to indicate suppression of twin formation prior to

This study investigates possible relations between switchover. This suggests that fairly severe lattice
surface conditions and impurity levels on the two pha:;es flaws such as Brazil twins [6] or extremely high
of stress induced twinning described previously, dislocation densities are required to pin domain walls.

It is well known that (1, 2, 3] surface flaws and
abrasions reduce the ultimate strength of materials, in Sample Preparation
particular glasses and ceramics. The mechanism by which
this occurs is generically referred to as stress concen- Two crystals of synthetic quartz grown by Motorola
tration. Stress is concentrated at the tip of the flaw were used for all experiments. Crystal 1 was grown in
under an applied load. At some critical stress the the early to mid seventies (run #336-14 T5) and wis used
crack lengthens and the material could fail. This for the control group and the two abraded groups.

CH2690-6/89/0000-617 $1.00 C 1989 IEEE 617



Table 1 contains impurity data compiled by Brice and9Cole [71 for quartz grown during the early to mid
seventies and the impurity data for crystal 2 Used in
this study.

TABLE 1. IMPURITY LEVELS

Element Ref. 7 Crystal 2

6lk Al 3 1.62
Fe 0 .1 .21
Li 20 .51

Figure 1. Orientation of twinning specimens Na 3 .05
used in the experiments. The Y and Z axes K 0.3 .15
correspond to the [120) and (001] directions
respectively. The X axis lies perpendicular *Impurity levels from the study in
to the page. Comparison of the two reference 7 are median values based on
specimens shows the effects of increasing several samples from each of twelve
stress on domain wall expansion. (After 11) crystal producers. These values are

taken to be "epresentative of crystal 1,
which was grown in the same time

Crystal 2 was grown in the early to mid eighties (run period. All values are in atomic parts
#X173) and was used to fabricate the high purity per million relative to silicon.
specimens. All specimens had physical dimensions of
2.5mm (t .2mm) x 2.5mm (i .2mm) x 2.5mm (-.1mm).
Crystals will often be referred to as the low purity
crystal or control group and crystal 2 will often becalled the high purity or low hydrogen crystal. There is no impurity data available for crystal 1,

but the data compiled by Brice and Cole is taken to be

Figure 2 shows the room temp-rature infrared representative of the impurity levels attainable at that
absorption spectrum of one sample from each crystal, time.

The infra-red samples were approximately 1 cm x I cm x
.3 cm in the X, Y, and Z dimensions respectively. The The twinning specimens were cut uing a low speed
spectrometer beam was oriented parallel to the z axis. diamond abrasion saw. Rough grinding was done witL
Both runs were started at the same baseline but the silicon carbide backed pads on a grinding wheel. Fine
spectra have been displaced vertically for clarity, grinding was done using diamond paste and the samples
Several of the primary absorptions for quartz have been were polished with aluminum oxide and cesium oxide.
indicated. Brice and Cole (7] indicate that absorptions'1 Four sample lots were prepared. One control group
at 3585, 3500 and 3410 cm" I may be linearly related to and two abrasion groups were fabricated from crystal
hydroxyl content. The absorptions at 3410, 3300 and 1. The abrasion groups were abraded following the

3200 cm-1  have been associated with hydrogen with polishing procedure, one with 15 micron and the other
possible components due to hydrogen plus sodium, silver, with 60 micron silicon carbide.
lithium and copper (7]. Brice (4) also suggests that
there is a correlation between hydrogen content and
dislocation density. It can be seen from Figure 2 that

absorptions between 3585 and 3410 cm- 1 are noticeably Experimental Procedures
stronger in crystal 1 than crystal 2. Additionally the

absorptions at 3300 and 3200 cm"
1 are slightly stronger The specimens were twinned using an Instron loading

in crystal I than crystal 2. This indicates that device (model 1123) with a 2500 kg load cell (Figure

crystal 2 has a lower impurity content than crystal 1, 3). A stainless steel platen and ram were used.

and in particular, a lower hydrogen and hydroxyl Polished alumina disks were cemented to the center of

content, both the ram and platen to prevent permanent indentation
and deformation of the ram and platen.

Specimens were observed through a 35 mm camera
mounted on a tripod. To observe Dauphine twinning under

CRYSTAL I stress, it is necessary to view the sample between polar-
-RYST2 izer and analyzer 15,8,9] and to keep the sample dark

2 reldtive to the background illumination. The polarizer
Z was mounted on the light source and the analyzer was
0 mounted on the camera lens. A black cardboard tube

7 Tshielded the specimen from incidental lighting.

The loading rate used for all samples was:

,_8_3 _X 10 4 mm/s.
When twin i.icleation was observed, loading was
momentarily halted and the load at which nucleation was
ooserved was recorded. Loading was resumed until

Figure 2. Infrared spectra for the two switchover was observed. At switchover there is an
crystals used in the experiments. Crystal I observable drop in load (10]. The load indicated after
showed noticeably stronger absorption at switchover represents the difference in strain between
3585, 3500 and 3410 cm-"1.  Absorptions at the two twin states due to the change in sign of the
3585, 3avnds 3410 cmee. linearltynelatd elastic compliance $1123. The maximum load recorded was
these wavenumbers have been linearly related

to hydroxyl content (9). used in all calculations for switchover.
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Nucleation

The Weibull moduli for nucleation are quite low.
This suggests that there are several types of flaws
present in all samples which can concentrate stress and
nucleate twins over a broad range of stress values. Two
types of flaws which were considered in this study are
surface abrasions, which were purposefully introduced,

10 and growth dislocations whose volume density is related
10 to impurity levels.

6 The Weibull plot for the 15 micron abrasion group is
shown in figure 4. The maximum stress required (see
table 2) for nucleation for this group was 464 MPa and
the maximum for the control group was over 800 MPa. The

e maxiiLm for the high purity group was also over 800
MPa. This data indicates that surface abrasions may be
concentrating stresses in such a manner that twin
nucleation occurs at a relatively low overall stress.
Minimum values of stress required for twin nucleation in
the 15 micron abrasion group were very similar to the
values recorded for the control group.

I = Camera and analyzer mounted on the
tripod.

2 = Cardboard tube used to shield crystal
from incident light. TABLE 2. SUNNARY OF NUCLEATION DATA

3 = Light source.
4 = Platen used to hold crystal. Parameter* Control 15 Micron 60 Micron Crystal 2
5 = Ram used to transmit load to crystal.
6 = Load cell used to detect magnitude of Average 3.85 3.22 2.87 5.29

load and strain rate. Median 3.51 3.22 2.89 5.34
7 = Polarizer. Maximum 8.16 4.64 5.53 8.07

8 = Base of Instron loading device. (Model Minimum 1.22 1.08 1.18 2.96
1123) Variance 2.70 0.92 1.81 1.26

9 = Crystal specimen resting on platen, m + m(2n) " 1 2  2.55 ± .21 3.24 ± .34 2.15 ± .34 5.01 1 .62
10 = Crosshead of Instron. n 73 47 20 33

Figure 3. Schematic of the experimental *Units are Pa x 108 for all stress and (Pa x 108)2 for variance.
equipment.

The maximum stress required for twin nucleation in
the 60 micron abrasion group (see figure 6) was also
lower than the maximum for the control group and the

Results and Discussion high purity group. This data suggests that surface
flaws act to concentrate stress and lower the overall

Raw data was collected in the form of applied load stress required for twin nucleation. The observation of
as read from a strip chart recorder connected to the twin nucleation for the samples with 60 micron abrasions
Instron. The contact areas of the specimens were was difficult due to the severity of the ab"asions.
determined and stress levels were calculated. These Therefore it is suspected that the maximum stress value
were ranked from highest to lowest and a standard form recorded for nucleation is in error and might be too
of the Weibull model [12] was used to plot the data. high. This also applies for the minimum value recorded
This data is plotted in figures 4 through 9. All data for nucleation for this group.
sets were compared to the control group which was an
unabraded group of specimens from crystal 1. The
Weibull modulus, m (12,13) is shown in the upper left Figure 8 contains the data for the control group
corner of each figure for the data in that figure. The (crystal 1) and the low hydrogen group (crystal 2). It
Weibull modulus, m is the slope of the best fit straight is immediately apparent that the minimum stresses
line through the plotted data. This number is often observed for nucleation are quite dissimilar. This is
used an indicator of the degree of scatter in data. The attributed to a difference in dislocation oensity. The
greater the value of m the less scatter is observed in stress distribution is narrower for the low hydrogen
the data. This type of analysis is often used to group because there are fewer dislocations and growth
characterize the strength of brittle materials such as defects present to cause sufficient stress concentration
ceramics and glass. Weibull moduli for these materials and induce twinning at the lower stress levels. This
are often between 10 and 20 [12]. Figures 4,6 and 8 are suggests that dislocations and growth defects are the
the data for nucleation and figures 5,6 and 9 are the dominant nucleation mechanism at the lower stress
data for switchover. It is clear that there is a great levels.
deal of scatter in the nucleation data and somewhat less
scatter in the switchover .data. Tables 2 and 3 contain
the mean average, the median average, and the maximum
and minimum stress values for nucleation and switchover Since the control group and the low hydrogen group
for all groups. Also tabulated are the variance were prepared similarly it would be expected that thcy
(standard deviation squared), the Weibull moduli with have the same type of surface flaw distributions. This

the calculated standard error range, and the number of is indicated by the fact that the maximum stresses

samples N. required for nucleation are nearly identical.
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Switchover abrasions of this size are effective in influencing

switchover behavior. It should be noted that these
abrasions were quite deep (.06 mm), approximately 2.4%

Weibull moduli calculated from switchover data are of the smallest dimension of the twinning specimens.
higher than those calculated from nucleation data
because the stress values for switchover tended to group The combination of purity level and surface abrasion
within a narrower range around a central value with caused a significant difference in mean switchover
fewer data at the extremes of the distribution. This is stress between the low hydrogen group and the two
true for all sample groups (see Table 3). abrasion groups. It is not clear why surface abrasion

should influence switchover stress. It is known [9, 101
that twins tend to nucleate on the +X or -X face for the
orientation used in these experiments. Surface

TABLE 3. SUMMARY OF SWITCHOVER DATA abrasions were expected to play a role during twin
nucleation and purity and dislocation density were

Parameter' Control 15 Micron 60 Micron Crystal 2 expected to have an influence on switchover. It was
seen earlier that surface abrasions tend to dominate

Average 8.09 7.79 7.23 8.43 twin nucleation stresses at the upper end of the stress
Median 8.18 7.72 7.') 8.70 distribution. That is, if surface abrasions are
Maximum 11.77 9.70 10.01 10.37 present, all samples will nucleate twins before a
Minimum 5.05 5.71 5.30 6.00 certain level of stress is attained. The presence of
Variance 1.27 0.58 1.64 1.O the nucleated twin and stress-concentrating flaws might
m ! m(2n) /2 8.29 ± .67 11.33 ! 1.18 6.09 ! .9 8.74 t 1.62 facilitate the movement of domain walls through the

n 76 47 23 34 volume of the specimen. If the specimen is small
( 2 enough, the stress fieldassociated with the abrasion

*Units are Pax 108 for all stress and (Pa x 108) for variance. might extend through a large portion of its volume. If

there is a nucleated twin present, its expansion
throughout the volume is facilitated by a properly

Table 4 contains the results of a Newman-Keuls range oriented stress field.
test performed on all combinations of sample pairs for
nucleation end switchover. These comparisons were made
at the a = .05 (95% confidence) level. Sample pairs Conclusions
whose mean switchover (or nucleation) stresses were not
significantly different could have come from a common 1) Abrasions reduce the stress required for twin

population. These will be discussed in the order they nucleation. They appear to be the dominating stress
appear in table It. concentration mechanism at the upper end of the stress

distribution.

TABLE 4. RESULTS OF NEWMAN-KEULS RANGE TEST 2) Sample groups prepared from the lower purity
crystal 1 showed a minimum nucleation stress that was
nearly one third that observed for the higher purity

Sample Pairs Nucleation Switchover crystal 2. This suggests that growth dislocations
resulting from impurities could be an influence in
lowering nucleation stresses at the lower end of the

Control and *' stress distribution.
high purity

3) Relatively severe abrasions (60 micron) appear
Control and to influence switchover stress.
151J abraded

4) There was no statistical difference between the
Control and " '* mean switchover stress for the control group (low purity
60l abraded crystal 1) and the low hydrogen (high purity crystal

2). When the low purity samples are abraded there is a
High purity and " " statistical difference in mean switchover stress between
151 abraded the abraded group and the high purity group.

High purity and as

60p abraded References

151 and 601 'e (1] C.E. Inglis, "Stress in a Plate due to the Presence
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RAPID,NON-CONTACTDAMAGE FREE SHAPING shown in the experimental apparatus used to perform the figur-
ing (Fig(9)). The PACE removal chemistry used for fused quartz

OF OPTICAL & OTHER SURFACES WITH is shown in Table (1). where the reaction converts the solid
PLASMA ASSISTED CHEMICAL ETCHING quartz and gaseous carbon tetrafluoride to the vapor silicon

tetrafluoride and gaseous carbon dioxide.
C.B.Zarowin & LD.Bollinger
Researrh Dept. AST Sector OUTLINE OF CHEMISTRY & PHYSICS OF THE PACE PROCESS
Perkin Elmer Corporation The PACE process uses plasma assisted chemical vapor
100 Wooster Heights Road transport (PACYT) to remove (etch) a solid by converting it to a
Danbuy Connecticut S6810 volatile compound in a reaction with a gas. The plasma assist-

ance of this heterogeneous chemistry speeds up the rates with-
INTRODUCTION out significantly raising the surface temperature. Control of this

Experimental results are presented demonstrating that process then requires control of the flux and energy of species
Plasma Assisted Chemical E.ching IPAC can rapidly and striking the reacting surface. This is achieved by controlling the
controllably figure (shape) and smooth optical surfaces without parameters of the plasma in which they are generated. Thus.
mechanical contact. This process, for example, significantly there are three components to PACE : 1-chemical vapor trans
reduces the constraints on the design of quartz optical elements port (CYT); 2-plasma assistance of the CYT (PACVT): 3-plasma
imposed by mechanical processes, such as the requirement of generation and control of the number and energy of species
substrate rigidity and the limitation of sphericity of the resulting suitable for such assistance.
surface. It offers similar possibilities for other applications with 1-CHEMICAL VAPOR TRANSPORT (1)(2)
material removal rates of the order of I mm 31min. It employs a For the moment, postponing consideration of the plasma
plasma etch process which takes place at gas pressures of assistance of this chemistry to the next section. we outline the
about 10 Tor (0.61 atm) originally developed to pattern properties of the CYT process: a solid (S. e.g.. quartz) reacts
microelectronic circuits by etching through (openings in) with a reactive gas (A. e.g.. CF4) to produce (a) volatile com-
photolithographically patterned masks(l)(2). After describing pound(s) (B. e.g.. SiF4 A C02). At a single surface (at surface
our progress to date in figuring and polishing quartz and other temperature. 1). such a generic heterogeneous chemical reac-
materials with the PACE process, the pertinent chemistry and bon, as shown in Fig (10). is:
physics of this process will be summarized to provide a basis a(T)
for understanding its characteristics. In contrast to the S + A < -- > 
mechanical process, a theory of surtace evolution applicable to b(T)
PACE (3). permits us to show the range of surface topographies
predicted for PACE. showing, among other things, that isotropic with a forward rate, a(T), and a back rate. b(T). The rate of gen-
and anisotropic etch processes both intrinsically micro-smooth eration of B (or. equivalently, consumption or etch rate of 8) im-
features smaller than 0.1 mm and that removal smooths while plied by the above reaction is: d[BJdt = a[A] - b[BI. From this
deposition roughens. rate relation. the limiting transport rate (for "removing" 8) is

easily obtained for a total number of molecules in the reactor.The shaping of a quartz surface with PACE. for example, [N] = (A] + [!]). at a given total pressure. p = [N]kT:
takes place by removing material from a region under a con-
fined reactive gas plasma moved over this surface (see Fig(l)). d[Ol/dt = aINjll - ((&+b)/a)[BII[NJ)
the dwell lime and removal rate determining the amount of re-
moved quartz. We have obtained rates of removal for figuring where [A] and [B] are the number of molecules of A & B. re-
fused silica as high as 10 microns per minute with open loop spectivefy. For a small concentration of the volatile reaction
control to about 1%. The static removal "footprint" can be varied product, the initial fractional rate of removal is equal to the for-
during the process, as shown in Fig(2). PACE inherently polish- ward rate constant
es or smooths while etching material, as shown in Fig(3). The
process is benign, exposing virgin surfaces ree of process (II[N])dLT]Idt - a (When [BI[N) << 8/(84b))
generated contamination and subsurface damage. It is a ("drya
or gaseous) chemical process, free from any high ion energy
species that can cause sputter induced subsurface damage Chemical equilibrium occurs when [BJg/[NJ = a/(ab) kI(k+ ).
because it employs low energy (<10eV) plasma species that where the equilibrium concentration of 18]= [BI] and the equil-

only enhance the chemical rates(Fig(4). ibrium constant k = P',.

PACE has two operating modes, shown in Fig(l): (i) (right) in Between the twj or more such reactive surfaces shown in
"contact" with plasma generated short lived species such as
ions. which "deposit" super-thermal kinetic energy or striking Fig (11). with react.on equilibrium constants. k1 - a,/b, and k2 =

the reactive surfaces; (ii) (left) downstream of the plasma, where a21b2 (i.e.. at surface temperatures. T1 Z T2). with no flow in/out
longer lived species, such as excited metastable neutrals ("free of the reactor, there is transport between the surfaces (e g.
radicals"), which release their super-thermal stored energy at etching at surface "I" and deposition at "2") at a rate propor
the surface. tional to the difference (k1-k2). In terms of the reaction Giibbt

Free Energy and surface temperatures. the equilibrium con.
Although other materials (see Table(I)) can alto be figured stants of these surface reactions are:

by a PACE process (frequently, at much higher rates) for this
study, an apparatus was developed to explore the figuring of k1,2 

=- exp('DG/kT1.2)
fused silica. Results are shown demonstrating: repeatability and Fhus. lor small temperature differences. the transport rate is
control of removal rate and "footprint; repeatable and predict- proportional to DG(T,-T). so that transpor is frm surace " I"

able removal rate dependence on "toor" slew rate(Fign;)p
smoothing of initially rough surfaces: freedom from optical edge (etch) to surface "2" (deposition) when DG > 0 (endoenergehr).

figuring distortion; and evidence that the process does not intro- but from "2" to "1" if DG < 0 (exo-energetic). Put another way.

duce subsurface damage or contamination. Finally. we show the transport is from hot to cold for endo-energetic reactions and

results of figuring fused quartz substrates to wedged (Fig(6.)). from cold to hot for exo-energetic reactions. The latter is ex-

and spherical (Fig(7)) surfaces, in addition to demonstrating emplifled by the reactive gas filled inrandescent lamps in who-h

PACEs figure coreting ability (Fig(fl)). by neutral removal or exo-energetic CYT of tungsten reactinq with halogens &/or oxy

removing mapped figure errors. Ailthough PCE is highly acca- gen compensates for the higher evaporation rate ot the hotter

rate and repeatable without rate controlling feedback (open (and brighter) filament by etching at the cool envelope and de-

loop), it is also compatible with in situ interferometric figure positing on the hot filament. When super-thermal ions provide

monitoring. and, in addition, from the intensities of spectroscop- an energy source to "drive" the transport reaction, the surface

ic lines of the etched species in the plasma which are an accu- bombarded by more energetic ions acts as the "hot" surface.

rate (<<0.1%) measure of the amount of material removed, as providing control in directinq the transport

CH2690-6/89/0000-623 $1.00 C 1989 IEEE 623



Fin . flow (of ou the rfe r) adds t own transport (Es )2 is proportional to i power density and the mn fre Path
component algebricall (and non-linefy) to differences in is Inversely proportional to the pressure, the ion energies can
surface "emper ies . this Is shown in Fig(12). in which the be shown to be proportional to the square root of the r paower
transport rate a the etch surface ("1) is increased by the flow densily. PWV divided by the gas pressure. p. Similar behavior
of A into and B owt of the reactor while the rate of deposition on occurs for the electrons in the plasma body (W= eEPL. where
the other surface ("2") is reduced to zero and then starts to etch
at higher flows. Thus. flow provides another useful control para- Ep is the plasma electric field), so the electron and ion enerqies

meter for such CYl processes. are both proportional to (P/V)l121p. showing that the geometry
of the plasma is also important in controlling the PACYT rates

2-PLASMA ASSISTANCE OF THE TRANSPORT CHEMISTRY CONCLUSIONS
Experience (I)(2) shows that the rate of the CYT reactions We showed that the PACE figuring and polishing process is

increases when the surface on which the chemistry occurs is able achieve (at least) comparable results the conventional
subject to super-thermal species having either kinetic (as for mechanical process for optical surfaces, while offering signifi-
ions made energetic in a plasma sheath field) or potential ener- cant advantages that also invite reappraisal of our present ctim
gy (as for metastable excited neutrals generated by inelastic mitment to mechanical processes for other precision shaping
collisions with electrons). The details of this enhancement re- processes. PACE is not applicable to all materials because
mains argumentative, but by following conventional chemical there are sometimes no known CYT reactions for a particular
rate theory, these can non-the-less be represented as due to a material. None-the-less. PACE does offer intriquinq possibilities
reduction of the chemical aclivation energy. Such rate theory for other shaping and machining applications that are inaccecs
requires that ible to conventional processes or for which such processes are

difficult to control, particularly in the shaping of unusual non-
a(r) = Z*exp(-E,/kT) and b(T) = Zaexp(-Eb/kT). spherical surfaces and to high precision.

where Z is a frequency. kIT is the surface thermal energy and REFERENCES
Eab we the forward/back activation energies. When reaction (1) C.B.Zarowin.. J.Appl.Phys.. 57(3). 929. 1985.
rates, a & b. increase for fixed Z and k. Eb must have de- (2) C.B.ZwUowin.. J.Vac.8ci.Teth. (A) . 2(4). 1537. 1984.

creased. Letting Ea.b (W+)= Ea.b(I) - Ua. where Ia,,b repre- (3) G.Gallatln & C.U.Zarowir. J.Appl Phy. (1969).

sents the reduction of the activation energy and is an increasing
function of the energy (kinetic or stored) of the plasma species
striking the surface (W+). This allows us to summarize plasma U
enhancement of the transport reaction as a reduction of the
reaction activation energies. We may speak of a "hor surface
as one for which the reaction rate increase occurs whether or
not it is thermally hot It should be noted that purely thermal
reactions (no activation energy reduction) coexist (occur in
parallel) with those of reduced activation energy, say. due to
release of kinetic or potential energy at the reacting surface.

3-GENERATION AND CONTROL OF PLASMA SPECIES ,j~,
Electrical generation of a plasma. i.e.. ionizing the gas, in-

volves making the gas conductive by causinq a voltage break - R
down. This frees electrons from a small fraction (11)-7 to 10- 3) ul
the gas atoms to generate positive ions. Equal numbers of ions .
and electrons are generated. On the other hand, the electron MUM
diffusivity and mobility is many orders of magnitude greater than WPU
that of the ion. Because of their smaller mass the electrons are .,rA , ' 1'f/ .,
"heated" more (or extract more energy) by the electric fields riul
than the heavier ionic species. Consequently. the electrons G
diffuse more rapidly to walls or electrodes where they become SWM
neutralized. This causes the central part of the plasma. the plas- Fiq(l) PACE Schematic rwo Operating Modes
ma body. to become slightly charged to a plasma potential of
+30 to +300 volts (2). allowing the electron and ion loss rates to
equilibrate. The energetic electrons in the plasma body colli- (sM)
sionally excite strong spectral emission, mostly from the pre- ITJIAL PMIU V=V UPS

dominant atoms. Near the electrodes, in a region rallec the
plasma sheath, there lower density of electrons than ions and M IA
across which these ions are driven hy the sheath fields caused . si iCi

by the voltage between the plasma body and the electrodes. (sIOl) * • .s
This region has less spectral emission both because there are
fewer electrons to collide inelastically with the subsequently 4
emitting atoms and because they are less energetic, having siu C CAz0
been reduced in energy by this sheath field. (SIC) IV$ sic S--ir. to U, t

WS

Although the range of electrical excitation frequencies can
vary widely, the time average effects of delivering energy to the IM,,im
charged species in the plasma is the similar (but not identical) Cat ft ca hca

at all frequencies Typical excitation frequencies are IOKHz to
13.56 MHz. and less commonly, microwave frequencies. The
time average schematic of such a plasma between electrodes.
one or more of which is the reactive solid, with two plasma
sheaths and a plasma body, is shown in Fig(1 3).

in the plasma sheaths, the ions with a positive charge. e. on
the average, collide with the predominantly neutral species with
a mean free path. I+. so that between collisions they "see" a
mean electric field. Es. and gain an energy. W+ = eEsl+. Since
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Introduction

Abstract The usual method of adjusting a quartz crystal to
frequency is by adding extra mass to the electrode

Maskless adjustment of quartz crystals has been surface evaporated through a complex machined mask from

developed using laser induced deposition of material, an incandescent filament loaded with a metal. Since the

This is achieved using an excLier laser operating in the crystal has to be active during this process, the mask

UV which dissociates volatile precursors leaving a stable must be out of contact. Much above 20 MHz, the reduced

material. This material is deposited where the laser electrode dimensions, together with the tolerances from

strikes the surface of the crystal and hence can be used the crystal mount and filament position limit the

to adjust it. A simple means of beam steering has been accuracy of placement. Furthermore, with high frequency

developed and the necessary process parameters such as fundamental devices, any external strain induced by the

laser fluence and precursor flow rate have been mask can cause undesirable frequency shifts. Adjustment

investigated. Problems such as window fouling and gas of dual resonator devices, with the requirement to adjust

phase reactions have been solved. Up to 2000 ppm of in specific areas, becomes very problematical.

adjustment to crystal resonators up to 125 MHz

fundamental has been demonstrated. Initial ageing of Laser adjustment of crystals is regularly used in

canned crystals looks very promising. production. Typically this uses a Q switched YAG laser

operating at 1.06 micron which ablates a small area of
Much of the present work on laser deposition has the electrode through to the quartz and hence reduces the

been undertaken using trimethyl aluminium (TMA) as the mass loading. However, this method is limited in the

precursor. This has proved to have a number of problems amount of adjustment that can be achieved before low Q

which have largely been solved. The other precursor used and drive level effects dominate. This appears to be

has been chromyl chloride (Cro 2Cl 2 ) which deposits out as caused by damage to the electrode/quartz interface at the
chromium dioxide, and which is now used as the final adjustment spot together with fall out of the metal back

process. onto the electrode.

Mass flow
controllers

Window flush

I Argon
Moveable

Aperture aperture Reactor PrecursorImaging ..... Prcso
lens C rystal

Excimer -~Vacuum pump and traps
laser

Beam expander 1Inner

Window chamberXY IC ry s ta l

- Computer -

Fig.1 General layout
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VR
Deposition

chamber red

brass mask

Measurement_

X - Y Table

Fig.2 Optical bench with deposition chamber and driver

In chemical vapour deposition (CVD process), A. The Deposition Chamber

precursors such as organometallics are used to plate out

materials onto a substrate. There are a number of The device is held in a holder inside an (inner)

organometallics available, and they often have reaction chamber and connected to the measurement system

sufficiently high vapour pressures which enable their (Figure 3). The reaction chamber is of the chimney type

transport into a vacuum system. In traditional CVD, the with the precurser gas admitted at the bottom. A hole in

heat in the substrate causes the bonds between the metal the side of this chamber allows the laser light to

and the rest of the molecule to break, resulting in the impinge on the electrode of the crystal.

deposition of the metal. With laser deposition, the

energy is supplied by photons, and the area of deposit is

defined by the size of the laser beam. The need for a Buffer

mask is therefore eliminated. Window

Equipment

The overall layout of the experimental equipment

is shown in Figures 1 and 2 and comprises six sections, Crystal

namely:

1. The deposition reactor with the quartz crystal

device to be ad3usted. To pump

-,Pump port
2. The frequency monitoring system. extension

Conducting
3. Tho gaz handling ccc.sre

4. The laser beam source. 
e

"Insulator
5. The beam definition and placement facility.

TMA
6. Location of resonator area.

A detailed descrlption of the various sections is given Fig.3 Deposition chamber
below:
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The inner chamber has been electrically isolated
from the outer chamber and an extra socket installed Laser Squarer

allowing electrical connection to the inner chamber.
This ham enabled bias voltages to be applied. The exit Phase O/
to the pump has been extended into the chamber so that
the inner chamber is more directly pumped. In this way Vco
the spent precursor is pumped away rapidly and hence voltmeter
prevented from being recirculated within the outer
chamber. I

The main chamber is pumped from the rear end using Sig.
a double stage roughing pump and a liquid nitrogen trap. D

The chamber can be heated using three strip heatersDCF
clamped to the back, and is normally held to within 0.2°C -50fl

at an elevated temperature (preferably at the minimum of

the f(T) curve).

The main vacuum chamber has a window made from 6 mm Flg.4 Measurement layout
thick Spectrasil (silica) which transmits UV radiation to
below 200 nm. An inner window is placed between this and D. The Laser Source

the device, to minimise deposits at the window surface.
A buffer gas is fed into the space between the two The laser used for the current work was a Questek
windows and excited through a hole in the centre which 2040 excimer laser. Excimer lasers have the advantage

also passes the laser beam. over other available laser sources in that they operate
in the UV where the chemical reactant gases for this work

For loading, the windows are removed, the inner absorb most strongly, and that the operating wavelength
chamber moved down, and the device inserted into its may be varied by changing the filling gas. In operation,
holder. After loading, the device is kept clean by excited dimers are formed between a noble gas and
flushing the system with zero grade argon through all halogen, which radiate at the following wavelengths:

operations. This chamber-in-a-chamber design maintains 193 nm (ArF*), 222 nm (KrCl*), 248 nm (XrF*),
125 MHz devices, for instance, stable to within 1 ppm 30-8 nm (XeCl*) and 351 nm (XwF*).

over many hours, which is perfectly adequate for the
present investigations, and makes fast cycle times The output energy of the laser can be varied
possible without involved heating and pumping cycles, between 20 and 200 mJ per 15 ne pulse with a repetition

For deposition, the flow of the buffer gas is rate up to 100 Hz. The output beam is about 10 * 20 mm2

partitioned, the smaller fraction being mixed with the so that the fluence is between 10 and 100 mJ/cm2. The
reactant gases and passed through the inner chamber, and large beam size enables a very simple means of beam
the larger fraction directed to flush the front window in placement as shown in Figure 1. A computer controlled
the beam area to avoid deposition on the inner surface. X-Y table moves a brass foil containing a number of

apertures thus enabling different areas to be irradiated

B. Frequency Monitoring with the same fluence. in front of the foil is a beam

expander which allows lower fluences to be used and evens
A flexible frequency monitoring system capable of out tia intensity distribution across the beam. A simple

operating at any frequency up to the maximum frequency lens system Is positioned at twice the focal length from

envisaged (1 GHz) has been devised. The crystal is both the foil and the crystal, to minimise the
measured in transmission using the cables entering the diffraction effects from the apertures.
lower part of the chamber through coaxial feed-throughe.

The Deposition Process
The method is based on the IEC 444 measurement

system but with the d.c. frequency modulation input of A number of papers have reported on laser
the signal generator driven by the phase output of the deposition (1, 2), where high temperature, partial

vector voltmeter, as shown in Figure 4, in order to lock pressures and fluences can be used. The restriction of
onto the crystal. deposition on an active, temperature sensitive device is

central to this investigation. For instance, the
C. Gas Handlina effects of laser fluence need investigation since excess

energy will lead to heating effects and hence the

Conventional gas handling components are used. The uncertainty in the crystal frequency. in like manner the
gas manifold is fed by three mass-flowmeters for the excess pressure of the precursor will lead to an
precursor and for the buffer gas (Argon). A separate uncertainty as to the mass loading and hence frequency of
branch of buffer gas is used for the window flush and the the device. However, too low a value of both these

proportion of flow between this and the manifold is set parameters will result in too slow a deposition. Clearly
by a pair of needle valves. The precursor cylinder is there is an optimum window of operating conditions. A
located in a vented steel cabinet, description of those conditions is given below.
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A. Photodecosition The voltage drop across a resistor in series between the

power supply and the inner chamber has been used to
There exist a number of organometallics where a monitor the current. By capacitively coupling this into

metal (for instance aluminium) is combined with organic an audio amplifier it is possible to hear the onset of
groups such as methyl. Trimethaluminium (TWA) is one break-down as the voltage is raised. In this way, the

such chemical with a vapour pressure of about 12 torr at Townsend discharge region before breakdown can be found

room temperature. With sufficient energy (hard UV of which ham a characteristic white noise signature. This

193 nm produced by an argon fluoride excimer laser) the discharge, which can only just be seen, surrounds the
bonds between the metal and the organic radical can be crystal and is contained within the inner chamber. At

broken leaving the metal to condense out. In practice higher voltages, the gas starts to break down, the
TWA is a dimer and one pnoton is required to split this emission becomes much brighter and the discharge becomes

bond with another photon for each organic group, thus more localised, causing damage to the crystal. Using the

requiring four photons for complete dissociation. Townsend discharge, however, the TMA was satisfactorily
desorbed without damage to the crystal.

TWA is pyrophoric and reacts with any absorbed

surface water. All the surfaces of a crystal are In view of the complexities involved in the use of TMA,

typically of this type and on first exposure to the TMA it was decided to investigate alternative precursors.

the initial chemisorbed layer can shift frequency almost Iron carbonyl was considered but was rejected on health

as much as the required adjustment. This initial shift and safety grounds. Chromyl chloride (CrO2Cl) is safer
can be reduced to negligible levels by a preclean of the and has been used successfully. The deposition rates
crystal by exposing the whole crystal to the laser, dramatically improved because of its higher molecular

weight and greater photodissociation efficiency. This
It is also necessary to remove any absorbed precursor is a liquid with a higher vapour pressure than

precursor layers prior to bringing an adjusted crystal TMA and has been successfully used before with an Excimer

up to air, otherwise a milky deposit forms. The laser laser ( 2) . The deposit so produced is a mixture of Cr 2o
'fixes' the TWA wherever it reaches. However, this may and Cr02 and has excellent adherence.

not be reliable on the reverse side of the crystal.

Furthermore, all the surfaces of the inner chamber are The energy of 193 nm ArF is about 6 eV and hence

covered with TMA and will recontaminate the crystal produces photoelectrons from surfaces. By positively
surfaces. biasing the inner chamber, these photoelectrons can be

accelerated away from the surface of the crystal. Their
A solution to this problem was found by using a subsequent collision with the precursor has been shown to

plasma. By applying a bias voltage to the inner chamber, approximately double the deposition rate.

a plasma may be produced. The optimum conditions of

voltage and gas pressure are given by the Paschen curve. Thermal Effects

For setting it up, the novel technique of 'listening' to

the plasma has proved useful [Figure 5. The thermal diffusion length for a 15 ns heat pulse

in aluminium is 1.5 micron, thus it will have uniformly

heated all 1000 A of a typical electrode plating. If it
Crystal is assumed that this volume is uniformly heated, then for

50fl every nj/cm2 adsorbed the film will be heated by 40
0C.

The peak temperature experienced by the surface of the

Laser electrode will be higher. It is clearly possible,
therefore, to damage the electrode. In practice the

Inner threshold for damage inferred from observed damage of an

chamber aluminium film subjected to 100,000 shots at 50 Hz is at

Computer L a fluence of 3 mi/cm
2 .

lMfl Plotting the Electrode Area

In order to accurately place material onto the

electrode of a crystal, it is necessary to determine the

LS electrode position. Normally, lasor adjustment methods

use a beamplitter, microacope and a visible laser such
as a HeNe so that the operator can align the device with
the beam maniually. As noted earlier, the 6 eV photons of
the laser produce photoelectrons from most surfaces.
These photoelectrons can be used to devise a method of
plotting the electrode area. Furthermore, by applying a

Fig.5 Bias circuit positive bias between the surface and the collector, and
using a background pressure of about a torr, enhancements

of several orders of magnitude can be achieved by
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avalanche breakdown of the gas. The optimum pressure for second mode of biasing supplies this. Here the inner
this to occur depends on the Paschen minimum (Figure 61. chamber is biased negatively and the rear of the chamber

is made into a plane parallel to the plane of the
crystal. Since quarts is transparent to the UV light,

2 where there is no electrode, it passes straight through
and produces photoelectrons from the rear of the chamber.
Hence, outside the shadow of the electrodes, electrons
accelerate away from the negatively biassed inner chamber

I Torr to be collected by the electrodes at earth potential.

1.5-
The data from the raster across the crystal is used

to form a contour corresponding to the edge of the shadow
of the electrode configuration. The problem is then to

mV find the centre of the electrode overlap from this
RMS 1 contour. It is not a closed form (because of the

resonator tabs) and is not symmetrical since the
electrode is not necessarily centred on the laser raster.

2 Torr However, there should always be two orthogonal lines of
reflective symmetry. Humans find it easy to find the

0.5 centre of such a shape but mathematically this is not a

simple task. The solution found to the problem is an
interesting example of applying a physical process to

Torr mathematics rather than the other way round. The

algorithm consists of expanding a circle inside the
0 50 100 150 contour until one or more points of the contour intersect

VbJas the circle. For each of these points a vector is formed

pointing towards the centre of the circle and with a
magnitude corresponding to the overlap. The vectors are

Flg.6a Photoelectrons with bias then summed and the resulting vector used to move the

centre of the circle. This procedure is repeated until
V the circle centre can no longer move. In this way,

1400 d irrespective of the shape of the contour, the largest
1200 circle that can fit into the space is found. The

U 20algorithm reflects the physical process of blowing up a

1000 two dimensional balloon with the forces on the surface of

Soo the balloon moving it into place. Figure 7 shows a plot

of the electrode edge with the best fit circle inside it.600
400-

200

10 20 30 40 50
Torr mm

0 10 20 30 40 50 60
mBar mm
pxd

Fig.6b Paschen curve

By positively biasing the inner chamber, electrons

produced from the surface of the electrode are
accelerated away from the surface and collected by the
inner chamber. Rastering the laser across the area of
the crystal enables an image of the electrode closest to Fig.7 Plot of electrode edge with best fit curve
the laser to be plotted. However, in order to obtain a

picture of both electrodes together, the transmitted
image rather than the reflective image is needed. The
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Experimental Results the window to bring the system up to 400 mTorr. The

laser was used at a repetition rate of 40 Hz with a
Deposition tests on silicon samles fluence at the crystal surface of about 3 mJ/cm 2, with a

bias voltage of +150 volts between the inner chamber and
Maximiuation of deposition rate requires high the crystal electrode.

precursor partial pressures and laser fluence. This also

leads to increased window fouling and background deposits There are a number of ways of presenting the
from gas phase reactions. In order to investigate these deposition rates. Typically for 125 MHz fundamental

effects, S mm square silicon chips were used in a crystals the average frequency shift per laser pulse was

modified crystal holder. These have a surface of silica 300 Hz or 12.4 kHz/sac or 100 ppm/sec at 40 Hz. In terms

not unlike quartz. Silicon has the advantage that the of f2 units this corresponds to 2 x 10-5 f2 per pulse.

deposits can easily be measured with a surface Alternatively a typical 1000 ppm adjustment could be

profilometer (a Dektak was used), and that interference achieved in 10 seconds at 125 MHz.
fringes show up well under a microscope.

The areal density is given by

The condition required for minimal window fouling df/f 2 4.4 x 105 gm/cm 2. This gives per pulse a deposition
is that the flow of buffer gas away from the window must rate of 8.4 x 10 -g gm/cm 2.

be sufficient to prevent the back-diffusion of precursor

to the window. In practice this means that the precursor " Assuming the deposit to be primarily chromium

flow must be kept down, and hence the deposition rate dioxide with a molecular weight of 84 this gives a
will be low. A typical Dektak result is shown in deposition rate of 6 x 1013 molecules/cm2 . The laser

Figure 8. Here a fluence of 3 mJ/cm2 was used with a fluence used was 3 mJ/cm2 which corresponds to 3 x 1015
0.3 mm diameter slot. The system pressure was 1 torr photon/cm 2 so that the ratio of photons to deposited
with 12 sccm of argon on the window and 4 sccm each of molecules is 50:1.

TMhA and argon across the crystal. The number of laser

pulses was 50,000 at 50 Hz repetition rate so that the Figure 9 shows some preliminary ageing results of

deposition rate was 0.06 A per pulse or about a canned 125 MHz device adjusted by 1000 ppm together
1/75 monolayer, which is about the physisorbed layer for with another crystal with no adjustment. The crystals

that flow. were given a 1200C bake before canning. This demonstrates
that even at 125 MHz, acceptable ageing results can be

achieved with this method so that the films must be

stable.
5.000

4,000

Conclusion

3,000

A A method of adjusting quartz crystals to frequency

2,000 has been developed using the deposition of stable films

onto the surface of the electrode. Those films are

1,000 deposited by the dissociation of voletile precursors with

a DV laser. The deposit occurs only at the laser spot so

that the adjustment process is maskless.
0

The necessary process parameters have been

•__1_000_ _ _ established. These include the laser fluence, pre- and

0 100 200 300 400 500 600 700 post-cleaning technique3 and the flow rates necessary to
pm establish reasonable deposition rates with minimum window

fouling. The preliminary ageing results of adjusted
Fig.8 Surface proflometer(DEKTAK) trace of silicon slice units looks promising.
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Fig.9 Ageing of 125 MHz fundamental crystal
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This phase of fabricating high frequency fundamental

Abatract crystals by overall wet etching was, however, onl) an
interim activity. Various etching and masking techniques

This paper describes a method of manufacturing AT- had previously been evaluated with the objective of

cut high frequency fundamental crystals up to 150 MHz. identifying a more practical process for producing high

Samples at fundamental frequencies up to 500 MHz have frequency fundamental cryutals. These included wet

been fabricated, demonstrating that batch production of etching, ion beam milling and plasma etching. Plasma

these very high fundamental frequency crystals is also etching was favoured as a dry process, offering the

feasible. Plasma etching is used for recessing blanks to possibility of in situ measurement, better yields than

the desired thickness. High quality quartz is essential those with wet etching and good control of the blank

as the starting material and careful preparation of the geometry. Etch rates were lower than with wet etching

blanks tr;or to plasma etching is required. Examples of methods, but this was outweighed by the potential batch

the Plectrical parameter measurements on production capacity possible with plasma etching. Ion beam milling

batches of crystals at fundamental frequencies between 60 gave good etch rates but had limited batch size potential

MHz and 150 MHz are given, together with results from as it was necessary to rotate the blank continuously

sample crystals at frequencies up to 500 NHt during etching to ensure good uniformity. Wet etching is
an operator-intensive process and a loss of blank
parallelism is observed as etching progressed. Plasma

Background etching techniques were therefore developed further and
samples at frequencies up to 150 MHz were produced.

High frequency fundamental (HFF) crystals, 30-150 Production equipment was designed and constructed, and

MHz (and above) are increasingly in demand for a wide finally commissioned in 1985.
range of commercial and military applications.
Conventional crystal processing, by lapping and polishing
to thickness, has a mass production thickness limit of Blank Geometry
about 50 pm, corresponding to a fundamental frequency of
33 MHz. In order to make robust high frequency resonator The high frequency fundamental blank produced in the

devices operating in the fundamentalmode, it has been plasma etching process is a single-side recessed

necessary to develop processing techniques for the structure as shown in Fig. 1. The recess profile is

selective thinning of quartz. controlled by masking developed specifically for the
process. The outer support rim, 1 mm wide and 65 pm
thick, reduces gradually in thickness to the central

Berte (1) has reported using ion beam milling to membrane where, depending on the exact masking used, the

achieve a frequency of 270 MHz. Wang et al. (2] have active area may be parallel or contoured as required.

used reactive ion beam milling to selectively etch quartz
and produce a resonator with a fundamental frequency of
200 MHz. Hunt et al. [3] have combined traditional
chemical etching in saturated ammonium bifluoride
solution with use of resist masking to produce
fundamental mode resonators at frequencies as high as
1655 MHz.

Introduction

STC has oeen manufacturing AT-cut high frequency
fundamental crystals of up to 75 MHz since 1984,
initially using saturated ammonium biflu' ride solution to
etch the blanks to the desired frequency [4]. Crystals
of up to 150 MHz were produced, but -. a production
process it proved impracticable above .- MHz. Without
the necessary masking to maintain a thijker supporting
structure, the blanks become. increasingly fragile and
difficult to handle as etching progresses. FIG. 1 Schematic of blank structure

CH2690-6/89/0000-634 $1.00 C 1989 IEEE 634



Quartz Quality The lapped blanks are etched in saturated ammonium
bifluoride to remove surf'%ce stress and then polished up

For best Q, C1 and R1, the surface finish of the to 25 MHz, a critical stage of the processing. The
blank must be perfect, therefore swept quartz is polished blanks must be free of all visible surface
essential as the starting material. The preparation damage at x10 magnification and must be parallel to
prior to plasma etch involves etching in saturated better than 1/2 a light fringe across their diameter.
ammonium bifluoride solution. If standard synthetic For most production work, parallelism is inspected using
quartz is used, tunnelling occurs at dislocation sites a sodium lamp. This is generally adequate for inspecting
[5] with the undesirable and characteristic pit formation blanks up to 20 MHz. Above 20 MHz the birefringent
at emergence points of a tunnel on each side of a blank property of quartz becomes increasingly dominant as the
(as shown in Fig.2). frequency increases and at certain thicknesses the two

fringe patterns arising from this birefringence cancel
out, creating an erroneous impression of flatness. To

, overcome this problem, equipment for inspecting
parallelism was devised at STL. The fringe viewer, as
shown in Fig. 3, utilizes a He/Ne laser (wavelength 630

'i.-Mv ,nm) to produce fringes which may be viewed on a TV
monitor, and incorporates a rotatable polarizer so that
both fringe patterns may be observed.

r

Ri

1 OO L

FIG. 2 Tunnelling in an unswept quartz blank after
etching in ammonium bifluoride.

A programme to improve the quality of the quartz
grown by STC was initiated and material with Q of higher
than 2.6 x 106 was grown. Although a reduction in the FJG. 3 Parallelism inspection equipment
tunnel density from )250/sq.cm. with standard synthetic
quartz (Q = 1.8 x 106) to <100/sq.cm was observed, A further refinement on this system has been to
further reduction was still required. Quartz grown on replace the He/Ne laser with a sodium light and replace
natural quartz seed was found to give a very low tunnel the sample support table with a tilting version, so now
count, less than 25/sq.cm, but a shortage of material of the degree of convexity/concavity of the sample may be
this type made this impractical. Commercially available determined by tilting the table.
swcpt quartz was found to give excellent results with
<10/sq.cm. Fig. 4 shows some typical fringe patterns. (a)

demonstrates excellent parallelism and concentricity, (b)
Due to the cost of this swept material a sweeping is convex and eccentric and (c) is a wedge.

facility was set up. Pairs of quartz blocks (Q = 2.5 x
106) are sandwiched between stainless steel plates with From this stage onwards all processing takes place in
graphite electrode foils interspersed. Sweeping takes a class 10,000 clean room. The polished blanks are
place in a convection oven at 5000 C over a total period cleaned in detergent, then in an ammoniacal peroxide
of 155 hours, with a field strength of 1000 V/cm applied solution and then rinsed in deionised water. The jigs
throughout including heat-up and cool-down. Etch tunel containing the blanks are then immersed in hot deionised
densities of 100-200/sq.cm. are reduced to 0-10/sq.cm. water and spin dried.

Blank Preparation Plasma Process and Eauinment

For most HFF applications, 5 mm diameter blanks are The next stage is plasma etching. Extreme care is
processed; there is an occasional requirement for 7.5 mm. essential to avoid any trace of particulate matter on the
The swept quartz bars are cut, trepanned and the blanks surface of the blanks as the plasma will etch around them
lapped to 14 Mhz by conventional processing methods. The leaving a protrusion (as shown in Fig. 5). Therefore
blanks are then edged down to 5 mm and lapped up to 20 facemasks and gloves are worn by the operators in
MHz using a calcined alumina abrasive with a nominal addition to the usual clean room overalls. The clean,
particle size of 5 pm. At this stage it is important dry blanks are transferred, using vacuum tweezers, from
that the blanks are flat and parallel. Therefore, the the cleaning jigs directly into trays, and the masks
flatness of the plates used for lapping blanks for the positioned so that only the centre (3.5 me diameter) of
HFF process iq rigorously monitored, each blank will be exposed to the plasma. The trays are
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(a) (b) (c)
Parallel, concentric Convex, slightly eccentric Wedge

FIG. 4 Examples of polished blank fringe patterns

remo%,,d from th plasma etcher at intervals during the
pro(essing to inspect the blanks for concentricity and
paraIl el ism of I lie recesses, and alternati% e masking Furqi!Qn Trimming
dvploeid as iiecessary. The etch rate may be varied by
alttring thi- gas flow and pover level. For optimum As with wet etching, a frequency spread is observed

t )itra] of the rei.ess profile in conjunction with the as the frequenc3 increases. A frequency spread of 400 kHz

mtisn ui, h, qiiipmrnt is set up to gi,6e an etch rate of il allowed at the polishing stage, corresponding to a

0.1 um/mill. thickness spread of 1.2 pm. At 100 MHz this corresponds
to a frequoer spread of 8 MHz. In fact, at 100 MHz a

:i g. 6 shows the plasma etching equipment. This is fr'jtwea spread of 10 MHz or more may result. A

a twj thambter reactlie ion etching plant powered by a 3 trimming etch into frequenv, ,s therefore necessary.

kW 13.56 MHz generator. Each chamber can accommodate After plasma etihing the blanks ar, 100% checked for

fi e tta. s ,ach of which holds up to 100 blanks. The fiequenic., sorted and ethed into the desired preplate

ptent jal bat hI capa i t of this plant is 1000 blanks, frequenc band. Tightly specified at 0.02 f, this

,ltbcitugh this has not et been utilized. corresponds to a thickness spread of only 0.03 pm. Until
recntl this final etch into frequency was carried out

The equipmeiit is run on a semi-automatic basis; in ;aturated ammonium hi fluoride solution; an operator

rUiii ng ,jnditions and etch time are set tp manually. On intensie operation. This had poor yields, 95% at 50

cfmpliletoi of the et(h time the plasma automatically MHz, de( reasing to 60% at 110 Hllz, due to blank breakages

switches off. and o-er-etching.

(a) (b) (c)
50 MHz 100 MHz 125 MHz

FIG. 7 T~pical fringe pat terns for recessed blanks
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FIG. 9 100 MHz crystal before sealing

FIG. 5 Vertical pillar raused by a permanent etch stop
(x2000)

A new plasma etcher that will automatically trim the
b]ank frequency into the desired band has been devised.
This equipment automatically measures each blank
frequency and individually plasma etches it into the
preset frequency specification, reducing the overall time
for the final trimming operation.

Resonator Design and Final Processing

As a consequence of controlling the blank profile to
provide a smooth slope from rim to recess, the central
active area of the recess decreases with increasing
frequency. Fig. 8 shows frequency versus the maximum
diameter over which it is practical to deposit
electrodes.

Round electrodes are used for most crystal designs
up to 70 MHz, while above 70 MHz a crossover
configuration has been adopted as shown in Fig. 9.
Silver metallization with a 30 angstrom nichrome
underlayer is usual for oscillator crystals up to 150
MHz. To improve the frequency response and Q and reduce
spurious modes for filter crystals and 3rd overtones,
aluminium is increasingly used above 70 MHz.FIG. 6 Plasma etching equipment

The crystals are mounted, pasted and cured, adjusted
for frequency, and sealed.
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FIG. 8 Frequency vs. diameter of flat area of recess
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Table 1. Parameter measurements on 63 MHz fundamental
mode filter crystals manufactured over a period of 18

Crystal parameter measurements are made on a HP4195A months.
network analyzer using the admittance circle method of (a) May 1987
measurement as described by Williamson [6] and Morley et
al. [7]. In Table 1 are shown examples of the actual -gKz'- h) " uN " f .
measurements on production batches of 63 MHz filter
crystals manufactured over a period of 18 months 6294-0-"2 -- 24 98-.0 1 .7 2 1770- KM -"
demonstrating the consistency of the process. The 62944.552 24.38 100.78 2.614 39658
motional capacitance is specified at 2.5fF +/-10%. 62943.911 20.28 99.70 2.480 50251
Frequency tolerance at room temperature is +/-i0ppm. 62944.681 25.28 100.79 2.441 40961

62944.161 21.21 100.11 2.470 48243
Table 2 shows some typical results from production 62943.981 20.32 99.72 2.363 48534

batches of 101 MHz, 139.264 MHz, and 150.045 MHz HFF 62944.024 22.37 100.48 2.517 44895
crystals. 62944.325 22.68 100.36 2.461 45249

62944.059 19.67 99.36 2.672 49079
Measurement results for third overtone crystals at 62943.793 19.13 99.23 2.951 47244

150 MHz, 300 MHz and 450 MHz are given in Table 3. 62944.637 20.59 99.84 2.60 47156

62944.323 27.19 100.61 2.079 44716
Table 4 shows measurements on some very high 62945.045 74.24 75.98 2.461 13831

frequency fundamental crystals which have been fabricated 62944.119 20.44 99.70 2.499 49468
as part of the development programme to increase the *:;43.76 26.49 100.71 2.203 43317
production frequency limit from 150 MHz to 500 Mhz. 62943.776 21.17 100.10 2.431 48699

62943.733 20.@4 100.00 2.366 51025
Fig. 10 compares some best Q results for plasma 62944.672 21.21 100.11 2.416 49337

etched units with the theoretical values and with those 62943.667 20.83 99.96 2.404 48839
reported for wet etched units by Hunt et al. (3). 62944.227 21.39 100.19 2.423 49794

Conclugion (b) December 1987

Selective thinning of quartz blanks by plasma FREo.,VsZ, RES. 40hs) ORI EW , C1 iff) .
etching has been found suitable for producing large - --...............20...... . 99........... ............ 403..

"2943.507 24 0.99 2.540 403,2
numbers of high frequency fundamertal crystals up to 150 o2943.697 24.61 20.99 2.507 40978
MHz. Swept quartz is essential as the starting material 62943.435 20.92 20.83 2.497 435

62943.268 21.20 20.85 2,542 4690'
as well as careful preparation of the blanks prior to the 62943.951 2.46 20.87 2.47 3 47642
plasma etching. 62943.784 20.95 20.83 2.716 44408

62943.578 21.03 20.84 2. 51 47488
62943.455 22.10 20.92 2.69 42506

Records of measurements made on 63 MHz filter 62943.505 21.20 20.85 2.402 45820
crystals over the past 18 months show that the process is 62943.272 2320 20.97 2.695 40570

693 n42 20,06 20.93 2.637 45953
consistent. 62943. 463 24.70 20.81 2.665 45802

62943.063 23.45 20.97 2.500 43103

Samples at fundamental frequencies above 150 MHz 62943.e7 2.76 20.90 2.576 45084
6'943733 21.47 20,8B 2,741 42 9

have been fabricated demonstrating that with further 6294;.3.0 21.03 20.74 2.537 49728
development of the resonator design and metallization, 62943.606 20.05 20.74 2.649 47593

batch production at these higher freq.encies is entirely
feasible.

(c) December 1988

Cry3ta1 f. drive RI CI 0
cod- (ppM) (Utl) (oh (%)

Acknowledgements Nom 62943.880 kHz Nom ; 2.50 fF
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Heinecke of STL. 3 -1.9 98.8S 22.43 -2.02 46026

4 -3.0 99.00 23.19 -1.73 44373
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and Research Establishment) and sponsored by the 7 1.6 98.62 21.63 4.57 44709
Admiralty Research Establishment (Portsdown). 8 5.7 98.37 20.96 7.02 45097

9 -.5 99.11 24.15 -4.34 43774
10 1.0 98.96 22.96 -3.75 45764
II -.6 98.49 21.Z4 .87 47205
12 -2.8 98.34 20.87 5.86 45781
13 2.1 98.94 22.83 -.43 44495
14 -1.7 98.65 21.71 9.42 42579
15 0.0 99.13 25.54 -5.52 41920
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18 -1.7 98.85 22.42 -.SO 45337
19 -2.0 99.09 23 94 -5.88 44887
20 -3.4 99.14 24.81 -5.55 43161
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Table 2. Parameter measurements taken from production Table 4. Selected results from very high frequency
records for (a) 101 MHz , (b) 139.264 MHz and (c) 150.045 fundamental crystals from 150 MHz to 500 MHz.
MHz fundamental mode oscillator crystals.

fs drive RI CI Q Ce
Crystal fIs drive RI Cl Q Ce (kHz) (UW) (ohms) (fF) (pF)
code (pp,) (uW) (ohms) (IF) (pF)

Non : 168.008 kHz 91628.820 50.79 25.84 1.70 39498 1.55

2 S. 95.99 21.16 2.94 25351 1.81 164110.525 50.54 24.24 1.55 25761 1.45
3 14.6 96.69 22.45 2.93 25982 1.86 225406.647 50.80 47.77 .91 16230 .27

4 8.3 96.45 22.77 2.84 24399 1.76 3S3391 .234 50.55 48.55 1.37 6766 1.29
9 13.4 96.64 2S.74 3.66 2022 1.83 449551.303 45.41 57.33 1.01 6119 1.85
6 7.1 96.61 23.91 2.77 23760 1.82 498977.468 29.78 56.46 .97 5953 08
7 11.6 95.51 20.09 2.96 26504 1.82
8 6.6 96.64 24.25 2.78 23387 1.96
12 12.3 5.37 19.92 2.94 27967 1.82
13 9.5 96.63 24.23 2.87 22649 1.81
14 5.3 96.66 25.0 2.71 23251 1.77

0 limit (9uelZ Ie Oly)

100. 0 lim. -tQ
Non 139264.0 Hz (tof ed R

N 9 1.8 1.11 36.24 2.21 14286 ,:. 1 V1.69MH
3 -7.9 165.72 28.85 2.55 15617 1.16 7o
4 5. 1 102.36 36.86 2.62 15353 1.$s
5 4.7 105.69 26.95 2.56 15812 1.16 0
6 -7.7 98.13 44.11 2.08 12436 1.06
7 -.9 162.49 36.60 2.32 13476 1.11 so
9 -4.1 194.31 '2.85 2.54 13789 1.14
11 5.8 165.53 ..52 2.33 16588 1.13

NOn 156645.S66 kHz IeesTC
del"

1 -7.0 93.81 18.46 2.99 19264 1.74 Huntet (5)
2 -I.5 95.95 25.89 2.68 16269 1.68
3 1.7 95.25 20.99 2.73 19539 1.67 100 200 300 400 6 070 00
4.5 95.19 20.85 2.87 17742 1.74 Pm (UN4
5 8.2 93.93 18.62 3.03 18896 1.75
6 -4.9 95.91 23.70 2.56 17489 1.66 Fig. 10. Variation of Q with frequency for fundamental

AT devices.

Table 3. Paramet-r measurements on third overtone
crystals, (a) 150 Ml , (b) 300 MHz, (c) 450 MHz. References

yv RI C 1 [1] M. Berte, "Acoustic bulk wave resonators and
Cryd ,) drve s FC) filters operating in the fundamental mode at
code (PPM) (Uw) (ohms) (IF) (PF)

Non : 158800.60 kflz frequencies greater than 100 MHz", Proc. 31st Ann.
Freq. Control Symp., 1977, pp. 122-125.

I -6.1 93.83 49.19 .42 58776 1.88
2 -5.3 94.45 48.20 .41 54226 1.88
3 -5.8 94.13 48.76 .43 5M566 1.92 [2] J.S. Wang, S.K. Watson and K.F. Lau, "Reactive ion
4 -8.2 95.95 45.76 .40 58562 1.94 beam etching for VHF crystal resonators", Proc. 34th
5 -7.9 92.72 50.97 .41 6229 1.93 Ann. Freq. Control Symp., 1980, pp. 101-104.
6 -9.0 92.19 51.82 .42 48542 1.87
7 -7.2 94.33 48.38 .44 49890 1.89 (3] J.R. Hunt and R.C. Smythe, "Chemically milled VHF
8 -7.5 95.81 46.66 .43 53185 1,92
9 -6.7 95.65 46.26 .43 53695 1.94 and UHF AT-cut resonators", Proc. 39th Ann. Fre.
1@ -4.0 95.22 46.95 .40 56989 1.87 Control Symp., 1985, pp. 292-300.

[41 J. Dowsett, D.F.G. Dwyer, F. Stern, R.A. Heinecke
17 30034.896 61.87 93.63 .26 21396 1.72 and A.H. Truelove, "Etch processing of bulk and
1 299833.852 46.90 143.96 .19 19918 1.70 surface wave devices", Proc. 39th Ann. Freq. Control
20 300166.430 63.41 689.69 .31 19664 1.74 Syrp., 1985, pp. 301-309.
21 300170.460 66.49 62.28 .33 19593 1.73
22 308013.998 46.50 145.69 .36 11984 1H ts
24 360090.658 61.24 95.29 .26 21736 69 (5] J.R. Hunt, "Etch pits and channels in swept AT- and
26 299940.868 23.90 337.21 .36 4362 1.70 SC-cut quartz", Proc. 41st Ann. Freq. Control Symp.,
27 304623.409 51.15 126.88 .23 18069 1.73 1987, pp. 183- 191.
28 300004.906 65.93 83.58 .24 26443 1.74
34 299959.401 62.65 91.63 .21 27584 1.73 (6] R.J. Williamson, "An improved method for measuring

I 45497.129 36.58 115.39 .31 9825 1.59 quartz crystal parameters", iEEE Trans. UFFC-34, no.
2 450376.456 36.51 115.74 .21 14208 1.53 6, 1987, pp 681-689
3 45424.433 40.96 96.28 .26 14631 1.52
4 456S16.041 44.97 81.23 .27 15947 1.60 (7] P.E.Morley, R.J.T. Marshall and R.J. Williamson,
6 456565.536 47.48 73.63 .31 15649 1.66 "Crystal parameter measurement using a Hewlett
6 456295.136 35.16 122.59 .26 11277 1.51
7 450460.024 36.73 114.68 .33 9297 1.57 Packard UP41, qA network/spectrum analyzer",
a 458361.867 38.73 196.41 .23 14714 1.52 presented at the Third European Freauency and Time

Forum, Besancon, March 1989.
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SPECIFICATIONS AND STANDARDS RELATING TO FREQUENCY CONTROL

INSTITUTE OF ELECTRICAL AND ELECTRONIC ENGINEERS RS-417, Crystal Outlines (Standard dimensions and
pin connections for current quartz crystal units-

Order from: IEEE Service Center 1974).
445 Hoes Lane
Piscataway, NJ 08854 (b) Production Tests
(201)981-0060

176-1987 (ANSI/IEEE) Standard on Piezoelectricity RS-186-E, (All Sections), Standard Test Methods
(SH11270) for Electronic Component Parts

177-1966 Standard Definitions and Methods of Measure-
ments for Piezoelectric Vibrators EIA 512, Standard Methods for Measurement of

180-1986 (ANSI/IEEE) Definitions of Primary Ferro- Equivalent Electrical Parameters of Quartz Crystal
electric Crystal Terms (SH10553) Units, 1 kHz to 1 GHz, 1985.

319-1971 (Reaff 1978) Piezomagnetic Nomenclature
(SH02360) EIA/IS-17-A, Assessment of Outgoing Nonconforming

1139-1988 Standard Definitions of Physical Quantities Levels in Parts Per Million (PPM).
for Fundamental Frequency and Time MetrologyDEPATMET OFDEFNSE(SH12526) EIA/IS-18, Lot Acceptance Procedure for Verifying

DEPARTMENT OF DEFENSE HCompliance with the Specified Quality Level (SQL)
in PPM

Order from: Naval Publication & Form Center
5801 Tabor Avenue (c) Application Information
Philadelphia, PA 19120
(215)697-2000 EIA Components Bulletin No. CB6-A, Guide for the

Use of Quartz Crystal Units for Frequency Control,
MIL-C-3098 Crystal Unit, Quartz, Gen Spec for Oct 1987
MIL-C-24523 (SHIPS), Chronometer, Quartz Crystal
MIL-F-15733 Filters and Capacitors, Radio Interference, (d) EIA-477, Cultured Quartz (Apr. 81)

General Specification for
MIL-F-18327 Filters, High Pass, Low Pass, Band Pass EIA-477-1, Quartz Crystal Test Methods (May 1985)

Suppression and Dual Functioning,
Gen Spec for INTEI(ATIONAL ELECTROTECHNICAL COUIISSION (IEC)

MIL-F-28861 Filters and Capacitors, Radio Frequency/
Electromagnetic Interference Suppression, Order from: American National Standards Inst. (ANSI)
Gen Spec for 1430 Broadway

MIL-F-28811 Frequency Standard, Cesium Beam Tube New York, NY 10018
MIL-H-10056 Holders (Encl), Crystal, Gen Spec for (212)354-3300
MIL-O-55310 Oscillators, Crystal, Gen Spec for
MIL-O-39021 Oven, Crystal, Gen Spec for IEC PUBLICATIONS
MIL-S-49433 Surface Acoustic Wave Devices, Bandpass

Filter 122: - Quartz crystal units for frequency control and
MIL-S-49433(ER) Surface Acoustic Wave Devices, Gen Spec selection.

for 122-1 (1976) Part 1: Standard values and test conditiuns
MIL-STD-683 Crystal Units, Quartz/Holders, Crystal Amendment No. 1 (1983).
MIL-STD-188-115 Interoperability and Performance 122-2 (1983) Part 2: Guide to the use of quartz crystal

Standards for Communications, Timing and units for frequency control and selection.
Synchronization Subsystems 122-3 (1977) Part 3: Standard outlines and pin connect-

MIL-STD-1395 Filters and Networks, Selection and Use of ions.
MIL-W-46374D Watch wrist: General Purpose Amendment No. 1 (1984).
MIL-W-87967 Watch wrist: Digital 122-3A(1979) First supplement.

122-3B(1980) Second supplement.
GENERAL SERVICES ADNINISTRATION 122-3C(1981) Third supplement.

283 (1968) Methods for the measurement of frequency
Order from: Naval Publication & Form Center or and equivalent resistance of unwanted

General Services Administration -'siness resonances of filter crystal units.
Service Centers in major U.S. cities 302 (1969) Standard definitions and methods of meas-

urement for piezoelectric vibrators oper-
FED-STD-1002 Time and Frequency Reference Information ating over the frequency range up to 30 MHz.

in Telecommunication Systems 314 (1970) Temperature control devices for quartz
crystal units.

ELECTRONIC INDUSTRIES ASSOCIATION Amendment No. 1 (1979).
314A (1 '1) First supplement.

Order from: Electronic Industries Association 368: - Piezoelectric filters.
2001 Eye Street, NW 368-1 (1982) Part 1: General information, standard
Washington, DC 20006 values and test conditions.
(202)457-4900 368A (1973) First supplement.

Amendment No. 1 (1977).
(a) Holders and Sockets Amendment No. 2 (1982).

368B (1975) Second supplement.
RS-192-A, Holder Outlines and Pin Connections for 368-2: - Part 2: Guide to the use of piezoelectric filters
Quartz Crystal Units (Standard Dimensions for 368-2-1(1988) Section One - Quartz crystal filters.
Holder types). 368-3 (1979) Part 3: Standard outlines.

368-3A (1981) First supplement.
RS-367, Dimensional and Electrical Characteristics 444: - Measurement of quartz crystal unit parameters by
Defining Receiver Type Sockets (including crystal zero phase technique in a iT-network.
sockets3. 444-1 (1986) Part 1: Basic method for the measurement
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of resonance frequency and resonance
resistance of quartz crystal units by zero
phase technique in a i-network.

444-2 (1980) Part 2: Phase offset method for measurement
of motional capacitance of quartz crystal
units.

444-3 (1986) Part 3: Basic method for the measurement of
two-terminal parameters of quartz crystal
units up to 200 MHz by phase technique in a
i-network with compensation of the parallel
capacitance Co .

444-4 (1988) Part 4: Method for the measurement of the
load resonance frequency fL, load resonance
resistance RL and the calculation of other
derived values of quartz crystal units, up
to 30 MHz.

483 (1976) Guide to dynamic measurements of piezoelec-
tric ceramics with high electromechanical
coupling.

642 (1979) Piezoelectric ceramic resonators and reson-
ator units for frequency control and sel-
ection. Chapter I: Standard values and con-
ditions. Chapter II: Measuring and test con-
ditions.

679: - Quartz crystal controlled oscillators.
679-1 (1980) Part 1: General information, test conditions

and methods.
679-2 (1981) Part 2: Guide to the use of quartz crystal

controlled oscillators.
Amendment No. 1 (1985).

689 (1980) Measurements and test methods for 32 kHz
quartz crystal units for wrist watches and
standard values.

758 (1983) Synthetic quartz crystal.
Chapter I: Specification for synthetic quartz
crystal.
Chapter II: Guide to the use of synthetic
quartz crystal.
Amendment No. 1 (1984).

862: - Surface acoustic wave (SAW) filters.
862-1-1(1985) Part 1: General information, test conditions

and methods.
862-3 (1986) Part 3: Standard outlines.
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