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PREFACE

The 18th Conference on Toxicology was held in Dayton, Ohio, on 1-3 November 1988. The

Conference was sponsored by NSI Technology Services Corporation Environmental Sciences (NSI-ES),

under the terms of Contract No. F33615-C-O0532 with the Harry G. Armstrong Aerospace Medical

Research Laboratory (AAMRL), Human Systems Division, Air Force Systems Command, Wright-

Patterson Air Force Base, Ohio; and the Naval Medical Research Institute Toxicology Detachment

(NMRI/TD), Wright-Patterson Air Force Base, Ohio.

Colonel John J. Coughlin, Human Systems Division, Brooks AFB, TX, served as Conference

Chairman. Deborah Ussery-Baumrucker, NSI-ES, was Conference Coordinator. Lois Doncaster, NSI

Toxic Hazards Research Unit (THRU), provided administrative support in Dayton.
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OPENING REMARKS

Captain James N. Woody

Commander

Naval Medical Research and Development Command

Bethesda, MD

Good Morning, Ladies and Gentlemen. Welcome to the 18th in the continuing series of

Conferences on Toxicology sponsored by the Air Force and the Navy biomedical research community.

I am Captain James Woody, Commanding Officer of the Naval Medical Research and Development

Command, which looks after medical research in the Navy. I am a physician, a pediatrician, and an

immunologist. I have had some experience in administering fairly toxic agents to patients to disable

their immune system for transplantation, so I have some feeling for some of the problems that you

enjoy and look after over long terms. My purpose in these opening remarks this morning is to set the

stage for this Conference. I will try to provide you with a brief history of the Conference series,

identify the laboratories invclved here, and give you a feel for why we believe this association is

extremely valuable.

This Conference traces its roots to an early concern with the toxicity of atmospheric

contaminants in sealed cabins and submarines. The initial symposium, "Submarine and Space

Medicine,' was hosted by the Navy Medical Laboratory in New London, CT, in 1958. Those were times

when long-term exposure to environmental hazards was becoming apparent as our submarines were

beginning very long operational tours (three, six, eight months), and space flight was being

considered as a realistic possibility. I may note that, during the previous year, the Navy Toxicology

Unit was established as a separate command with a mission of evaluating the toxicology of materials

as a result of such long-term exposures. A second symposium, "Toxicity in Closed Ecological Systems,"

was sponsored by the Navy's Special Projects Office and the Lockheed Missiles and Space Company; it

was held in Palo Alto, CA, in 1963.

Recognizing the need for frequent contact among the scientists in this field, an annual

conference series was initiated in 1965 here at the site of one of the premier facilities for such work.

For the first five years it was entitled "Atmospheric Contamination in Confined Spaces," with a major

emphasis on the manned space flight program. In 1970, the scope was broadened, and this was

reflected in the change of the Conference title to "Environmental Toxicology." In recent years, there

has been an increasing interest in examining fundamental mechanisms, experimental methodology,

and the application of toxicologic information to the wider field of risk assessment. This has resulted
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in a further broadening of the scope, leading to te current title of our conference, "The Conference

on Toxicology."

The association of various research activities and research facilities here deserves special

mention. Our host, the Harry G. Armstrong Aerospace Medical Research Laboratory (AAMRL), is the

Air Force's leading laboratory for toxicologic research. Its Toxic Ha-tards and Veterinary Sciences

Divisions provide the basic scientific and laboratory animal support and infrastructure. Their

authorized professional staff numbers 18. The Toxicology Detachment of the Navy Medical Research

Institute has been located here at Wright-Patterson AFB since 1976 in a cost-sharing and intellectual

cross-fertilization role. The Detachment is the direct descendent of the Navy Toxicology Unit I

mentioned earlier. It is the Navy's primary laboratory for toxicological research and provides major

input to our health risk assessment process. The authorized professional staff numbers seven.

The Toxic Hazards Research Unit (THRU) was established here by the Air Force in the early 1960s

as a government-owned, contractor-operated research facility to perform toxicology in association

with the parent Air Force activity, the AAMRL. This is the site of the Thomas Domes, a major

inhalation exposure facility. It has recently been supplemented by a state-of-the-art ambient

exposure laboratory designed by the contractor staff. Funding for the contract is on a cost-sharing

basis; the Air Force provides 75% of the funds and the Navy 25%. Support is also provided on a fee-

for-service basis to other government agencies such as NASA and the Department of Transportation.

The current contractor is the NSI Technology Services Corporation, which maintains a professional

research staff of 23 and is our host at the Conference here today.

Last year the Army joined this association by establishing the Army Medical Research Unit,

Wright-Patterson AFB, to provide veterina y pathology and laboratory animal medicine support to

the research facility. The current program has four people on board. The Army, because it has all of

the veterinarians, supplies veterinary support and pathology to rI of the military medical research

facilities.

Close ties are maintained with the academic research community in the Dayton area. Joint

appointments are held by lab personnel at universities and by university personnel at the

laboratories. Several laboratory personnel are in advanced degree programs at local universities. I

want to give you one example of how this has been extremely beneficial. Research into the

formation and toxicity of a neurotoxv: agent from the comLustion of a turbine engine lubricant was

being studied at the Navy laboratory. The Chemistry Deparement at Wright State University

synthesized samples of this material and related compounds for use as authentic standards, and a

graduate studert in the Pharmacology Department adopted the identification of its specific

mechanism of action for his thesis project.
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The association of facilities here has turned out to be extremely valuable. Problems originally

identified as relevant to one service turn out to have solutions applicable to other services. Results

from basic research frequently are immediately pressed into service in support of applied

investigations. The applied work, in turn, generally has direct significance, sometimes immediate

significance, for operational concerns. A good example is the tubrine lubricant I just mentioned.

This turbine lubricant is in wide operational use in the Navy, and there was a major concern

that a fire involving this lubricant might produce a neurotoxic gas that could lead to some fatalities.

Our Toxicology Detachment performed bioassays of the combusted fluid and the combustion

atmosphere. Our staff quickly determined that the lubricant did indeed produce the highly

neurotoxic compound, called trimethylolpropane phosphate (TMP-P), and that the oil that

condensed after combustion did contain significant amounts of it. On exposure to the combustion

atmosphere, however, no animals died in the manner characteristic of the deaths due to TMP-P

exposure, which was unusual. It turns out that TMP-P condenses out with the oil and deposits on the

surrounding surfaces at temperatures higher than it is possible to breathe and survive. Analysis of

this data and its integration into the exposure scenario of concern led to a significant change in our

perceptions of the hazards posed and the consequent risk assessment. This information, provided to

the Fleet as soon as it was confirmed in the Laboratory, resulted in modifications to both damage

control and fire fighting procedures and to cleanup procedures. The former had less to worry about;

the latter were advised to take some additional cautions to minimize skin contact. This is a major

achievement for our toxicology program because we would certainly find it very difficult to replace

this turbine lubricant in a large operational force. To show that this, in fact, was not as hazardous

under the circumstances, that other problems would be paramount, was of great interest and use to

our operational forces.

The cost savings inherent in our cost-sharing arrangements are, from the point of view of the

individual services, quite significant. A couple of examples of this interaction will demonstrate the

benefits to be realized.

The combustion work mentioned earlier is being developed as a major joint program. A

laboratory is being equipped and staffed by both the Navy and Air Force to investigate the toxicity of

combustion products of specific service-use materials. The data will be used as input to develop a

predictive model based on the results of exposures and to investigate the mechanisms of this toxicity.

Both the materials tested and the models to be developed have direct application to all the services

and to the private sector as well. In w3rk initiated separately and performed by the THRU, both the

Air Force and the Navy have investigated the toxicity of oligomers of chlorotrifluoroethylene, or

CTFE Review of the results indicated that these different oligomers shared a common mechanism of

toxicity Furthermore, data from a previous experiment appeared relevant to this interpretation. This
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has led to a new study to elucidate their comparative toxicity based on variations in chain length and

halogen substitution. Application of the results will be pertinent not only for the original materials,

which are a lubricant and a candidate hydraulic fluid, but also to many similar materials that have

wide-spread military and civilian applications. These results should also be valuable input for the

design of similar materials as part of the process of baiancing engineering performance and toxicity.

I hope I have been able to give you a brief overview of the many exciting lines of work being

performed here. I have not mentioned our work in assessing reproductive toxicology. As we deploy

more women in our Fleet, in our services, this becomes of some concern. This will be a major theme of

the Navy's 31st Occupational Health Workshop to be held this March at Virgin;a Beach. Another area

is assessing performance decrement on exposure to environmental toxicants. This ic an area that has

achieved a great deal of interest recently as we move toward more collective protection

environments both on our ships and in other areas. The large number of Air Force programs is also

highly significant.

This year's Conference will review several areas of active research that are transforming

toxicology from a descriptive to a quantitative science and that have significant impact on the

applications of toxicologic information to the risk assessment process. Colonel John Coughlin, in the

Welcoming Address, will provide more details on the changing face of toxicology and its application

to the real-world problems we must all contend with. Dr. Melvin Ande.sr.n, Senior S-'entist for the

Toxic Hazards Division here at the Armstrong Aerospace Medical Research Laboratory, will then

illustrate how the individual sessions support the Conference goal.

I would now like to introduce Colonel John Coughlin, the Confer( ice Chairman, who will be

giving the Welcoming Address. Colonel Coughlin is the Deputy for Environmental Protection at the

Human Systems Division of the Air Force Systems Command.
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WELCOME ADDRESS

Colonel John J. Coughlin

Deputy for Environmental Protection

Human Systems Division

Brooks Air Force Base, TX

Good Morning, Ladies and Gentlemen. I am John Coughlin, the Deputy for Environmental

Programs in the Air Force Systems Command's Human Systems Division, headquartered at Brooks

AFB, the parent organization of our host laboratory today, AAMRL.

On behalf of my boss, Major General Doppelt, the Commander of the Human Systems Division,

i is indeed my pleasure to welcome you to this 18th Conference on Toxicology. This year's

Conference provides an excellent selection of presentations on a very broad range of topics. Both

environmental and occupational issues will be addressed, and considerable emphasis will be placed

on contemporary initiatives in quantitative toxicology, the theme of this year's Conference.

My first exposure to quantitative toxicology was some 18 years ago while I was assigned at

Space and Missile Systems Organization in Los Angeles. At that time, SAMSO was preparing to

transferor extend the Titan space launch operations from our east coast launch site at Patrick AFB to

the west coast launch site at Vandenberg AFB. And, of course, with different demography, totally

different micrometeorological conditions, not to mention the very near proximity of one of the

largest commercial flower fields in the country at the Vandenberg launch site, General Phillips, then

SAMSO commander, had several questions concerning risk assessment and the likely toxicological and

environmental consequences of that west coast bed-down of Titan operations. Those questions gave

me my first opportunity to visit the Toxic Hazards Division here at AAMRL, and I found that the

science and technology base existing in the Air Force and the Toxic Hazards Division was indeed

expert. I gave them a list of the boss' questions, and in two days I had a beautiful three-page point

paper, succinct and to the point, based on the Farmers' Almanac, the Burpee Seed Catalog, and

demographics in the most recent census, that indeed gave a quantitative risk assessment of the

likelihood of environmental damage associated with Titan operations out of Vandenberg and in the

surrounding area. But the senior scientist at the time felt, as I was departing, that I needed my first

lesson in quantitative toxicology and he said "John, now you must remember, toxicologists are a very

discrete, distinct, and disciplined category of scientists, and before we can give a risk assessment, we

must be totally confident that we are 100% right, at least 14.25% of the time." With that

perspective, I was somewhat less enamored about going back and briefing General Phillips.
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Fortunately, for the good of the Titan program and for the future of quantitative toxicology, not to

mention the future of a then young captain, the Toxic Hazards Division has proven to be 100% right

far more frequently than 14.25% of the time over the last 28 years I have been privileged to work

with them.

Although the emphasis of these conferences has changed over the years, they have all shared

one unique element; that is, providing a forum that encourages personal participation in the

exchange of knowledge, an opportunity to roll up our shirt sleeves, loosen our ties, and honestly

exchange ideas and opinions face to face. I trust this Conference will continue this fine tradition.

Remembering this, I strongly encourage each of you to contribute your candid opinions and

constructive guidance to these discussions. The success of the Conference depends on each of you

actively participating.

This year's emphasis on contemporary initiatives in quantitative toxicology is indeed timely. In

the past, much of toxicology was purely descriptive and we have indeed come a long way from

counting up-turned limbs and dividing by four. Today's toxicologist is tasked with an enormous

responsibility; a responsibility to identify potentially hazardous substances from an ever-increasing

universe of new chemicals and materials, and with ever-decreasing resources. This frequently means

less money, less equ;pment, less animals, and most assuredly, always less time. We simply no longer

have the luxury of performing studies on large numbers of animals to identify the adverse effects of

every chemical now known to man. These methods are neither cost-effective nor sufficiently timely

for providing crucial evaluations in a society that is aggressively pursuing tomorrow's technologies

and systems today. The stark reality has moved us into the light of quantitative toxicology.

Techniques are emerging that show promise to effectively screen and to reliably predict the

effects of potentially hazardous substances on man. This is accomplished through strategic toxicity

tests and computer simulation. However, the computer axiom - garbage in, garbage out- holds

especially true in this promising field of quantitative toxicology. More than ever, it is important to

carefully design and perform studies that will provide high-quality data that can be relied upon and

followed up on computer simulations. In turn, computer simulations make viable alternatives to

animal testing possible and will reduce the number of animal studies required by providing more

effective experimental design and analyses. There is growing recognition of the need for more

scientifically valid methods of estimating a quantitative risk from a given environmental or

occupational exposure. It would be wonderful if we could totally eliminate the potential for

exposure to any chemical for which there was any evidence of toxicity, however, such is not the case.

Realities are that cost benefit decisions must be made and the scope of the task is sobering.

10



Estimates of total cost for Superfund remedial actions alone are expected to be more than

150 billion dollars by the year 2000. These hazardous waste sites must be prioritized because

obviously, from an economic view alone, they cannot all be cleaned up at once. This prioritization is

critically dependent on an accurate assessment of the risk entailed by exposure to what is often a

complex mixture of chemicals of varying toxic effects. These decisions will hinge on a determination

of potential risk. The proper resolution of these and many other questions requires the development

of quantitative modeling techniques. We are proud of the advances in this area that have been made

at the Toxic Hazards Division of the Armstrong Aerospace Medical Research Laboratory, but much

remains to be done, as should be clear at the close of today's session alone.

I am excited by the potential of quantitative toxicology and believe that this Conference will

indeed capture some of that potential. I hope you agree and will give your full support toward

making the Conference fruitful. Again, welcome and best wishes for a successful conference.

I am pleased now to have the opportunity to introduce Dr Melvin Andersen, Senior Scientist for

the Toxic Hazards Division, who will provide a few introductory comments on the technical content of

the agenda for the next two and one-half days. Thank you.
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INTRODUCTORY ADDRESS

Dr Melvin E. Andersen

Senior Scientist
Toxic Hazards Division

Wright-Patterson Air Force Base, OH

I was very pleased this morning to be here in the audience and listen to Captain Woody and

Colonel Coughlin talk. I have ties to both the Navy and the Air Force part of the program at Wright-

Patterson. I came to Wright-Patterson AFB in 1977 with the Navy group from Bethesda, MD. I had

joined the Navy because I was from New England and liked the water. But after six years they sent me

to Ohio. I was afraid that with that kind of direction I best do something about it. In 1977 1 left the

Navy and joined the Air Force Toxic Hazards Division as a civilian. I have been here ever since. The

two gentlemen who have talked to you represent the higher DOD echelons to which the toxicology

organizations report; that is, they represent the Navy Medical Research and Development Command

and the Human Systems Division. It is through the support of these organizations that the toxicology

groups here at Wright-Patterson AFB have been able to maintain viable, productive programs that

have been contributory to the efforts of both services. In the past two years, we have also welcomed

the Army Pathology Unit here to Wright-Patterson to provide tri-service representation in our

toxicology efforts.

My total service here has spanned only 10 years, a small portion of what really is quite a

successful history of this laboratory. It is a history that goes back to concerns that both the Air Force

and the Navy had for the toxicity of materials in closed atmospheres. In response to those needs, the

organizations independently, the Navy in Bethesda, MD, and the Air Force here at Wright-Patterson,

established units to conduct continuous exposures on animals forwhat was then quite long periods

of time: 90 days or even 180 days. These experiments were really unheard of in the late '50s and early

'60s and much of the early work in what was considered chronic toxicology was done by the two

services for a very particular reason: to support military systems in which men and women would be

chronically exposed for these longer periods of time. At Wright-Patterson, the organization

developed contained both contracto.'-operated facilities as well as an in-house research staff. The

Navy's facility in Bethesda was predominantly an in-house research organization.

Last year when I introduced the Conference, I explained that much of the early work done by

both organizations, not unlike work done by other federal organizations or industrial sector

toxico' ngy laboratories, was primarily observational in nature. A good deal of information needed to

be accumulated on a whole variety of chemicals that had been poorly studied to that point. These

were chemicals that were going to be found in the various space and enclosed systems that the Air
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Force and Navy were interested in. For many years there was a significant backlog of chemicals to be

studied and the services had their hands full with routine testing needs. As that backlog cleared up

somewhat, there were questions raised about the value and interpretability of some of these

experiments. In the Air Force side of this operation, starting about 10 years ago, there were efforts

made o develop programs to look at the relevant tissue dose that was derived from exposures to

particular chemicals. At that time Dr Ken Back and Ms Marilyn George developed a laboratory

development plan in pharmacokinetics. This was a significant initiative toward a more quantitative

approach to looking at the disposition of chemicals. More importantly, this plan also represented

development of an intellectual strategy of how you might begin to interpret these toxicology

experiments in a quantitative way.

These changes, from observational approaches to approaches that combine careful, detailed,

observational toxicology studies with more quantitative descriptions of the disposition of chemicals

and the likely impact that disposition would have on biological outcome, have developed slowly,

but the approach is now fundamental in our approach to hazard identification with toxic materials.

Part of that improvement is coming about as we have increased the size of the operation here,

especially the interactions between the Navy and the Air Force and other local organizations

including Wright State University and the University of Dayton.

Last year's Conference, as those of you who were here will remember, featured one of the

country's first conferences with a give-away computer. It was only on a poster, but we felt it was at

least symbolic that there was an effort here in our Laboratory to incorporate quantitative modeling

into the very fabric of studies on chemical toxicology. This modeling approach is as an adjunct to

good, careful observational and mechanistic studies. It aids in interpretation and helps in assessing

the relevance of animal studies for people. Last year's Conference stressed advances in

pharmacokinetic modeling and pharmacodynamic modeling, quantitative structure-activity

relationships and the development of some new techniques, such as in flow cytometry. This year we

have tried to extend this concept of quantitative toxicology into some new areas, and we hope that

this will be a continuing emphasis of the Conference.

So today we begin a Conference that has five sessions. The overall theme that ties the

Conference together is contemporary initiatives in quantitative toxicology. There is a session on

strategies for improving toxicity testing, and I won't really discuss this one in very great detail because

Dr Ray Kutzman will come up and tell you what he thinks that session's going to be. I can discuss the

other four, because I suspect that you will forget whatever remarks I make before the session

chairmen introduce them.
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It is clear that there are two processes involved in improving our ability to extrapolate

laboratory results from the animals that we test to people. One is to have a better understanding of

what happens in the animals and make sure that the experiments give information on the factors

that are common between the test animals and humans. One thing that we must always have our

minds on is doing the best possible toxicity tests, and the first session discusses this. We should also

consider improvements in toxicity testing using various screens and other approaches to finding an

economical and efficient way of doing toxicology testing on the many different chemicals.

The second session is on toxicity and interaction of mixtures. The session chairman, Dr Yang,

likes to tell me, after I get done spouting off about doing pharmacokinetics and being quantitative,

that it's easy for me to say because I am only interested in one chemical at a time. People out there in

the real world are interested in enormously complex mixtures of chemicals. In the Installation

Restoration Program of the Air Force, we are concerned with all the chemicals that are found in water

supplies and the atmosphere near some bases. These systems are really very complex mixtures of

large numbers of chemicals.

In the third session on experimental data and carcinogenesis models, we are actually bringing a

group of people together to help the staff here as we work through a particular problem in

pharmacokinetics and pharmacodynamic modeling of cancer. There are new initiatives in

quantitative toxicology to develop realistic two-stage models for the cancer process. There are very

elegant theoretical and intellectual constructs, but they lack a good strong data base at present. We

have to learn much more about the processes that are described by these quantitative models and

help use these models to design better experiments. We hope that bringing this group of experts

together will help our own staff in addressing some of these difficult questions.

The fourth session is on environmental modeling. This session recognizes the fact that we are

interested in two problems in toxicology. One, Ithe toxicology of the chemicals in a particular

organism emphasizes the effect of the chemic.l directly. The second part of the real world problem is

exposure. How likely are people to be exposed to particular chemicals? The fourth session describes

environmental modeling in a very general way, looking at multimedia types of exposure for different

chemicals.

Iwill chair the fifth session as a last minute replacement for Colonel Mike McNaughton. This

session is on advanced techniques in hazard assessment. It takes a look at some of the new initiatives

and how you incorporate a variety of biological and toxicological information into actually making

risk assessments and hazard assessments. A good bit of this session will focus on estimating

uncertainties in cancer risk assessment approaches.
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We hope that the common theme that ties this Conference together is the need for

quantitative information to be developed in toxicology. This information is especially necessary for

decision-making in terms of setting acceptable human exposure limits. The Conference's purpose is

to bring together a variety of people, representatives from the Department of Defense (Air Force,

Navy, and Army), from academia, from other laboratories in the federal sector, and from industry, to

discuss these questions actively in a common environment that will help us here at the Toxic Hazards

Division and the Navy Toxicology Detachment to do our job better.

I ask that you not be bashful. As Colonel Coughlin said, this is a chance to listen, learn, and

interact. The sessions are arranged such that there will be a short time after each talk for some

discussion and points of clarification, and there will be a chance at the end of each session for all of

the speakers to come up to the podium where we can have a joint discussion period. It's been one of

the goals of all of our Conferences to make those discussion sessions as active as possible, and they

have frequently been that- active and informative for all of us. We hope that we can continue that

tradition with our Conference here today.
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SESSION I

STRATEGIES FOR IMPROVING TOXICITY TESTING

Dr Raymond S. Kutzman, Chairman
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A QSAR MODEL FOR THE ESTIMATION OF CARCINOGENICITY.
EXAMPLE APPLICATION TO AN AZO DYE

Kurt Enslein and Harold H. Borgstedt

Health Designs, Inc., 183 East Main Street, Rochester, NY 14604

SUMMARY

Because carcinogenicity bioassays are time-consuming, costly, and use animal resources,

structure-activity relationship (SAR) equations that model toxicological endpoints have been

developed to make alternative methods available which approximate the results that could be

obtained from bioassays, but which are less expensive and time-consuming and use fewer, if any,

animals. These equations are based on sets of bioassay results and explain the endpoint under

consideration in terms of substructural and other parameters that describe the chemical entities. The

resulting equations - or models - can then be used to estimate - or predict- the endpoint for new

structures. The estimation is followed by validation procedures.

INTRODUCTION

SAR models have been developed for several toxicity endpoints, including carcinogenicity (1],

mutagenicity (Ames) [21, skin irritation [3], eye irritation [4], teratogenicity [5], rat oral LD50 [6],

Daphnia magna EC50 [7], fathead minnow LC50 [8], and biodegradability [9]. The following discussion

is limited to a model of carcinogenicity.

History of the Use of QSAR

SAR methodology in the development of pharmaceuticals and agricultural chemicals has been

pioneered in the United States by Corwin Hansch [101; only relatively recently have SAR methods

been applied to toxicity endpoints. SAR models of toxic endpoints have been developed by, among

others, Free and Wilson (11] and Wishnok et al. [12,13], who have developed carcinogenicity models,

as have Klopman [14], Jurs et al. [15], Jurs [16], Yuta and Jurs [17], and Enslein et al. [1]. Most previous

models differ from the one described in this paper principally in that they are based on homologous

or at least closely related series of chemicals, whereas the model described here is based on a

structurally heterogeneous set.

MATERIALS AND METHODS

Model development begins with assembly of a data base of compounds for which

carcinogenesis bioassay results are available. This is followed by selection of parameters that are

potentially related to the endpoint. Regression and discriminant analysis techniques are then used to

17



select important parameters and weight them. Various validation procedures then follow. The entire

process has been described in detail [1, 18].

Data Bases

The data base for the carcinogenesis model was assembled from National Cancer

Institute/National Toxicology Program (NCI/NTP) rodent lifetime carcinogenesis bioassays for most of

the carcinogens and 18 of the noncarcinogens. Additionally, ten clearly positive human carcinogens

were selected from the Fourth Annual Report on Carcinogens [19].

Griesemer and Cueto [20] published a review of 196 NCI/NTP bioassays on 185 chemicals. They

classified the chemicals according to the strength of evidence for or against carcinogenicity in rats

and mice (see Table 1). Categories 1 through 5 contain compounds for which the evidence for

carcinogenesis is more or less convincing. Categories 6, 7, and 8 contain compounds for which the

evidence for or against carcinogenicity is too equivocal to permit evaluation, and Category 9 contains

compounds for which negative evidence was deemed convincing. Griesemer and Cueto (20] have

since reviewed reports published after their original publication [personal communication], including

all reports and draft reports up to No. 330. Also included in this review were five reports on

comparable studies conducted under the auspices of the Chemical Industry Institute of Toxicology.

TABLE 1. NCI/NTP BIOASSAY DATA

Category Evidence for Carcinogenicity Number of Chemicals
1 Very strong in two species 31

2 Very strong in one species, sufficient 9
in second species

3 Very strong in one species, none in 33
second species

4 Sufficient in two species 12
5 Sufficient in one species, none in 29

second species
6,7,8 Equivocal, no determination possible 53

9 None in two species 18
Total 185

After removal of duplicates, mixtures, materials of uncertain chemical composition, and other

compounds unsuitable for modeling, the numbers of chemicals shown in Table 1 were suitable for

classification. As seen in Table 1, there were only 18 negative compounds, creating a very

unbalanced distribution of carcinogens and noncarcinogens. Other sources of negative data were

therefore considered.
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IARC Reviews [21] and lists of compounds published in Public Health Service Publication 149

[22] were found to be inadequate because they included compounds for which at least some positive

evidence existed, or chemicals that had been tested using unsuitable or questionable methodology.

The (U.S.) Code of Federal Regulations, Vol. 21 [23] contains lists of chemicals that have been used,

often in substantial quantities and for substantial lengths of time, as food additives and which are at

least putatively noncarcinogenic.

Two hundred and ten chemicals were selected from these lists to represent a variety of

chemical substructures. Repetitive series, isomers, compounds with repetitive substituents (as often

found in flavor materials) were not included, as well as compounds with an uncertain status, such as

eugenol.

The Physician's Desk Reference [24] contains manufacturer-supplied information on drugs

marketed in the United States. Sometimes there are statements regarding the noncarcinogenicity of

the drug in question, along with remarks about the testing protocol.

Additional information on these bioassay results was obtained from cooperative

manufacturers or from the U.S. Food and Drug Administration to permit an evaluation of the

adequacy of the testing, particularly in relation to comparability with standard NCI/NTP bioassays.

Over 60 compounds were identified as negative on the basis of acceptable testing and were included

in the data base.

Some of the more important chemical structures and substructures represented in the

combined heterogeneous data set are shown in Table 2.

During model development 46 compounds had to be removed from the data base for various

reasons: atypical structure, structure was a statistical multivariate outlier, questionable bioassay

results, and such.

Compound Estimation
The SAR equation, which has the form shown below, is evaluated for the compound of

interest. First, parameters for the equation are generated, then their values are entered into the

equation, and, finally, the probability of carcinogenicity is calculated.

The equation takes the following form:

Discriminant score = Constant + (coefficient 1 x variable 1)
+ (coefficient 2 x variable 2)
+ (coefficient 3 x variable 3)
. ..........................

+ (coefficient N x variable N)

The discriminant score is then entered into an exponential equation from which the probability is

calculated.
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TABLE 2. CHEMICAL'GROUPS IN THE CARCINOGENICITY MODEL

Carcinogencity

Chemical Class Neg Pos

Halogen-Containing Structures

Chlorine 17 46

Bromine 0 5

Fluorine 4 0

Alcohols 99 8

Organic Acids 13 6

Esters 58 2

Amines

Primary 11 37

Secondary 27 3

Tertiary 16 13

Amides

Primary 5 0

Secondary 11 8

Tertiary 2 3

Lactams 4 0

Ureas, Guanides, etc. 7 5

Nitriles 0 1

Nitro, Nitroso Structures 2 14

Nitrosamines 2 5

Hydrazines, Hydrazides, etc. 7 9

Sulfamines 6 0

Sulfoxides 3 1

Sulfones 6 1

Sulfonates 3 1

Disulfides 1 0

Phosphorus-Containing Structures 1 5

Carbon Rings 147 64

Oxygen-Containing Rings 11 5

Nitrogen-Containing Rings 30 6

Oxygen and Nitrogen-Containing Rings 2 0

Sulfur and Nitrogen-Containing Rings 5 2

Non-C, 0, N, S-Containing Rings 0 2

Miscellaneous Structures 37 0
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Estimability and Validation

While it is always possible to calculate a discriminant score, one needs to assess the degree of

confidence that can be placed in it. First, it must be determined whether the structures in the model's

data base adequately cover the compound to be estimated in terms of substructures, and, secondly,

the compounds in the data base which contain these substructural features must be reviewed to

compare their carcinogenicity ratings with the estimated compound.

RESULTS

In addition to the constant, 42 parameters were used in the model equation, 38 of which were

dichotomous. The four continuous parameters included two molecular connectivity indices (MCI) [25]

(see Figure 1 for examples), and two that described the longest chains of atoms in molecules and the

longest paths in ring systems.

Path Cluster Chain Path/Cluster

Figure 1. Examples of MCIs.

DIFPATO, the parameter obtained as a difference in the zero-order valence and simple

connectivity indices, quantifies information about heteroatoms in a molecule, while the descriptor

SUMPAT1 partially encodes overall electronic and volume characteristics of a molecule.

Table 3 shows the variables in the equation and the sign of their coefficients. A coefficientwith

a positive sign adds to the probability of carcinogenicity; a negative one reduces it. Within each

section, the variables are ranked from most important to least important according to the;r power to

distinguish carcinogens from noncarcinogens. Space limitations make it impractical to provide all the

documentation that would be needed to interpret the coefficient values meaningfully. These values

have, therefore, been omitted.

When the resubstitution method for validation was applied to the equation, the classification

shown in Table 4 was obtained.

The compounds classified as indeterminates are those for which the probability of

carcinogenicity was calculated to lie between p = 0.3 and p = 0.7; that is, the probabilities lie too close

to chance (0.5) to be useful for a decision as to positivity or negativity.
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TABLE 3A. PARAMETERS WITH POSITIVE CONTRIBUTION TO CARCINOGENICITY IN THE
MODEL EQUATION

Description
Longest atom chain in non-ring molecule
Hydrazine
Aryl amide
Primary or secondary chlorine fragment (non-beta phenyl)
Any aliphatic bromine
Azo fragment
Aliphatic 3-branched nitrogen (non-amide)
Ring carbonyl
Aliphatic halogen
Nonaromatic ring chlorine
Benzene
Oxirane
Two benzenes linked via 4-branched carbon
Aryl amine
Aryl nitro
Number of electron releasing groups on single benzene
Summed path MCI order 1
NH substituted with one electron-releasing group and

one electron-withdrawing group
N substituted with two electron-releasing groups and

one electron-withdrawing group

TABLE 3B. PARAMETERS WITH NEGATIVE CONTRIBUTION TO CARCINOGENICITY IN THE
MODEL EQUATION

Description
Saturated primary or secondary aliphatic ester (non-beta

phenyl)
Longest aliphatic carbon chain in molecule
Secondary aryl amine
Methyl amine fragment
Two electron-withdrawing groups bound to NH
Aliphatic aldehyde
Aryl sulfonic acid
Two electron-releasing groups on single benzene ring (Para)
One withdrawing group and two releasing groups (1, 2, 5) on

single benzene
Piperidine
Piperazine
Hetero-ring linked to benzene in no. 2 position
Dialkyl detone
Primary aliphatic alocohol
Aryl alcohol
Aryl methoxy
Aryl aldehyde
Difference path MCI order 0
Ethane or ethylene between one releasing group and one

withdrawing group
3-Carbon chain between one electron-withdrawing group and one

electron-releasing group
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TAlLE 4. DISCIUMINANT ANALYSIS CLASSIFICATION

ESTIMATE

Carcinogens Indeterminatea Noncarcinogens

Carcinogens 100 1

BIOASSAY 3

Noncarcinogens 3 268

Indeterminates: 3/375 = 0.8%

False Positives: 3/372 = 0.8%b or
3/217 = 1.1%c

False Negatives: 1/372 = 0.3%b or
1/101 = 1.0%c

Overall accuracy: 368/372 = 98.9%

F = 43.0,-with 43 and 331 DF

* ntheregionofchnceprobability(p = 0.5 ± 0.2).
b Dknom inator consistsof all compounds not in the indeterminate group.
' Denominator indudes only negative or positive compounds, respectively.

The following compounds were falsely classified as positive.

CAS NO. NAME

7779-77-3 Isobutyl Anthranilate

86-57-7 1-Nitronaphthalene. Except for this structure the aryl nitro entity has
consistently identified carcinogens.

95-50-1 1,2-Dichlorobenzene. Aryl chlorides have consistently exerted a positive
influence.

The following compound was falsely classified as a noncarcinogen.

CAS NO. NAME

78-42-2 tris-(2-Ethylhexyl) Phosphate

ESTIMATION EXAMPLE

We have chosen to use Cl Disperse Yellow 3 as an example. Its structure is shown in Figure 2a.
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The estimation process begins with a scan of the chemical entity for substructure. (keys) which

are present in the carcinogenesis equation as well as in the subject chemical. These keys are shown in

Figures 2b-2e. Note that while an aryl amide, an azo fragment, and such have been identified as

being used in calculation of the estimate, other parts of the molecule - the methyl on the first ring

and the aryl carboxylic acid - are not being used in that calculation.

H3C

N N -a NH CH-7 CH3

OH

2a. Cl Disperse Yellow 3

H3C

N N- -- NH- C I

OHCH 3

2b. Aryl Amide

H3C

LN ) = N ,- ) -NH-C
CH3OH

2c. Azo Fragment

N=N % NH C(
/ CH3

OH

2d. Benzene

H3C

"-" LCH3

',. OH "I

2e. Aryl Alcohol

Figure 2a-2e. Keys Contained in Both the Model and Cl Disperse Yellow 3. These keys are used in
making the estimate of carcinogenic potential.
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On the basis of this information, it must be decided whether the compound is covered well

enough by the compounds from which the model was constructed so that one can decide whether

the estimate is useful. This question can be answered in the following way: When the equation was

developed, a set of parameters was generated from the compounds in the data base. Some of these

parameters were more useful than others in explaining carcinogenicity; these were used in the

equation. The remaining parameters, while describing substructural aspects of the compounds in the

date base, were not important enough to be included in the equation because there is a statistical

incentive to limit the number of parameters in the model to a fraction of the number of compounds

in the data base. These keys were sequentially searched to determine which of them also cover Cl

Disperse Yellow 3. The resulting keys are shown in Figures 3a and 3b. Note that the methyl group and

the carboxylic acid group are present with sufficient frequency in the compounds in the data base

and, together with the keys in the equation, completely cover Disperse Yellow 3. We can, therefore,

be confident that Disperse Yellow 3 is estimable by the model. The estimate is shown in Table 5.

H3C
Hu0 0

N N NH,-AC s

- CH 3
OH

3a. Non-Ring Carbonyl

SH3C I

N = N NH- CH3

OH

3b. Aryl Methyl
Figure 3a-3b. Keys Not in Equation, but Providing Evidence for Coverage of Cl Disperse Yellow 3

by Chemicals in the Model Data Base.

TABLE 5. CARCINOGENESIS ESTIMATE FOR DISPERSE YELLOW 3

Estimate for Positive Endpoint u 1.000

Cross Product

Aryl amide 11.791
Azo fragment 20.892
Longest aliphatic carbon chain in molecule -1.290
Benzene 2.025
Aryl alcohol -2.463
Summed path MCI order 1 7.333
Difference path MCI order 0 -7.624
Constant term -13. 573

17.092
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The listed parameters are used in the estimation of the probability of carcinogenicity,

expressed as a p-value, if Disperse Yellow 3 were assayed in a two-year, two-species NTP testing

protocol, as evaluated according to Griesemer's criteria. For the calculation of the cross-products in

Table 5, the value for each parameter used for the prediction of carcinogenicity for Disperse Yellow 3

was calculated. The value for the respective parameter was multiplied by the coefficient for that

parameter in the discriminant equation, resulting in the listed cross-products. A negative cross-

product signifies that the corresponding parameter reduces the probability of carcinogenicity,

whereas a positive cross-product increases it. We have already described above the keys used in the

equation. Note that the relative importance of the parameters can be judged by the magnitude of

the cross-products, the aryl amide group and the azo bond being particularly important in

determining the carcinogenicity of Disperse Yellow 3.

Validation of the Estimate

Now the data base from which the model was developed with these important parameters can

be searched to determine whether compounds in the data base that have some of these above-

mentioned substructural features can be used to validate the estimate. Figures 4a through 4f show

the compounds in the data base that contain an azo fragment. For each compound the CAS number is

displayed, as well as presence or absence of carcinogenicity, and the source of the data. For example,

Figure 4a shows that azobenzene itself is a carcinogen, and that the source was the paper of

Griesemer and Cueto [22]. The search for data base compounds with the azo fragment showed the

following: azobenzene (Figure 4a), the parent compound of Disperse Yellow 3, is a carcinogen;

phenazopyridine HCI (Figure 4b) is a carcinogen, and its carcinogenicity is probably enhanced by the

amine groups on the pyridine ring; and FD & C Yellow No. 6 (Figure 4c), on the other hand, is a

noncarcinogen (note that the salient differences between this compound and the prior two are the

two sulfonic acid groups; the same is true for CI Acid Red 14 (Figure 4d); Cl Solvent Yellow 14

(Figure 4e), on the other hand, is a carcinogen -there are no sulfonic acid groups). Finally, D&C Red

No. 9 (Figure 4f) is a carcinogen; it has only one sulfonic acid group. It is interesting to examine the

carcinogenicity estimate (Table 6) for this compound. As in the case of Disperse Yellow 13, the

contribution of the azo fragment dominates the cross-products, but the negative coefficient for the

aryl sulfonic acid entity reduces the sum of cross-products so much that the probability of

carcinogenicity for D&C Red No. 9 is lower than that for Disperse Yellow 13. If another sulfonic acid

group were attached to D&C Red No. 9, the sum of cross-products would be negative, and, therefore,

the probability of carcinogenicity for this modified compound would be very low. It is the influence of

the two sulfonic acid groups in the other dyes cited above that probably renders them

noncarcinogenic.
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N= H2NN = N O

NH2

4a. Azobenzene 4b. Phenazopyridine Hydrochloride
CAS: 103-33-3 CAS: 136-40-3
Actual: Positive Actual: Positive
Ref.: Table 3/RPT #154 Ref.: Table 1/RPT #99

O OH HHOH

OHO OH

OH

4c. FD&CYellowNo.6 4d. C.l. Acid Red 14
CAS: 2783-94-0 CAS: 3567-69-9
Actual: Negative Actual: Negative
Ref.: Table 9/RPT #208 Ref.: Table 9/RPT #220

HO 0

BN = N C'' Hl

OH CH3

4e. C.l. Solvent Yellow 14 4f. D&C Red No. 9
CAS: 842-07-9 CAS: 5160-02-1
Actual: Positive Actual: Positive
Ref.: Table 3/RPT #226 Ref.: Table 3/RPT #225

Figure 4a-4f. Compounds in the Model Data Base Containing an Azo Fragment.
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TABLE 6. CARCINOGENESIS ESTIMATE FOR D&C RED NO. 9

Estimate for Positive Endpoint - 0.828

Cross Product

Azo fragment 20.892
Longest aliphatic carbon chain in molecule -1.290
Aryl sulfonic acid -9.183
Benzene 2.025
Aryl alcohol -2.463
Aryl chlorine 5.873
Summed path MCI order 1 9.206
Difference path MCI order 0 -9.917
Constant term -13. 573

1.570

The compounds that contain the aryl amide fragment of Disperse Yellow 13 are shown in

Figures 5a-5c. Note that the first two are carcinogens, but that acebutolol is not. Analysis of the

estimate for this compound (Table 7) shows that the probability of it being a carcinogen is reduced by

the one electron-withdrawing group and two electron-releasing groups on the benzene ring in the 1,
2, and 5 positions, and that there is a rather long aliphatic carbon chain.

One might also consider searching the data base with some of the other keys, but that search is

not likely to add further information because their cross-products are so much smaller than those of

the aryl amide and azo fragments. For the topological parameters, one only needs to determine

whether their values are within reasonable statistical bounds of the values for the compounds in the

model data base. There are only rare instances in which the MCI values are more than 2.5 standard

deviations from their mean. In this particular instance, the values are well within one standard

deviation, and are, therefore, acceptable.

In summary, from the result of this search, one can have a relatively high level of confidence in

the positive carcinogenicity estimate for Disperse Yellow 13.

DISCUSSION
As is the case with all QSAR models, the quality of the model depends on the quality of .hc

data used to develop it. Many compounds selected for the NCI/NTP bioassays car', a ., 'Sumptin of

being carcinogenic, so it is unlikely that there will ever be enough Io.=drinogenir results from

NCI/NTP bioassays.

We believe that the list of chemicals in CFR 21 is a reasonable alternate source of putative

noncarcinogens and that the inference of negativity is sufficiently reliable. The pharmaceutical

compounds in the data base have all been tested under protocols identical or very neal.y identical to

that specified by NCI,'NTP. The inclusion or exclusion of candidate parameters and certain ompoonds

was conditioned by the need to develop equations that are useful for the prediction of the

carcinogenic potential of untested compounds, rather than the elucidation of mechanisms of

carcinogenesis.
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H 2 CH
H3C- CH2- 0- - NH- CS. H

5a. 3-Amino-4-ethoxy Acetanilide
CAS: 17026-81-2
Actual: Positive
Ref.: Table 5/RPT #112

H3C- CH2- 0 N- C-0o
-t)- CH3

5b. 3-Nitro-para-acetophenetide
CAS: 1777-84-0
Actual: Positive
Ref.: Table 5/RPT #133

HON.
CH ,,- CH2 - 0 NH- -C,,

CH2  CH2

/ O C CH2
NH

CH3 CH3

H3C- CH

CH3

5c. Acebutolol
CAS: 37517-30-9
Actual: Negative
Ref.: Physician's Desk Reference

Figure 5a-5c. Compounds in the Model Data Base Containing an Aryl Amide.

All present QSAR models of carcinogenicity have limitations. Pairs of chemicals exist in which

small structural differences make the difference between carcinogen'city and noncarcinogenicity, for
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TABLE 7. CARCINOGENESIS ESTIMATE FOR ACEBUTOLOL

Estimate for Positive Endpoint = 0.001

Cross Product

Aryl amide 11.791
Longest aliphatic carbon chain in molecule -3.871
Benzene 2.025
1 Withdrawing group and 2 releasing groups

(1, 2, 5) on a single benzene -8.485
Number of electron releasing groups on a

single benzene 2.921
Summed path MCI order 1 9.192
Difference path MCI order 0 -7.581
Constant term -13. 573

-7.581

example, benzolalpyrene/pyrene and eugenol/methyl eugenol. No QSAR equation or similar

predictive system can presently be expected to deal with such special cases systematically.

When explanations for the differences in the behavior between members of such closely

related pairs are discovered, one might be able to devise and incorporate parameters reflecting that

knowledge in the equations. This applies particularly to parameters that portray biotransformation

and pharmacokinetic factors. We currently are attempting to at least partially take into account

detoxification by including keys for electron-donating and -withdrawing groups. We expect that our

capability for dealing with these issues will be enhanced by the ability to calculate electronic charge

distribution for whole molecules as we have done in several other SAR models [7,8] and by devising

three-dimensional topological parameters to describe entire molecules as well as substructures.

The use of the model for the estimation of untested compounds should be more or less

confined to the space (or variety) encompassed by the chemicals and chemical substructures of the

model's data base, even though there may be a temptation to extrapolate too far outside the

boundaries of that space; the search for covering substructures and similar compounds is done to

counteract that temptation. For example, the model cannot be used for lactones, anhydrides, and

other features that are not adequately represented in the data base.

The validation process is somewhat subjective. Complete substructural representation of a new

structure by the data base is not always achieved and the judgment as to whether coverage is

adequate depends at least in part on the use to which an estimate will be put. The validation of an

estimate should generally be performed by someone familiar with the toxicological characteristics of

,he compound in question and the class to which it belongs, and also the intended use or anticipated
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exposure factors. These have considerable influence on the judgment regarding the validity and

usefulness of an estimate.

The directed search of the data base for prtinent structures and substructures may also serve

as a guide for additional searching of the toxicological literature.

The model described above is currently being enhanced in two ways: (1) chemicals are being

included that have been tested under other than the NCI/NTP protocol, and (2) relative weighting of

the compounds is performed to reflect the degree of confidence in individual data points. We expect

that the result will be a model applicable over a considerably wider span of chemical structures and

substructures as well as one having a level of performance at least equaling the model described

above.
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GENOTOXICITY TEST DATA
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SUMMARY

Determining the genetic hazard of a chemical is generally approached by using an assortment

of tests for measuring the DNA reactivity of a chemicai or its resultant genotoxicity. Over 100 short-

term tests employing a wide diversity of species and genetic mechanisms have been used to measure

genetic hazard. To date, attempts to achieve a standard test battery for defining genetic hazard have

not been successful. Consequently, testing for genetic hazard involves the use of test batteries with

variable types and numbers of assays. This increases the difficulties of interpreting data sets because

the data sets are often filled with inconsistent responses from diverse types of assays.

Several years ago, the International Commission for Protection Against Environmental

Mutagens and Carcinogens established a committee to establish a method to compile and interpret

diverse short-term test data. The Committee has produced a quantitative weight-of-evidence

approach that combines test data using certain parameters such as dose, replication, and metabolic

capacity into a series of scores for test type, test class, test family, and an overall score that defines the

total weight-of-evidence regarding the genetic hazard of the agent. A description of the method

and results from the evaluation of selected chemicals is provided.

INTRODUCTION

Determining the genetic hazard of a chemical is generally approached by using an assortment

of in vitro and in vivo tests for measuring genotoxicity. Over 100 short-term methods, encompassing

a wide variety of species and genetic mechanisms, have been developed on the premise that diversity

is important for thorough detection of genetic effects produced by all chemical types.

The use of multiple tests has created a difficult and controversial challenge in developing an

interpretation with mixed test resu;ts. Various weight-of-evidence strategies have been devised,

generally emphasizing intuitive, expert judgment to evaluate multitest data. it has been hoped for

so'- time that the accumulation of test results would allow for machine-based or other formalized

procedures to replace or de-emphasize subjectiveness.

The problems associated with developing standardized data assessment programs are

compounded by the existence of large but incompletely filled data bases, and a heavy predominance

of positive test results. Thus, the difficulties in interpreting short-term test data involve limitations in
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both directions: a limited ability to draw inferences about the toxicity of a particular chemical using

an ensemble of tests, and a limited ability to draw inferences about the properties of a particular test

system using the data from an ensemble of chemicals.

Several years ago, the International Commission for Protection Against Environmental

Mutagens and Carcinogens (ICPEMC) established a committee to address this situation by designing a

general method to compile and interpret short-term test data. The driving principle used in this

development was to combine the major parameters of testing (dose, metabolic activation, sign of

response) into a single assay score which could then be pooled by test (e.g., Salmonella reverse

mutation), by test class (e.g., bacterial mutation), and by family (e.g., in vitro tests) hierarchically into

a composite score for a chemical. The system (a) would cope with redundant data, disagreement, and

sporadically filled matrices, (b) would supply opportunities to investigate short-term test properties

by chemical and by test, and (c) wouid have features of self-learning to improve predictive

performance and internal consistency ,Ior any one of several types of genetic hazard, including

genotoxicity per se, carcinogenicity, and possible reproductive toxicity.

The method chosen evolved from a scoring system first developed by Brusick [1]. It is a weight-

of-evidence approach which has the capacity to incorporate either prior subjective judgments or

analytically derived (learned) judgments. At present, the method is fully structured and contains a

sizable data base of approximately 113 chemicals. A brief, preliminary description was published a

few years ago [2], and manuscripts giving detailed description of the method and some beginning

analytical results are in r.,'eparation (3,4, 5]. This manuscript will provide preliminary information

concerning the method and describe some early results with selected test chemicals.

METHODS

The Organization of Testing Data

Shown in Figure 1 is the hierarchical structure of how data on a single chemical would be

combined and analyzed. The analysis begins using the literature entries for all available and suitable

tests done with the chemical. One or more replicates (trials) of each test are scored individually and

then combined into a composite test score. The test scores are pooled into class scores, and the class

scores into family scores, ending with a single agent score for that chemical. The transition at each

level of the hierarchy involves pooling the data as weighted averages.

A prerequisite for this hierarchical structure was a reasonable method to assign genotoxicity

tests into classes and families. The ICPEMC Committee has grouped like tests together into 22 classes,

and then combined the classes into two families based on whether they involve in vitro or in vivo

tests. Classification for the tests currently carried in the system's software is shown in Table 1 [6].
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Group

Trials Class Family Agent

Sa

Figure 1. The General Process of Data Reduction from Individual Trials to a Single Agent Score. The
merging process at each step involves weighted averaging. Each group A to D represents a
broad category of test types ranging from in vitro assays to chronic studies in mammals.

TABLE 1. THE CURRENT FAMILY, CLASS, AND TEST STRUCTURE*

A. IN VITRO FAMILY

Class Al: Primary DNA damage - prokaryotes

BSD, Bacillus subtilis rec strains, differential toxicity

ECD, Escherichia coli pol A/W3 11 O-P3478 spot test, differential toxicity

ECL, Escherichia coil pol A/W31 1 O-P3478 liquid suspension test, differential toxicity

ERD, Escherichia coll rec strains, differential toxicity

(continued)
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TABLE 1. Continued

Class A2: Primary DNA damage- lower eukaryotes

SCG, Saccharomyces cerevisiae, gene conversion

SCH, Saccharomyces cerevisiae, homozygosis by recombination or gene conversion

Class A3: Primary DNA damage- mammalian cells

UHF, Unscheduled DNA synthesis in human fibroblasts in vitro

UHT, Unscheduled DNA synthesis in transformed human cells in vitro

UIH, Unscheduled DNA synthesis in other human cells in vitro

UPR, Unscheduled DNA synthesis in rat primary hepatocytes in vitro

UIA, Unscheduled DNA synthesis in other animal cells in vitro

Class A4: Gene mutation - prokaryotes

EC2, Escherichia coli WP2, reverse mutation

ECW, Escherichia coliWP2 uvrA, reverse mutation

ECR, Escherichia coil, miscellaneous strains, reverse mutation

SAL, Salmonella typhimurium, strains TA 1535, 1537, 1538,98, 100

Class AS: Gene mutation - lower eukaryotes

NCF, Neurospora crassa, forward mutation

NCF, Neurospora crassa, reverse mutation

SCF, Saccharomyces cerevisiae, forward mutation

SCR, Saccharomyces cerevisiae, reverse mutation

SZF, Schizosaccharomyces pombe, forward mutation

SZR, Schizosaccharomyces pombe, reverse mutation

Class A6: Gene mutation - mammalian cells

GT, Gene mutation in mouse lymphoma cells L5178Y, TK locus

G51, Gene mutation in mouse lymphoma cells L5178Y, other loci

GML, Gene mutation in mouse lymphoma cells other than L51 78Y

G9H, Gene mutation in Chinese hamster lung cells V-79, HPRT

G90, Gene mutation in Chinese hamster lung cells V-79, ouabain

GCL, Gene mutation in Chinese hamster lung cells other than V-79

GCO, Gene mutation in Chinese hamster ovary cells

GIA, Gene mutation in other animal cells
(continued)
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TABLE 1. Continued

Class A7: Aneuploidy- lower eukaryotes

MAi, Iieurospc crass., aneuploidy

SC, S.ccharomyces cerevisiae, aneuploidy

Clss A: Sister chromatid exchange- mammalian cells

SHF, Sister chronatid exchange in human fibroblasts

SUfL, Sister chromatid exchange in human lymphocytes

S H Sister chromatid exchange in other human cells

SIC Sisterchromatid exchange in Chinese hamster cells

Sf4, Sister chromatid exchange in other animal cells

S Sister chromatid exchange in transformed cells

Cass A9: Chromosome aberration-mammalian cells

CHL, Chromosome aberration in human lymphocytes

C, Chromosome aberration in Chinese hamster cells

G, Chromosome aberration in Syrian hamster embryo cells

CAL Chromosome aberration in animal leukocytes

CZA, Chromosome aberration in other animal cells

CT, Chromosome aberration in tumor cells

Class A1O: Transformation - mammalian cells

TBM, Transformation in BALBIC3T3 mouse cells

17R, Transformation in SA7/rat cells

TRR, Transformation in RLV/FISCHER rat embryo cells

175, Transformation in SA7ISHE cells

TCM, Transformation in Syrian hamster embryo cells, clonal assay

TFS, Transformation in Syrian hamster embryo cells, focus assay

TCL, Transformation in other established cell lines

B: IN VIVO FAMILY

Class BI: DNA repair, somatic- mammal

UVH, Unscheduled DNA synthesis in humans

UVC, Unscheduled DNA synthesis in hamsters

UVM, Unscheduled DNA synthesis in mice

UVR, Unscheduled DNA synthesis in rats

UVA, Unscheduled DNA synthesis in other animals

(continued)
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TABLE 1. Continued

Class B2: Gene mutation, somatic- insect, Drosophila

DMM, Drosophila melanogaster, somatic mutation

Class B3: Spot test, somatic- mammal

MST, Spot test, mouse

Class B4: Sister chromatid exchange, somatic- mammal

SVH, Sister chromatid exchange in humans

SVA, Sister chromatid exchange in animals

Class 85: Micronucleic, somatic - mammal

MVC, Micronucleus test in hamsters

MVM, Micronucleus test in mice

MVR, Micronucleus test in rats

MVA, Micronucleus test in other animals

Class B6: Chromosome aberration, somatic - mammal

CBH, Chromosome aberration in humans, bone marrow

CLH, Chromosome aberration in humans, lymphocytes

CVH, Chromosome aberration in humans, other cells

CBA, Chromosome aberration in other animals, bone marrow

CLA, Chromosome aberration in other animals, leukocytes

CVA, Chromosome aberration in other animals, other cells

Class B7: Heritable damage -insect, Drosophila

DMH, Drosophila melanogaster, heritable translocation test

DML, Drosophila melanogaster, dominant lethal test

DMX, Drosophila melanogaster, sex-linked recessive lethal test

Class B8: Heritable specific locus test- mammal

SLO, Specific locus test, mouse, other stages

SLP, Specific locus test, mouse, postspermatogonia

Class B9: Dominant lethal - mammal

DLM, Dominant lethal test in mice

DLR, Dominant lethal test in rats
(continued)
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TABLE 1. Continued

Class BIO: Heritable translocation - mammal

MHT, Heritable translocation test in mice

Class B1 1: Chromosome aberration, germinal - mammal

CCC, Chromosome aberration in spermatocytes, treated and observed

CGC, Chromosome aberration in spermatogonia treated, spermatocytes observed

CGG, Chromosome aberration in spermatogonia, treated and observed

COE, Chromosome aberration in oocytes or embryos

Class B12: Sperm morphology- mammal

SPH, Sperm morphology in humans

SPF, Sperm morphology in F1 mice

SPM, Sperm morphology in other mice

SPR, Sperm morphology in rats

SPS, Sperm morphology in sheep

* Code names accordino to Waters et. al., 1987 16)

Presently the minimal criteria for compound entry into the analysis is that the chemical must

have tests from Table1, carried out by conventional methods, and representing at least three in vitro

and two in vivo classes. These criteria, the tests listed, and the aggregation structure can bereadily

adjusted to meet future developments and needs.

Data Entry and Coding

The data input involves easily acquired test information such as test name or code, limiting

doses (lowest effective dose for positive agents or highest noneffective dose for negatives), response

( + or -), use of metabolic activation (in vitro tests), evidence for target site localization (i.e., did dosed

material reach the target tissue?) of the test agent (in vivo), and the reference citation. Additional

factors for test replication also included in these data are entered into a specially designed computer

system which files the data and does all of the processing.

Two software programs are available. The initial program was written for a Digital VAX 750

computer. A version of the VAX program has been written for IBM/AT-compatible personal

computers (requiring 640 Kb of memory, a hard disk of 20 Mb minimum, and graphics capability).
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Calculations

The method of coalescing the data preserves the effects of data volume and judgmental

modifiers by using weighted averaging. This is accomplished by carrying two parallel series of values:

(1) an ENTRY value which can be summed or averaged and includes weighting by modifiers; and (2) a

SCORE which has the weights removed and fails on a consistent scale from + 100% to -100%. Thus,

each level of analysis (i.e., replicate, test, class, and family) has its own ENTRY, SCORE, and weight.

Two additional modifiers are used in the first two levels of data pooling: (1) The replication

modifier which modestly increases the weight of test scores based on how many replicate values are

available, and (2) the multiplicity modifier which weights the class score by the number of tests

present. This strategy recognizes the advantage of more than one independent score of data while

avoiding excessive weighting due to over-representation of one test type. It is important to realize

that the system continues to average the data even when the modifiers have reached their saturaticn

value.

The circular diagram shown in Figure 2 displays the scores for cyclophosphamide by replicate

(-) and test (A), and is organized by class and family. The center of the circles represents a SCORE of

-100%, the first circle is zero, and the second circle is + 100%. Test codes and class numbers are on the

outside. Where data are sufficient, the standard deviation of test scores are displayed as radial lines.

The second presentation used by this system eliminates test detail to provide more of an

overview of the results. It summarizes the class ([-]), family (x) and agent scores (A) and is shown as

the rectangular portion of Figure 2. The vertical bars are standard deviations. The numbers on the X

axis represent classes with data.

The example shown in Figure 2 represents the ICPEMC assessment of cyclophosphamide. The

graphics format shown is produced from the personal computer program. The software

simultaneously prints out reference citations and all calculations used in calculating each score found

on the plot.

Reading the Plot

A primary datum is the result from a single test on a single agent as published in a single

report. The method converts this datum into an ENTRY value (Er), which is the product of the

relevant factors and the primary modifier. Its weight (Wr) is Mp, the primary modifier. Its SCORE (Sr)

is 100* Er/Wr and is identified in the circular diagram as a (-).

ENTRY values for replicates of the same test are summed and an Et value is calculated by

multiplying the sum by the replication modifier (Mr) and dividing it by the number of replicates. The

weight (Wt) is Mr*Wr, and the SCORE is 100*Et/Wt. This test score is identified in the circular diagram
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Figure 2. ICPEMC Scoring Plot, or Diagram, Displaying the Results for Cyclophosphamide. The

upper portion gives test scores and the lower portion gives class, family, and agent scores.
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by (A). The same process occurs to combine tests into classes, this time introducing the multiplicity

modifier. Class scores are shown by (]) in the rectangular diagram. The family ENTRY is a weighted

average of the class. They are shown as (x) in the rectangular diagram. Three versions of ager't

;CORE (Sa) are calculated: the first, Sal, follows the overall pattern and is a weighted average of

family ENTRIES; the second, Sa2, uses a weighted average of all of the class ENTRIES; and the third,

Sa3, uses a simple average of the average class SCORE for each family. The three agent SCORES,

shown as (A) to the right side of the rectangular diagram, represent a descending sequence of

weighting, with Sa 1 preserving the emphases supplied by the data and the prior judgments, and Sa3

treating each class equally (i.e., without class weights) regardless of any imbalance in the amount of

data.

The agent scores represent the quantitative weight-of-evidence determining the degree of

genetic activity identified for the test chemical by the results of the test battery.

Several additional examples for chemicals are shown in Figures 3-8. The examples include the

following.

0 Figure 3: benzene -a chemical extensively tested in vitro and in vivo with selective
responsiveness for in vivo assays

* Figure 4: atrazine - a triazine herbicide which shows predominantly negative
responses with a few positive responses in vivo

* Figure 5: dimethylcarbamoyl choride -a compound tested extensively in vitro
with primarily, but not exclusively, positive responses

* Figure 6: chloroform - this chemical is generally regarded as nongenotoxic based
on both in vitro and in vivo studies and shows a very consistent profile

0 Figure 7: sodium saccharin - results show some positive effects in vitro but most in
vivo studies have been negative

* Figure 8: dieldrin -an insecticide with a limited data base

The sample illustrates the diversity of the data sets generally associated with chemicals

evaluated for their genotoxicity. The scoring system can be used to make activity comparisons of such

compounds because of its data reduction and interpretation features. Most standardized evaluation

systems require the agents being compared to have similar data sets.

At the present time, there has been no specific interpretation regarding the numerical value of

the Sa. As the system evolves, it is likely that quantitative hazard concerns will be triggered by Sa.

RESULTS

The attributes of this method of data assembly and analysis are as follows.

e All test data, both positive and negative, are used to estimate the genetic activity
of the evaluated chemical. The diagrams and backup calculations permit one to see
the contribution of a test, test class, or test family on the final score.
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* Individual test performance relative to other individual tests or iggregate tests can
be evaluated for a chemical or chemical class.

* The system requires both in vitro and in vivo entries to assess the genetic activity of
chemicals. This provides a balance for chemicals that might over- or under-respond
in one test type.

" The ICPEMC diagrams provide a convenient mechanism to view large numbers of
responses from heterogeneous tests.

" The approach permits one to compare the genetic activity among chemicals
evaluated by different ensembles of tests, or to rank order a series of chemicals.

" Information gained as the result of analyzing large data bases can be used to
improve the performance of the program by adjusting or weighting factors used in
calculating the scores. The system described has already been modified to improve
its performance [4].

Initially, it is expected that the ICPEMC method will be useful in retrospective analysis of heavily

tested chemicals with mixed responses. Manuscripts in preparation will assess the total data base of

113 compounds and outline information already learned from statistical analyses c' test

performance. Concerns have been expressed regarding the scientifi: validity of reducing complex

data sets to a single weight-of-evidence score. There may also be situations where critical test results

are reduced in importance by an averaging process that dilutes their impact on the final score.

The ICPEMC Committee believes that these concerns can be eliminated through validation of

the approach and by judicious use of the scores generated. The potential value of thi. method

appears to outweigh the possible limitations.

DISCUSSION

In spite of the early stage of data analysis, it should be clear that this method is capable of

meeting the initial requirements for data evaluation. The scoring system combines many of the

parameters of genetic testing into a single continuous score. It is already coping with the

multitudinous problems of redundant, disparate, and missing data in the genotoxicity literature. Yet

to be analyzed, but already present in the system, is the capacity to evaluate test, class, and family

results on the basis of test conformity and the underlying replication error in the data. The

performance of classes also can be extended down to the test level with the option of weighting the

tests for their relative value within classes. Another capacity that can be invoked is the ability to set or

reset factors and weights used in the calculations based on actual performance in the system. This

self-learning, with the possibility of discovering new underlying relationships in the genotoxicity data

bases, may become the most valuable aspect of the new method [4).

At this stage in its evolution, this data base and method of analysis is already able to contribute

to significant research questions and to the evaluation of specific chemicals. It should greatly increase

in power as the data base is expanded, experience with the analyses is used to modify the program,
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and self-learning is invoked. To promote this evolution, the Committee intends to examine the role

of all of the factors built into the program and will be testing whether or not tuning particular

weights or combinations of weights can improve internal consistency, relationship to carcinogenicity,

or relationship to heritable mutagenicity.

A crucial element in studying the relationship to carcinogenicity is the parallel development

and near completion by ICPEMC of a data base and scoring system for animal carcinogenicity [7]. As

the mutagenicity and carcinogenicity systems evolve, they will be compared, evaluated for how well

they interrelate, and tuned one against the other.

It will be some time before anyone can say whether this approach can break through the

current impasse encountered in using genotoxicity tests to predict carcinogenicity. From our initial

experiences with the data, it seems clear that there will be several important new insights about tests

and test batteries as a result of this method of analysis, so that even if there is not a breakthrough,

there should be substantial improvement in defining relative genetic activity.
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SUMMARY

Computer simulation can be used to integrate existing toxicity information within a

biologically realistic framework. Simulation models calculate relevant measures of target tissue dose

based on physiological, biochemical, and physicochemical properties and readily support the dose,

route, species, and interchemical extrapolations necessary for human risk assessment. Because these

models require very specific information, much of which can be obtained in vitro, they are much less

dependent on extensive animal experiments than conventional risk assessment methods. With

continuing development, simulation modeling will become an invaluable tool for improving

experimental designs, for interpreting animal toxicity tests, and for estimating the importance of the

animal toxicity observations for people.

INTRODUCTION

The goal of most toxicity testing is to estimate human risk from animal test results. Tests that

examine toxicity without obtaining estimates of target tissue dose are relatively useless for human

risk assessment. These tests are difficult to extrapolate because a priori the toxicologist has no idea of

the relationship between applied dose (amount in stomach or concentration in inspired air) and the

relevant measure of active chemical at the target tissue(s). Additionally, he or she has no idea of how

dose, route, and species differences change the relationship between applied dose and target tissue

dose. Of much greater value are tests that provide quantitative information on both toxicity and on

the physiological and biochemical factors in the animal that determine target tissue dose under the

conditions of the tests [1-3]. When both types of data are available, computer simulation of target

tissue dose within the framework of biologically 'aased models for chemical d position becomes a

versatile tool for rapidly examining the expecteJ consequences of a wide variety of exposure

scenarios and for enhancing experimental design.

Simulation is the process of developing a mathematical description of particular events in

which the individual elements involved in the overall physical or biological process are described as

realistically as possible [4]. For tissue dose simulation this entails providing an accurate model of the

mammalian system with respect to organ volumes, blood flows, and the anatomical relation of one

set of tissues with another [5]. Next, properties of the chemical have to be introduced accurately into
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the simulation model. These include tissue solubilities; biochemical pathways of metabolism in

particular tissues; disposition of metabolites to urine, feces and exhaled air; and tissue binding

characteristics for the test chemical. The complexity of a particular tissue dose simulation model will

vary depending on the endpoints that are to be calculated and used for extrapolation among the

various test and target species (6].

This paper enumerates the advantages of timely simulation modeling for improving the

toxicity testing of inhaled vapors, halogenated dibenzo-p-dioxins, and chlorotrifluoroethylene (CTFE)

oligomers. Simulation pinpoints important parameters for futher study, highlights the need for

limited in vitro studies to complete data acquisition without use of large numbers of animals for

second-tier toxicity testing, and clearly outlines the data needs in primate and human tissues that will

be essential to completing the extrapolation process.

Inhaled Vapors

Very simple, but nonetheless very useful, physiologically based pharmacokinetic (PB-PK) models

have been used to describe the kinetics of vapors and their metabolites in rodents and other species.

Ramsey and Andersen [71 developed a PB-PK model for styrene which had liver, fat, visceral, and

muscle/skin compartments. The lung equilibrated vapor between end alveolar air and arterial blood,

and metabolism occurred in the liver. Subsequently, this basic description has been extended for

methylene chloride to account for blood concentrations of metabolites [8] and for carbon

tetrachloride to account for fecal, urinary and breath elimination of metabolites [9]. Simulation

models have also been developed for ethylene dichloride [10], tetrachloroethylene (11], and

1,1-dichloroethylene [12].

The development of these biologically structured models has had a dramatic impact on the

methodologies involved in determining pharmacokinetic behavior and in calculating tissue dose. In

early studies with styrene, and unfortunately to a large extent even today with other chemicals, the

approach to kinetic studies with these vapors was first to expose large numbers of animals to the

vapor and to kill groups of animals at time intervals chosen for the experimenter's convenience or on

the basis of inarticulated intuition. The resulting data were then fit to a nonstructural

compartmental model to give rise to mathematical forms that accurately represented the behavior of

the chemical under the test conditions, but were unable to predict behavior at different

concentrations in the same species [13] or in other species [14].

PB-PK models, however, are fundamentally different. In these descriptions, kinetic behavior is

not some intrinsic property of the system that can be assessed only by direct experimentation. It is a

macroscopic system behavior, determined by more fundamental physiological and biochemical

processes. With vapors, disposition in blood and tissues is controlled by a remarkably small number of
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factors: tissue volumes, blood and air flows, partition coefficients (i.e., tissue solubilities), and kinetic

characteristics of the metabolizing enzymes. Most importantly, these more fundamental constants

can be determined directly with very few animals, rather than by creating detailed time-course curves

for the chemical in the living animal. Once these parameters are measured, pharmacokinetic

behavior, and, to a large measure, tissue dose of parent chemical and major metabolites, can be

predicted by simulation modeling. Limited experimentation then can be done in vivo to test the

accuracy of the predicted behavior, but this limited work requires far fewer animals than

conventional approaches to assessing pharmacokinetic behavior.

In the Toxic Hazards Division at Wright-Patterson AFB, Gargas and his colleagues [151 have

developed straightforward in vitro techniques to measure tissue partition coefficients by vial

equilibration studies with tissues from only a few animals and have applied this method to over 55

volatile chemicals. The data for all the chloromethanes and chloroethylenes, for instance, are shown

in Table 1. In fact, with these techniques, tissues from a single animal can be used to assess the

partitioning of multiple chemicals at the same time [16]. Gargas and collaborators have also

pioneered noninvasive simulation approaches to determine the kinetic characteristics of chemical

metabolism in vivo using small numbers of animals in inhalation studies (Figure 1) that do not require

killing the animals to obtain the necessary data [17,18]. With these methods kinetic constants for

metabolism have been estimated in rats for all the chlorinated methanes, ethanes, and ethylenes, and

preliminary structure-metabolism correlations have been adduced for these chemicals [19]. Some of

these results are recapitulated in Table 2. It is now possible to derive the necessary data for a PB-PK

model for many vapors by experiments that can be completed in two to three weeks and require

killing a very limited number of test rodents. Validation studies require more animals, but the

simulation model can be used in these experiments to select dosages that ensure adequate tissue

concentrations for chemical detection and to design sampling protocols that maximize information

content of the kinetic curves.

With the techniques pioneered by Gargas and colleagues [15] so readily available and easily

implemented, it is unconscionable today to undertake conventional pharmacokinetic time-course

studies or toxicity studies with these vapors without first developing a simulation model to give the

experimentalist an expectation of the outcome of the kinetic experiments and a prediction of tissue

dose under differing exposure conditions. The data in Tables 1 and 2 are sufficient to create

predictive kinetic models for these 10 chemicals in the male Fischer 344 rat.
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TABLE 1. PARTITION COEFFICIENTS OF HALOGENATED HYDROCARBONS

Chemical Saline Olive Oil Blood Liver Musdle Fat

Chioromethanes

Methyl chloride 0.88 8.57 2.47 3.47 0.97 13.5
Methylene chloride 5.96 131 19.4 14.2 7.92 120
Chloroform 3.38 402 20.8 21.1 13.9 203
Carbon tetrachloride 0.35 374 4.52 14.2 4.54 359

Chloroethylenes

Vinyl chloride 0.43 24.4 1.68 1.60 2.20 20.0
cis-Dichloroethylene 3.25 278 21.6 15.3 6.09 227
trans-Dichloroethylene 1.41 178 9.58 8.96 3.52 148
Vinylidene chloride t;.35 64.3 5.00 4.42 2.05 68.6
Trichloroethylene 0.83 553 21.9 27.2 10.1 554
Perchloroethylene 0.79 2134 18.9 70.3 20.0 1638

TABLE 2. METABOLIC CONSTANTS OF HALOGENATED HYDROCARBONS

VmaX Km kf
Chemical (pmollhlkg) (PM) (h-i kg-1)

Chloromethanes

Methyl chloride 96.9 19.8
Methylene chloride 47.1 4.71 2.0
Chloroform 56.9 2.09 -

Carbon tetrachloride 2.6 1.63 -

Chloroethylenes

Vinyl chloride 44.8 1.60 1.0
cis-Dichloroethylene 30.9 5.16 -

trans- Dich Ioroethyl ene 30.9 1.03 -

Vinylidene chloride 77.4 1.03 -

rrichloroethylene 83.7 1.90 -

Perchloroethylene - - 0.3
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Dioxin

2,3,7,8-Tetrachlorodibenzo-p-dioxin (TCDD), a highly toxic, intensively studied synthetic

organic chemical, shows extreme species sensitivity in its acute toxicity and is a potent promotional

carcinogen in rodent liver [20]. TCDD binds to a cytosolic protein, the Ah receptor, and the TCDD-

receptor complex translocates to the nucleus where it binds to specific sites on DNA. This interaction

causes increased (or perhaps decreased) transcription of particular genes including the locus for

aromatic hydrocarbon hydroxylase, a microsomal cytochrome P-450 oxidase enzyme. The induction of

various gene products is believed to be associated intimately with the promotional potency of TCDD

as a hepatic carcinogen. The risk assessment for dioxin'is based on the yield of liver tumors in female

rats [211.

The voluminous toxicity testing results with TCDD have not been accompanied by studies to

examine the discrete biochemical and partitioning mechanisms that give rise to TCDD distribution

and elimination patterns in test species. In most species the liver TCDD concentrations are very much

greater than the fat concentrations, even though dioxin is regarded as highly lipophilic. Because

chronic toxicity is in some way believed to be associated with receptor occupancy in the liver, these

observations of high liver concentrations seem intuitively to be of some significance. But without an

understanding of the biochemical factors involved in controlling liver TCDD concentrations, we are

not in a position to determine the relationship between total liver concentration and occupancy. As

it turned out, the data necessary to develop the PB-PK modgi for TCDD disposition were already in the

literature, awaiting interpretation with a quantitative model that was recently developed by Leung

and colleagues [221.

In this model, liver TCDD was present as a free amount, an amount sequestered due to simple

partitioning, an amount bound to the Ah receptor, and an amount bound to specific, microsomal

binding proteins (Pm), that themselves were inducible by TCDD exposure at sufficiently high

concentrations (Figure 2). The intrinsic liver-to-blood partition coefficient (PL) was estimated from

the concentration of dioxin in other visceral organs (e.g., the kidney). Thus, PL was about 20 and the

fat-to-blood partition coefficient (PF) was 350. Thus, intrinsically, fat should contain some 17 times

higher TCDD concentration than liver. The cytosolic receptor binding maximum and the binding

affinity for the Ah receptor had been estimated by direct in vitro measurements [231 and could be

included directly in the simulation model. When these parameters were used, simulation of TCDD

distribution experiments made it readily apparent that the major contributor to the liver burden of

TCDD in mice had to be binding to the secondary, microsomal binding sites. Based on the simulation

analysis, these were high affinity binding sites, KD (dissociation constant) = 20 nM, but not nearly as

high affinity as the Ah receptor, KD = 15 pM. In contrast, the microsomal sites were estimated to be

present at 5000-fold higher concentrations in the liver than were the cytosolic sites. The presence of
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these microsomal binding sites in mice had been reported in a thesis [24] and in the open literature

[25] for rats, but their role in determining TCDD tissue disposition only became obvious through use

of the quantitative simulation model for TCDD. Poland et al. [26-28] have recently examined these

microsomal binding sites in mice, describing dissociation constants, capacities, and the specificity for

various ligands.

TCDDfree

PL Pm
FTCDDr I--TCDDfree "t Pm-TCDD1A

Ah-TCDD (LIVER)

Figure 2. Schematic of the Disposition of TCDD in the Liver. Free TCDD equilibrates between the
blood and liver. In the liver three processes determine TCDD sequestration. Nonspecific
partitioning is related to the solubility of TCDD in liver with PL representing linear binding
to liver constituents. Specific, capacity limited binding sites exist both with the cytosolic Ah
receptor and with the microsomal binding proteins (Pm).

The biological complexity of liver sequestration of TCDD was even more dramatically evident in

studies with 125--iodotrichlorodibenzo-p-dioxin [26-28]. This ligand, which has enzyme-inducing

and cytosolic-receptor binding properties similar to that of TCDD itself, was prepared at an extremely

high specific activity by Poland and colleagues [26]. A kinetic study was conducted at noninducing

concentrations of this ligand (0.1 nmol/kg) in both naive mice and mice pretreated with 0.1 pmol

TCDD/kg. These kinetic results were analyzed with a PB-PK simulation model by Leung et al. [29]. The

differences in liver and fat concentrations between these two treatment groups indicated that TCDD

induction increased the microsomal binding protein by about eightfold (Figure 3). In naive mice the

liver-to-fat ratio was only 0.1 (similar to that observed for TCDD in humans exposed at low,

environmentally realistic concentrations), while it was between 2.0 and 6.1 in the TCDD-pretreated

mice.

58



1.00 A lodo-trichloro-ligand

(0.1 nmol/kg)

0.75
0

S induced Animal
C _W

050

_j 0.25 Nav

0.00 ",
0 6 12 Dy18 24 30

Days

30.0 B TCDD Induction

3 2 2.5

E 15.0

E

C-
, 7.5

0.

0.0 a .iu aa I' I I ' ''" , ,,

10-2 10-1 100
Dose - jig Dioxin/kg

Figure 3. PB-PK Simulation Modeling with TCDD. Mice were treated with either 0 or 0.10 pmol
TCDD/kg and then dosed with 0.1 nmol iodo trichlorodibenzodioxi n/kg [29]. TCDD induc-
tion increased the hepatic concentration of TCDD (Panel A) by causing an eightfold
induction in microsomal binding proteins from 1.75 to 10.0 nmol/liver. Rats were treated
with various dosages of TCDD and the extent of induction of microsomal oxidase activities
measured after three days (Panel B). These data were fit by the TCDD simulation model
providing an estimate of the Ah receptor dissociation constant (15 pM) in the rat.
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The dioxin simulation model was scaled from mice to rats to examine expected tissue burdens

of TCDD on subchronic dosing and to estimate the binding affinity of the Ah receptor in vivo from

induction studies. By fitting enzyme induction data from McConnell et al. [30] with the simulation

model (Figure 3), the Ah receptor dissociation constant was estimated to be 15 pM. The simulation

model was used to analyze data from Rose et al. [31] in which rats were dosed daily with dioxin at

three dose levels for seven weeks. The simulation of this experiment included induction of the

microsomal binding sites. To obtain a coherent description of liver and fat concentrations at all three

dose levels (Figure 4), the microsomal binding maximum increased from 25 nmol/liver in a naive rat to

200 nmol/liver in a fully induced rat. Because of induction, the observed liver:fat concentration ratio

is expected to be markedly concentration dependent, increasing as dose increases in the range of the

Rose et al. experiments. Nearly complete occupancy of the Ah receptor is predicted at steady-state for

the three dosage levels used; that is, down to 0.01 pg/kg/day. The TCDD simulation model for the rat

can be used to calculate Ah occupancy over the course of the bioassay (Figure 4), showing that the

incidence of tumors does indeed show a correlation with expected occupancy.

The TCDD simulation model was developed almost entirely from literature experiments tha'.

were not designed specifically to support a quantitative model for TCDD disposition. Only the

iodinated-ligand work in mice was done (at least partially) in response to experiments suggested by

the model. In this case, the expectation generated by the model was that the liver:fat ratio of TCDD

should be markedly concentration dependent at very low doses. The iodinated ligand experiment

amply verified this expectation (Figure 3). The simulation approach now sharply outlines the course

of experimentation for laboratory primate or human tissues. Estimates of the biochemical constants

for both binding sites, and for the inducibility of the microsomal binding sites, need to be obtained in

primates. Limited studies also might be considered to obtain these constants using human tissues

obtained from accident victims or from surgical procedures. With such data, an Ah-occupancy

simulation model for humans could be developed and used in risk assessment celculations. Any

combined PB-PK and pharmacodynamic model for TCDD carcinogenesis must include a step

accounting for the promotional efficacy of the Ah-TCDD complex. More refined human TCDD risk

assessments will be highly dependent on assumptions about the relevance to humans of these

promotional advantages in rodents. More complete simulation models for the intriguing biological

effects of TCDD await a better understanding of the detailed mechanisms of its cellular activity.

CTFE Oligomers

Ongoing studies at the Toxic Hazards Division with CTFE oligomers provide an example of

aggressive development of a simulation model early in the course of toxicity testing. CTFE oligomeric

fluids are potential candidate materials for use as inert, nonflammable oils, lubricants, and waxes. In

a 90 day inhalation study with a mixture containing trimeric and tetrameric components, marked liver
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Figure 4. Simulation of Liver TCDD Concentrations during Chronic Administration. The TCDD
simulation model with induction of microsomal binding proteins was used to describe
literature data at three daily doses of TCDD for five days/week for seven weeks (Panel A).
The model then was used to estimate Ah occupancy for the doses used in the cancer
bioassay study (Panel B).
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damage was noted at inhaled concentrations of 0.25, 0.50, and 1.00 mg oligomer/L air [32]. The livers

of rats exposed to high concentrations were increased in size by as much as 300%. Individual liver

cells were grossly enlarged, and there were multiple changes in the subcellular architecture of the

cells, including increased numbers of peroxisomes (Figure 5). These changes were not fully resolved

nearly five months following the end of exposure. These changes were noted at all three exposure

concentrations. The response of the liver was very similar to that seen with perfluoro-n-decanoic acid

(PFDA), another material studied extensively by Air Force investigators at Wright-Patterson AFB

[33,34]. Increased steady-state urinary fluoride concentrations in the CTFE oligomer study were

consistent with metabolism of several jig of the CTFE oligomers per day (Figure 6). The most likely

explanation of these observations is that the liver effects were caused by the presence of persistent,

perhalogenated fatty acids produced by w-oxidation of the CTFE oligomers.

Experiments now underway are designed to determine a no-effect exposure concentration and

to ensure collection of quantitative data in both rats and primates to support a simulation model. The

simulation model uses a simplified PB-PK description to predict distribution of oligomer to tissues,

with metabolism to perhaloacids in the liver (Figure 7). Perhaloacids are eliminated slowly by urinary

and fecal excretion. PFDA, for instance, is eliminated from male rats with an elimination constant of

0.01/day; that is, they have a 70-day half-life [35]. The 90-day no-effect ih.ialation study will include

rats used specifically for measuring the liver concentration of perhaloacids during the exposure and

at various times post-exposure to estimate elimination rate constants for these acids. The goal is to

describe no-effect concentrations based both on CFTE airborne concentrations and, more importantly

for extrapolation, on the liver concentration of the perhaloacid.

The issue remaining after completing the rat inhalation studies and the acid toxicity studies is

extrapolation of the results to humans. The questions are both qualitative (will these acids have

similar toxic effects in humans?) and quantitative (is the dose-response relationship for the acids

similar in rodents and humans?). There is considerable debate over whether the rodent hepatic

toxicity of peroxisomal proliferating agents is really a relevant endpoint to use in a human risk

assessment. In this regard, chronic feeding studies in monkeys with perfluoro-n-octanoic acid (PFOA)

revealed no hepatic effects of this material [36]. In the rat, the primary target tissue of PFOA in these

chronic feeding studies was the liver.

To address these issues, the toxicity of the acid will be examined in a small number of primates.

These studdies will assess the tissue sensitivity to the CTFE acid and determine the elimination rate of

the acid from the primate by a sequence of biopsies in these animals. Second, rates of oligomer

oxidatic-i will be measured in vitro in rat, test primate, and, if at all possible, human liver samples.

These rates of oxidation to the acids can be used in simulation modeling to predict situations in which

CTFE acids are likely to accumulate to toxic concentrations in exposed humans.
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Figure 5. Pathological Observations on Liver from Rats Exposed to CTFE Oligomer Vapor.
Representative light and transmission electron microscopic pictures of the changes caused
by CTFE exposure for 90 days at 0.5 mg/L air. At the light microscopy level, cells were
markedly enlarged compared to controls (Panel A and B). When observed by electron
microscopy, there was an increase in peroxisomes and smooth endoplasmic reticulum and
alterations in morphology of the mitochondria as compared to the same control rats
(Panel C and D).
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Figure 6. Elimination of CTFE Oligomers and Fluoride in the Urine of CTFE-Exposed Rats. The data
for CTFE elimination representing concentrations of what are believed to be primarily
trimeric species of the oligomer were obtained by gas chromatographic analysis (Panel A).
The urinary fluoride concentrations were determined with a fluoride electrode (Panel B).
Smooth curves were generated from the CTFE simulation model.

The CTFE oligomer simulation model highlights the importance of rates of oxidation of the

oligomer to the acid and rates of elimination as crucial parameters for extrapolating toxicity of similar

chemicals. In this way the model itself can be used to screen chemicals for anticipated toxicity. For

instance, toxicity should be reduced if the rates of oxidation in vivo were reduced. In the present
manufacturing process, the CTFE oligomers are initiated and terminated with chlorine. Carbon-

fluorine bonds are more stable than carbon-chlorine bonds. Oligomers initiated and terminated with

fluorine instead of with chlorine may pose a significantly reduced risk of toxicity. To test this, we

simply measure the rate of in vitro oxidation of a fluorinated oligomer, compare it to that of the CTFE
oligomers previously examined, and simulate expected human accumulation of toxic acids with the

model. In this way a variety of potential candidiate materials can be screened without recourse to
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extensie animal testing. We are now screening a series of perfluoroalkylether fluids which also have

potential uses as oils. By use of these in vitro metabolic studies and computer simulation, the

toxicologistcan interact with engineering personnel early in the systems development process to

weed out candidate materials that are expected to have a high order of toxicity. In addition to

improving the utility of the toxicity tests, this interchange between the system engineer and

toxiciologist can minimize investment in costly engineering tests which are overcome by adverse

findings in toxicity tests conducted ;ate in the product development cycle.

PB-PK model for
CTFE oligomer
(metabolism)

Fluoride

Body"Boe" Lveri'sToxic effect

+ B d  B n "II 
i e  com partm ent"

Urinary Fecal and urinary
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Figure 7. Schematic of the Simulation Model for CTFE Oligomers and Metabolites. Metabolism of
the oligomer in the liver produces inorganic fluoride and perhalogenated fatty acid
analogs. Half the fluoride is rapidly eliminated and the other half is stored in the bone
matrix. The simulation model indicated that about 200 mg of the oligomer would have to
be converted to the acid during the 90-day exposure period to account for the amounts of
excreted fluoride observed during and after the 90-day exposure. The acids are presumed
to be the toxic form of these perhalogenated chemicals.

DISCUSSION

The design philosophy in using simulation to improve toxicity testing is to quickly generate

PB-PK models for the behavior of parent chemical and major metabolites in the test animal. The data

to generate these models can frequently be obtained from simple in vitro experimentation or limited

in vivo studies. Pharmacokinetic data acquisition then can either precede or proceed in paraliel with

toxicity studies. In either case, the strategy is to develop a target tissue dose simulation model that

can quickly be applied to subsequent experiments and conveniently appled to p, edict behavior

under other experimental conditions and in other species, especially humans. This very ambitious

approach to the conduct of toxicity studies is not at all out of the realm of possibility for the great

majority of chemicals under test. In fact, often much of the information needed to create PB-PK

models is already available, although somewhat dispersed, in the toxicology literature. In recent years
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PB-PK models have been developed for a variety of chemicals, including polychlorinated biphenyls

[37], dioxin [221, cancer chemotherapeutic agents of various kinds [38], halogenated hydrocarbon

solvents [39], and several commercially important drugs [40]. These studies create a data base guiding

the rapid deployment of modeling for subsequent chemicals. A good description of the role of

pharmacokinetics in developing toxicity testing protocols has also been provided [41].

As toxiciologists gain experience in the use of these simulation models for estimating tissue

dose, their development and validation will correspondingly require less work. The ideal will be

development of simulation models based on structure-activity relationships for solubility, binding

properties, metabolism, and such, and limited in vitro studies with isolated cell lines or subcellular

organelles. We are very close to this ideal with the low-molecular weight, chlorinated hydrocarbon

vapors, and with the extensive data base on the in vitro characteristics of TCDD-analog receptor

binding, not too far off from this ideal for some of these higher molecular weight chlorinated

hydrocarbon contaminants.

Intellectually, the ability to predict a particular outcome is itself a powerful tool for improving

the information content of an experiment. With conventional PK modeling, time-course data are

central and is fitted to obtain a description of the data without regard to the mechanistic

underpinnings of the behavior. Simulation models in effect say that the behavior is predictable from

a few basic parameters. When a simulation agrees with data, there is cause for increased confidence

in the accuracy of the physiological description of the animal-chemical system. When the model fails,

it points to a lack of understanding of the basic biological processes. The failure of a basic

physiological model for inhaled vapors for styrene [42], cis- and trans-dichloroethylene [43], and allyl

chloride [44] was the first evidence of complexities in the behavior of these particular chemicals.

Further study showed that the basis of the failure of the predictions were enzyme induction, enzyme

inactivation, and cofactor (glutathione) depletion, respectively. Without a PB-PK model, these data

would have been blindly fit and the information content ignored. Structural models, when they fail,

can be as informative, and frequently more interesting, than in the cases where they are cleary

successful in their predictions [1,2,3,43,45].

Another aspect of simulation modeling that leads to reduction in use of higher animals s the

focus on providing a quantitative understanding of the toxicity in one particular target species, the

rodent, and conducting extrapolation of crucial elements of the overall toxicologic mechanism to

primate or human target species. This is a very different emphasis from the prevailing approach,

which is to examine the toxicity qualitatively in- -veral animal species and to extrapolate based on

the most sensitive species. In the simulation app. oach, the toxicity observed in the rodent is verified

as relevant for the primate by observa,;ons in restricted numbers of animals or preferably in isolated

tissues. To our minds, there is little to no justification for examining other species, such as the dog, for
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instance, unless there is a compelling biological reason for believing that some other species is

particularly appropriate for the endpoint under study.

The most direct extrapolation occurs in models where critical parameters associated with

toxicity are identified in the rodent simulation model and where these same parameters can be

estimated directly with human tissues. Andersen et al. (461 conducted a simulation-based human risk

assessment of the carcinogenicity of methylene chloride. Mice exposed to either 2000 or 4000 ppm

methylene chloride for 6 h/day, 5 day/week, for two years, developed tumors of the liver and lung in a

concentration-dependent manner. The tumorigenicity appeared to be related to the rate of

metabolism of methylene chloride by a glutathione transferase (GST)-mediated conjugation with

glutathione. Analysis with the simulation model determined that the most critical parameters for

tissue dose of this GST metabolite were the estimated volume of the target tissue and the rate of GST

metabolism in the target tissue. As a result of this analysis, Reitz and co-workers [47] subsequently

measured the rates of GST conjugation with methylene chloride in vitro with lung and liver tissue

from four species: mouse, rat, hamster, and human accident victims. The constants derived from this

work then were used to refine the human risk assessment within the framework of a PB-PK model

that calculated liver and lung tissue dose of the GST metabolite [48].

For tissue dose extrapolation, these models readily support high-to-low dose, dose route, dose

rate, and interspecies extrapolations [1,7,46]. In addition, these models point the way toward

interchemical extrapolation. A successful simulation model faithfully introduces the important

biological parameters that regulate tissue concentrations and important tissue interactions. After a

model is successfully developed for one member in a class of related chemicals, the basic model

structure can be used to direct experiments for other chemicals in the class. With the volatile

chemicals, the partition coefficients and biochemical constants for metabolism control the disposition

uf parent chemical and major metabolites. With the polyhalogenated dioxins and furans and their

analog chemicals, tissue disposition is largely determined by the presence of specific binding sites in

various tissues and the rate of elimination. In rats and mice, elimination is controlled by rates of

metabolism. In humans and guinea pigs, unchanged parent chemical is eliminated in feces by passive

diffusion across intestinal tissue into the contents of the gastrointestinal tract. These processes are in

turn related to binding capacities and affinities of the proteins, rates of metabolism, and relative

solubilities in blood, intestinal tissues, and intestinal contents. Perhaloalkanes, CTFE oligomers, and

similar chemicals, including highly chlorinated paraffins [49], demonstrate a consistent toxicologic

picture that appears to be related to conversion of these chemicals to persistent haloacids. With

these chemicals, the predominant factors involved in toxicity are rates of conversion of the parent

alkane to acid metabolites, the life-time of the acid ;,, the body, and the relative biological efficacy of

the acid itself, Only the biological half-lives need to be determined in animals, and this can be done in

67



nonterminal experiments by following urinary and fecal concentrations over time or by biopsies on

liver tissue.

In these simulations the improvements in protocol design and interpretive ability arise by

developing easily implemented models to predict relevant measures of tissue dose under a variety of

experimental conditions in various animal species. Tissue dose is an elusive concept. It ranges from

simple measures, such as chemical concentration, metabolite concentration, or integrated exposure

to these materials, to more biologically relevant measures, such as DNA adducts, macromolecular

protein binding, cellular mitotic rates, or increased gene expression, which result from the exposure

to an active chemical [4,61. While the simulation models discussed in this paper deal with the tissue

exposure to parent chemical and metabolite or with receptor occupancy, it is relatively easy to extend

them to include the more biological endpoints and focus more on tissue response (pharmaco-

dynamics) than on the chemical itself. In the future more and more simulation models will include the

biological response as well as the physical chemical aspects of chemical disposition. These

descriptions will formulate the pharmacodynamic consequences of chemical exposure in quantitative,

mathematical form. Examples of pharmacodynamic modeling have been provided for prednisolone

[50] and for chemical carcinogenesis [4].

A simulation model is really little more than a set of mass-balance differential equations that

are solved by numerical methods. These systems of equations can be readily solved by software

packages available from a variety of vendors. The models discussed here were all written for IBMPC-

compatible systems and used ACSL -Advanced Continuous Simulation Language, supplied by Mitchell

and Gauthier Inc., Concord, MA. The models for the volatiles and dioxin require about 1 minute

processor time on an IBMPC-compatible computer with an 80286 microprocessor and a 80287 math

co-processor. The software is also available for mainframe operation. The 90-day CTFE simulation

models were run on a Digital Equipment Corporation, VAX 8550 minicomputer. A demonstration

program for examining the distribution of volatiles can be obtained by contacting the authors or

Mitchell and Gauthier, Inc.
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SUMMARY

The LD50 test was introduced by Trevan in 1927 [11 for biological standardization of dangerous

drugs. Since then, the LD50 has gained wide acceptance as a measure of acute toxicity of all types of

substances. Recently, however, the LD50 test has been criticized as an unnecessary waste of resources.

Therefore, efforts have been made to reduce the number of animals used in such tests and to avoid

using this test unless required by regulations. A review of the literature has shown that a relatively

small number of animals per dose level (5) and a small number of dose levels (2 or 3) are usually

sufficient to calculate an LD50 and slope using moving average methods. In addition, one sex should

suffice because large sex differences are seldom encountered. When a formal LD50 is not required,

one of several approximate methods may be used to estimate the lethal dose. Further approaches

include in vitro cytotoxicity methods and computer-based structure-activity models. The in vitro

methods are still in an early stage of development and will require extensive validation before they

are accepted by the toxicology community. In conclusion, when LD50 tests are required, the most

economical approach should be used, without undue concern for statistical precision.

INTRODUCTION

The LD50 test was introduced by Trevan in 1927 [1] for biological standardization of potent and

potentially dangerous drugs such as digitalis extracts, insulin, and diphtheria toxin. For this purpose,

high precision was essential, and this required relatively large numbers of animals. In the years since

its introduction, the LD50 test has been used to evaluate the acute toxicity of a wide variety of

chemical substances including drugs, pesticides, industrial chemicals, cosmetics, and food additives.

For these purposes, a high degree of precision usually is not required.

In recent years, the LD50 test has been widely criticized as an unnecessary waste of resources,

especially in relation to the large number of animals used. Many investigators, including Weil [2],

Zbinden and Fluri-Reversi [3], Muller and Kley [4], Schutz and Fuchs [5], Lorke [6], and Depass et al. [7]

have shown that adequate information about the lethal dose of a substance may be obtained us.ng

far fewer animals than required by classical LD50 methods.
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In this article, the purposes of LD50 and acute toxicity tests will be reviewed. The importance

of various factors such as sex, sample size, number of dose levels, method of LD50 and slope

calculation, and skin abrasion in percutaneous application studies will be assessed, especially as they

affect the number of animals used in LD50 studies. Approximate methods for estimating lethal dose

requiring very small numbers of animals (6 to 10 per test) will be reviewed. Finally, posssible future

approaches will be summarized.

PURPOSES OF LDso AND ACUTE TOXICITY TESTS

It should be stated from the outset that a well-conducted "LD5 0 test" should provide

considerably more information about the toxicity of a substance than an estimate of the median

lethal dose. Zbinden [81 has reviewed the purposes of acute toxicity testing from a historical

perspective. It is clear that our perception of the reasons for performing such studies has changed

over the years since their introduction. For example, the use of this test as a means of standardizing

drug potency is now obsolete. Similarly, the calculation of a therapeutic index for drugs (i.e., the ratio

of the LD50 to the ED50 for the desired effect) now is considered to have very limited value. The ED50

should be compared not to the LD50, but rather to the lowest dose that produces a significant toxic

effect.

Information from LD50 tests has often been used to select doses for subsequent repeated-dose

toxicity studies. A well-conducted acute toxicity test can provide useful information for dose

selection. Because LD50 tests are usually the first investigations of the effects of industrial chemicals

on mammals, these tests very often do provide valuable data for selecting doses for subsequent

studies. This situation does not exit, however, for human pharmaceuticals, in that pharmacology data

are usually available prior to initiating toxicology studies. For other classes of compounds, such as

cosmetic ingredients, food additives, and contaminants (including animal drugs and their

metabolites), it is difficult to justify the need for studies designed to investigate the effects of single

large doses because such exposures rarely will occur in humans.

Useful information on the bioavailability of a compound may sometimes be obtained from

LD50 studies by comparing LD50 values with different routes of administration. Although LD50 studies

clearly cannot provide as much information as well-conducted pharmacokinetic studies, one may still

conclude that a compound that is as toxic by oral gavage as by intravenous injection is absorbed well

from the gastrointestinal tract.

Results of LD50 tests have been used to predict lethal doses and symptomatology of human

intoxications. Because LD5o values may vary greatly among different species, prediction of human

lethal doses from rodent LD5os should be made with caution. Nevertheless, well-conducted acute

toxicity tests can provide useful information about the kind of toxicity to be expected.
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Acute LD50 tests are or have been required by various U.S. regulatory agencies to provide

essential information on the potential toxicity of chemical substances. The Food and Drug

Administration (FDA) has required such data to support registration of pharmaceutical, food

additives, and cosmetic ingredients. However, this agency issued a policy statement on October 11,

1988, indicating that the "classical LD50 test is not a required toxicity study" [9]. This position was

confirmed more recently by the Director of FDA's Center for Veterinary Medicine [101. Similarly, the

Environmental Protection Agency (EPA) has required this test for registration of pesticides and

sometimes for other industrial chemicals. In a very recent announcement, the EPA suggested that

abbreviated tests be used when appropriate [11]. The Department of Transportation and the

Consumer Product Safety Commission also require limited LD50 data to establish the safety of

substances transported across state lines and for various commerical products, respectively.

Hickey [121 published the results of a survey of various manufacturers of industrial chemicals,

cosmetics, and pharmaceuticals. The responses indicated that most of the companies performed

acute toxicity tests, including traditional LD50 tests, and that the great majority of such tests were

performed to satisfy regulatory requirements. Although a majority of the companies used a limit

test, only a minority reported using an approximate lethal dose test.

FACTORS IN THE DESIGN OF LD50 TESTS

Sex
Although animals of both sexes are used routinely in most toxicology studies, there is evidence

that one sex may be sufficient for LD50 tests. Weil et al. [2] reported the results of 143 rat oral LD50

tests performed using both sexes. They reported mean LD50 values of 8.36 and 8.96 g/kg, respectively,

for males and females, and a correlation coefficient of 0.961. In only 8 of the 143 tests was the LD50

significantly different for the two sexes. Therefore, for this large group of predominantly aliphatic

organic compounds, the sex difference was not important.

Muller and Kley (4] reported the results of 152 LD50 tests, 81 in mice and 71 in rats. These tests

were conducted with drugs administered either orally or by intravenous injection. A significant

difference in LD50 for male and female animals was found in only 23 of the 152 determinations, with

the male LD50 being higher in 17 of the 23 cases.

In a similar study, Schutz and Fuchs [51 reported the results of 170 LDs0 tests in rats, mice, and

guinea pigs. Drugs of various classes were administered by oral and parenteral routes. A significant

sex difference was found in only 3 of the 170 determinations.

DePass et al. [71 summarized the results of 91 rat oral LD50 tests and reported mean LD50 values

of 2.47 and 2.13 g/kg for males and females, respectively. The correlation coefficient was 0.93,
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indicating a strong association between male and female LDS0 values for this large array of industrial

chemicals. Somewhat surprisingly, this small difference was statistically significant (p = 0.0002),

indicating that the male LDS0 values were consistently higher than the female values. Nevertheless, a

difference of this magnitude has no biological importance. DePass et al. [71 also analyzed the sex

difference data from rabbit dermal studies in which the compounds were applied to abraded or

unabraded skin. For 28 studies using unabraded skin, the mean LDs 0 values were 3.15 and 2.81 g/kg

for males and females, respectively, with a correlation coefficient (r) of 0.96. Again, this sex

difference was statistically significant (p = 0.03) but not biologically meaningful. Corresponding

values for abraded skin were 0.93 and 0.94 for n = 17 and r = 0.73. Finally, Bruce [13] reported the

results of 48 rat oral LDs0 tests with various household products. For these studies, the LD50 value for

males averaged 29% higher than that for females. In 13 of the 48 cases, the male values were

significantly (p<0.05) higher than the female.

The results summarized above indicate that sex differences are usually not important in LD50

studies. Although the rat oral data of Bruce [131 and DePass et al. [7] suggest that females may

generally be more sensitive than males, the sex differences reported were usually within the limits of

reproducibility of the LDS0 bioassay and, therefore, not biologically significant.

Number of Animals per Dose Level

The number of animals required at each dosage level of an LD50 study has been the subject of

discussion for many years. Weil et al. in 1953 [2] summarized the results of rat oral LD50 data for

24 compounds. The mean LD50 values were 4.64 and 4.76 g/kg for n = 5 and n = 10, respectively, with

a correlation coefficient of 0.988. For percutaneous LD50 tests in rabbits they reported mean LDs 0

values of 3.03 and 3.17 g/kg for n = 4 and n = 5, respectively, with a correlation coefficient of 0.977.

Schutz and Fuchs [5] analyzed data from 170 LDS0 tests involving three rodent species and five

routes of administration. They compared LDS0 values and confidence intervals when 4, 6, 8, or

10 animals were used at each dosage level. Their results indicated that, in most cases, acceptable LD50

values could be calculated even with four animals per dose group. DePass et al. [71 analyzed rat oral

LD50 data for 11 cc mpounds tested in both sexes. They found the mean LD50 values to be essentially

identical whether 5 or 10 animals were used at each dosage level. The correlation coefficient was

0.98 for each sex.

These data indicate that acceptable LD50 values can be obtained using no more than five

animals per dosage level. Doubling the number of animals results in no significant gain with respect

to our knowledge of the acute toxicity of most compounds.

76



Number of Dosage Levels

The number of animals used in LD50 studies depends, not only on the number treated at each

dosage level, but also on the number of dosage levels. The importance of the latter variable is more

difficult to evaluate since it is usually dependent on the method used for determining the LD50. For

example, the classical probit method typically requires relatively large numbers of animals compared

with certain other methods such as the moving average method. Schutz and Fuchs [5] using the

probit method found that five or more dosage levels were needed in 57% of rat oral studies, 31% of

rat intravenous (iv) studies, 55% of mouse oral studies, and 41% of mouse iv studies.

To evaluate the importance of number of dosage levels of LDS0 data, it is necessary to vary this

number while using a single method for calculating the LD50. Using this approach, DePass et al. [7]

calculated rat oral LDs 0 values for 10 compounds (mostly insecticides) using the minimum number of

dosage levels required for the moving average method (2 or 3 levels). They then added dosage levels

as needed to calculate LDs0 values by the probit method. The latter method required three to seven

dosage levels for these compounds. Finally, they calculated LDs0 values for both data sets using the

moving average method. The resulting LD50s showed excellent agreement with a correlation

coefficient of 0.99 between the two sets of data. Therefore, based on this admittedly small data set,

there was no advantage to using approximately twice as many dosage levels as the minimum

required by the moving average method.

Method of LDSo and Slope Calculation

Several methods have been used for calculating the LDs0 and the slope of the dose-lethality

curve. While it is beyond the scope of this paper to review and compare the various methods, it is very

useful to evaluate the differences in resources required by certain methods. For example, the widely

accepted probit method [14] provides statistically precise estimates of the LD50 and the slope. The

main disadvantage is that relatively large numbers of animals must be treated at doses close to the

LDs 0 to obtain adequate goodness of fit. Doses that produce 0 or 100% mortality cannot be used in

these calculations. Thus, it is rare that three or fewer dosage levels are adequate for an LDs0

determination (see Schutz and Fuchs [5] data cited above). By contrast, the moving average method

[15] requires relatively few animals (usually 10 to 20), does not exclude 0 or 100% mortality data, and

does not assume a linear dose-lethality curve. The main disadvantage is a relative lack of precision

when small numbers of animals are used. In addition, there was originally no method for calculating

a slope as required by some regulatory agencies. This deficiency no longer exists since the publication

of a method for slope calculation based on the moving average method (161.

To compare the results of LD50 determinations using these two methods, DePass et al. [7]

analyzed data from eight rat oral studies. The results indicated very strong association (r = 0.99)
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between the LD50 values calculated by these very different methods. A comparison of the slopes

yielded a similar correlation except that the moving average slope was generally significantly larger

than that calculated by the probit method. In a similar comparison of slopes using a larger data base

(35 dose-response curves), Weil [16] reported a correlation coefficient of 0.85. Although caution is

necessary when attempting to make general inferences from a limited data base, it is clear that very

different approaches can yield very similar LD50 and slope data.

Skin Abrasion in Percutaneous Studies

Because regulatory agencies have requested LD50 data on compounds applied to intact as well

as to abraded skin, the effect of abrasion on toxicity is of interest, especially since relatively expensive

rabbits are often used in dermal studies. DePass et al. [7] compared LD50 values for 20 compounds

applied to both intact and abraded skin of rabbits. The values were generally higher for intact than

for abraded skin, as one would expect if abrasion enhances penetration of the compound.

Correlation coefficients were 0.54 and 0.66 for males and females, respectively, indicating only

modest association between these variables. It is possible that variation in the abrasion technique

contributed to differences in the extent of enhancement of skin penetration, resulting in the

relatively weak correlations observed.

APPROXIMATE LD50 METHODS

Whereas the probit and moving average methods are well known and accepted by regulatory

agencies, other methods are available that provide useful information about acute toxicity including

estimates of a lethal dose or LD50 . These "approximate" methods have the disadvantage that they

may not be acceptable to some regulatory agencies. Their advantage is that they are very economical

in the number of animals used.

Approximate Lethal Dose Method (Deichmann)

The oldest of the methods to be described was published by Deichmann and LeBlanc in 1943

(17], which has recently received renewed interest. In this procedure, an arbitrary dose of the test

substance is administered to one animal. If the animal survives, a second animal receives 1.5 times the

previous dose. In this manner, increasing doses are administered until a lethal dose is achieved. This

lowest lethal dose is called the Approximate Lethal Dose (ALD). The major advantage of this

procedure is that only 6 to 10 animals are required for each test.

In 1948, Deichmann and Mergard [18] published an evaluation of this method in which they

compared the ALD with a traditional LD50 for a series of compounds having greater than a 100-fold

range in lethal dose. There was good agreement between the ALDs and the traditional LD50s with a

correlation coefficient of 0.98. Kennedy et al. [19] used the same approach to compare ALDs with
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conventional LDs0s for nine compounds. The results are shown in Tablp 1. The. results showed good

agreement between the two methods. The average number c , needed \as 1.8 for the ALD

versus 56.3 for the complete LD50.

TABLE 1. APPROXIMATE LETHAL DOSE (ALD) VERSUS CONVENTIONAL RAT ORAL LD50 (g/kg)

Conventional Approximate

Chemical N LD50  N ALD

Tetraethyl lead 36 20 5 26

Methomyl 53 40 5 26

Hexachlorophene 46 165 11 90

Adiponitrile 65 301 7 300

Caffeine 40 483 8 450

N-Butylhexamethylene diamine 35 536 7 1,000

Hexamethylene diamine 92 1,127 5 1,500

Bromobenzene 35 3,591 8 3,400

Carbon tetrachloride 105 10,054 5 7,500
(Kennedyetal., 1986) 119]

Up-and-Down Method (Dixon and Mood; Bruce)

The up-and-down method was introduced by Dixon and Mood [20] and was recently revisited

by Bruce (13, 21]. In this method, animals are dosed one at a time starting at an estimated LD50 dose.

If the first animal survives, the next animal receives a higher dose. If the first animal dies, the next

animal receives a lower dose. Doses are usually adjusted by a constant multiplicative factor such as

1.3. 1he dose for each successive animal is adjusted up or down depending upon the outcome of the

previous animal. Bruce [131 performed computerized simulations of this method for 10 substances

and compared the results with conventional probit-derived LD50 data. The up-and-down results

showed excellent agreement with the formal LD50 dose. In a confirmatory study [21], 10 substances

were tested in parallel using both methods. The results are tmmarized in Table 2. Again there was

excellent agreement betwe,, .he results of th e two methods. Whereas the conventional method

used 40 to 50 animals per test, the up-and-down method required only 6 to 9.
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TABLE 2. UP-AND-DOWN METHOD VERSUS CONVENTIONAL RAT ORAL LDs0 (g/kg)

Conventional Up-and-Down

Chemical No. N LD50  N LDs0

1 50 0.273 6 0.388

2 40 0.344 9 0.421

3 40 3.49 8 4.12

4 40 3.51 6 4.02

5 40 4.04 6 3.52

6 40 5.56 6 5.70

7 40 9.28 6 8.77

8 20 >10 3 >10.1

9 50 10.11 7 11.09

10 10 >20 8 22.4

(Bruce, 1987) 1131

Mollnengo Method

Another approximate method for determination of the LD50 was proposed by Molinengo [22].

This method is based on an empirical relationship between dose and survival time. The dose (D) is

plotted as a function of DIT, where T = survival time. The resulting f;nction is described by the linear

equation D = aD/T + b. The y-intercept, b, where the regression line intersects the ordinate, is the

smallest dose that kills 50% of the animals in an unlimited time, and represents an approximate LD5 0.

Molinengo [22] reported good agreement between approximate and conventional LD50 data for

several drugs tested in female mice. Only 6 to 11 mice were used for each test.

Although. this method may yield reasonable approximations of the LD50 for some compounds,
more recent data show less impressive agreement between the Molinengo LD50s and classical LD50s
[23]. This method has been criticized because of its relatively large variability, even compared with

other approximate methods such as the up-and-down method [24]. The Molinengo method also has

been criticized on theoretical grounds in that the dependent variable (T) appears on the abscissa (24,

25]. This violates one of the premises of linear regression; namely, that all of the error be expressed

on the ordinate.

British Toxicology Society Protocol

The British Toxicology Society (BTS) has proposed a protocol for acute toxicity testing that

minimizes the number of animal. ised as well as their pain and distress [26). In this approach the

animals receive 5, 50, or 500 mg/kg body weight.
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The initial dose is chosen, based on available information, to produce toxicity but no mortality.

Depending on the observed response, the dose is either increased or decreased by a factor of 10. Five

rats of each sex are tested at each dose level. Substances are assigned to one of four toxicity classes

based on the percent survival and signs of toxicity at a given dose. Results of a comparative study

indicated that 31 of 41 compounds were classified correctly when this protocol was compared with

the standard OECD protocol [26]. The BTS protocol used only 36% of the number of animals required

by the OECD protocol, and the percent mortality was only 13% of the number that died with the

latter protocol.

Other Methods

Other approaches to determination of the LD50 using small numbers of animals have been

published in recent years. The Noordwijk method [27] is a refinement of the Deichmann ALD

procedure, whereas the Lorke procedure (6] is another sequential method. These methods will

receive more credence when they have been subjected to independent validation.

FUTURE APPROACHES

Whereas even the approximate methods described above still depend on the use of animals,

other approaches have been developed that rely on structure-activity relationships in in vitro cell

culture data to predict acute toxicity.

Enslein and Craig [28] have developed a computerized statistical model for predicting LD50s.

Although this approach will require additional independent validation, the wealth of LDs0 data

available on a broad range of substances suggests that this may be one area of toxicology in which

animal studies eventually may be replaced by computer-calculated values.

Significant efforts also have been directed in recent years to development of in vitro methods

for prediction of acute toxicity [29]. As with the computerized structure-activity predictions, these

methods must be validated independently using a broad range of substances before they can be

considered as replacements in in vivo studies.

DISCUSSION AND CONCLUSIONS

Because of the inherent limitations in the value of LD50 data and because of the need to

conserve animal resources, the routine use of large numbers of animals to calculate statistically

precise LD50s can no longer be justified. This position has been taken by the FDA and the EPA, which

no longer require classical LD50 data. In fact, the EPA has formally endorsed the approximate lethal

dose, up-and-down, and moving average methods described above [11]. Their recently revised policy

also suggests that only the more sensitive sex is required. Other international regulatory agencies,

including the Japanese Ministry of Health and We'fare, have also reduced or eliminated their
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requirements for LD50 data. This change of attitude toward LD50 data does not imply that there is no

longer any value in determining the potential toxicity of single large doses of a substance. Such data

can be very useful in characterizing toxicity and in designing future experiments. The necessary

information can be obtained with relatively small numbers of animals by using one of the

approximate methods described above. When regulatory requirements insist on more traditional

approaches, it is still possible to produce credible LD50 data while using small numbers of animals (less

than 20 per test). This may be accomplished by using the moving average method, which can provide

an estimate of the LD50 with confidence limits and/or a slope, when required.

It should be clear from the preceding discussions that there is no unive -sally recognized ideal

protocol that can provide acceptable LD50 data while also minimizing the use of animals. Within the

foreseeable future, the approximate methods may be deemed acceptable by all regulatory agencies

around the world. Until that time, however, we are faced with the challenge of developing protocols

that are economical in use of animals and yet acceptable to regulatory authorities. The following

protocol is proposed as one approach that may be acceptable to all parties involved in the safety

evaluation of chemial substances. When using this protocol, or any other protocol for acute toxicity

studies, it is essential that nonlethal endpoints, such as clinical signs, be recorded and evaluated.

Proposed Acute Toxicity Protocol
* Assuming that no previous in vivo studies have been performed, use structure-

activity relationships and/or in vitro data to predict acute toxicity of the substance.

* For compounds other than human pharmaceuticals, use limit test doses (5 g/kg oral,
2 g/kg dermal), unless there is reason (from step 1) to suspect that these doses will
be excessive.

e For human pharmaceuticals, give 100 times the expected clinical dose (or ED50 in an
appropriate animal model), unless there is reason to expect excessive toxicity at this
dose.

* Treat five animals of a single sex and species, preferably females, because they may
be generally more sensitive than males.

e If no mortality or significant clinical signs are observed at the limit dose, stop the
experiment. The substance may be classified as having low acute toxicity.

e If fractional mortality (less than 100%) and/or significant clinical signs occur, reduce
the dose by a factor of 2. Continue this process to define a nonlethal and,
hopefully, a no-observed-effect level (NOEL).

* If 100% mortality occurs, reduce dose by factor of 10, because the LD50 clearly has
been exceeded. Depending on the result at the lower dose, additional doses may
have to be increased or decreased by an appropriate factor so that an LDS0 can be
calculated by the moving average method.

* Dose a group of males at the estimated LDS0 to determine whether there is a
significant sex difference in toxicity. The protocol woud be repeated only if the
result were markedly different (e.g., 0 or 100% mortality).
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With this protocol, an LD50 with confidence limits and/or slope should be obtainable with

20 animals or less for most substances. The most difficult substances to study with a limited

sequential protocol such as this are those that cause delayed deaths or that have relatively flat dose-

lethality curves. These substances would have to be considered for more complete studies on a

case-by-case basis. Because most deaths occur within one week of dosing, this period should be

adequate for most compounds. If a compound produces delayed deaths, the more standard two-

week observation period should be used.

As a final comment, we may ask whether the need to protect the public requires the

administration of lethal doses to animals? All regulatory agencies now agree that it is unnecssary to

determine lethal doses in large nonrodent species such as dogs and monkeys. In the future, it may be

necessary only to administer large enough doses to characterize the toxicity of a compound in acute

toxicity studies.
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SUMMARY

Strategies for selecting chemicals for definitive, higher order toxicology tests are important

because physical and personnel resources are limited and chemicals vary widely in the need for

testing. The National Toxicology Program has developed strategies for selection of chemicals for

definitive tests in several areas of toxicology. In addition to the number of people, the extent of

human exposure, structure-activity considerations, and reports of observations in humans, specific

triggers are sought from animal studies and short-term tests or in vitro screening that impact the

chemical selection process and the design of definitive studies. Specific triggers in reproductive

toxicology, for example, include observations in prechronic toxicology studies in rats and mice:

weights and histopathologic examinations of reproductive organs, measurements of sperm

production and function in males, and estrus cyclicity in females. Comparable tissue-specific triggers

do not exist for developmental toxicity studies, and screening tests are not widely used for setting

priorities for the conduct of definitive developmental toxicology studies.

INTRODUCTION

This paper will deal with the progression of toxicological testing from prescreens through

screens, definitive studies, and supportive or interpretative studies. The intent of this paper is to

challenge the reader regarding the issue of whether the toxicological studies being conducted are

really definitive studies or whether they are, in fact, screening studies. Also, information is presented

on the results of a review of studies of the National Toxicology Program (NTP) regarding the use of

screens or trigger information in the area of reproductive toxicology.

TRIGGERS FOR TOXICITY TESTING

Scientists concerned about the potential adverse public health effects of chemicals in our

environment focus pimarily on the endpoints listed in Table 1. These endpoints of concern are listed

in the context of the triggers or considerations that establish the relative amount of concern we have

for each of these areas of toxicity. For example, one of the major public health concerns in the world

today is carcinogenesis. The triggers that drive this concern include structure-activity relationship

considerations for individual chemicals, as well as the results of subchronic toxicity studies; the fact

that people are exposed on a chronic basis is a major stimulus for concern over carcinogenesis. In

addition, positive results of prescreens for genetic toxicity or other nongenetic endpoints that could
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potentially result in carcinogenicity are also triggers. As for carcinogenesis, the triggers for our

concern over the toxicity associated with chronic exposure to chemicals include the chemical

structure, the results of subchronic toxicity studies, as well as the chronic exposure of people. In

contrast with the concern over carcinogericity, however, factors of great importance regarding

chronic toxicity are the potential of a chemical to cause delayed toxicity, due either to cumulative

toxicity or the potential of the chemical to accumulate in the body to toxic levels over prolonged

periods of exposure. Chemicals with long biological half-lives are more likely to cause toxic effects

upon long-term exposure to low levels than chemicals where the biological half-life is short and the

results of short-term toxicology studies predict well the dose levels at which effects will be seen from

chronic exposure.

TABLE 1. TRIGGERS AND RELATED TOXICITIES OF CONCERN

Concern

Heritable Devel- Repro-
Chronic Genetic opmental ductive Neuro- Immuno-

Triggers Oncogenicity Toxicity Damage Toxicitlf Toxicity toxicity toxicity

Structure activity X X X X X X X
relationships

Subchronic study results X X X X X
Chronic study results X X X

Exposure: acute or X X X X
short

chronic X X X

Positive prescreens:

genetic X X
nongenetic X X

Delayed toxicity X X

Long biological half-life X

Women exposed X

Developmental toxicity X

The main triggers for concern over heritable genetic damage include the chemical structure as

well as positive results from genetic toxicity screens. While genetic damage can occur from exposure

of any duration, the greatest concern is from acute exposure to large amounts of chemicals.

While the areas of reproductive and developmental toxicity often are thought of as being

closely associated, the closeness may be more important organizationally than it is conceptually. This

difference is reflected in the triggers of concern for these two areas (Table 1). In the area of

developmental toxicoiogy, structure-activity relationships have been useful in the past in predicting

this endpoint of toAicity across chemical classes. Because of the narrow window of susceptibility for
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teratogenesis or developmental toxicity, the duration of greatest concern is an acute short-term

repeated exposure rather than chronic exposure. Other triggers for concern are the positive results of

prescreens developed to predict teratogenic effects as well as the existence of situations where

women are exposed to the chemical. Regarding concern over reproductive toxicity, structure-activity

relationships are important along with the results of either subchronic toxicity studies. In both of

these studies, examinations of reproductive organs are important triggers for the potential of that

chemical to cause adverse reproductive effects. In contrast to developmental toxicity where the

exposure of concern is acute, the greatest concern regarding reproductive toxicity is from chronic

exposure. In some cases, where the results of a developmental toxicity study show a significant

reduction ;n fetal body weight or a significant decrease in litter size, the results of a developmental

toxicity study also can be a significant trigger for concern over reproductive effects.

The triggers for concern over neurotoxicity and immunotoxicity are similar in some regards, in

that both are triggered by chemical structure, the results of subchronic and chronic studies, and the

major concern is from acute or short-term exposure. In both cases, however, chronic exposure also

can be of great importance in causing these forms of toxicity. One aspect of neurotoxicity is that

acute exposure can result in delayed manifestations of toxicity, a response pattern that is sometimes

confused with the outcome of chronic exposure.

Strategies for Carcinogenicity Tests
Two different approaches to carcinogenicity testing are shown in Table 2. The major question

in this specific area of concern is whether the two-year carcinogenicity studies (which are frequently

erroneously referred to as "bioassay") are in fact a screen or a definitive study for carcinogenic

potential. During the early days of the bioassay program, the National Cancer Institute used the two-

year rodent carcinogenicity study as a screen for carcinogenic potential with the intent that definitive

studies would be conducted on tf ise chemicals that caused positive results. Unfortunately, the

definitive studies were seldom conducted as a sequel to the screens. Instead, we have expanded

these two-year screens to the extent that they use more animals and dose levels than in the past, and

many questions beyond carcinogenic potential are introduced into the design of these studies such

that they are no longer just a screen for carcinogenesis. In addition to carcinogenicity, we attempt to

get information regarding chronic toxicity and include groups of animals for special stop-studies or

start-studies or for information regarding complete carcinogenesis vs. promotion. Because of the

great cost and the long period of time required to do these studies, it is hard to consider that they are

simply a screen for carcinogenicity. Another consequence of using the two-year rodent studies as we

do today is that by the time these studies are completed, most toxicologists or laboratories are

unwilling to afford the great cost of doing additional complex testing for carcinogenic potential after

conducting a two-year rodent "screen." As a result, definitive studies for carcinogenic potential that
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are designed to better understand the pathogenesis and biology of carcinogenesis in the rodent

model are seldom conducted today. A real problem, though, with using the two-year study as a

screen, followed with a second two-year study for more definitive data, is the 8 to 10 years required

to run these studies in sequence. If a chemical is carcinogenic, that is a long time to test a hypothesis

before making a public health decision.

TABLE 2. TWO-YEAR CARCINOGENICITY STUDIES: SCREEN OR DEFINITIVE STUDY?

CARCINOGENESIS

Prescreen In vitro genetic toxicity studies

Screen A. Two-year rodent study B. Two-year bioassay
promotion models
Strain A mice
Transgenic mice

Definitive study Two-year rodent study
Interim sac
Stop-study
Multi-dose, large groups

Mechanistic and interpretative Chemical disposition
studies Oncogene activation

Cell turnover
DNA damage
Promotion models
Metabolic activation

As shown in Table 2, perhaps the two-year rodent studies should be redesigned with the intent

that they would serve as a definitive study for carcinogenicity and other studies would be used as a

screen. Such studies might include a true two-year rodent bioassay per the original intent, or other

studies of duration shorter than two years such as promotion models, tests in Strain A mice, or

perhaps studies in the future using transgenic mice where carcinogenic effects might be obtained in

periods of time considerably less than two years.

Whether two-year rodent studies are considered a screen or a definitive study in the future,

other studies that provide us information about the mechanism of toxicity or help us interpret the

results of carcinogenicity studies include those shown in Table 2. Chemical disposition studies, data

regarding activation of oncogenes, and data that relate to rate of cell turnover and other evidence of

cytotoxicityto the probability of a chemical causing cancer by nongenetic means are important. Data

regarding the potential of a chemical to cause DNA damage or other evidence of genetic toxicity

should be used in conjunction with the data describing the relative cytotoxicity of the dose levels at

which carcinogenic effects are seen. Promotion models, especially those that are specific for the site

of the carcinogenic effects seen in two-year studies, are helpful in understanding the potential

mechanism by which carcinogenic effects are caused. Also, the role of metabolism in the cause of
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carcinogenesis is an important contribution of our understanding and the means of extrapolation of

animal data to humans.

Strategy for Reproductive and Developmental Toxicity Tests

Within the NTP, a strategy has been developed and implemented regarding the acquisition of

information (triggers) from subchronic toxicity studies that are useful in setting priorities for the

conduct of reproductive toxicity tests. Specific measurements are made at the termination of

prechronic studies in rats and mice that are helpful in predicting the likelihood of a chemical causing

a reproductive effect in either males or females and that aid in the design of the continuous-breeding

reproduction studies. The protocol is used as the definitive study for reproductive toxicity by the NTP.

Data that are collected, in addition to the routine histopathologic examination or reproductive

organs of both males and females, include, in the males, epididymis weight, testis weight, sperm

motility, sperm concentration, and sperm morphology examinations, and, more recently, testicular

spermatid head count. The procedures and the results of these examinations are summarized in two

recent publications [1, 2]. In addition to these observations in males, during the last week of

prechronic toxicity studies, the cyclicity of females is measured through examination of vaginal

smears. As an additional measure of the potential effect on females, the NTP also has been

examining the ovaries of females from continuous breeding reproduction studies to examine

folliculogenesis in the same sense that we and other laboratories examine the effect of chemicals on

spermatogenesis. In this examinaiton, follicle size is examined and categorized into groups of small,

medium, and antral follicles. Shifts in the number and size distribution of follicles are correlated with

changes in female fertility. In addition to their use as triggers for doing reproduction studies, certain

of these measures of reproductive status are more sensitive to chemical-induced injury than fertility.

A large decrease in sperm count, for example, can be tolerated by rodents without any effect on

fertility, whereas human fertility is affected by smaller changes in sperm count. Thus, the absence of

an effect on fertility of rodents does not preclude the possibility of an adverse effect of importance to

humans. Therefore, the NTP evaluated the relative predictiveness of measures of semen evaluation,

folliculogenesis, and female cyclicity for reproductive toxicity.

The predictiveness of these measurements in prechronic toxicity studies was evaluated by

making these observations in the adult animals in NTP continuous-breeding reprod' ction studies

where the data on these triggers, as shown in Table 3, could be compared directly to the outcome of

continuous-breeding reproduction studies in mice. The procedures here were the same as those used

for rats and mice at the end of 13-week toxicity studies conducted by the NTP. These endpoints, as

summarized in Table 3, were evaluated on the basis of sensitivity (the number of correctly identified

reproductive toxicants per number of reproductive toxicants in crossover mating trials), specificity

(the number of correct negative results per number of nonreproductive toxicants as determined by
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crossover mating trials); and accuracy (the total number of correct results per number of chemicals

tested). These results are from a relatively small number of total studies (10) where there was no

effect on male fertility. The two endpoints that were most predictive of the outcome of the fertility

studies were epididymis weight and sperm motility. For this set of chemicals, the other parameters

were less effective at predicting the outcome of reproduction studies. While intuitively it would seem

useful to consider collectively whether any testis or sperm parameter was affected, the sensitivity of

such a composite analysis was high (90%), but the specificity was unacceptably low (33%). The

relationship between a significant decrease in male body weight and a decrease in male fertility was

also examined in these studies. There was no correlation between a significant decrease in male body

weight in these studies and the male fertility.

TABLE 3. PREDICTORS OF IMPAIRED MALE FERTILITY AS ASSESSED BY CROSSOVER MATING
TRIALS IN CONTINUOUS BREEDING REPRODUCTION STUDIES

Sensitivity Specificity Accuracy
Endpoints % % %

R. epididymis weight 80 87 84

R. testis weight 80 67 72

Sperm motility 89 73 79
Sperm concentration 70 80 76
Abnormal sperm 67 73 71
Any sperm/testis parameter 90 33 56
Male body weight 50 47 48

Our examination of folliculogenesis has revealed great variability in the number of follicles, by

size, in the adult females in our continuous breeding reproduction studies at about 240 days of age,

as well as in the F1 female offspring at about 110 days of age (3]. The results of this examination are

summarized in Table 4. There was a correlation for some chemicals between an altered number of

follicles of one or more sizes and female fertility, but the impact of the large variability on the

sensitivity of this parameter for prediction of impaired fertility in females remains to be determined.

TABLE 4. FOLLICLE COUNTS IN FEMALES (CD-1 MICE) OF CONTINUOUS

BREEDING REPRODUCTION STUDIES.

Follicles/10th Section

Female Age Small Growing Antral

f., -240 days 236 ± 21 63 ± 21 6 ± 3

fl, -100days 408± 115 107±28 11 ±5
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Observations that can be made on animals of prechronic toxicity studies are thought to be

more useful in predicting the outcome of reproductive studies than developmental toxicity studies.

However, that may be so only because we have failed to ask the right questions regarding triggers for

developmental toxicity. Table 5 shows the major events that occur during development of

mammalian embryos that, if perturbed, could account for developmental toxicity, including

teratogenicity. Many of these events are not restricted to the developing embryo but, instead, also

are occurring in adult animals of the age used in prechronic toxicity studies. Events such as cell-cell

interaction, cell differentiation, cell attachment and recognition, mitosis, and other events that are

required to maintain homeostasis are occurring in adult animals as well as in embryos. Tissues such as

bone marrow and the epithelium of the intestinal tract would potentially be prime tissues to examine

the effect of chemical exposure on these basic cellular phenomena. Thus, with a little more creativity,

perhaps animals from prechronic toxicity studies could be providing information regarding the

potential of chemicals to cause developmental toxicity in addition to the potential to cause

reproductive toxicity.

TABLES. EVENTS DURING EMBRYONAL DEVELOPMENT THAT, IF PERTURBED, SHOULD ACCOUNT
FOR DEVELOPMENT TOXICITY

Cell-cell interaction Cell attachment

Induction/response Organ field formation

Differentiation Programmed cell death

Directed cell movement Rate of mitosis

Pattern formation Homeostasis

Cell recognition Other, known or unknown

The conventional triggers for the concern over effects on the developing embryo and fetus

come from prescreens such as studies in hydra, whole embryo cultures, limb bud cultures, micro-mass

assays, drosophila, cell culture systems, or other assays; short-term in vivo studies such as the one

developed by Chernoff and Kavlock (4], and more recently reviewed by Hardin [5], are predictive of

the outcome of standard developmental toxicity studies. Probably the most predictive screen of the

outcome of the teratology or developmental toxicity studies is the pilot study or the range-finding

study which is typically conducted to select dose levels for the traditional teratology study. These

pilot studies have become more extensive in the same sense that two-year carcinogenicity studies

have become more extensive and costly. Instead of being conducted to simply select dose levels for

the definitive developmental toxicity study, these pilot studies are not routinely conducted using

multiple dose levels and a modest number of animals per dose level. Examinations include fetal body

weight, the number of resorptions, and an external examination; as such, these pilot studies are very

highly predictive of the outcome of the definitive study. The questiorn exists here, as for

carcinogenicity, whether the final study that is typically conducted for the developmental toxicity
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evaluation is in fact a screen or a definitive study. Our inability to identify the mechanism of action of

most developmental toxins has discouraged the conduct of studies beyond screens to better

understand the development of adverse effects in the embryo and fetus.

To summarize, where do we stand today relative to the three endpoints of toxicity given most

attention in this paper - carcinogenesis, reproduction, and development? In the area of

carcinogenesis, we need to look more closely at what we expect from the use of the two-year

carcinogenicity study as a screen as opposed to using this study to evaluate, in a more definitive

manner, the biology of our rodent models and to better understand the pathogenesis of carcinogenic

effects in rodents. The area of reproductive toxicology is on the righttrack by extending beyond

measurements of fertility in rodents as predictors of adverse effects in humans. Evaluation of

endpoints such as sperm motility, testicular spermatid head count, and testis or epididymis weight are

important because they are more sensitive measurements than fertility, and some of these

measurments can be made directly in a noninvasive manner in humans. In the area of developmental

toxicology, the signals are less clear on where we should be going in the future. Screens that are

specific enough to provide information relative to the mode of action of developmental toxicants will

identify only those developmental toxicants that work by that mechanism and will miss agents

working by other mechanisms. Screens that are sufficiently complex to evaluate several of these

mechanism at once, such as a whole embryo system, will not provide much information regarding the

mode of action of developmental toxins. Regarding other potential triggers, we should examine

more closely the possibility of making observations on animals in prechronic toxicity studies where

the same events can be examined in certain tissues of adults that are the critical events in the

developing embryo, and could serve as a screen for predicting deveiopmental toxicity.
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SESSION I

PANEL DISCUSSION

Dr James Trosko (Michigan State): Dr Brusick, you have succinctly outlined the nature of this new

system. It is very impressive. I want to ask you, however, has this committee dealt with the basic

assumption on which this whole edifice is based? Namely, the short-term as well as the in vivo

genotoxic tests are assumed to tell you that the chemical is genotoxic if you get a positive result in the

assay. My point is we know every one of those assays, whether it's a molecular assay or genotoxicity

assay, the Ranraff test, UDS assay, sister chromatid, HGPRT, you just go on and on. All of those assays

have well-known artifacts that can lead to false positives. What is done in the generation of the

quantitative number that you get out of this system to consider those uncertainties?

Brusick: The approach that we have taken is that, number one, we do not want to start with the

assumption that we know what is a false positive or a false negative. We may think we know, but in

all cases we don't know. So, first of all, let's not bias ourself by saying we know that this test gives a

lot of false positives. Let the test tell us when it gives us a lot of false positives relative to the

consensus. We find that out and, in fact, we are finding it out very quickly that some tests do tend to

give you non-consensus answers. Now false positive, I think, in the sense you are talking about, might

be for carcinogenicity. We are looking at a genetic hazard. Whether it be somatic cell genetic hazard

or germ cell hazard. We are using the consensus for our purposes, now, to define the proper

response. And therefore, we are looking at tests that deviate from the consensus or the average

consensus. We have looked at many, many different ways of matching each test, or class of test,

against the consensus for a broad range of chemicals. So we are getting a feel for those that do not

fit the pattern. Also, if you look at enough tests, and unless they are all giving false positive results or

false negative results, the true results should dilute the false results and so, we are hoping that by

using a weight of evidence that the false responses (assuming that we do not try to judge which ones

they are) will be diluted out so that the consensus score will be approaching the right answer. So

those are a couple of ways that we are approaching it and it is difficult, but there is no way to get at

an absolute. We cannot go into every single test and say "I know this is a false positive." We started

with that with things like sodium chloride. We thought sodium chloride was giving us false positives

all over thi place. It might be, but I am not convinced. I think those are true positives. They are

certainly genotoxic results and they probably have some bearing on in vivo effect with sodium

chloride.

Dr Ray Yang (NIEHS): Just one point of clarification. When you say the score represents genetic

activity, are you referring to mutagenicity, or is this some sort of new term?
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Brusick: Genetic activity. We do not want to talk about genotoxicity because to determine

genotoxicity all you need is a positive Ames test and you know the material is genotoxic. You can do

DNA binding studies, and you know it is genotoxic. I want something to tell me about genetic

hazard. By genetic hazard, I am referring to the risk to somatic cells or germ cells of genetic damage

that has diseased toxicological complications. So I am concerned about genetic risks (genetic hazard).

I do not know if that answers your question or not. Not genotoxic, not germ cell heritable mutation

per se, because I want to make it broader than that. So, I am saying that if we can use the word
cancer" hazard, because there are a lot of different kinds of cancer and a lot of different

mechanisms, I want to use "genetic."

Dr Harihara Mehendale (University of Michigan State Medical Center): I have one comment

pertaining to benzene. I wonder if the reason for negative results in in vitro tests might be

because of the solubility problems you encounter in in vitro tests, and I do not know whether you

have considered that problem in weighing out the in vitro tests, versus the in vivo.

Brusick: Yes, we can begin to look at whether or not certain types of tests, certain types of chemical

classes, show us this pattern. It may have to do with solubility, it may have to do with inappropriate

activation in vitro relative to the whole animal, it may have to do with a certain target cell

population. There are a lot of reasons, but we can now start putting into categories all of the

chemicals that show virtually no in vitro effect and a very strong in vivo effect. And we also have

chemicals that are just the opposite. Cadmium is all positive in vitro; dichloromethane, nothing in

vivo. How do we interpret those results, and should we give a different kind of weight for in vitro

and in vivo? We may have to do it by class; we can do it in a general way. Those are the things we

have not learned about the system. We have not asked those questions yet.

Mehendale: Presently you are not counting a certain number of in vivo tests and the same number of

in vitro tests. You are taking whatever tests are available and grouping them, and I noticed many

fewer in vivo tests for benzene. What is the reason?

Brusick: That reflects the data base. If we said we had to have 10 of each, we would have "1out 10

chemicals in our whole set. The only thing we did was to say that there must be at least three .n vitro

classes and at least two in vivo classes or we do not feel the system should be used. So those are the

requirements. Any less data than that, and the chemical has to be evaluated differently.

Dr Ugis Bickis (Queens University): A question for Lt Col Clewell. Your bioassay work on dioxin, was

that done specifically on the 2, 3, 7, 8, isomer or was it a mix?
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Clewell: We did not do any data collection at all at the AAMRL. This was modeling that was done on

the basis of data collected by others. However, the modeling was based on data from work with 2, 3,

7,8.

Captain Douglas Knight (Medical Corps, US Navy): Dr. DePass, have any of these alternative testing

methods been applied to behavioral responses to potentially toxic agents or toxic agents?

DePass: Do you mean bringing these animals through a form of behavioral toxicity battery?

Knight: Yes, as an endpoint rather than death.

DePass: Not to my knowledge.

Mehendale: Question for Mr. Enslein. With the SAR activity studies, have you looked at how you

could make jumps across species for predicting what organs specifically you might have in toxicities?

I am thinking about cancer as well as beyond cancer, carcinogenic effects.

Enslein: Did you say specifically organ-specific carcinogen effects?

Mehendale: I am asking two questions. One, across species from mice to men. The other, organs.

Enslein: Yes, I think I mentioned that we have done some interspecies work. The limitations that

exist are having d&ta in both species on a sufficient number of compounds. It has obviously been

possible in rodents, in some aquatic species, rabbits of course, too, but as far as human data are

concerned, the scarcity is too great, except perhaps for skin sensitization, dermal sensitization.

Insofar as organ-specific models are concerned, we have attempted to build a liver carcinogenesis

model and have been totally unsuccessful. That is, comparing liver carcinogenicity against all other

sites, we were totally unsuccessful so far. We only had about 80 compounds to do it with and we now

have more like 250, so we are going to try again soon. So far, I do not hold much hope. We have a

grant application pending for investigating ordinary hepatotoxic toxicity and that, perhaps, has a

greater chance. But not carcinogenesis, but any kind of hepatotoxic effects.

Dr Walter Switzer (Southwest Research Institute): I have a question for Dr. DePass. I agree that there

is a place for apoproximate lethal dose calculations in place of classical LD5 0, but the question is, in

the approach you use if you calculate an ADL for the female rats, and then you test a group of males

at the ADL level to determine if there is a significant difference, how do you go about doing that

because the estimate for the ADL for the females could encompass 0 to 100% effects.

DePass: Let me see if I understand your question. Were you referring to that last slide where I called

it an economical LD50 protocol?

Switzer: Yes.
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DePass: Well I wasn't really implying that that was an ADL; basically, it was just a simplified LDS0

protocol. But using that sim,, e protcv.,tl with females only, you could have made an estimate of the

LD50 for females, and all I suggested was that you would give that dose to males and see if you obtain

roughly the same results. That is, if you dose five animals, do you get two deaths, three deaths,

four deaths as opposed to zero toxicity, or 100% death for example, which might indicate that you

have a true sex difference, in which case you should go back and test males.

Switzer: Well, we found that with moving averages, which I think is the best of the lot, that even if

you would test the males you would come up with 100% response and there would not be a

significant difference because, what is your basis of comparison? Even if you got a 100% effect, it

would not indicate that it was significantly more toxic in males.

DePass: Your question is really addressing the issue of what is a significant difference, a significant

sex difference?

Switzer: Yes.

DePass: That is really very hard to define, you cannot really do it if you dose just one dose level. It is

simply an attempt. The question I propose is not, is there a significant difference, so much as is the

toxicity roughly equivalent as much as you can determine with a simple test with a small number of

animals? You are really not answering the question of is there a statistically significant difference

between the toxicity in the two sexes.

Enslein: I would like to make a comment on that. Acute toxicity test LDSO is really a logarithmic

parameter. To look at it in a linear way, that is on a linear scale, I think is biologically meaningless.

But whether a compound has an LDS0 of 1500 or 1650 mg/kg is totally meaningless because the

measurement alone will readily introduce a factor of two, even within one laboratory. Across

laboratories a factor of 10is not unusual. So to look at this parameter linear scale just has no

meaning. Yes, you can produce a t-test that shows a statistical difference but biologically it means

nothing. For the same reason I think it is important to consider structure activity models as an

alternative. If for nothing else, for dose, because with structure-activity models you can get within

the factor of two for at least 50% of the compounds, even on the relatively coarse models that exist

now and a factor of five for around 80 to 85% of them. This is as good as you would need most of the

time, even for criteria like DOT's (Department of Transportation) which is simply one level.

Dr Clay Frederick (Rohm and Haas Company): This is a question or comment directed to Dr. Brusick's

area. I am impressed with the general procedures presented for handling a variety of flawed or

partially flawed assays that we deal with in toxicology to try to draw a weight of evidence approach

to handling the toxicity of a chemical. I think it is a reasonable way of handling a variety of data that

may conflict at various levels of uncertainty, but what concerns me is looking back to when essentially
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Kenny Crump provided a similar procedure as an interim approach to handle risk assessment in the

carcinogenicity area, and I think now as we move on to hopefully better tools, these interim ways of

handling inadequate information or flawed information tend to assume almost a religious dogma in

some people's mind. Then as science moves on to what I would hope to be better techniques, it is

viewed with suspicion for trying to change the dogma. I guess that what I am thinking is, with regard

to short-term test, if someone like Jim Trosko comes along with the ultimate short-term test that hits

100% of the time, and if we were to drop it in some mindless way into this sort of weight-of-

evidence-type program, it would essentially be diluted out by all these other imperfect assays.

Brusick: Two comments. The first is I do not think that this will be a significant problem with the

proposed method because it is designed to look retrospectively. It is not designed for prospective,

meaning that we are not planning to use it to look at a new set of data because the testing strategies

have changed. We do not do 15 or 20 tests that often anymore. It really has its greatest utility on

data sets that already exist and require some decision making. The second comment is that if you are

talking about a short-term test for carcinogenicity that is perfect, I can buy that, there may be one

that is perfect. It should be recognized that if anyone had that, they would not want to drop it into a

scheme like this. You do not need to drop it into a scheme if it gives you a perfect correlation. But on

the other hand, if we are talking about genetic activity, I think it is going to be very difficult to know

that you have a perfect test. We do not have any criteria to judge a single test as being essentially a

perfect test for genetic activity. So, until that comes up I would not be too worried about that.

Schwetz: With the same system, Dave, sometimes when you look at the profile of the results of the

various tests, some of the outliers are more meaningful than what establishes the mean. As you come

down to an agent score, how do you retain the importance of those outliers?

Brusick: Let me start back. Some of the outliers will disappear because we have now added one or

two factors that will take away testness; some of the outliers are attributed to the fact that certain

tests handle chemicals on the average more efficiently than other tests. As an example, the cell

transformation assays tend to be, as a group, more sensitive on the average chemical. The reason is

that they handle chemicals more efficiently and they would then tend to make a compound appear

to be more positive, not because the chemical itself is more bioreactive, but because if you test it in
cell transformation assays you are going to get more high scores. We have recognized that and we

have taken all of the test systems and we have normalized all tests hopefully for testness. We have

removed testness and we have gotten the sense of the average efficiency with which all tests handle

chemicals. That reduces outliers. The other thing that we want to find out is whether we are trying

to define tests that are redundant and, if that is the case, then we want to eliminate outliers, and

whether we are looking for complementation, and therefore we would be looking at outliers as a

way of securing better information rather than eliminating outliers. So I think that that is a very good
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point; we have not yet d7cided how to handle outlier tests. They may either be tests that you want to
get rid of or there may be tests that you really want to keep because they tell you something that all

the rest of the tests do not tell you because they are essentially redundant. It is a good question and I

do not have any better answer.

Clewell: While we have got you on the spot, I would like to ask the question I did not have time to
ask before which was, I really like the system you have because it kind of definitizes the question and

lets it be explicit. What I am wondering is, now that you are looking at comparing your in vitro test

scores with the two-year test, on the one hand, you have in vitro batteries designed to look for

genetic effects and on the other hand you have the two-year bioassay that just looks for

carcinogenisis. How are you handling the question of the mechanism by which the chemical acts,

because it-seems like so many are considered to act by promotion or cytotoxicity as opposed to direct

genetic interaction?

Brusick: I would have to say that starting off we do not expect to find a good correlation; that is

number one. When we put the two side-by-side and we have sufficient numbers of chemicals where

we can make a direct comparison between the two-year studies from the NTP and the genetic activity

scores, I would say that we are not highly confident that we are going to get a one-to-one

correlation, that they are not going to rank the same ranking for that reason primarily. We do have

the option of looking at subsets; we can begin to then have a dual-track system that we already have
built into the thing. If we want to look at carcinogenicity, we can take the test systems, and through

other information, preweight certain tests that tend to give us a better correlation (give us higher

weights when we are trying to make a carcinogerietic prediction), down weight the test that do not,
and the other option is that there are being developed short-term tests and in vivo tests that are

prescreens for nongenetic carcinogens that we intend to put into this system and then add it as a

component of the final assay score. So that may get us where we %want to go.

Knight: Submariners are a group of workers who live in contaminated atmospheres for 60 to 90 days

and then repeat this sort of experience for their career. They are one population of humans,
therefore, that are chronically exposed to potentially toxic materials. We have not found any effect

of these atmospheres on submariners that you could label a toxic effect, or even a dangerous effect;

we are quite satisfied with their health. Nonetheless, as scientists, we are still looking for possible

adverse effects. I wonder if the panel members wish to address my comment as this morning's session

is entitled "Improvements in Toxicological Testing." Are there new ways of screening confined
humans for toxic effects when exposed to trace contaminants?

Schwetz: As we consider how to relate animal data to humans, we have been talking now through

the last few years about the ultimate goal of finding biomarkers of disease. We recognize that we do
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not have many of those, and the ones that we thought might have been useful end up being not as

useful as we had hoped, not very specific, so you back off and you hope that maybe we can find some

biomarkers of exposure. And I would hope that eventually either of these would become helpful to

these kinds of individuals as well as everybody else who is exposed to materials, whether it is

occupationally, or through drug use, or whatever it might be. But being more realistic in what can be

done today, I would like to just comment on one aspect of what I would assume is also part of the

submariner's life: not only is he confined there for a couple of months, but after a short reprieve he is

probably confined again to the same kind of environment. One of the things that a number of us are

concerned about that we do not evaluate to any great extent, is the effect of intermittent exposures.

We do intermittent exposures when we do daily, but I mean intermittent in that we expose animals

for two months, take them to a certain level of toxicity, and remove the exposure and allow them to

return to normal and then expose them again to find out if the same things happen. Does it happen

more intensely, does it happen more quickly, or do other things happen? And while there is a very

small amount of information in this regard, we do not have enough of a data base to say really what

the likelihood is for the response to the second, third, and fourth exposures, how that would compare

to what you would expect from the first one. Now it would seem that with cell culture systems or

with other systems we might also be able to address this issue, but maybe some of the others would

comment on that.

Dr Melvin Andersen (AAMRL): Never let it be said that I passed up an opportunity to pitch modeling.

One of the obvious things that can be done now that could not be done just a few years back is to do

physiologically based modeling of the differences that the exposure scenario makes. Clearly,

computer modeling can be useful in trying to see whether the particular environment of the

submariner might lead a particular chemical to be toxic in that scenario more so than in the typical

workday environment.

Dr Fred Miller (EPA): My question is directed to Dr Schwetz. Given the concern on chronic exposure

and given the extent of cardiopulmonary disease in this country in association with long-term

exposure, I was interested that you did not discuss triggers in this regard and, therefore, my question

is this: Is it your opinion that there ar , no triggers for the pulmonary toxicity area or is it simply that

this particular area has not been addressed thus far?

Schwetz: It is probably a combination of the two. In reviewing the agreement between what types

of cancers, for instance, or other chronic diseases we see in humans and what we have been able to

predict from animal studies, we recognize that the animal studies are limited in their ability to predict

the adverse effects of alcoholic beverages as well as cigarette smoking, where we have these types of

complications. The models do exist, to some extent, to look for these chronic effects from various

types of chemicals but they have been used on a very limited basis, and as most of the two-year
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studies or 90-day studies are done, we do not incorporate specific measurements of cardiovascular

function, partly because of having done these mostly in rats and mice. It would be a little easier to

assess these in dogs and primates, but they do not tend to end up being studied with the same kind of

confidence we have in the rodent studies.

Trosko: Dr Schwetz, I want to concur with your general take-home lesson that we really do have to

reassess the kinds of bioassays one uses for any of those toxicological endpoints that you reviewed as

well as some of the short-term tests. In particular, I guess, I want to reinforce your emphasis on

looking for common underlying mechanisms, and obviously for those few of you who know of my

work, it is very clear in most of those endpoints you have identified, whether it is teratogenesis,

reproductive dysfunction, neurotox, immunotox, cancer, all of those necessitate in a higher organism

one basic biological process, namely intercellular communication. Not only can there be developed

short-term screens for chemicals that modulate this very important process, but I think there will be

people here who will talk about developing schemes in vivo, and all I am saying is that here is a

common mechanism cutting across all of these toxic endpoints that heretofore most people have paid

no attention to.

Schwetz: Thank you for your comment. Hopefully there will be some test system, some mechanistic

endpoint, that if we learn enough about it as you are certainly moving the front forward, as we

understand one of those basic mechanisms better, it certainly will be more broadly useful than some

other more specific types of mechanisms that may be specific to one type of toxicity and not another.

We had an interesting meeting recently when we considered where we should be going in this area

of in vitro teratology, and after a day of having eight or ten of us together who had varying degrees

of experience from the standpoint of developing in vitro test systems and their applications to

teratology as a question, it was obvious that because of the complexity of the developing embryo as

opposed to the complexity or the simplicity (we don't know which it is) in carcinogenesis, we thought

that interaction with DNA might be sufficient to explain carcinogenesis, but it is obviously more

complicated than that. Nonetheless, if you measure changes in DNA, it is a fairly good prediction of

what is going to happen at some stage along the way if you have all the rest of the circumstances

right in carcinogenesis. But you can pick any one of those mechanisms or endpoints in the

development of the embryo, and which ones of those are sufficient to disrupt development that it

would result in some permanent damage, we do not know. If you pick one that is so specific that you

look only at, for instance, cell attachment, or cell growth, or maybe cell-cell communication, you end

up understanding some mechanistically useful information, but that may not be sufficient to cause a

developmental effect. By the time you get to the whole embryo where you get information that is

useful from the standpoint of predicting for another whole embryo, you can no longer address those
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mechanistic-type questions. Again, the likelihood that any one test system is going to predict

development is pretty small.

Mehendale: Some years ago we tried to determine what fraction of compounds that are carcinogens

are also teratogens and also Ames mutagens and the proportion is surprisingly small. At least insofar

as rodent two-year assays are concerned on the one hand. I do not know if that is indicative or

counterindicative of a single "test" being or a common underlying mechanism. We are about to

repeat that experiment with a fairly large number of compounds and I will be curious to see what

comes out of it.
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TOXICOLOGY OF CHEMICAL MIXTURES: EXPERIMENTAL APPROACHES,
UNDERLYING CONCEPTS, AND SOME RESULTS

Raymond S.H. Yang, H.L. Hong, and Gary A. Boorman

National Toxicology Program, National Institute of Environmental Health Sciences,

P.O. Box 12233, Research Triangle Park, NC 27709

SUMMARY

The toxicology of chemical mixtures will be the toxicology of the 1990s and beyond. While this

branch of toxicology most closely reflects the actual human exposure situation, as yet, there is no

standard protocol or consensus methodology for investigating the toxicology of mixtures. Thus, in

this emerging science, experimentation is required just to develop a broadly applicable evaluation

system. Several examples are discussed to illustrate the different experimental designs and the

concepts behind each. These include the health effects studies of Love Canal soil samples, the Lake

Ontario Coho salmon, the water samples repurified from secondary sewage in the city of Denver

Potable Water Reuse Demonstration Plant, and the National Toxicology Program (NTP) effort on a

mixture of 25 frequently detected groundwater contaminants derived from hazardous waste disposal

sites. In the last instance, an extensive research program has been ongoing for the last two years at

the NTP, encompassing general toxicology, immunotoxicology, developmental and reproductive

toxicology, biochemical toxicology, myelotoxicology, genetic toxicology, neurobehavioral toxicology,

and hepato- and renal toxicology.

INTRODUCTION

Chemical mixtures, as the term is applied here, encompass anything from two chemicals in

combination (most published toxicological interaction studies) to hundreds of chemicals in

combination plus unknown components (hazardous waste disposal site samples, diesel exhaust,

tobacco smoke condensate). Because of the unusually wide range of composition of the test samples,

it is not surprising that there are really no standard approaches and/or protocols to investigate the

health effects of chemical mixtures. In recent years, there have been efforts to distill the collective

wisdom from reputable toxicologists to provide guidelines and approaches for the study of the

complex mixtures. One notable example is the recent National Research Council publication [11 on

testing approaches for in vivo toxicological studies of complex mixtures. However, because of the

dearth of actual experimental information, this monograph, like several predecessors, is mostly

theoretical in character.

In the present paper, four actual examples of experimental approaches with different

objectives and techniques are given. The last example, a special initiative on the toxicology of
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chemical mixtures of environmental concern at the NTP, is described in detail to illustrated the

genesis, underlying principles, and the empirical attempts to reach the approach.

EXPERIMENTAL APPROACHES TO STUDY CHEMICAL MIXTURES

Toxicology Studies of Love Canal Soil Samples

Love Canal was a chemical and municipal waste dumpsite in Niagara Falls, NY, from the 1920s

until 1953, when it was covered with earth [2]. Subsequent residential development, including a

school directly bordering the landfill, eventually led to public concern over the potential hazard of

chemical waste to human health.

In 1984, Silkworth and coworkers of the New York State Department of Health reported

studies with female CD-1 mice designed to assess the toxic effects of exposure to the Love Canal

surface soil and its volatile components [2]. The salient points of the experimental design, methods,

and results are summarized below.

Test Samples. Soil samples (approximately 100 kg) were collected in 1978 from approximately

20 surface sites (to a depth of 30 cm) in the southern canal area. The samples were mixed, double

bagged (plastic bags), and sealed at the site. These bagged soil samples were stored in 5-gal steel

drums. Over the 2.5-year storage period, the investigators [2] stated the soil retained its moisture, as

assessed visually.

Experimental. The experimental approach is summarized in Table 1. Exposures of mice to Love

Canal soil samples were carried out in polystyrene cages containing about 1 kg soil/cage. The mouse

cages were in turn placed in sealed polypropylene chambers with dynamic air flow systems. For the

group of mice exposed to volatiles from the soil, the animals were housed on a perforated stainless

steel platform above the soil. For the group of mice exposed to the nonvolatiles and volatiles in the

soil, the animals were allowed to come into direct contact with the soil (i.e., without the platform).

Control mice were housed identically but without soil. In a separate set of experiments, the cages

(which are inside the exposure chambers) were covered with polystyrene lids to provide higher

concentration of volatiles. The soil was replaced weekly, and the animals were exposed up to 90 days.

Histopathologic, hematologic, and serum enzyme studies followed necropsy of all mice. Chamber air

and soil samples, both fresh and after the seven-day exposure period, were analyzed for volatile and

nonvolatile chemicals by gas chromatography and mass spectrometry.

Results. A total of 87 components were detected in the air collected in cages containing soil;

25 of them were identified. Eighteen chlorinated compounds were identified in the soil although the

identity of about 95% of the mass remained unknown. The concentrations of chemicals quantified in

the air ranged from 0.1 pg/m 3 (trichloroethylene) to 1,065 pg/m 3 (pentachlorobenzene) and those
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measured in the soil ranged from 0.2 pg/g (2,5- and 2,6-dichlorotoluene) to 26,848 pg/g (alpha-

hexachlorocyclohexane).

TABLE 1. EXPERIMENTAL APPROACH FOR LOVE CANAL SOIL STUDIES

Animals Female CD-1 mice; 10 mice/group

Duration 13 weeks

Routes Inhalation (continuous); 2 exposure levels
Inhalation + contact (continuous for both); 2 exposure levels

Soil 1 kg/cage/week

Endpoints Clinical signs, mortality, body Weight, food consumption,
hematology, gross and histopathology

Silkworth et. al. 1984 (2]

There was no mortality throughout the experiments. Mice exposed to elevated concentrations

(i.e., cages covered with lids inside the exposure chamber) of volatiles had increased body and relative

kidney weights. There were no chemically induced lesions in any animals exposed only to volatile soil

contaminants. Mice exposed to the soil for 90 days by direct contact and simultaneously to elevated

concentration of volatiles had centrilobular hepatocyte hypertrophy and increased relative liver,

spleen, and kidney weights. Liver appeared to be the primary target organ [2].

Toxicologic Studies of Contaminated Coho Salmon

The presence of toxic and hazardous substances in the Great Lakes has been a continuing

concern for many scientific organizations including the International Joint Commission on Great

Lakes Water Quality [3,4]. One of the most pressing problem! was the lack of knowledge of the

possible toxicologic interactions among these pollutants. To assess the health effects of the Great

Lake pollutants, Villeneuve, Chu, and colleagues of the Canadian government carried out two unique

toxicologic studies by feeding the Lake Ontario coho salmon and Pacific coho salmon (control) to

Sprague-Dawley rats [3,41.

Test Samples. Lake Ontario coho salmon were chosen for the studies because (1) fish are

thought to represent the main source for transfer of toxic contaminants in the Great Lakes to humans

and birds; herring gulls that fed on fish in the Lake exhibited toxicological signs consistent with

organochlorine poisoning [31; (2) coho salmon are large, carnivorous fish that have been shown to

accumulate relatively high levels of organochlorine contaminants in Lake Ontario, and (3) Lake

Ontario is the most contaminated of the Canadian Great Lakes. Pacific coho salmon were chosen as a

control test sample because (1) the levels of monitored contaminants in Pacific salmon were much
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lower (a few orders of magnitude) than in Lake Ontario salmon and (2) the use of control salmon

provides nutritional equivalency to experimental animals.

To prepare salmon-containing diets, sexually matured coho salmon (test salmon from Lake

Ontario, control salmon from the Pacific Ocean at Vancouver) were collected during the fall spawning

runs and immediately fileted and frozen. Following freeze-drying, the fish was milled, incorporated

into a ground cube diet (Master Fox, Purina Ralston), and pelleted for animal consumption. The levels

of freeze-dried fish in the diets were 1.45, 2.9, or 5.8%, which correspond to levels of approximately

5, 10, or 20% on a wet-weight basis [3].

Experimental. A 28-day study [3] preceded a six-month subchronic study containing a three-

month recovery period [4]. Because the dose levels were the same for both studies, only the six-

month study will be discussed here. Sprague-Dawley rats were used in the study at 20 rats/sex/group.

The salmon-containing diets (both the Lake Ontario salmon and Pacific salmon) were given at

1.45, 2.9, and 5.8% of salmon (dry weight), and the control rats were given ground Master Fox cubes

(Purina-Ralston). After 13 weeks, 10 ratssex/group were killed, and the remaining animals were fed a

fish-free diet for another 13 weeks. Toxic endpoints assessed included clinical signs, body and organ

weights, food intake, clinical pathology, biochemical analyses, gross and histopathology, and tissue

residue analyses for organochlorine contaminants.

Results and Findings. The contaminants showing the highest concentration in Lake Ontario

salmon were polychlorinated biphenyls (25.5 ppm, on a dry-weight basis), pp'-dichloro-

diphenyldichloroethylene (5.8 ppm), mirex (1.2 ppm), pp'-l , 1 -dichloro-2,2-bis(p-chlorophenyl)

ethane (0.7 ppm), photomirex (0.4 ppm), cis-chlordane (0.22 ppm), dieldrin (0.27 ppm), pp'-

dichlorodiphenyltrichloroethane (0.2 ppm), and trans-chlordane (0.11 ppm). All other contaminant

levels in Lake Ontario salmon were below 0.1 ppm. The animal toxicity study results indicated that

the Lake Ontario salmon-supplemented diet can cause mild biochemical, hematological, and

histological changes but most of these were reversible when exposure was terminated [3,4].

Denver Water Department Potable Water Reuse Demonstration Plant Health Effects Studies

To plan for meeting the anticipated future needs of water in the wake of dwindling water

resources, the Denver Water Department, for many years, has researched a plan to convert treated

wastewater to potable water. In May 1979, the Denver Water Department and the uS Environmenta!

Protection Agency (EPA) entered into a cooperative agreement to build a one million gallon per day

Potable Water Reuse Demonstration Plant to test, among other things, the feasibility of directly

utilizing recycled, purified wastewater effluent for drinking and other household purposes [5-8].
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The demonstration plant construction began in 1981 and was completed in 1984. The plant

has been operating since January 1984 and will continue operating through the animal toxicity

studies of health effects testing program, which is expected to end in 1990 [8].

The plant draws unchlorinated secondary effluent from the nearby Metropolitan Denver

Sewage Disposal District Number One treatment facility. Based on: many different trials, a final

treatment process train (Figure 1) including lime clarification, recarbonation, filtration, ultraviolet

disinfection, granular activated carbon adsorption, reverse osmosis (including air stripping), ozone

disinfection, and chloramine addition appeared to be the most desirable one.

Secondary sewage Lime clarification

Filtration 4 Recarbonation

Ultravioletdisinfection _ Granular activatedU carbon adsorption

Ozone disinfection Reverseosmosis

Chloramine addition , Finished
drinking

water

Figure 1. Treatment Process Train for Recycling Wastewater at the City of Denver Potable Water
Reuse Demonstration Plant.

The recycled water quality is excellent and has fewer and lower contaminants than the present

Denver drinking water based on extensive analyses of samples from these two water sources.

However, Denver Water Department, in an attempt to ensure product water safety, initiated a

comprehensive health effects testing program [8]. The general features of this testing program

consist of chronic toxicity and carcinogenicity studies and reproductive toxicology studies in Fischer

344 rats and B6C3F1 mice on the 500 x and 150 x concentrates of the current Denver drinking water

(control) and the recycled water. The major points of their experimental approach are given below.
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ExperimentalApproach. Several different methods of concentration including adsorption on

XAD resins, liquid-liquid extraction by continuous processing, and membrane processes

(ultrafiltration or reverse osmosis) followed by resin adsorption or solvent extraction were evaluated,

and the XAD resin concentration provided the best results [8]. Because the concentration processes

do not recover all the volatile contaminants, it was decided that any identified contaminant with a

concentration in excess of 1 ppb will be added to the reconstituted drinking water samples (at 1 SOX

and 500X the actual analytically determined values) for toxicology studies. The overall approach is

summarized in Figure 2 and, at the writing of this manuscript in February 1989, the animal toxicity

studies are in progress.

Recycled Present Denver

drinking water drinking water

Concentrates
(XAD resins)

Addition of Addition of
certain compounds certain compounds

Reconstituted drinking
water for toxicology studies

IIF
(500x, 150x)

Chronic Toxicity/Carcinogenicity Study
Reproductive Toxicity Study

Figure 2. Experimental Approach for the City and County of Denver Health Effects Studies of
Recycled Water.

Toxicology of a Chemical Mixture of 25 Groundwater Contaminants

Under an interagency agreement with the Agency for Toxic Substances and Disease Registry,

the NTP was to study chemicals and chemical mixtures that are found at or near hazardous waste
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disposal sites. Because there is no such thing as a representative sample of the more than

25,000 known hazardous waste disposal sites, the NTP took the approach of studying the health

effects of a chemically defined mixture of frequently detected groundwater contaminants near

hazardous waste disposal sites. The rationale for the decision was based on several facts: (1) a

representative sample for the possible mixtures present in the more than 25,000 hazardous waste

disposal sites cannot be obtainec.; (2) groundwater represents a precious national resource and the

contamination of groundwater has become an increasingly alarming problem; (3) the leaching of

chemicals into the groundwater from hazardous waste disposal sites provides a "commonality" to all

hazardous waste disposal sites, thus formulating a basis for a more representative sample; and (4) the

study of health effects from a chemically defined mixture of the most prevalent groundwater

contaminants near hazardous waste disposal sites would complementthe efforts by other

laboratories which concentrate their efforts on either binary chemical mixtures or complex chemical

mixtures of uncertain identities.

The background information on the genesis of a toxicology program on chemical mixtures

simulating groundwater contaminants at the NTP in the National Institute of Environmental Health

Sciences (NIEHS), the rationale for investigating a chemically defined mixture containing 25 organic

and inorganic compounds, the guidelines used to select the chemicals, the theoretical exercises

leading to the setting of target-dose levels, and the experimental approach and design were reported

in detail in an earlier publication [9]. Some of the initial results on the developmental chemistry

work, suitability of such a mixture for toxicological studies, immunotoxicity, male reproductive

toxicology studies, and other aspects of health effects on this chemical mixture have been published

elsewhere [10-16].

The formulation, composition, and analysis of a technically achievable stock solution in

deionized water of a 25-chemical mixture were given in detail by Yang et al. [14]. With some

exceptions, the concentrations of individual components in this stock are approximately at their

respective 90% saturation levels in this particular matrix. This stock solution is too concentrated to be

used for animal experimental work because of palatability (i.e., water consumption reduced by 90%)

and mortality problems (16]. Therefore, in subsequent animal studies, particularly those studies with

experimental periods of three months or longer, a 10% solution of the stock was used as the highest

dose, as shown in Table 2; the other doses were usually 5% and 1% of the stock or lower [10-13,15].

The concentrations of the 25 component chemicals are comparable to the respective EPA average

survey values in groundwater near hazardous waste disposal sites (Table 2), as the ratios in Table 2

illustrate, with the exception of three chemicals (all metals) tnat are greater than tenfold higher than

the EPA survey values; in fact, eight chemicals were below tne average EPA survey values. Two actual

examples of pollution, trichloroethylene (TCE) in the potable water wells of Silicon Valley, CA, and
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TABLE 2. COMPARISON OF CONCENTRATIONS OF THE COMPONENTS OF THE 25-CHEMICAL
MIXTUREa DOSING SOLUTION WITH EPA SURVEY RESULTSb

A B
EPA Survey High Dose Ratio

Chemical Mean Results (ppm) Concentrations (ppm) B/A

Acetone 6.9 53 7.7

Arochlor 1260 0.21 0.01 0.05

Arsenic 30.6 9 0.29

Benzene 5.0 12.5 2.5

Cadmium 0.85 51 60

Carbon tetrachloride 0.54 0.4 0.74

Chlorobenzene 0.1 0.1 1

Chloroform 1.46 7 4.79

Chromium 0.69 36 52.2

DEHP 0.13 0.015 0.12

1,1-Dichloroethane 0.31 1.4 4.52

1,2-Dichloroethane 6.33 40 6.32

1,1-Dichloroethylene 0.24 0.5 2.08

1,2-trans-Dichloroethylene 0.73 2.5 3.42

Ethylbenzene 0.65 0.3 0.46

Lead 37.0 70 1.89

Mercury 0.34 0.5 1.47

Methylene chloride 11.2 37.5 3.35

Nickel 0.5 6.8 13.6

Phenol 34.0 29 0.85

Tetrachloroethylene 9.68 3.4 0.35

Toluene 5.18 7 1.35

1,1,1-Trichloroethane 1.25 2 1.6

Trichloroethylene 3.82 6.5 1.7

Xylenes 4.07 1.6 0.39

a 3 chemicals> 10 x the average EPA survey concentration
14 chemicals were 1lx to 10 x the average EPA survey concentration.
8 chemicalswere < I x the average EPA survey concentration.

b From Yang et. a.. [15], EPA survey wvas conducted by Lockheed Engineering and Mana~jeinent Services Company, Inc.,
July 1985.
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carbon tetrachloride (CCI 4) in Hardeman County, TN, should provide further comparison to the NTP

chemical mixture. In the former case, the TCE concentration in the worst polluted well in Silicon

Valley was 2.8 ppm [17] and, in the latter case, CC14 concentrations in the contaminated wells in

Hardeman county ranged from 0.061 to 18.7 ppm with a median of 1.5 ppm [18]. In comparison, the

NTP chemical mixture tested contained TCE concentrations at approximately 0.65, 3.25, and 6.5 ppm

and CC14 concentrations at approximately 0.04, 0.2, and 0.4 ppm. Therefore, the dose levels studied in

the NTP toxicology work were environmentally realistic concentrations in that they were comparable

to the heavily polluted groundwater near hazardous waste disposal sites. It should be noted that the

levels of contaminants in the drinking water of the overwhelming majority of the general population

in the United States are probably several orders of magnitude lower than those presented in Table 2.

As of February 1989, over 30 studies of varying size and duration have been completed or were

ongoing on this mixture at the NTP or at other agencies and laboratories under collaborative efforts

with the NTP. The areas covered included general toxicology, immunotoxicology, reproductive and

developmental toxicology, biochemical toxicology, neurobehavioral toxicology myelotoxicology,

genetic toxicology, hepatotoxicity, and nephrotoxicity. In the section below, some results from

immunotoxicology [11], hepatotoxicity (13,15], and myelotoxicity [12] will be discussed.

When this 25-chemical mixture of groundwater contaminants was given to female B6C3F 1 mice

for 14 days or three months in drinking water, suppression of immune function was seen in three of

the parameters examined at 5 or 10% (Table 2) of the mixture stock or higher [11,15]; the results are

summarized in Table 3. First, the suppression of bone marrow stem cell proliferation, as expressed by

the number of colonies formed of the granulocyte-macrophage (GM) progenitor cells, is presented.

Note the lack of response in the paired-water control group in the 14-day study; this finding suggests

that the immunotoxic responses seen had little, if anything, to do with the reduction of water

consumption in the treated groups. A clear dose-response relationship was demonstrated in the 90-

day study results on the suppression of bone marrow stem cell proliferation. The second

immunological endpoint affected is the suppression of antigen (sheep red blood cell)-induced

antibody-forming cells (Table 3); similar results, as discussed above, for the stem cell suppression are

also evident for this endpoint. Three host resistance assays following challenge with infectious

agents (Lysteria monocytogens, PYB6 syngenic tumor cells, or Plasmodium yoelih) were investigated

[11]. Altered resistance, as expressed by percent parasitemia, occurred in the group challenged with

Plasmodium (Table 3). These results collectively suggest that long-term exposure to heavily

contaminated groundwater such as the mixture in these NTP studies may represent a risk to the

immune system [111.

In a collaborative effort between the EPA and the NTP, we examined the effects of

pretreatment of the 25-chemical mixture of groundwater contaminants for 14 days to the
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TABLE 3. IMMUNE FUNCTIONS IN B6C3F1 MICE AFFECTED BY EXPOSURE TO A CHEMICAL MIXTURE
OF GROUNDWATER CONTAMINANTS

Exposure Level CFU-GM/ PFC/Spleen P. yoelii
(% Stock) 105 cellsa (X 103)b % parasitemiac

14-day study

0 59.8±6.0 172± 16 14.2± 1.2

0.2 57.2 ±1.3 231 ± 16 9.2 ± 1.0

2.0 55.4 ± 3.2 157 ± 24 19.8± 2.9

20.0 37.8 ± 0.4** 96 ± 16** 22.1 ± 2.9*

Paired 50.5 ± 1.3 172 ± 17 N.D.d
water

3-month study

0 55.3±2.1 189±49 10.1 ± 1.5

1.0 52.6 ± 2.9 120 ± 19 9.4 ± 2.9

5.0 43.5 ± 4.6* 144 ± 21 12.7 ± 1.9

10.0 29.6 ± 1.7** 93 ± 15 20.8 ± 2.9*

The CFU-GM, granulocyte-macrophage colonieswere assayed by incubating femoral bone marrow cells in the presence of
mouse lung conditioned medium as a colony-stimulating factor at 370C in 5% CO2 for 7 days. Colonies of >50 cells were
enumerated using a stereomicroscope. Values given represent mean ± SEM of CFU-GM per 105 cells for at least five mice
per group.

b The antibody response to sheep erythrocytes was determined by enumerating plaque-forming cells (PFC) in splenic
lymphocytes four days after primary immunization. Values given represent mean ± SEM of PFC per spleen for at least five
mice per group.

C Infection with the malarial parasite, P. yeolli, was determined by quantitating the percent parasitemia on days 10, 12, and
14 following injection of 106 parasitized erythrocytes. Only peak day, Day 12, of infection is shown. Value, given represent
mean ± SEM of eight mice per group.

d N.D. = notdone.

** Significantly different from control at p<0.01.
* Significantly different from control at p<0.05.
From Germolec et. al. 1111; Yang et al. (151.

hepatotoxicity of CC14 in male Fischer 344 rats [13, 15]. Preliminary results from a pilot study (see

Figure 3 for experimental design) are summarized in Table 4. The deionized water control group and

the drinking water chemical mixture alone group, at both low (1% mixture stock) and high (10%

mixture stock) dose levels, showed no histopathological changes in the liver. While the CC14 alone

group showed a typical mild centrilobular vacuolar degeneration at the dose level applied (0.075

mUkg), the pretreatment of a low dose level mixture did not alter the hepatotoxicity. However, the

high mixture/CCI4 group showed, in addition to the mild centrilobular vacuolar degeneration,
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minimal centrilobular hepatocellular necrosis as well. The necrotic changes in the liver in the high

mixture/CCI4 group also coincided with the elevation of serum aspartate aminotransferase (177% of

controls) and alanine aminotransferase (273% of controls). These findings suggest an enhancement
of hepatotoxicity of CC14 by the pretreatment of the chemical mixture of 25 groundwater

contaminants. A more detailed study is currently underway.

Vehicle

Deionized water

Days 0 1415

Vehicle

S25-Chemical mixture

Days 0 1415

CC14

!4 Deionized water

Days 0 1415

CC14

25-Chemical mixture

Days 0 1415

Figure 3. Experimental Design for the EPA/NTP Hepatotoxicity Study.

In the myelotoxicity study, the possible toxicological interaction of the 25-chemical mixture of

groundwater contaminants and whole-body irradiation (WBI) on hematopoiesis was investigated

[12] Exposure of B6C3F1 mice to the chemical mixture (5% mixture stock) markedly reduced bone
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TABLE 4. ENHANCEMENT OF CARBON TETRACHLORIDE HEPATOTOXICITY IN MALE FISCHER
344 RATS BY PRIOR EXPOSURE TO A MIXTURE OF 25 GROUNDWATER
CONTAMINANTS

Liver Histopathology
(No. Rats with Lesion)

Vacuolar

No.Animal Clinical Chemistry Parameters Degenera. Cellular

Treatmenta Groups Examined ASTb ALTb Normal tion Necrosis

Control/control 4 52.8 ± 4.4 35.0 ± 4.1 4 0 0

Low mixture/control 4 46.5 ± 2.6 32.7 ± 1.7 4 0 0

High mixture/control 4 53.8 ± 6.2 39.0 ± 2.2 4 0 0

Control/CCI 4  4 55.0 ± 3.9 47.0 ± 7.5 0 4 0

Low mixture/CCI4  4 52.5 ± 4.0 41.2 ± 7.4 0 4 0

High mixture/CCI 4  4 93.5 ± 36.5* 95.5 ± 49.7* 0 4 3
a The rats were given deionized water (control), 1% (low mixture), or 10% (high mixture) mixture stock for 14 days and

then dosed by gavage a single dose of corn oil (control) or CCL 4 at the rate of 0.075 mLikg in corn oil; the animals were
sacrificed 24 hours later.

b AST = aspartate aminotransferase; ALT = alanine aminotransferase.

Significantly different from the control/control group, the high mixture/control group, and the control/CCI4 group,
p<0.01.

From Simmons et al. [131; Yang et al. (151.

marrow stem cell proliferation following radiation injury resulting from repeated WBI at 200 rad

(Table 5). Even 10 weeks after the cessation of the chemical mixture treatment when all

hematological parameters were normal, a residual effect of the chemical mixture may still be

demonstrated as lower bone marrow stem cell counts following irradiation (Table 6). There is also an

indication that even at 1% mixture stock level an enhancement of radiation injury to hematopoiesis

may be detected if the exposure period is long enough (Table 7).

These examples provide a clue that the toxicology of chemical mixtures at environmental levels

will probably not involve acute toxic responses. It is most likely an insidious effect(s) disrupting the

homeostasis of the organism. The exposed animals may appear totally "normal" clinically or based

on conventional toxicological endpoints. However, such a subclinical state may provide a basis for

enhancement or potentiation of otherwise mild toxic responses from an acute exposure(s) of

chemical, physical, and/or biological agents. In this sense, the concept of a generic "promotor" or
"enhancer" for any possible toxicity may be advanced for the potential toxicologic consequence of a

mixture of environmental pollutants. These findings also raise the possibility for synergistic

interaction between a background long-term, low-level chemical mixture exposure and a subsequent

acute dose resulting from accidental exposure or drug intake including alcohol abuse.
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TABLE 5. GRANULOCYTE-MACROPHAGE PROGENITOR IN MICE AFFECTED BY GROUNDWATER
CONTAMINANTS AND IRRADIATION

Exposure Levels CFUGM/lO5CeIlsa

(% Stock Mixture) No Irradiation Two Irradiationsb

0 113±1 29±1

1 112±1 28±1

5 111±1 21±1*

a Female 86C3F1 mice were treated with a chemical mixture of groundwater contaminants in drinking water daily for 11.5
weeks. The CFE-GM, granulocyte.macrophage colonies were determined in both nonirradiated and irradiated mice
(five/group) one week after second irradiation. The CFU-GM, granulocyte-macrophage colonies were assayed by
incubating femoral marrow cells in methylcellulose media at 370C and 7% CO2 for 7 days. Colonies of >40 cells were
enumerated and expressed as mean ± SEM (five mice/group).

b Mice received 200 rads of whole-body irradiation at 3.5 and again at 10.5 weeks from the beginning of chemical mixture
treatment.

* Significant at p<0.01 vs. controls by Dunnett's multiple-range test.

TABLE 6. ALTERATIONS OF GRANULOCYTE-MACROPHAGE PROGENITOR IN MICE
RESULTING FROM A RESIDUAL EFFECT FROM AN EARLIER EXPOSURE TO A
CHEMICAL MIXTURE OF GROUNDWATER CONTAMINANTS

CFU-GM/10S Cellsa

10-Weeks 10-Weeks
Exposure Levels 2-Days Postexposure Postexposureb Postexposure

(% Stock Mixture) (No Irradiation) (No irradiation) (Two Irradiationsc)

0 112± 1 113± 1 56±2

1 109± 1 112 ± 1 52±2

5 89± 1* 112± 1 42±2**

a The CFU-GM, granulocyte-macrophage colonies were assayed by incubating femoral marrow cells in
methylcellulose media at 37°C and 7% Co2 for 7 days. Colonies of >40 cellswere enumerated and expressed as
mean ± SEM (five mice/group).

b Female 86C3F, mice were treated with a chemical mixture of groundwater contaminants in drinking water daily
for 15.5 weeks. These mice then were allowed to recover for 10 weeks without chemical mixture treatment.

c Mice received 200 rads of whole-body irradiation at two and again at nine weeks following the termination of
chemical treatment.

* Significant at p<0.01 vs. controls by Dunnett's multiple-range test.

DISCUSSION

Four different experimental approaches for the study of toxicology of chemical mixtures were

illustrated in this paper using actual examples of real-life problems. If a scientific panel were
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TABLE 7. ENHANCEMENT OF GROUNDWATER CONTAMINANT-INDUCED MYELOTOXICITY
BY REPEATED IRRADIATIONS

Exposure Levels CFU-GM/105 Cellsa

(% Stock Mixture) No Irradiation Four lrradiationsb

0 112±1 19±1

1 110±1 16±1*

5 83± 1** 12± 1**

a Female B6C3F, mice were treated continuously with a chemical mixture of groundwater contaminants in drinking water
for 25.5 weeks. The CFU-GM, granulocyte-macrophage colonies were determined in both nonirradiated and irradiated
mire (fivelgroup) one week after the fourth irradiation. Results are expressed as mean ± SEM.

b Mice received 200 rads of whole-body irradiation at the 3.5-week exposure and again three more times at seven-week
Intervals.

• Significant at p<0.05 vs. controls by Dunnet's multiple-range test.

** Significant at p<0.01 vs. controls by Dunnett's multiple-range test.

convened to critique these approaches, each approach would undoubtedly be criticized for

shortcomings in the respective designs. Does that mean the particular scientific panel would have

better alternatives? The answer is most likely a no! From a different angle, given any of these four

problems, different scientists would most likely resort to different approaches, each of which may be

weak in some regard. The underlying reason is that for an area as complex and difficult as testing of

complex mixtures, there are no perfect protocols. Neither are there any approaches that would

please everyone. Yet we, as responsible scientists keenly aware of the problems, cannot wait forever;

we must proceed with limited resources (money, time, personnel) and knowledge. Therefore, for

scientists interested in engaging research in this area, the following advice is offered: (1) keep an

unusually open mind; (2) any experimental approach is a good approach because even if it is a bad

design, someone else following the investigator's step may learn from the mistakes; (3) be ready for

criticism but do not be discouraged by it; and (4) during experimentation, assume nothing and always

anticipate problems. On a more positive note, this area of work is extremely stimulating and

gratifying. Those who can withstand the heat may find the reward far outweighs the frustrations.
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SUMMARY

We evaluated a variety of short-term bioassays to construct a battery of tests that could be

used for assessing the biological effects of potentially hazardous complex industrial wastes. Ten

samples were studied for hepatotoxicity; these samples and an additional five were studied for

mutagenicity. Although the data are limited to these samples, the results suggest that the Salmonella

assay (strain TA98) or a prophage-induction assay (both in the presence of S9) in combination with

determination of relative liver weight and levels of a set of serum enzymes in rats may provide a

battery of tests suitable to characterize complex industrial wastes for mutagenic and hepatotoxic

potential. The biological activities exhibited by the wastes were not readily predicted by the chemical

profiles of the wastes, emphasizing the importance of characterizing potentially hazardous complex

indlstrial wastes by both chemical and biological means. DNA from liver, lung, and bladder of rats

exposed to some of the wastes was analyzed by the 32P-postlabeling technique for the presence of

DNA adducts. A waste that produced mutagenic urine produced a DNA adduct in bladder DNA. The

implications of this approach for assessment of exposure to complex hazardous waste mixtures are

discussed.

INTRODUCTION

In the United States, wastes are classified as hazardous if they possess one of a number of

physical characteristics or if they are composed of certain industrial process wastes or contain

specifically regulated chemicals [11. Guidelines for characterizing the biological toxicity of hazardous

wastes have not yet been promulgated; however, knowledge of the potential biological toxicity of a

hazardous waste could augment the available chemical characterization and provide relevant

information regarding potential health effects.

Because hazardous wastes may contain a wide array of chemical mutagens, and because no

single bioassaywill detect all chemical classes of mutagens, several short-term assays with different

genetic endpoints may be advantageous for screening hazardous wa5tes for genotoxic potential.

Consequently, combinations of short-term assays have been proposed as possible screening batteries

for hazardous wastes [2]. Nonetheless, most investigations of the genotoxicity of hazardous wastes
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have not used a battery of assays. Instead, most studies have used only the Salmonella assay [3,4],

although mammalian cells and other eukaryotic assays have been used to a limited extent [5- 7].

In addition to genotoxicants, many hazardous wastes also may contain chemicals that are

suspected or known hepatotoxicants. Hepatomegaly and abnormal liver function, with return to

normal on cessation of exposure, have been associated with human exposure to hazardous waste [8-

10]. The liver was a primary target organ in mice exposed subchronically to Love Canal soil [11]. Thus,

we have evaluated the acute hepatotoxicity of 10 chemically characterized wastes and assessed

whether the chemical analysis was predictive of the biological results.

This report summarizes the efforts of our laboratory to determine the usefulness of a variety of

short-term bioassays for assessing the genotoxic and hepatotoxic potential of hazardous industrial

wastes. Most of the wastes we evaluated have been partially chemically characterized, permitting

comparisons of biological activity and chemical composition. The chemical analysis indicated that

many of the wastes contained carcinogenic metals, chlorinated compounds, and solvents that are

detected poorly by the Salmonella assay [12-14]. Thus, in addition to the Salmonella assay, we

included a prophage-induction assay in Escherichia coil that may be more sensitive than Salmonella

for these classes of compounds [15,16].

Because in vivo mammalian metabolism may be a critical factor in the generation of mutagenic

metabolites from complex hazardous wastes, we studied the mutagenicity of urine from rats

administered hazardous wastes by gavage. Because most batteries include mammalian cell assays, we

evaluated a series of such assays and compared the results to those obtained with Salmonella for a set

of four diverse hazardous wastes. The advantages and disadvantages of testing crude versus

extracted waste samples are discussed along with some of the problems encountered when trying to

select appropriate test methodologies for a wide variety of hazardous waste types.

Measuring the extent of exposure of populations to complex hazardous wastes is of vital

importance. Thus, we explored the possible use of the recently developed 32P-postlabeling procedure

(17,181 to detect DNA adducts from tissues of rats exposed to two of the hazardous wastes. The

implications of these results for exposure assessment are discussed.

MATERIAL AND METHODS

Waste and Waste Extracts

Two sets of hazardous waste samples were used for these studies (Table 1). The first set was

obtained from Edward L. Katz, Hazardous Waste Engineering Research Laboratory, U.S.

Environmental Protection Agency, Cincinnati, OH. Three of the waste samples (A, B, and C) were

from three different industrial manufacturers. The remaining 12 samples (D through 0) were from
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three commercial hazardous waste incineration facilities that burn a mixture of hazardous wastes

composited from a variety of individual sources and from one incinerator whose waste source was not

specified. Each waste sample was analyzed for the presence of a limited number of priority organics

and/or metals identified in the U.S. EPA Appendix VIII list of priority pollutants (Table 2) [19].

Dichloromethane (DCM) extracts were solvent exchanged into dimethyl sulfoxide (DMSO), and crude

wastes and waste extracts were tested in the Salmonella assay. Crude wastes were ev31uated in the

phage-induction assay and administrated by gavage to rats to determine hepatotoxicity and to detect

mutagenic urine [20].

The second set of hazardous waste (Table 1) consisted of four wastes from four different

industries: coke plant, herbicide manufacturing, pulp and paper mill, and oil refining. These wastes

were obtained from Dr. M. McKown, Battelle Columbus Laboratories, Columbus, OH. DCM extracts

were prepared as described [21] and solvent exchanged into DMSO for bioassay. These four waste

extracts were tested in Salmonella and in the mammalian cell assays.

TABLE 1. PHYSICAL DESCRIPTION OF HAZARDOUS WASTES

Waste Description

Waste Set I
A Black, thin oil

B Black, oily liquid

C Black pourable tar
D Composite of aqueous wastes; watery liquid with oil drops

E Composite of organic wastes; thin, dark liquid

F and G Organic wastes; biphasic gray sludge with reddish-brown liquid
H and I Aqueous wastes; thin, gray slurry

J Composite of organic wastes; gray, thick liquid with suspended solids
K Similar to J, but lighter in color and thinner
Land M Composite of organic wastes; black, thin, pourable tar

N and 0 Composite of aqueous wastes; clear, watery liquid

Waste Set 2
P Light-brown liquid with suspended solids from coke plant

Q Brown-clear liquid from herbicide manufacturing plant

R Brown semi-solid with wood chips from pulp and paper mill

S Dark liquid with brown flocculant and oil drops from oil refining plant
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TABLE 2. CONCENTRATION OF CHEMICALS AND METALS IDENTIFIED IN HAZARDOUS WASTES (pig/g)
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Urine and Urine Extracts

Male Fischer 344 (F-344) rats were dosed with four different doses of waste C for 10 days before

collecting 24-h urine samples from three rats per dose. However, the available amount of waste

samples permitted the use of this protocol for only waste C. For nine other wastes, a single dose of

the crude waste was administered by gavage to male F-344 rats. All urines were collected on dry ice

for 24 h, centrifuged, filter sterilized, and frozen at -20°C. As reviewed previously [20],

Jiglucuronidase generally has been required to observe rodent urinary mutagenicity. Thus, all 10 raw

urines were tested for mutagenicity in Salmonella TA98 with S9 and A-glucuronidase. In case the

addition of P-dlucuronidase to the plate was inadequate to identify mutagenic urine from rats

exposed to the complex wastes, six of the raw urines also were extracted and tested as follows.

One milliliter of P-glucuronidase (Sigma Type VII from E. colt) at a concentration of 1000

units/mL of potassium phosphate buffer (0.15 M, pH 7.4) was added to 2 to 10 mL of thawed urine,

and the mixtures were incubated with shaking for 1 h at 37°C. Then, each mixture was poured

through two serially connected Sep-Pak C18 cartridges (Waters Associates, Milford, MA) followed by

water. Concentrates then were eluted with methanol, the methanol was evaporated, and the residue

was solvent exchanged into a volume of DMSO to produce 5- x concentrates, which were stored at

-200C.

Salmonella Assay

The Salmonella plate-incorporation assay was performed as described [22]. Wastes and waste

extracts were assayed at least twice (on separate days), in duplicate, in strains TA98 and TA1 00 in the

presence and absence of Aroclor 1254-induced Sprague-Dawley rat liver 59 (,-1 mg of protein/plate)

prepared as described [22]. Urines and urine extracts were assayed in strain TA98 in the presence of

S9 and P-glucuronidase (1000 units/plate). Raw urine and urine extracts were tested twice (on

separate days), each individually due to small sample volumes. A dose-related increase in the number

of revertants per plate was considered a positive response.

Phage-Induction Assay

The Microscreen phage-induction assay developed by Rossman et al. (15] was performed using

modifications described previously [23]. The two bacterial strains used for this assay are derived from

E. co/i B/r. WP2s(X) is a lambda lysogen of WP2s (trpE, uvrA); SR714 (trpE, uvrD3) is the indicator strain.

The lysogenic strain was exposed overnight to various dilutions of the crude waste both in the

presence and absence of S9. Following exposure, each suspension was sampled for the presence of

lambda particles by plating onto the indicator strain. The criterion for a positive response was an
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increase in the number of induced plaque-forming units per plate that reached or exceeded the

upper limit of the 99% confidence interval based on the negative controls.

Mammalian Cell Assays

Because of the limited amount of DCM extract of each of the four wastes used in the

mammalian cell assays, and because of the cost of performing a set of such assays with each extract, it

was not possible to perform the assays according to currently accepted protocols or established

guidelines. Instead, limited protocols were used that required a minimum number of setups and

amount of sample to permit an extract to be identified as a presumptive positive or negative. In

order to conserve sample, the dose range for each extract was estimated for all of the assays by

performing a preliminary cytotoxicity study in Chinese hamster ovary (CHO) cells. The assays then

were performed only once with only a few doses of extract and in the presence of S9. Otherwise, the

assays were performed essentially as described below.

The L5178Y/TK + I- -3.7.2C mouse lymphoma assay was performed in the presence of S9 as

described [24]. Cytogenetic effects induced by the four waste extracts in the presence of S9 were

determined by scoring for chromosomal aberrations and sister chromatid exchanges (SCEs) in CHO-

WBL cells as described (25]. The ability of the four waste extracts to induce morphological

transformation in BALB/c-3T3 cells was determined as described [26]. Metabolic activation was

provided by X-irradiated rat liver cells, and 12-O-tetradecanoyl-13-phorbol acetate was used to

promote the formation of the transformed phenotype.

Hepatotoxicity Assays

Ten waste samples were evaluated for hepatotoxicity as described [27]. Briefly, male F-344 rats

were exposed by gavage to a single dose of waste that ranged from 0.5 to 5 mUkg. Twenty-four

hours after dosing, the rats were weighed, anesthetized with 50 mg/kg of sodium pentobarbital ip,

and exsanguinated from the abdominal aorta. Serum chemistry profiles were obtained for

concentrations of total bilirubin (BILl) and activities of aspartate aminotransferase (AST), alanine

aminotransferase (ALT), alkaline phosphatase (ALKPH), and lactate dehydrogenase (LDH). The

activity of ornithine carbamyl transferase (OCT) was determined as described [271.

The liver was excised quickly, rinsed in saline, blotted, and weighed, and then relative liver

weight (liver-to-body-weight ratio) was determined. Samples from the left lobe were taken for open

histopathological examination; lesions were evaluated on hematoxylin- and eosin-stained tissue

sections. Data were analyzed as described by Simmons et al. (27].
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DNA Adduct Analysis
32P-ATP (3000 Ci/mmole, 10 mCi/mL of aqueous solution containing 5mM 2-mercaptoethanol)

was obtained from Amersham, Arlington Heights, IL. Polyethyleneimine cellulose thin-layer

chromatography plates were prepared as described previously by Gupta et al. [28] except thatthe

PEI solution (50% aqueous) was obtained from Aldrich Chemical Co., Milwaukee, WI. Micrococcal

nuclease and nuclease P1 were purchased from Sigma, St. Louis, MO; calf spleen phosphodiesterase

'was from Boehringer Mannheim, Indianapolis, IN; T4 polynucleotide kinase was from Pharmacia, Inc.,

Piscataway, NJ; and 32P-labeled orthophosphate was purchased from Amersham. All other chemicals

were of analytical grade.

Because of limited sample, one rat per treatment group was gavaged with waste M (5 ml/kg)

or waste L (2.5 mUkg) and then sacrificed 24 h following exposure. (These wastes were selected

primarily because they produced mutagenic urine). DNA was extracted from lung, liver, and bladder

according to the method of Gupta et al. [28]. DNA samples were analyzed for DNA adducts using two

versions of the 32p-postlabeling procedure [17, 18] with minor modifications as reported previously by

Gallagher eta!. [29].

Briefly, DNA samples (2.5 to 5.0 pg) were enzymatically digested to deoxyribonucleoside

3' monophosphates with micrococcal endonuclease and spleen phosphodiesterase. Then the digests

were either extracted with butanol or treated with nuclease P1. The mononucleotides were 32p.

postlabeled (50 pCi y-ATP) by polynucleotide kinase-mediated phosphorylation. Thin-layer

chromatography was used to separate the adducts. Areas of radioactivity were located by

autoradiography, cut out, measured by scintillation counting, and the adduct levels were quantified.

RESULTS AND DISCUSSION

The quantitative results of our genotoxicity studies of these wastes and waste extracts have

been published elsewhere [20,21, 23]; the qualitative responses are summarized here. Table 3

summarizes the mutagenic responses in Salmonella of the first set of wastes and waste extracts, the

mutagenic responses in Salmonella of the urine or urine extracts from rats gavaged with these

wastes, and the responses of these wastes in the phage-induction assay. Table 4 summarizes the

genotoxic responses of the second set of wastes in Salmonella and in the mammalian cell assays.

Liquid extraction, as opposed to solid-phase extraction, was the only extraction methodology

that was suitable for these diverse wastes. However, as discussed previously [20], DCM may not be a

suitable solvent for all types of wastes. Table 3 shows that DCM failed to extract mutagenic activity

from five wastes (L, M, G, F, and 0) that were mutagenic in their crude, unextracted form. Nearly

80% of these wastes would have been detected as mutagenic if only the crude wastes had been

tested. The additional time and expense required to prepare organic extracts of these wastes did not

125



produce extracts that yielded much additional information that was not obtainable from the crude

wastes.

TABLE 3. GENOTOXIC RESPONSES OF CRUDE WASTES/EXTRACTS AND RAW URINE/EXTRACTS

Mutagenic Responses in Salmonella Phae
Crude Wastes Waste Extracts Induction

TA98 TA100 TA98 TA100 Urinesa Response
Wastes + S9 -S9 +S9 -59 +S9 -S9 + 59 -59 Raw Ext. +S9 -S9
C - -+ + + -+ -+ + + +

L + -- -- -- -+ + + +

M + -- -- -- + + + +

G + + - -- -- -- - + +

O + - -- -- -- - -

E - -- -- -- -- - NTb NT

H - -- -+ + - -- NT + +

J - + -- -- NT + -

K - -- -- -- -- NT - -

B - -- - NT NT NT NT - NT + +

A - -+ + - -+ + NT NT +. +

F - -+ + - -- -NT NT + +

D - -- -- -- -NT NT + -

I NT NT + +

N - -- -- -- -NT NT - -

a Urines tested in strain TA9)8 in the presence of S9 and P-gucuronidase.
b Not tested.

TABLE 4. GENOTOXIC RESPONSES OF WASTE EXTRACTS IN SALMONELLA AND MAMMALIAN CELLS

Genotoxicity in Mammalian Cells
Mutagenicity in Salmonella Mutagenicity Cytogenetic Effects

TA98 TA100 in Chromosomal
Wastes + S9 -S9 +S9 -S9 L5178YTTK+/- SCEs Aberrations Transformation
P + -+ + + +-

Q + -- -+ --

R + -- -+ +--

S - -- -+ +--
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However, not all wastes can be tested directly due to microbial contamination or physical state.

For example, highly viscous wastes are difficult to pipette and dilute, complicating the generation of

reproducible, quantitative results. Also, wastes with high or low pH may be highly toxic to cells and

may have to be neutralized before bioassay. Thus, extraction and fractionation procedures will be

necessary for some, if not most, hazardous wastes in order to examine their biological activity. An

innovative approach involving fractionation by thin-layer chromatography coupled with the

Salmonella assay has been shown to be useful with some wastes [4].

Judicious selection of a test matrix (and battery) is required in order to screen hazardous wastes

in a cost-effective manner without an unacceptable loss of detection capability. For example, all of

the wastes and waste extracts that were mutagenic in Salmonella in Table 3 would have been

detected if they had been tested only in the presence of S9 (Table 3), reducing the testing matrix in

half. Considering the results with both strains ( ± 59) with the crude wastes and waste extracts, there

were nine mutagenic wastes identified, seven of which were mutagenic in TA98 + 59. Thus, if the

crude wastes and extracts had been studied only in the presence of 59, nearly 80% of the mutagenic

wastes identified with the present matrix would have been identified.

Based on the wastes tested here, the urinary mutagenesis assay did not appear to be useful as a

rapid screen to replace or complement testing the wastes or waste extracts directly in Salmonella

(Table 3). Extracting the urines by means of C1i/methanol elution did not identify a urine as

mutagenic that was not identified as mutagenic from studies with raw urine (Table 3). Considering

the time and expense of performing the urinary mutagenesis assay, this assay was not a useful

adjunct to testing the waste or waste extracts directly for mutagenicity.

The phage-induction assay in E. coli detected five crude waste samples that, were not

mutagenic in Salmonella (Table 3). As described in the INTRODUCTION, the Microscreen phage-

induction assay has been shown to detect some carcinogenic metals and chlorinated organics and

solvents that are not mutagenic in Salmonella. Metals and compounds of these types are present in

most of the waste samples studied here [19], and the ability of some of these compounds to induce

prophage may account for the detection by the phage-induction assay of the five additional waste

samples. Accumulating evidence indicates that prophage induction (and the SOS response in general)

is a broader genetic endpoint than reverse mutation in bacteria [30-32], making it especially useful

for screening chemically diverse waste.

A comparison of the genotoxic responses of DCM extracts of four wastes in the Salmonella

assay to their responses in a set of mammalian cell assays indicates that the inclusion of mammalian

cell assays may not have improved significantly the ability to detect the genotoxicity of the wastes

beyond that afforded by the Salmonella assay alone (Table 4). Waste S was the only waste detected
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by the mammalian cell assays that was not detected by the Salmonella assay. The BALB/c-3T3

transformation assay did not detect any of the extracts as positive, even though all four were

genotoxic in one or more assays. Based on these limited results, it appears that this assay may not be

useful for screening hazardous wastes.

Currently, there is only a small data base on the use of mammalian cell assays with complex

mixtures, let alone with hazardous wastes. Perhaps some of the reasons for this are that mammalian

cell assays are difficult to use with toxic complex mixtures and are more costly and time-consuming to

perform than microbial assays. Recently, two studies [33,34] have shown that mammalian cell assays

may not provide much more additional detection capability than that afforded by the Salmonella

assay for pure compounds. Our results with these hazardous wastes suggest that the same may be

true for complex mixtures.

The results of the hepatotoxicity study have been published [27] and are summarized in Table

5. Based on histopathological evaluation of the liver, eight of the 10 wastes were hepatotoxic (Table

5). Under the experimental conditions, wastes H and 0 were nonhepatotoxic. Nine of the ten wastes

caused an increase in relative liver weight, and various wastes increased the serum concentrations of

different combinations of the serum enzymes and BILI (Table 5).

TABLE 5. SUMMARY OF HEPATOTOXIC EFFECTS OF WASTES

Histo- Relative
Dose path- Liver Serum Indicators of Hepatic Injury

Waste Na (m~lkg) ology Weight AST ALT LDH ALKPH OCT BILl

A 5 1 + b + -c - + + +

B 6 1 + + + -

E 4 2.5 + + - +

2 5 + + + + + +

G 5 5 + + - - +
H 6 5 + - -

J 6 0.5 + + + + +

K 6 0.5 + + + + + +

L 4 2.5 + + + - + -

M 5 5 + + + + + + -

0 6 5 - - -
a N = Number of rats used for evaluation of hepatotoxicity.
b A significant increase compared to concurrent controls.
C No changes compared to concurrent controls.

With histopathology as the criterion of hepatotoxicity, the best single predictor of

hepatotoxicity was relative liver weight [27]. Assessed individually, single serum indicators could not

distinguish hepatotoxic from nonhepatotoxic wastes. The inability of any single serum indicator to
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identify correctly the hepatotoxic samples was due to false negatives rather than to false positive [27].

Therefore, the five commercially obtained serum indicators (AST, ALT, LDH, ALKPH, and BILl) assessed

collectively to determine how well they predicted hepatotoxicity as a battery. The serum battery was

considered positive if at least one serum indicator was positive, and it was considered negative if all of

the serum indicators were negative. As a battery, the serum indicators correctly identified the eight

hepatotoxic waste samples and the two nonhepatotoxic waste samples [27]. The advantages and

disadvantages of the hepatic indicators for screening purposes have been discussed [35];

histopathologic evaluation was recommended rather than the serum battery in animal studies except

when results are required before pathology results are available. The potential usefulness of the

serum battery for monitoring human exposure to hazardous waste has been noted by Simmons et al.

[35].

The chemical characterization available for these wastes (Table 2) [19] is more extensive than

would ordinarily be available for most complex wastes and allowed for a limited assessment of the

relationship between chemical characterization and biological effects. Comparing observed toxicity

to that expected, based on a limited understanding of the chemical composition of the waste, is

important because one method used by the U.S. EPA to identify wastes as hazardous is based on

partial chemical characterization [36]. As discussed extensively elsewhere [20,23,27], the observed

biological effects (i.e., genotoxicity, cytotoxicity, and hepatotoxicity) were not readily predicted from

the chemical characterization data.

These results have important implications for assessing exposure to complex mixtures such as

these hazardous wastes. As discussed previously, the biological activities of these mixtures are not

readily predictable from knowledge of some of the chemicals present in the mixtures. Likewise, it is

unlikely that monitoring individuals for exposure to one or a few chemicals will provide highly

informative data regarding individual exposure to such complex mixtures. One possible approach to

determining exposure to complex mixtures that contain a variety of mutagenic and carcinogenic

compounds is the use of the 32P-postlabeling technique described previously [17,18].

In order to examine the feasibility of this technique for exposure assessment, we have analyzed

DNA from lung, liver, and bladder of rats exposed to wastes M or L, which were mutagenic, caused

DNA damage, were hepatotoxic, and produce.d mutagenic urine. One major DNA adduct was

detected in rat bladder DNA following the oral administration of 2.5 mUkg of waste L (Figure 1). The

relative adduct level was determined to be 3.4 adducts/ 109 nudeotides. DNA adducts were not

detected in lung or liver DNA from the rat gavaged with waste L. No DNA add ucts were detected in

lung, liver, or bladder DNA rom the rat gavaged with waste M. It is interesting that waste L, which

produced mutagenic urine that was relatively potent (259 revertants/mL of raw urine and 1586

revertants/mL equivalent of Cl,/methanol concentrate) [201, also produced detectable DNA adducts
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in the bladder. Apparently, mutagens in the urine were able to bind covalently to bladder tissue

DNA.

Control Treated
Bladder Bladder

Figure 1. Autoradiogram of PEI Cellulose Thin-Layer Chromatography Fingerprint of a DNA Adduct
Detected in Rat Bladder DNA 24 h after Gavage by Waste L. Autoradiogram was
developed for 4 days at -800C.

One main purpose in these studies has been to determine which individual bioassays or groups

of bioassays could serve as inexpensive, rapid-screening tools to assess the toxicity of a large number

of chemically different industrial wastes. The limited number of hazardous wastes that we have

studied here cannot be considered to represent the "universe" of wastes. In addition, there are many

other bioassays that we have not yet examined that may be useful for screening hazardous wastes.

Given these limitations, however, our studies suggest that the Salmonella assay using strain TA98 in

the presence of S9 or the phage-induction assay in the presence of S9 may be useful in screening

wastes for genotoxicity. Based on the available limited data, relative liver weight and a battery of

serum indicators appeared potentially useful tor routine screening of complex mixtures for

hepatotoxicity.

The combination of this hepatotoxicity assay with one of the genotoxicity assays might provide

a cost-effective, rapid, and simple battery of bioassays that could be used routinely to characterize

large numbers of waste samples. The possible role of 32P-postlabeling for determining adducts

resulting from exposure to hazardous wastes should be explored further in order to determine the

usefulness of this approach for assessing exposure.

Both government [37-39] and industry [2,40] have recognized the important role that short-

term tests could play in the toxicological assessment of hazardous wastes. We have reported here on

the use of only genotoxicity and hepatotoxicity bioassays to evaluate hazardous wastes; however,

wastes may induce other biological effects, such as neurotoxicity. Additional investigations are

needed to explore the effects of hazardous wastes on these and other toxicological endpoints. The
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results presented here suggest that short-term bioassays may be useful adjuncts to chemical analysis

in identifying wastes as hazardous. They also illustrate the importance of developing means of

assessing exposure to complex mixtures rather than to single chemicals.
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MECHANISM OF THE LETHAL INTERACTION OF CHLORDECONE AND CCI 4 AT NONTOXIC DOSES
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SUMMARY

There is a significant interest in the possibility of unusual toxicity due to interaction of toxic

chemicals upon environmental or occupational exposures even though such exposures may involve

levels ordinarily considered harmless individually. While many laboratory and experimental models

exist for such interactions, progress in this area of toxicology has suffered for want of a model where

the two interactants are individually nontoxic. We developed such a model where prior exposure to

nontoxic levels of the pesticide Kepone* (chlordecone) results in a 67-fold amplification of carbon

tetrachloride (CC14) lethality in experimental animals. The mechanism(s) by which chlordecone

amplifies the hepatotoxicity of halomethanes such as CC14, chloroform (CHCI 3), and bromotrichloro-

methane (BrCCI 3) has been a subject of intense study. The biological effects of this interaction include

extensive hepatotoxicity characterized by histopathological alterations, hepatic dysfunction, and

perturbation of related biochemical parameters. Close structural'analogs of chlordecone such as

mirex and photomirex do not share the propensity of chlordecone to potentiate halomethane

toxicity. Mechanisms such as induction of microsomal cytochrome P-450 by chlordecone and greater

lipid peroxidation are inadequate to explain the remarkably powerful potentiation of toxicity and

lethality. Time-course studies in which liver tissue was examined 1 to 36 h after CC14 administration

were conductel. While animals receiving a normally nontoxic dose of CCI 4 alone show limited

hepatocellular necrosis by 6 h, proceeding to greater injury after 12 h, a recovery phase ensues as

revealed by the greatly increased number of mitotic figures. Such regeneration and hepatic tissue

repair processes are totally suppressed in animals exposed to chlordecone prior to CCI 4. Thus, the

arrested hepatocellular repair and renovation play a key role in the potentiation of CC14 liver injury by

chlordecone.

These findings have allowed us to propose a novel hypothesis for the mechanism of

chlordecone amplification of halomethane toxicity and lethality. While limited injury is initiated by

the low dose of CC14 by bioactivation followed by lipid peroxidation, this normally recoverable injury

permissively progresses due to arrested hepatocellular regeneration and tissue repair processes.

Recent studies designed to test this hypothesis have provided additional supporting evidence.

Hepatocellular regeneration stimulated by partial hepatectomy was unaffected by 10-ppm dietary
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chlordecone, while these animals were protected from the hepatotoxic and lethal actions of CCI4 if

administered at the time of maximal hepatocellular regeneration. The protection was abolished

whern CC14 was administered upon cessation of hepatocellular regeneration.

INTRODUCTION

The propensity and the specificity with which chlordecone (Figure 1) amplifies the hepatotoxic

action of halomethane solvents has been well established [1-221. Prior exposure to chlordecone

results in an approximately tenfold potentiation of CHCI 3 [17] and even greater potentiation of CC14

[1-7] hepatotoxicity. Exposure of male Swiss-Webster mice to a single oral dose of chlordecone

(50 mg/kg) potentiates the hepatotoxicity of CHCI 3 as measured by serum transaminases and by

histopathologic examination of the liver tissue for hepatocellular necrosis [17]. Recent studies [22]

indicate that in addition to the hepatotoxic effects of CHCI 3, this interation leads to a fourfold

increase in lethality by dietary exposure of mice to a much lower level of chloredecone (10 ppm for

15 days). Neither mirex (10 ppm) nor phenobarbital (225 ppm) in a similar dietary protocol increased

the hepatotoxic or lethal effects of CHCI 3 [22].

0

0
H5C2

Cll0 C 12  Jo NOH

H

Chlordecone Mirex Phenobarbital

Figure 1. Structures of Chlordecone, Mirex, and Phenobarbital.

The same dietary exposure of rats to 10 ppm chlordecone (total dose, roughly 10 mg/kg) results

in a greatly potentiated hepatotoxic response to CC14 as determined by functional, biochemical, and

histopathologic parameters [1-16]. CC14 lethality is increased 67-fold by chlordecone in male rats [5]

and 25-fold in female rats [6]. The specificity of chlordecone in potentiating halomethane

hepatotoxicity was illustrated by the ineffectiveness of mirex [3] or photomirex [2]. Furthermore,

exposure to phenobarbital at 50 times greater levels (on a molar basis) caused less than 50% of the

potentiation of CC14 hepatotoxicity caused by chlordecone [3], and the lethality was increased only by

a statistically insignificant 1.6-fold [5]. hepatotoxic and lethal effects of BrCC13 also are potentiated

by chlordecone (7, 8], while the toxicities of bromoform (CHBr 3) and tetrabromomethane (CBr 4) are

unaffected [9, 10]. Hepatotoxicity of neither trichloroethylene nor bromobenzene is potentiated by

10 ppm chlordecone [11].
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The mechanism of this highly powerful and unusual interaction with halomethanes has eluded
many investigations [1-28]. Because chlordecone potentiates the hepatotoxic and lethal effects of
several halomethanes at individually nontoxic or subtoxic levels, the interaction represents a very
attractive model for biological effects of toxic chemical interactions of environmental chemicals at
levels in the neighborhood of environmental significance, and the mechanism underlying this highly
unusual interaction offers a continuing challenge for investigation. An experimental evaluation of
whether mechanisms widely held accountable for the potentiation of CC14 hepatotoxicity can account
for the chlordecone + CC14 interaction will follow. Recent efforts have led to the discovery of a novel

mechanism for this interaction.

Mechanisms of Halomethane Hepatotoxicity
The mechanism of CCI4-induced hepatotoxicity has been extensively studied [29-32]. Because

the basic mechanism underlying the toxicology of CC14 is central to the consideration of how its
toxicity might be modified by oth .- chemicals, it would be worthwhile to outline the prevailing
concepts concerning the hepatotoxicity of CCI4.Excellent reviews have appeared on this topic [29-
32]. The leading theory for the mechanism of cellular damage caused by CC14 states that the

compound is bioactivated by cytochrome P-450-mediated reactions to 'CC13 free-radical (29-35],
which is further converted to peroxy radical (CC1 3002) 131,36,37]. There is evidence for covalent

binding of CC14 upon bioactivation [29-32]. The CC130*2 radical also is thought to decompose to

phosgene and electrophilic chlorine, which can react with other micromolecules. The free-radicals
*CC13 and CC130*2 readily react with polyunsaturated fatty acids of the endoplasmic reticulum and

other hepatocellular membranes to initiate the formation of organic lipid peroxides. In the presence

of cellular 02, organic peroxy radicals produced, in turn, can react with other polyunsaturated fatty
acids to perpetuate a series of self-propagating chain reactions, a process commonly referred to as
propagation of lipid peroxidation [29]. The bioactivation of CCI 4 and initiation of the self-

propagating lipid peroxidation, working in tandem, destroy the cellular membranes leading to cell
death. The principal hepatic lesion is characterized by centrilobular necrosis [381, with the extent of
injury depending upon the dc ;e. Demonstration of the metabolism of CC14 to CHCI 3 and to CO2 [39,

40], and covalent binding of CC14 to live, protein and lipid [41] provide experimental support to the

bioactivation of CC14 [31-441.

Small doses of CC14 are known to protect against a subsequently administered large dose of

CC14 [45, 46]. Several lines of evidence have accumulated (45-47] to persuade one to believe that the
mechanism of this "autoprotection" is related to the destruction of liver microsomal cytochrome
P-450 by the initial protecting dose of CC14. Reports [48,49] demonstrating the destruction of a

specific form of cytochrome P-450 provide additional support for "CCI3 free-radical-mediated
destruction of cytochrome P-450. A direct demonstration of "CC13.radical has been claimed using spin
trapping techniques [48,50,51], although these studies have been criticized (52] and what free-radical
is being trapped is debated [51,52]. The precise events leading to the destruction of cytochrome P-
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450 by CCI 4 are not clear [29-32]. One view holds that the °CC13 free-radical directly interacts with the

endoplasmic reticulum and destroys the cytochrome P-450 [49,53], while the other view [54] holds

that lipid peroxidation initiated by the CCI 3 free-radical results in the destruction of cytochrome P-

450. There is evidence that the lipid peroxidative process initiated by the "CC13 radicals results in the

release of 4-hydroxynonenol [55], which has been demonstrated to inhibit cytochrome P-450-

mediated mixed function oxidase (MFO) activity [56]. The demonstration that phosgene is a

metabolite of CCI 4 [44,57] has raised the possibility that this reactive metabolite also may be involved

in the destruction of cytochrome P-450.

Hepatotoxicity of BrCCI 3, a brominated analog of CCI 4, is also, by virtue of its metabolism to the

same "CCI 3 radical [58-601, formed from CCl 4. Much greater toxicity of this compound [34] in

comparison to CC14 has been attributed to the relative ease with which the C-Br bond can be cleaved.

A clear inverse relationship exists between the bond dissociation energy of these series of

halomethanes (BrCCI 3, CCI 4, fluorotrichloromethane (FCCI 3), CHCl 3) and their potency to initiate free-

radical reactions [29,32] to produce lipid peroxidation and to produce liver necrosis.

With regard to chloroform, the results of several investigations suggest that phosgene, a

reactive metabolite of CHCI 3 is responsible for its hepatotoxic [61,62], nephrotoxic [631, and possibly

its carcinogenic [61] effects. Hepatotoxic effects are due to phosgene-mediated cellular GSH

depletion or due to increased amounts of covalent binding to hepatocellular macromolecules

[61,64,65]. Although like CCI 4, CHCI 3 needs to be metabolized in order to exert its full necrogenic

potential, unlike CCI 4, lipid peroxidation is not believed to be involved in the hepatocellular necrosis.

A second important distinction is that unlike CCl 4, metabolism of CHCI 3 to a free-radical form has not

been associated with its necrogenic action [611.

Mechanism of Potentiation of Halomethane Hepatotoxicity

The capacity to enhance CC14 toxicity and hepatic necrosis has been attributed to a variety of

chemicals: phenobarbital [49,66-68], aliphatic alcohols [69,70], ketones [71,72], DDT [73], and

polychlorinated biphenyls [74]. 3-Methylcholanthrene was shown to protect [75] while 3, 4-

benzo[a]pyrene was similar to phenobarbital in enhancing CC14 hepatotoxicity [76]. Treatment either

with cysteamine, cysteine [77], or SKF-525A [77,78] affords protection against CC14 hepatotoxicity.

Most, if not all, experimental conditions that potentiate the toxicity of CC14 correlate with increased

hepatic microsomal cytochrome P-450 content and with accordingly increased bioactivation of CC14 in

the liver. Hepatocellular injury is increased as a result of the enhanced lipid peroxidation as a

consequence of the enhanced production of free-radical forms of CC14 metabolites.

Hepatotoxicity of BrCCI 3 also is known to be potentiated [59] by agents known to induce drug-

metabolizing enzymes of the liver. Hepatotoxicity of other halomethanes related to CC14 also is
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poten'ate, by other chemicals. Hepato- and nephrotoxicity of chloroform ispotentiated by aliphatic

alcohols [79,80], polybrominated biphenyls [81], ketones (80], and phenobarbital [61].

The prevailing widely accepted theory for the mechanism of xenobiotic-induced enhancement

of cellular damage cpused by CC 4 is that its bioactivation to "CC13 and CC130*2 free-radical (29-32] is
increased. There is evidence for increased covalent binding of CC14 to liver tissue upon bioactivation.

Increased production of *CC13 or CCl 30"2 radicals !eads to increased lipid peroxidation, culminating in

increased liver injury.

Potentiation of Halomethane Hepatotoxicity by Chlordecone

It initially was observed that the administration of a small dose of CC14 (100 iL/kg, ip) to rats

maintained on a normal diet did not result in any significant liver damage [1]. However, rats

maintained on a diet containing 10 ppm chlordecone for 15 days exhibited remarkably potentiated

hepatotoxicity [1]. In subsequent work, it was apparent that this represented potentiation of CC14

toxicity rather than the toxicity of chlordecone (Table 1). Exposure to 10 ppm chlordecone for 15 days

causes no visible and no measurable signs of toxicity. Slightly impaired hepatobiliar function,

detectable as compromised biliary excretion of phenolphthalein glucuronide is the only measurable

liver dysfunction attributable to the dietary exposure of rats to chlordecone [1,3,7,81 described to

date.

The major reasons for referring to this interaction as "potentiation of CC14 hepatotoxicity" are

listed in Table 1. Chlordecone toxicity is characterized by tremors and hyperactivity [82,83], which are

distinctly different from the signs of CC14 toxicity [84], and the animals receiving the combination

show distinct signs of CC14 toxicity. Histopathological examination of livers from chlordecone-treated

rats reveals several morphological changes [83-85], but these do not include centrilobular necrosis

(851. Prolonged treatment with chlordecone causes focal lesio i (necrobiosis [851), but this is not

present uniformly in all the lobes and cannot be characterized as centrilobular necrosis. Centrilobular

necrosis is a characteristic of CCI4 hepatotoxicity [29,32,38] and the combination treatment causes

extensive centrilobular necrosis [1] accompanied by balloon cells (Table 1). Characteristically,

chlordecone causes proliferation of smooth endoplasmic reticulum (SER) accompanied by increased

cytochrome P-450 (82,86-901, and treatment with CC14 results in destruction of SER and cytochrome

P-450 [16,29,321. Serum enzymes (e.g., SGPT, SGOT, ICD, and OCT) are not elevated by chlordecone

treatment, and these also are not elevated significantly by the low dose of CC14 (100 pUkg) alone.

The combination treatment greatly increases these serum enzyme levels [1]. Finally, there are

differences in the effects of these two toxic chemicals on hepatobiliary function (Table 1).

Chlordecone impairs excretory function but this is accompanied by choleresis [91], while CCI 4 causes

excretory dysfunction accompanied by reduced bile flow [16,32,91]. The combination treatment

results in total abrogation of excretory function, accompanied by cholestasis (1-16,32]. Furthermore,
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TABLE 1. TOXICITY CHARACTERISTICS OF CHLORDECONE, CCI 4, AND CHLORDECONE + CC14
COMBINATION

Parameter of Chlordecone CC14  CD + CC14 Combinationa
Toxicity

1. Signs Tremors, Lethargic and Lethargic and
hyperactivity withdrawn withdrawn

2. Histopathology Noneb Centrilobular necrosis Extensive centrilobular
a. Hepatic and diffuse necrosis

necrosis

b. Other No balloon cells Balloon cells More balloon cells
changes Increased smooth Decreased smooth ER Decreased smooth ER

(ER)

3. Hepatic Cyt. No change Increased Greatly increased
P-450

4. Serum enzymes No change Increased Greatly increased

5. Hepatobiliary Impaired excretion Impaired excretion and Impaired excretion and
function and bile flow bile flow bileflow

6. LD50  132 mg/kg 2.8 mI/kg 0.042 mUkg
(2 to 7 days)c (2 days)d (2 days)d

a The combination treatment implies a 15-day dietary exposure to 10 ppm followed by a single ip dose of 100 pL CCI4/kg.
Toxicity characteristics listed for chlordecone and CC14 alone or after the administration of either at a toxg' dose.

b Prolonged exposured to chlordecone has been reported to cause occasional focal hepatocellular necrosis [85].
Occasional focal necrotic areas (necrobiosis) were found in livers after three months of dietary exposure to 25 ppm
and, similarly, focal necrosis was observed in the carcinogenecity bioassay protocols after 21 months of exposure [85].
Uniform centrilobular necrotic lesions such as seen with CC14 have not been reported at any dose of chlordecone in
acute, subchronic, or chronic studies.

cFom Larson etal. 1979183].
d From Klingensmith and Mehendale 1982 (5).

Reproduced from Mehendale 1984 (16] with permission.

simultaneous treatment of chlordecone and CC14 does not result in potentiated toxicity [12]. All of

these signs of toxicity and other histological, biochemical, or functional parameters suggest that it is

CC14 toxicity that is potentiated by the combined treatment. Potentiation of CC14 toxicity by

chlordecone is not limited to the disruption of hepatic function, but also leads to lethality in male [5]

and female rats [6]. The LD50 of CC14 in rats exposed to chlordecone in males [51 and females is 42 and

48 pUkg, respectively, despite over twofold greater sensitivity of female rats for CCd4 [5,61, indicating

that the estrogenic property of chlordecone is not involved in this phenomenon.

Studies indicate that the marked potentiation could not be readily explained by increased lipid

peroxidation [13,26,52], depletion of hepatic GSH, or by increased covalent binding of 14CC14-derived

radiolabel to the liver [13,26,52]. These studies were conducted 1 and 6 h after CC14 administration to

control and chlordecone-treated rats [13,16,26,32,52].

The marked potentiation of CC14 toxicity by chlordecone does not lend itself to be accounted

for by increased hepatic microsomal cytochrome P-450 content and associated parameters, because
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mirex and photomirex, both being more powerful inducing agents than chlordecone, do not

potentiate CC4 toxicity significantly [17,87-91,92]. Exposure to phenobarbital (250 ppm in diet) at 50

times equimolar level of chlordecone caused significant elevation of MFO parameters, and resulted in

potentiation of CC14 lethality only by 1.6 fold, which is 40 times less than that increased by

chlordecone [5]. The destruction of hepatic microsomal cytochrome P-450 and related parameters in

rats treated with phenobarbital + CC4 or chlordecone + CC14 were similar [27], indicating that such

indices cannot be used as reliable indicators of CC14 bioactivation [27,93].

Specificity of Potentiation

In view of the remarkable capacity for chlordecone to potentiate halomethane hepatotoxicity

and lethality (CC1 4, CHCI 3, BrCCI 3, etc.), it was of interest to examine if chlordecone could potentiate

the toxicity of structurally and mechanistically dissimilar chemicals [11]. Chlordecone pretreatment

was compared with mirex and phenobarbital pretreatments using 1,1,2-trichloroethylene (TCE) and

bromobenzene (BB) as two hepatotoxins structurally and mechanistically dissimilar to CCI 4. The

powerful nature of chlordecone + CC14 interaction was not observed either with chlordecone + TCE or

chlordecone + BB combinations [11]. At much higher doses, chlordecone and mirex are reported to

potentiate toxicity of acetaminophen [94], but this affect appears to be mediated by the induced

microsomal cytochrome P-450 levels similar to the potentiation of CC14 hepatotoxicity by higher doses

of photomirex [2]. These observations point to a degree of specificity on the part of chlordecone at

nontoxic doses to potentiate halomethane toxicity. Although chlordecone is not totally specific to

CCI4, because CHC13 and BrCCI 3 toxicity also is potentiated, some degree of specificity with respect to

which halomethane toxicity is potentiated exists, as evidenced by the lack of potentiation of HCBr 3

and CBr 4 toxicity (9, 10].

In additional experiments, it was established that one single oral administration of

chlordecone dose equivalent to the total dose in dietary protocol did indeed cause potentiation of

CC14 toxicity [12]. Potentiation of CC14 hepatotoxicity could be demonstrated by the sixth hour and

was maximal between 48to 72 h after chlordecone administration. However, the degree of

potentiation was much less than the dietary chlordecone pretreatment. Simultaneous administration

of chlordecone and CC14 did not result in potentiated toxicity [12].

POSSIBLE MECHANISMS

A number of mechanisms (Table 2) can be considered to account for the remarkable

amplification of haloalkane toxicity by chlordecone. Increased bioactivation of CC14 and increased

lipid peroxidation are the foremost (Table 2) in view of the wide acceptance of these mechanisms

with respect to phenobarbital, alcohol, keton ., and other xenobiotic-induced enhancement of CC14
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toxicity [24,25,29-53]. These mechanisms are discussed with regard to the experimental evidence for

or against these mechanisms.

TABLE 2. POSSIBLE MECHANISMS FOR CHLORDECONE AMPLIFICATION OF CC14 TOXICITY

1. Enhanced bioactivation of CC4

2. Increased lipid peroxidation

3. Estrogenic property of chlordecone

4. Increased Ca2 + accumulation

5. Suppressed hepatocellular regeneration

Enhanced Bioactivation

The widely accepted mechanism for the potentiation of CC14 hepatotoxicity by xenobiotics is

the enhancement of CC14 bioactivation [34-37], followed by increased lipid peroxidation [29-32]. A

number of investigations [5,13,16,26-28] were carried out to examine if enhanced bioactivation of

CC14 in chlordecone-treated animals might offer a satisfactory explanation for the highly powerful

potentiation of its toxicity. Neither the initial in vivo 14CC14 metabolism nor the covalent binding 1 h

after the administration of 14CC14 were significantly altered by pre-exposure to chlordecone,

particularly in comparison to pre-exposure to phenobarbital [28]. Studies designed to examine

whether enhanced in vitro metabolism of 14CC14 could be demonstrated and whether differences

among chlordecone, phenobarbital, and mirex pretreatments correspond with the associated

alterations (or lack thereof) in CC14 toxicities indicated no significant enhancement in CC14

metabolism nor a significant change in the pathway of its metabolism by hepatic microsomes derived

from chlordecone-treated rats [13].

Because chlordecone is an inducer of hepatic microsomal cytochrome P-450, and individual

isozyme(s) responsible for CC14 metabolism may be increased (16], one must consider the possibility

thw small changes in pools of individual isozymes may yield dramatic changes in the bioactivation of

CCI4. The extent of metabolism of 14CC14 in intact animals pretreated with chlordecone would be

indicative of whether such changes in P-450 isozymes have occurred. To follow this analogy further,

comparison of these findings from mirex-treated and phenobarbital-treated animals in vivo provides

a convenient way of verifying the overall interpretations from the results of in vivo 14CC14

metabolism.

The in vivo metabolism of CC14 in rats pretreated with either chlordecone, mirex, or

phenobarbital was compared by measuring the hepatic content of 14CC14, the expiration of 14CC14,

expiration of 14CC14-derived 14CO 2, and lipid peroxidation [26]. Expiration of 14CO2 measured during
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the 6 h after 14CC14 administration was increased in animals pretreated with phenobarbital or

chlordecone. However, the serum transaminases (ALT, AST) were elevated significantly at 6 h only in

animals pretreated with chlordecone. Mirex did not affect 14CO 2 production. The radiolabel present

in the liver at 6 h showed no difference in hepatic content of free 14CC14 among the groups, but the

covalently bound label present in the lipid fractions of the livers pretreated with phenobarbital was

elevated in comparison to chlordecone and mirex treatments. These studies indicate that a single oral

administration of chlordecone (10 mg/kg) 24 h prior to CC14 administration (100 p1/kg) enhances the

oxidative metabolism of CC14 but to a lesser extent than phenobarbital (80 mg/kg, ip, twice), which is

in inverse relationship to the potentiation of the hepatotoxic and lethal effects of CC14 associated

with these pretreatments [26].

The possibility that CC14 metabolism is occurring via an alternate pathway in chlordecone-

treated animals has been considered in in vitro studies with hepatic microsomes isolated from rats

pretreated with Lhlordecone, mirex, or phenobarbital [13]. Phosgene formation from 14CC14 was not

increased, indicating CC14 metabolism had not been increased via this alternate pathway. Because

phosgene could be formed either directly from CC14 or indirectly from CHCI 3, these findings also

argue against the increased CHCI 3 formation as a potentiation mechanism.

Several other lines of evidence point to mechanism(s) other than increased bioactivation as the

critical underlying event. Exposure of rats to 250 ppm phenobarbital in the diet (50 times

chlordecone on a molar basis) for 15 days, which results in doubled hepatic cytochrome P-450 levels,

causes much less potentiation of CC14 hepatotoxicity [3] and even less (40 times less than chlordecone

treatment) of an increase in lethality [5]. Mirex and photomirex, the two closely related structural

analogs of chlordecone are more powerful inducers of the hepatic mixed function oxygenase system

[3,17, 87-90,92] but are weaker potentiators of CC14 hepatotoxicity [1,6,16]. The third line of evidence

comes from the autoprotection experiments [95], where prior repeated exposure to smaller doses of

CCI4, a treatment known to decrease hepatic microsomal cytochrome P-450, fails to protect the

animals from the CC14 toxicity of the chlordecone + CC14 combination.

Another line of argument against the increased bioactivation of CC14 as the critical event for

chlordecone potentiation of CCI4 toxicity comes from the in vivo 14CC14 metabolism experiments [26].

It is well established that less than 1% of the administered CC14 ever needs to be metabolized [39,40]

in order to realize the necrogenic potential of CC14 [31]. In vivo studies employing a small dose of CC14

(100 p1/kg) indicate that less than 1% of CC14 is metabolized in 6 h, and approximately 75% of the

administered dose of CC14 is exhaled by that time. Similar findings were reported by other

investigators [39,40] employing higher doses of CCI 4. If one assumes that 1% of CC14 is ever

metabolized in normal animals [26,39,40] and in chlordecone-treated animals (26] at equitoxic doses

(2.8 mUkg and 0.042 mI/kg, respectively, being LD50 doses) [5], metabolism of 28 L of CC14 would be
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equivalent to the metabolism of 0.42 pL of CCI 4 in chlordecone-treated animals on a kilogram-body

weight basis (Table 3). Even if one assumes a tenfold increase in the bioactivation of CC14 in

chlordecone-treated rats, total CC14 metabolized is still one seventh of that in the normal rat. On the

other hand, a similar consideration of the metabolism of CC14 in phenobarbital-treated rats, wherein

CC14 metabolism was tripled (based on 14C0 2 production from 14CC14) [26], is that the amount of CC14

metabolized can be estimated to be 51 pL/kg body weight. If increased metabolism is the mechanism

underlying the potentiated toxicity, one would predict a 1.8-fold potentiation (28 vs. 51 piUkg) of CC14

toxicity, which is in general agreement with the observed 1.6-fold increase in toxicity [5].

TABLE 3. COMPARISON OF ESTIMATED CC14 BIOACTIVATION AT EQUITOXIC DOSES IN NORMAL
AND CHLORDECONE TREATED-RATSa

Parameter Normal Phenobarbital- Chlordecone-

pretreated rat pretreated rat (pl/kg)

LD50 of CC14  2.8 mLikg 1.7 mUkg 42

Estimated CC14
bioactivation:

assuming 1% 28 pUkg 17 p./kg 0.42
assuming a threefold - 51 LUkg 1.26
assuming a tenfold - 170 iL/kg 4.20

increase after
phenobarbital or
chlordecone exposure

a Data adopted from Klingensmith and Mehendale (5]. Table shows that even if CC14 metabolism after exposure to
chlordecone is increased tenfold, it is unlikely to be a satisfactory mechanism for the highly potentiated CC14 toxicity. In
contrast, a threefold increase in CC14 bioactivation after exposure to phenobarbital might be expected to be reflected in a
1.8-fold increase in LDso of CC14 and it was associated with a 1 I-)ld increase in LDso 15]. Reproduced from Mehendale (in
Press) 1321 with permission.

Because the bioactivation of CC14 has been associated with the destruction of microsomal

cytochrome P-450, the latter has been considered to be indicative of the extent of the bioactivation of

CC14 [93]. The phenomenon of "autoprotection" of CC14, wherein low doses of CC14 administered

prior to a larger, ordinarily toxic dose afford protection, provides additional evidence for the

association between bioactivation of CC14 and destruction of microsomal P-450. Quantitative analysis

of the cytochrome P-450 destroyed in liver microsomes isolated from rats treated with CC14 with or

without prior treatment with chlordecone, mirex, or phenobarbital indicates that this is not a reliable

parameter of CC14 bioactivation [26, 27]. While there were significant differences between mirex and

chlordecone-treated rats, the differences were trivial between chlordecone and phenobarbital-

treated rats [271, observations not in support f the known toxicities associated with these

treatments.
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While chlordecone treatment does increase the metabolism of CCI 4 in vivo modestly, this

increase in metabolism by itself is unlikely to satisfactorily explain the highly amplified hepatotoxic

and lethal effects of CC14 associated with prior exposure to a nontoxic dose of chlordecone. However,

because CC14 toxicity requires the bioactivation of the parent compound, it would be logical to

assume a role for CC14 metabolism in the initiation of toxicity in chlordecone-treated rats. These

arguments suggest the involvement of other factors in addition to the modest enhancement of CC14

metabolism as underlying mechanisms in this unusually powerful amplification of toxicity.

Chlordecone enhancement of CHCI 3 toxicity also has been demonstrated [17-23]. Enhanced

biotransformation of CHCI 3 as the probable primary mechanism responsible for the potentiation of

CHCI 3-induced liver damage following chlordecone pretreatment has been studied [20,21]. A general

temporal correlation was found between the biotransformation rate measured as microsomal
14CHC13-derived 14C-binding, chlordecone content, and the severity of liver injury. The in vivo

macromolecular distribution of 14CHCI 3-derived radiolabel in rats receiving chlordecone followed by

0.5 mL CHCI 3/kg and those receiving only a high dosage (1 mLlkg) of CHCI 3 alone are different,

despite the similar rate of biotransformation [20]. These investigations can be summarized by stating

that enhanced metabolism per se is unlikely to offer a satisfactory explanation of the chlordecone

potentiation of CHCI 3 toxicity. It would appear that other factors are likely involved in the

potentiated response to CHCI 3 by prior exposure to chlordecone [21].

A recent study [22] has shown that while CHCI 3 hepatotoxicity and lethality is potentiated

fourfold by dietary exposure to 10 ppm chlordecone, neither mirex (10 ppm) nor 50-times greater

levels of phenobarbital increased either parameters of toxicity.

Increased Lipid Peroxidation

Because increased bioactivation of CCI 4 to °CC13 or CC13 0*2 would be expected to result in

increased lipid peroxidation, this mechanism is the next most probable candidate for the chlordecone

potentiation of CC14 hepatotoxicity (Table 2 [16]). This possibility was considered in several studies

[13,26-28]. Liver microsomes isolated from chlordecone-treated rats did not exhibit greater lipid

peroxidation in the presence of several concentrations of CC14 [28]. Likewise, lipid peroxidation

measured in vivo as diene conjugation of lipids in the liver tissue 1 h after the administration of CC14

was not enhanced by prior exposure to chlordecone [28]. Nor was melondialdehyde formation

significantly increased in liver microsomal incubations during CC14 metabolism [13]. Indeed,

phenobarbital pretreatment associated with an approximately 40-fold lesser increase in CC14

toxicity [51 was associated with the greatest increase in lipid peroxidation. Furthermore, lipid

peroxidation determined as diene conjugation of hepatic lipids 6 h after the administration of CC14 to

animals pre-exposed to chlordecone or phenobarbita: identical [26]. This is in contrast to the
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40-fold difference in the potentiation of CC14 toxicity associated with these treatments [5]. Moreover,

this level of lipid peroxidation was associated with significant liver injury in the case of chlordecone

and with lack of liver injury with phenobarbital, as determined by serum enzyme elevations,

histopathology of the liver, and lethality [5,6, 27]. These studies, along with the observations that

chlordecone also potentiates the toxicity of CHCI 3 where lipid peroxidation is not involved, suggest

that increased lipid peroxidation is unlikely as a viable mechanism for chlordecone potentiation of

halomethane hepatotoxicity by chlordecone.

Estrogenic Property of Chlordecone
In view of the estrogenic property of chlordecone and its ability to bind to the estrogenic

receptors, unlike mirex [96, 97], the possibility that the estrogenic property of chlordecone might be

associated with the unusual propensity for the potentiation of CC14 toxicity was considered [6]. Such

a possibility would be consistent with a greater sensitivity of female rats to CCI 4 than male rats upon

prior exposure to chlordecone. When tested, however, while chlordecone also potentiated CC14

hepatotoxicity and lethality in female rats, their sensitivity was similar to that of the male rats [6].

Despite the twofold greater sensitivity of the female rats to the toxic and lethal effects of CC14 [6], the

LD50 of CC14 upon exposure to chlordecone was for male 42 iL/kg [5] and 48 p./kg for female rats [6].

In other words, exposure to chlordecone resulted in two effects: (1) potentiated toxicity of CCI 4, and

(2) abolishment of the normal sex difference in the sensitivity to CC4.

Increased Calcium Accumulation

Calcium ions are biologically very active, being capable of considerable disruption of metabolic

order [98-100]. Even though all cells in the body are bathed in a fluid rich in calcium (1 mM),

intracellular concentrations are much lower (1 pM) by virtue of energy-dependent cellular extrusion

mechanisms and special uptake mechanisms on the part of the intracellular organelles such as

mitochondria and SER [101]. When intracellular calcium homeostasis is disrupted, cellular integrity

and metabolic checks and balances are thrust into an uncontrollable disarray leading to cellular

destruction [100,1011. Carbon tetrachloride has been demonstrated to cause a biphasic increase in

intracellular calcium [1011. More recently, interest has focused on the ability of CCI 4 to disrupt the

capacity of hepatic SER to sequester calcium [981. Recknagel and associates have furthered these

observations to demonstrate that CCI 4-or BrCCI 3-induced in vitro lipid peroxidation of hepatic

microsomal incubations was accompanied by severe disruption of the ability of SER to sequester

calcium ions [102]. Chlordecone has been demonstrated to interfere with calcium uptake in isolated

cells, mitochondria, and in brain synaptosomal vesicles [16,103]. The ability of chlordecone to inhibit

calcium uptake mechanisms would suggest that the chlordecone + CCI 4 interaction might be

explained partly on the basis of exacerbated disruption of hepatocellular calcium homeostasis.
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The influence of CC14 on calcium homeostasis was investigated in animals pretreated with

chlordecone [104-107]. As the dose of CC14 was increased from 0 to 200 .Lkg, total liver calci urn

levels rose to 12 times the normal levels. Increase in calcium also was observed in the cytosolic

fraction, and mitochondrial as well as microsomal sequestration of calcium followed the earlier

increase in the cytosolic calcium. It is clear that prior exposure to chlordecone remarkably increases

the CCI 4-induced perturbation of intracellular calcium. Although in the absence of CC14 treatment,

chlordecone alone did not cause any significant changes, and as up to 200 PUkg dose of CCI 4 alone

also was ineffective, it is quite clear that exposure to chlordecone does result in sensitization of

hepatocytes for exaggerated perturbation of CCI 4-induced calcium homeostasis [105]. Perfusion

studies with 45Ca employing isolated perfused livers obtained from treated rats during a time-course

after the administration of CC14 indicate that increasing amounts of extracellular Ca2+ accumulate in

the hepatocytes during the progressive phase of hepatotoxicity associated with chlordecone + CC14

combination treatment [107]. Two observtions can be made from these results: (1) in animals

receiving the combination treatment, there is a progressive increase in intracellular calcium and

(2) this increase is greater when animals are exposed to higher concentrations of chlordecone.

Because that proportion of total hepatocellular Ca2 * that is free might be expected to have a direct

impact on cellular toxic events, future work will need to examine this aspect of perturbed Ca2

homeostasis.

Arrested Hepatocellular Regeneration

The time sequence of chlordecone-potentiated CC14 hepatotoxicity was examined in

morphological studies [108,109]. Histopathology was assessed by light and electron microscopy at 1,

4, 6, 12, 24 and 36 h after CC14 administration (100 p.i/kg, ip) to control- and chlordecone-treated

(10 ppm in diet for 15 days) rats. Serum enzymes were measured as biochemical markers of

hepatotoxicity. After the combination treatment, hepatic damage was evident as early as 6 h and this

was progressive with time. No sign of recovery was evident. In controls receiving the same dose of

CC14 alone, although limited damage could be observed as early as 6 h, which progressed to greater

damage at 12 h, hepatocytes and the lobules recovered to normal appearance by 24 h after CC14

administration. A close perusal of the liver sections indicated that hepatocytes were greatly

stimulated to divide at 6 h after the administration of a low dose of CC14 alone (Figure 2). This

stimulation of cell division was suppressed entirely in animals consuming food contaminated with

10 ppm chlordecone. These studies indicate a strong and progressive amplification of liver injury

after the combination treatment, while the liver recovers from the effects of CC14 alone with time. In

fact, the lethality experiments indicate that all animals in the chlordecone + CC14 (100 p1/kg)

combination group die, while those receiving either the same dose of CC14 alone or chlordecone

alone survive without any ill effects [5,61.
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The above studies [108,1091 allowed us to to propose a novel mechanism for the highly

potentiated toxicity of CCI 4 by chlordecone. The mechanism simply stated is that the suppression of

hepatocellular regeneration and tissue repair in the livers of animals treated with chlordecone + CC14

combination permits the progression of an otherwise limited injury [16]. Extracellular entry of Ca2 +

is associated with these events [16], although it remains to be investigated if excessive hepatocellular

Ca2+ is responsible for arrested hepatocellular regeneration or the mechanism by which excessive

Ca2 + might precipitate such an event. Figure 2 illustrates our working conceptual approaches in this

regard.

Hepatocytes in Mitosis
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Figure 2. Volume Density of Hepatocytes with Mitotic Figures Is Shown for Control, CCI4, and
Chlordecone + CC14 Groups at Various Time Intervals. Chlordecone (100 ppm in the diet
for 15 days) and CCI 4 (100 pUkg) treatments were described earlier. Mitotic index was
measured at various times after CCI 4 administration. Reproduced with permission from
reference [109].
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Protection by Prestimulated Hepatocellular Regeneration -Partial Hepatectomy Model

Most recent studies [110,111] were designed to test the hypothesis concerning suppressed

hepatocellular regeneration. If suppressed hepatocellular regeneration is, in fact, the reason for the

highly amplified liver injury after chlordecone + CC14 treatments, then the toxicity of this

combination treatment should be decreased in a liver stimulated to regenerate. Partial hepatectomy

(PH) is known to stimulate hepatocellular regeneration in a remarkable fashion [112-1141, and this

experimental model is suitable for testing the hypothesis. The following three initial questions

needed to be addressed before employing the partial hepatectomy model.

1. Because PH is known to change several biochemical parameters of hepatocytes, is
this a valid model to use?

2. Does chlordecone affect hepatocellular regeneration normally seen after PH? This
was an important concern because the standardized experimental protocol for the
potentiation model [1] requires dietary exposure of rats to 10 ppm chlordecone for
15 days.

3. Does chlordecone itself suppress hepatocellular regeneration in this protocol or is it
the chlordecone + CC14 combination that is responsible for the suppressed
regeneration?

Hepatocellular GSH, GSSG, microsomal protein, and cytochrome P-450, liver-to-body weight ratios,

and liver weights were comparable in normal and chlordecone-exposed PH rats at 1, 4, and 7 days

after PH. With the exception of a small increase in GSH in chlordecone-treated PH livers at Days 1 and

4, there were no major differences. Microsomal cytochrome P-450 is known to be decreased after PH

[113,114], and this was found to be the case, with statistically significant differences between sham-

operated (SH) and PH rats occurring only at four days after the surgical manipulation. The 10-ppm

chlordecone treatment is known to marginally increase cytochrome P-450 and, therefore, even

though PH tended to temper cytochrome P-450 levels downward at 1, 4, and 7 days, the levels were at

or higher than in the PH rats not exposed to chlordecone [110].

Does Chlardecone Interfere with Hepatocellular Regeneration?

Histomorphometric analysis established that hepatocelhlar regeneration measured as mitotic

index after PH was identical in normal and chlordecone-treated rats during a time-course of one

through seven days [110]. Regenerution was maximal at one and two days after PH and decreased

after four days. Because by seven days the original liver weight is recovered, hepatocellular

regeneration also recovers to the normal level of mitotic activity by Day 7. Neither SH nor exposure to

chlordecone changed the basal level of minimal mitotic activity. Hepatocellular regeneration was

unaltered by the chlordecone treatment (Figure 3). These findings establish that chlordecone

treatment alone does not interfere with hepatocyte regeneration and that the PH model could be

employed to test the central hypothesis.
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Figure 3. Hepatic Mitotic Indices of Normal and Chlordecone-Treated Rats With and Without
Surgical Partial Hepatectomy. Rats undergoing no surgical manipulation (control), SH, or
PH were sacrificed on the designated days following surgery. Values are the mean ± SE for
N = 3. An asterisk indicates that the values are significantly different from the SH values of
the same group (p<O.05). Reproduced with permission from Bell etal. 1988 [110].

Liver Regeneration and Hepatotoxicity of Chlordecone + CCl4

The second phase of this study involved testing the effect of chlordecone + CC14 combination

treatment in PH animals [110]. Hepatotoxicity of CC14 administered 1, 2, 4, or 7 days after the surgical

manipulation was measured by way of the serum enzymes (ALT, AST, and ICD) in chlordecone-treated

rats as well as in all of the necessary control groups. Liver injury was decreased significantly after PH

in comparison to the corresponding SH. The protection by PH was maximal on Day 2, atthe time of

maximal hepatocyte regeneration, and was minimal on Day 7, at the time of minimal regeneration.

These findings show that stimulation of hepatocellular regeneration by PH results in protection

against unpotentiated or chlordecone-potentiated CC14 hepatotoxicity. Results also show that

protection by PH was maximal at the time of maximal hepatocellular regeneration (Days 1 and 2 post-

PH) and such protection wanes by Day 7, when hepatocyte regeneration is minimal.
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Liver Regeneration and Lethality Associated with Chloredecone + CI 4

Another group of rats was similarly treated one day after surgery for lethality studies [110].

Results clearly showed that PH mitigates the toxicity of chlordecone + CC14 combination treatment.

In these experiments even though the liver size in the PH animals is less than 4 g (70% of the liver

removed during PH, and after 1 day only a very small fraction of that liver weight is regained), in our

protocol the full 100 pL CCI4/kg dose was administered in PH animals in order to simplify the

,experiments and maintain our protocol. Despite not adjusting the dose of CC14 downward (and,

therefore, a larger dose was given to PH rats in comparison to SH or control groups), the results

showed significant protection.

Results of the morphometric analysis of liver sections 24 h after CC14 dosage reveals that mitotic

activity (hepatocyte regeneration) is stimulated significantly after PH in comparison to SH or in

animals not surgically manipulated (controls). These observations support our hypothesis concerning

suppressed hepatocellular regeneration being the mechanism of chlordecone potentiation of CC14

toxicity. The morphometric findings also were revealing in one other aspect. No significant

difference was found in the number of necrotic cells between control, SH, and PH groups receiving

the chlordecone + CC14 combination [110]. This finding is also consistent with our working hypothesis

that the highly amplified toxicity of CC14 by chlordecone is simply due to the failure of the liver cells

to divide and replace the dead or dying cells. Therefore, animals in which livers were stimulated to

regenerate are protected, whereas control and SH rats are not protected against the lethal effects of

chlordecone + CC14 interaction [110].

The Role of Hepatic Microsomal Cytochrome P-450

The question of decreased microsomal cytochrome P-450 in PH rats and its role in the

protection against chlordecone potentiation of CC14 hepatotoxicity becomes pertinent in these

studies. Mirex, photomirex (10 ppm in the dietary protocol), or phenobarbital (225 ppm in the dietary

protocol) induce cytochrome P-450 to a greater extent than chlordecone, in a completely inverse

relationship to the propensity to potentiate CC14 toxicity [3-5]. Even though pre-exposure to

dh!ordecone results in a slightly greater bioactivation of CC14 when expressed as CC14 metabolized per

nanomole P-450 in comparison to phenobarbital or mirex pretreatments, this slight increase in

bioactivation is inadequate to explain the enormous amplification of CC14 toxicity. The time-course

histomorphometric studies [108, t091 reveal no indication of earlier onset of toxicity or greater

toxicity with chlordecone + CC14 treatment i, comparison to CC14 treatment alone. These and other

inferences [5,13,26] corroborate the proposal that the mechanism of chlordecone potentiation of

CC14 toxicity cannot be explained by enhanced bioactivation of CCI 4.
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Interest in the role of liver microsomal cytochrome P-450 was rekindled with the concern about

the slightly decreased P-450 content in PH (20%) livers [110,111]. A reasonable criticism could be

leveled on the model on the basis of decreased P-450 seen in regenerating livers. Whether such small

decreases might influence the toxicity of chlordecone + CC14 treatment, and hence explain the

protection afforded by PH, was investigated [110]. Cobalt II chloride (COCI 2) treatment (60

mg/kg/day, sc, two days) was employed to decrease the hepatic microsomal P-450 content. One

group of saline-injected and another group of CoCI 2-injected rats were used to determine hepatic

microsomal P-450. Another group of similarly treated rats was dosed with CC14 in corn oil (100 pL/kg,

ip) orwith plain corn oil. Cytochrome P-450 was decreased by approximately 60% in normal rats and

in rats that were subjected to the 10-ppm, 15-day dietary protocol [1101. Even a 62% decrease in

microsomal P-450 content did not affect the liver injury associated with chlordecone + CC4 treatment

[110]. These findings indicate that the slight decreases in hepatic microsomal cytochrome P-450 levels

seen in PH are unlikely to explain the protection from the toxicity of chlordecone + CC14 combination

treatment in PH rats.

In view of the previously demonstrated ability of chlordecone at higher doses to inhibit

mitochondrial energy metabolism [115-117], it was of interest to examine the effect of 10 ppm

chlordecone on the energy status of the hepatocytes. Hepatomitochondria were isolated from rats

maintained either on a normal powdered diet, or on a 10-ppm chlordecone diet for 15 days.

Mitochondrial Mg 2 +-ATPase (MATPase) as well as other ATPase activities were determined.

Oligomycin-sensitive MATPase was not affected by 10 ppm chlordecone [118]. Hepatic ATP levels

were estimated in liver samples quick-frozen in liquid nitrogen. ATP levels were not affected

significantly by the dietary exposure to chlordecone [118]. These findings indicate that at this

nontoxic level, chlordecone does not affect these parameters of hepatic energy metabolism.

Therefore, it appears that while exposure to five- to tenfold higher levels of chlordecone is known to

interfere with hepatocellular energy metabolism, the low, nontoxic level used for the halomethane

interraction studies does not interfere with this aspect of hepatocellular biochemistry. In this

connection it should be noted that the findings concerning th effect of chlordecone treatment on

hepatic Ca2 + levels [105] are consistent with the above data. Treatment with chlordecone even up to

10 times this level used in the interaction studies does not increase hepatic Ca2 + [105].

The possibility remains that the chlordecone + CC14 combination treatment may result in

severely impaired energy metabolism in the liver. Recent studies have shown that hepatic ATP levels

may be depleted within 1 h after the administration of CC14 to rats pre-exposed to 10 ppm

chlordecone [118]. The same studies show that same dose of CC14 alone has no effect on the energy

metabolism in the liver. Furthermore, mirex + CCI4 combination, whi,.h does not cause significant

amplification of toxicity, does not significantly affect ATP. Phenobarbital, which amplifies 40-fold
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lesser CC14 toxicity than chlordecone + CCI 4, caused a much lesser and only a transient decrease in ATP

content [118]. This line of investigations has been pursued in additional studies [119,120]. If
availability of cellular energy is the mechanism underlying the failure of the hepatocytes to divide

during the critical early period of progressive injury, then providing an external source of cellular
energy during that time should result in protection from liver injury. Administration of fructose
1,6-diphosphate immediately following Cd4 injection to chlordecone-treated rats resulted in
significant protection for CC14 liver injury [119]. Likewise, protection also was observed from a toxic
dose of CC14 administered to normal animals [120]. In both cases, the protection was accompanied by
increased ATP levels.

PROPOSED MECHANISM: A HYPOTHESIS
Based on several lines of experimental evidence, a hypothesis can be proposed [32] for the

mechanism of the highly amplified toxicity of CC14 by chlordecone (Figure 4). The figure also

illustrates the mechanism of recovery from the limited liver injury observed when a low dose of CCI 4

alone is administered. Within 6 h after the administration of a low dose of CC14, the liver tissue
responds by stimulating hepatocellular regeneration [108,109]. Most interestingly, this
hepatocellular division is maximal at 6 h, even though the limited injury evident as centrilobular
necrosis is only beginning to manifest. The limited hepatocellular necrosis enters the progressive
phase, as has been demonstrated, at 12 n [108,109], while the hepatocellular regeneration and tissue
repair continues simultaneously. By 24 h no significant injury is evident. These observations allow
one to propose that stimulation of hepatocellular regeneration is a protective response of the liver,
occurs very early after the administration of a low dose of CCI 4, and leads to replacement of dead

cells, thus restoring the hepatolobular architecture. Furthermore, it can be proposed that this
remarkable biological event results in another important protective action. It is known that newly

divided liver cells are relatively resistant to toxic chemicals [121-123]. Therefore, not only is the
hepatolobular architecture restored by cell division, but also by virtue of the relatively greater injury
during the progressive phase (6 to 12 h), speeding up the process of overall recovery. Maintaining the
integrity of hepatolobular structure, especially with cells of greater resistance during the progressive

phase of liver injury, is particularly significant. At later time points (12 h and onward), most of the
CC14 would have been eliminated by the animal [73,74] and, hence, cellular regeneration at later time
points is not as critical as at earlier time points during the progressive phase of injury.

The mechanism underlying the highly unusual amplification of CC14 toxicity relates to the
suppression of the initial hepatocellular regeneration, otherwise ordinarily stimulated by CC14

(Figure 4, right side). The failure of ce.l division has two important implications: (1) the integrity of

hepatolobular structure cannot be restored, and (2) unavailab:lity of newly divided, relatively
resistant cells predisposes the liver to continuation of liver injury during the progressive phase (6 to
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12 h and beyond). Slightly greater injury observed at 6 h after CCI 4 administration in

chlordecone-treated rats [38,39] is consistent with the slightly increased bioactivation of CCI 4 [26,271.

This injuy now is allowed to rapidly enter a progressive phase leading to complete hepatic failure

[1-16] and animal death [5-16].

Normal liver

CC4alone Chl ordeconeCC4
(100 pL/kg) 10 ppm (100 p11kg)

Limited

liverdamage

Hepatocellular No regeneration
regeneration

Resistance of Lack of
new cells resistant cells

Progressive injury

Recovery
Liver failure - death

Figure 4. Proposed Mechanism for the Highly Amplified Potentiation of CC14 Toxicity by
Chlordecone. The scheme depicts the concept of suppressed hepatocellular regeneration,
simply permitting what is normally limited liver injury by a subtoxic dose of CCI 4 to progress
in the absence of hepatolobular repair. This progression of toxicity accompanied by a lack
of hepatolobular restoration is observed after the chlordecone + CC14 combination
treatment leads to complete hepatic failure, culminating in animal death. Reproduced
with permission from Mehendale (In Press) [32].
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Many studies have shown a biphasic increase in hepatocellular Ca2  levels in CC4 toxicity [98-

100, 104-107]. The unusL_! aspect of excessive Ca2 ' accumulation observed in livers treated with the

chlordecone + CC14 combination is that it occurs at a dose of CC14 not ordinarily associated with

increasing hepatic Ca2 . . Furthermore, chlordecone alone, even at 10 times the higher dose than used

in the interaction studies, does not increase hepatocellular Ca2  [105]. Although in vitro studies with

cellular organelles have been employed to speculate that the failure of organelle Ca2 + pumps leads

to increased cytosolic Ca2 + levels (98, 102], our studies indicate that at no time point do these

organelles contain decreased Ca2 + [104-107]. Indeed, only significant change observed with regard

to organelle Ca2 + is increased Ca2 + in the organelles in association with increased liver injury [104-

107]. Therefore, there is no in vivo evidence for decreased Ca2  content in the organelles, which is in

contradiction to the in vitro work [98,102]. Figure 5 illustrates a proposal on how Ca2+ might be

involved in the progressive phase of the amplification of CCI 4 hepatotoxicity by chlordecone.

Although the primary mechanism leading to a highly amplified toxcity is a failure on the part of the

biological events leading to hepatocellular division, increasing accumulation of extracellular Ca2 +

(107] during the progressive phase of liver injury would be consistent with the proposed role for Ca2  .

Figure 6 illustrates the working hypothesis that integrates the biochemical events pursuant to

accumulation of Ca2 + and the suppressed hepatocellular regeneration and failed tissue repair,

leading to uncontrolled amplification of liver injury.

Increased Ca 2 +

Disruption of _ Arrested hepatocellular

cellular biochemistry regeneration

Continued toxicity Lack of repair

Cell death

Figure 5. A Conceptualization of How Excessive Hepatocellular Accumulation of Ca2 Might
Adversely Affect Cellular Biochemistry, Culminating in Arrested Hepatocellular
Regeneration. Reproduced with permission from Mehendale (In Press) [32].
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Proposed Mechanism

SChlordecon+CI4

SPerturbation of heptacellular Ca2 homeostasis'

Influx of extracellular Ca2 +

Cytosolic Ca2 + increase

Disruptive effects of hepatotocytes
Activation of phosphorylase a, cytosolic
proteases, phospolipase A2. Ca24 binding
proteins? Protein phosphorylation?
Loss of energy. Cytoskeleletal effects.

Prevention of hepatocellular regeneration and repair

JProgression o nuy

STotal liver failure

Figure 6. Proposed Mechanism for Chlordecone-lnduced Amplification of CCI 4 Toxicity Indicating
the Biochemical Events Leading to the Failure of the Hepatocytes to Divide. Suppression
of otherwise stimulated hepatocellular division leads to amplification of otherwise limited
injury.
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SUMMARY

Nuclear submariners live and work in an atmosphere composed of approximately 80%

naturally occurring nitrogen, 19% oxygen (manufactured aboard ship), and a complex mixture of

inorganic and organic contaminants. The concentrations of contaminants exist as a balance between

the rates of production from human and operational activities and the rate of removal by

engineering systems. The biological effects of inorganic gases, particularly carbon dioxide, have been

extensively studied. Investigators are now attempting to define the composition and concentration

of volatile organic compounds that accumulate during 90-day submergences. Medical studies have

not conclusively shown that crewmembers incur adverse health effects from continuous exposures to

the sealed atmospheres of nuclear submarines.

HISTORICAL REVIEW

Vast improvements in propulsion plants and air purification systems have effectively lowered

the risk of acute intoxication from exposure to submarine atmospheres. World War I crews risked

acute poisoning by exposure to the fumes of gasoline engines and batteries in submarines that were

not equipped with air reclamation systems. The submergence time of these ships was limited by the

environmental effects of human metabolism, which raised the percentage of atmospheric carbon

dioxide (C02) and lowered the percentage of atmospheric oxygen (02) in approximately a 1:1 ratio.

Crewmembers experienced symptoms of breathlessness after 8 to 17 h of respiration changed their

unprocessed and stagnant atmosphere to 15% 02 and 5% CO2. Odors were particularly annoying

due to the inadequate facilities for personal hygiene and the lack of air purification devices (1,2].

During the South Pacific operations of World War II crewmembers were menaced with labored

breathing, headaches, dehydration, and syncope during submergences in diesel-electric submarines

that extended beyond the daytime period. The standard procedure for revitalizing the atmosphere

was to ventilate the ship with fresh air at nighttime in order to sustain the metabolic requirements for

oxygen during daytime submergences. The submarines were not equipped with air conditioning

systems for dissipating excess heat into the tropical oceans, and lithium hydroxide (LiOH) was only

used to scrub excess CO2 from the atmosphere in emergency situations. Oxygen deficiency was

detected by the inability to light cigarettes rather than by routine monitoring of the ship's

atmosphere. Each submarine carried a limited number of chlorate candles to provide the crew an
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emergency source of 02. Charcoal filters helped improve the atmosphere by partially removing

annoying odors, but the greatest improvement in habitability occurred toward the end of the War

when advanced systems were installed to recirculate the air through air conditioning plants [3-5].

As a prelude to the deployment of nuclear submarines, it was necessary for physiologists to

define the concentrations of CO2 for safe habitation. The use of LiOH to remove CO2 was deemed

impractical due to the excessive quantity of chemicals needed for long patrols. Therefore, new

machinery was designed to absorb CO2 with recycled monoethanolamine [2,6,7].

The first nuclear submarine, the USS Nautilus, set a submergence record of 11 days. It was

during this habitability cruise in 1956 that chemists discovered a variety of different hydrocarbons in

high atmospheric concentrations. (This proved to be of more than academic interest as there were

instances in later submarine patrols when the irritating effects of atmopsheric contaminants

interfered with crew performance.) The progressive accumulation of pollutant gases during multiday

submergences established the need to minimize the rate of release of chemical vapors into the

atmosphere while at the same time maintaining an acceptable rate of removal. The Navy published a

restricted items list for the exclusion or limitation of organic solvents and toxic chemicals from

submarines. Hopcalite® was placed in catalytic burners to accelerate the thermal conversion of

carbon monoxide, hydrogen, and hydrocarbon molecules to CO2 and water [2,8]. The length of

submergences was now limited by the shipboard supply of 02 for metabolic consumption. The USS

Seawolf used auxiliary stores of 02 to sustain its crew during a 60-day submergence. Later classes of

nuclear submarines were fitted with generators that manufactured 02 by the electrolysis of water [2].

The nuclear submarines also were equipped with gas analyzers to monitor the composition of the

atmosphere on a continual basis.

Today's submarine atmospheres are still contaminated with trace concentrations of many

organic compournds. This is illustrated in Figure 1, which shows the ion chromatograms of equal-

volume air samples taken from a submarine's atmopshere (upper panel) and a clean office (lower

panel). The submarine air contained more compounds at higher concentrations than did office air.

These compounds were volatile organic compounds (VOCs) that consisted of long chain aliphatic

hydrocarbons, aromatic compounds, and halocarbons. The list of organic pollutants currently

identified aboard nuclear submarines is too long for this discussion; however, reviews by Carhart and

Johnson (6] and the National Academy of Sciences (9,10) provide interesting discussions of these

complex mixtures.

It is currently thought that the concentrations of oxygen and pollutants are nearly uniform

throughout the ship due to the rapid recirculation of air between compartments [10,111. An

exception to this may be the differential distribution of aerosols between the engineer room and

forward compartment. During the first decade of nuclear submarine operations, the total aerosol

concentration (0.5 mg/m 3) was five times that of the aerosols measured in fresh country air and twice
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that observed in large industrial cities. A "blue haze" of oil droplets (diameter a0.4 pm) was

predominantly distributed in the engine room and occasionally irritated the machinists. Respirable

droplets in the forward end of the ship (diameter <0.4 pm) were largely derived from cigarette

smoke and predominantly distributed in the forward compartment. The deposition of these mists

caused failures of electronic equipment and reduced the efficiency of cooling coils. Lower

concentrations of aerosols were measured after the capacities of the shop's electrostatic precipitators

were increased [10,12,13]. Recent measurements have shown a lower concentration of total aerosols

in the forward compartment (0.1 mg/M 3) than in the engine room (0.2 mg/m 3) [14].
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Figure 1. Total Ion Chromatograms of Submarine Air and Office Air. Both air samples were analyzed
by chemists at the Naval Submarine Medical Research Laboratory. X axis: the time when
different constituents of the air sample emerged from the gas chromatograph. Y axis: the
count of ions generated by the mass spectrometer for each constituent emerging from the
gas chromatograph. The concentrations of the contaminants are proportional to the areas
of their characteristic peaks on the total ion chromatogram. Peaks A and B are markers for
n-heptane (39 ppb) and indene (39 ppb), respectively. Peak C is a C11 hydrocarbon.
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BIOMONITORING

Schaefer [151 postulated that the environmental stress and altered life styles that characterize

occupational exposures to nuclear submarines cause a variety of subtle changes in organ function.

Field studies implied that the 0.7 to 1.0% concentrations of CO2 alter the permeability of red blood

cells, increase the gastric acidity, raise the respiratory minute volume, produce cycles of metabolic and

respiratory acidosis, and alter the calcium excretion in urine. Furthermore, the absence of sunlight

may interact with CO2 to reduce the urinary excretion of calcium. The resulting cycles of urinary

calcium excretion were thought to indicate that bone serves to buffer the cycles of respiratory

acidosis [15]. This prompted Messier et al. [16] to examine the hypothesis that submarine duty

changes the bone mineral content as a result of exposure to the combined effects of atmospheric

C02, demineralized water, lack of sunlight, and diminished physical activity. When submarine

veterans (n = 10) were studied by total body neutron activation analysis, the total body mass of

potassium and calcium were the same in the veterans as in a control population of civilians matched

for age, weight, and' .:;. In active duty submariners (n = 39), the bone mineral content of the left

radius was meast' ,,y photon, absorptioetry. Tthe submariners had the same bone mineral

content as a control population of civilians. The investigators computed the normalized bone mineral

content of the active duty and retired submariners and found no substantial alteration as a function

of submergence times between 6 and 52 months. The investigators concluded that repeated and

prolonged exposures to the submarine environment did not produce cumulative changes in skeletal

mass [16,17].

We recently studied the bio-uptake of VOCs by collecting samples of the expired breath from a

submariner before and after an 82-day patrol. The subject, a nonsmoker, inhaled purified air through

a Teflon® manifold and exhaled into a Teflon0 bag. The expired VOCs were harvested for laboratory

analysis by drawing the collected gas through Tenax ® gas chromatograph-absorbent material. Total

ion chromatograms of the submarine air and expired breath samples are shown in Figure 2. The

major classes of VOCs in submarine air were the alkanes, aromatics, and 0 2-containing organic

compounds. The pre-patrol breath samples contained oxygenated-organic compounds and alkenes

(principally isoprene) as the major classes of VOCs. Immediately after patrol, the predominant VOCs

in expired air were the alkanes and halocarbons. The results of this trial study seem to suggest that

occupational exposures to submarines alter the composition of VOCs in the expired breath.
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Figure 2. Composition of a Crewmember's Expired Breath. The axes have the same meaning as
defined in the legend of Figure 1. The pre-deployment and post-patrol breath samples
were collected outside of the submarine in comfortable rooms.

The bio-uptake of cadmium was studied [unpui~lished observation of Bowman and Bondi] by

collecting samples of hair, blood, and urine from crewmembers during a two-month submarine

patrol. Analyses of the air, blood, and urine yielded cadmium concentrations at or below the

detection capability of the instruments. The hair samples of submariners had higher concentrations
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of cadmium than observed in hair samples taken from nonsubmariners. Thirty days after patrol, the

cadmium levels in hair were approximately back to those found before patrol. Of particular interest

was the observation that cadmium contamination of the hair varied according to location of the

submariner's watchstation aboard ship. The results indicated that (1) submariners may absorb

cadmium as a function of the location of their watchstation and (2) the route of cadmium absorption

may be through skin rather than the lung. More comprehensive studies are needed to define the

uptake and metabolism of trace atmospheric contaminants by submarine crewmembers, particularly

in relationshipto the location of their watchstation aboard ship.

EPIDEMIOLOGY STUDIES
The morbidity and mortality of submariners have been defined by three epidemiological

studies spanning the time period from 1963 to 1980. There was a decrease of the illness rates in

submariners from the period 1963 to 1967 to the period 1968 to 1973. The reduced rates of illness

occurred in respiratory, otolaryngologic, gastrointestinal, cardiovascular, urologic, and infectious

diseases. These changes were attributed to improvements in the atmosphere control program

resulting from an increased capacity of the CO2 scrubbers, more frequent replacement of the carbon

filters, and the use of more efficient catalytic burners [18].

Tansey et al. [18] reviewed the medical officers' reports from a decade (1963 to 1973) of

885 Polaris submarine patrols. The investigators tabulated illnesses resulting in absence from duty for

one sick day or longer, and excluded deaths (n = 5) and medical evacuations (n = 37). Illness rates

were defined as the number of new cases per 1000 man-days at sea. According to the t-test statistics,

submariners had significantly lower rates of respiratory illness, gastrointestinal disease, and infections

than did the control population of sea-going sailors. There were no significant differences in the

rates of skin ailments and urinary tract diseases between submariners and sailors; however,

submariners had significantly higher rates of cranial, systemic, and neuropsychiatric illnesses. Dental

problems and headaches accounted for the higher rates of cranial illness in submariners. The systemic

illnesses included cardiovascular problems, arthritis, and systemic viral infections. The rate of

neuropsychiatric illness was higher after 1967, which was consistent with national trends in

neuropsychiatric illness [18].

Hospitalization records were used by Burr and Palinkas [19] to evaluate the health risks

associated with submarine duty during the time period of 1974 to 1979. The control group was a

random sample of white enlisted men serving aboard frigates or destroyers. Age-adjusted

hospitalization rates (i.e., the number of admissions per 100,000 man-years) were computed for

major diagnostic categories and health problems considered relevant to the potential health effects

of submarine duty. The relative risk of submarine duty was defined as the quotient of hospitalization

rate for submariners divided by hospitalization rate for surface sailers. The health risks of submarine

duty were lower for all major disease categories, including diseases of the lung, malignancies, and
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infections. The submariners were at significantly lower risks for mental disorders, external injuries,

genitourinary diseases, skin disorders, and musculoskeletal diseases. Submariners tended to be at

lower risk for asthma and higher risk for diseases of the kidney, ureter, and heart, but the relative

risks were not significantly higher as determined by the use of 95% confidence intervals. Possible

reasons for lower hospitalization rates of submariners were stringent medical screenings of

candidates, their higher level of education, difficulty with conducting medical evacuations from

deployed submarines, and the transfer of medically disqualified men from submarine duty. In the

investigators' opinion, the health status of enlisted men was not adversely affected by submarine

duty [19].

Ostfeld et al. [20] reviewed the mortality records of deceased crewmen to determine the risks

associated with occupational exposure to trace contaminants of submarine atmospheres. The cohort

consisted of 77,123 enlisted men and 8,628 officers who were on submarine duty between 1969 and

1981. Less than 2% of the veterans were unavailable for follow up after discharge from the Navy.

Submariner mortality was evaluated by use of the standardized mortality ratio (SMR), which is the

ratio of deaths observed in submariners to deaths expected from the mortality rates of the U.S. male

population. Confidence intervals of 95% were calculated for the SMRs and inferences of significance
were made when the confidence intervals excluded the SMR-value of 1.0 (20.

By the end of 1982, there were 351 in-service deaths and 527 out-of-service deaths. The SMRs
for in-service deaths from all causes were considerably less than 1.0. These low mortality rates
probably resulted from careful health screening of new recruits and the prompt discharge of medical
disability cases from the Navy. The out-of-service death rates were lower than expected for diseases
of the heart, lung, and liver. The SMRs in Figure 3 show that the veterans had the same number of
deaths as expected for U.S. males from external causes (i.e., accidents, suicides, and homocides) and
cancer. The accidental deaths of enlisted veterans were higher among those with history of
demotions or duty aboard fast-attack submarines. There was clustering of cancer deaths in the year
immediately following discharge from the Navy for medical disability. The rates of mortality from
neoplasms of the bone, connective tissue, brain, and central nervous system were collectively
1.34 times higher than the death rates of the general U.S. male population (Figure 3). A log-linear
model of death rates showed that length of service was a significant predictor of the cancer death
rate, particularly death due to lung cancer. Unfortunately, data were not available on the risk factor

of smoking. Specific occupation aboard the submarines ias only marginally predictive of the cancer
death rate, being relatively higher among technicians (85% of the enlisted cohort) than among
administrative personnel. As a matter of speculation, Ostfeld et al. suggested that the contamination

of submarine atmospheres has decreased over the years due to improvements in the air filtration
system. Therefore, the probability of cancer induction from submarine duty-related exposures by this
speculation would be much less now than in the past [20].
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Figure 3. Mortality Data of Submarine Veterans. The data are taken from Ostfeld et al. [20]. The
SMR is the ratio of observed to expected mortality rates for submariners. Each bar is
intersected by a vertical line, which denotes the 95% confidence interval for that particular
SMR. ABBREVIATIONS: Acci. is accidents; Homi. is homicide; and CNS/Bone refers to
tumors of the central nervous system, bone, and connective tissues.
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CURRENT ISSUES

Eight decades of improvements in submarine atmospheres have diminished the concerns of

environmental engineers for acute toxicity, explosive gases, corrosion of equipment, and unsuitability

for habitation. However, atmospheric monitoring must continue to ensure that these problems do

not recur with the introduction of new materials aboard ship. There is still the problem of selecting

the most effective methods for monitoring submarine atmospheres with respect to the health of the

crews [ 10].

The results of medical studies indicate that the atmospheres aboard today's submarines are not

chronically toxic to the crews. In view of current developments in understanding the toxicity of

complex mixtures [9], more work is needed to ascertain the biological activity of submarine

atmospheres. A longer follow up of submariner mortality studies would be advantageous in

assessing the risk for diseases of long latent periods.

It is doubtful that atmospheric contaminants are uniformly distributed throughout the

submarine in view of the different densities of aerosols between the forward and the engineering

spaces of the ship. This raises the possibility that crewmembers differentially absorb contaminants as

a function of the location of their watchstation.
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SESSION II

PANEL DISCUSSION

Dr Paul Feder (Battelle Columbus Labs): For Dr DeMarini. In your diagram you showed fractionation

going from the top down. That would be appropriate iK you thought that there might be several

substances interacting together that gave you a toxic effect that you may not be able to see

separately. If there were one or two major opponents, wouldn't there be the possibility of

'diluting,' so to speak, the effect of the bad guys with the relatively innocuous parts, or would you

also want to start from the bottom up and test relatively pure fractions and then combine things

where you found toxicity?

DeMarini: That is how you have to do the process. To get those relatively pure fractions, you have to

start producing relatively crude fractions and then successively purify those. So it makes good sense

that you are going through that process to do bioassays on those fractions, as you go along. The real

meat of the data certainly comes at the end with the more purified fractions. Depending on how

good your fractionation methods are, you begin to generate fractions that are more chemically

homogeneous, such as aromatic amines, nitroaromatics, aliphatics, and then when one is identifying

interesting biological activity in such a fraction it becomes much more amenable to analytical

chemical analysis than fractions that are far more chemically complex and contain a large variety of

different classes of chemicals. What you say makes sense, but in practice one has to work down to a

more pure set of fractions.

Dr George Anstadt (Miami Valley Hospital): I have a question for Dr Sipes that I have often wondered

about and never had the right person to ask. Of the other shorter-acting barbiturates than

phenobarbital for instance, particularly pentabarbital, does it have the same potentiating effects or

any degree of potentiating effects on carbon tetrachloride or things like that?

Sipes: Usually the shorter the acting duration of a barbiturate, the less inducing activity it has, but I

think with pentabarbital, given in repeated doses, you could probably show some potentiated

response because I think it can ;nduce; it is just not as potent as phenobarbital.

Anstadt: Is there any documentation of the inducing capability of pentabarbital?

Sipes: I think there is evidence of its inducing capability, yes. But again, phenobarbital is a classic and

it is more potent. Some of the other barbiturates, I think secobarbital, can actually destroy P-450 so it

actually can have an inhibitory or antagonistic effect. It has an allyl group on it that destroys certain

hemes, so, with some of these agents, you can get mixed effects. But I think the important thing to

remember is the longer the duration of action, the greater inducing capability they have. The one
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thing that I didn't point out is that there are many, many examples of environmental compounds that

patients may be exposed to that have inducing capabilities.

Anstadt: I have one other question, if I dare ask it. It is a little bit irrelevant, but I have heard the

comment that if the vaporizers were as good years ago as they were in the advent of halothane that

chloroform would have been just as good of an anesthetic, if the vaporizers would be available for it,

in terms of the hepatotoxicity of halothane versus chloroform. Do you have an opinion about the

relative hepatotoxicity of chloroform versus halothane?

Sipes: Yes, I sure do. I certainly would not choose to be anesthetized with chloroform; I would much

prefer halothane. We have worked on that compound for 15 years and it is tough to make it

hepatotoxic. I will point out that chloroform, at least in my estimation, is not that hepatotoxic until

you start doing a couple of things, incuding enzyme induction or glutathione depletion, and that is

very easy to do in animals and it is very easy to do in humans. With halothane you have to work at it,

and I will be happy to tell you later what our current feelings are in the mechanisms of halothane-

induced injury, but with chloroform, you can reproducibly show on a variety of different animal

models that it can be hepatotoxic.

Dr Rory Conolly (NSI): I would like to ask a question that really is addressed, I guess, to the whole

panel. It is kind of a philosophical question about the studies of mixture toxicity. It is not meant to

criticize any of the presentations today because they were really quite excellent with respect to the

work that is being done on mixtures. But it seems to me that if mixture toxicity studies are going to

be anything more than purely descriptive, that is, the sort of modern-day analog of the 1960s studies

where we counted the number of legs and divided by four, that inevitably it leads you down to the

question of what are the mechanisms of the components of the mixture, and understanding those

mechanisms gives you some basis for understanding the kinds of interactions you are seeing and

maybe making predictions about what you might expect. But given that it is true, you are led back to

where we are with single compounds today, which is that we are all struggling to try and understand

single compounds and in one of two cases doing fairly good jobs of it, but in most cases really having

very little idea at all of what the mechanism of a toxic chemical is. So I guess my question is, where

can we seriously expect mixture toxicity studies to go, given the limitations of our techniques and our

understanding of even single compounds?

Mehendale: I believe the points you have made are well taken and I think we ought to pay greater

attention to whether or not we are unraveling additional mechanisms from this combination of

toxicology. Our own study with chlordecone, carbon tetrachloride and chlordecone, chloroform and

chlordecone, and a few other compounds has suddenly led to a new approach to mechanisms. We

would like to think that it is a new mechanism. For example, if chlordec-1-- *s a neurotoxic compound
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when given in sufficient quantities, and when it is given at low levels, there is no indication of any

kind of toxicity anywhere. We know how to measure it in that animal. And now, on top of that, the

animal is exposed to a tiny bit of carbon tetrachloride, and enormous amplification of toxicity occurs,

and it does not occur by increased metabolism or increased lipid peroxidation, increased covalent

bonding, or any number of these putative mechanisms. Then we haveto look for a new mechanism

and that is why we look for it, and we believe the mechanism is one of interfering biology of the cell.

Clearly, having the animal eating food containing chlordecone interferes with that biological process,

which is essentially protective mechanism. That, I think, is a completely normal mechanism, whether

it stands up to the test that we will pursue in the future or not, certainly it has led us to a new

mechanism. I think this is a direct result of the combination toxicology or toxicology of mixtures.

Basically, what that concept says then if you want to go a step further, is that you can simply interfere

with repair and not have to have additional or greater putative mechanisms to explain toxicity. What

I am saying is, it is a new r,echanism, a new way of thinking, and I believe that this approach has led

to that kind of thinking.

Conolly: I take your point and I think it was well made, but I am not sure that you really answered the

question that I was asking. The point you made is that by studying extras we can learn about

mechanisms, perhaps from a new approach that we have not taken before, and that is great, because

I personally think that is what we need to know about, are mechanisms, but it seems to me that the

whole question of mixtures is really out there somewhere in the future until we really know enough

about mechanisms that we can start putting them together in complex ways and making predictions

about mixture toxicity.

Yang: Rory, I think that is very true, I totally agree with you, from the point of view of our

25-chemical mixtures. Two years ago, I showed an equation on a board -at 33,541,000 or so

combinations - so it is impossible you could add everything up, but on the other hand, I am looking

from the point of view that we do not know anything about health effects of these things. The first

step is that if we show some effect, which we are very surprised to see really, and then maybe the

mechanism of such effects may not be just of one chemical, it may be collectively because of

physicochemical reasons, that all of those have got to be there. So you can look at it from one point

of view that this mixture is actually one compound. Then you can do the mechanistic studies we are

interested in doing. Right now, we are doing a study on what is the pretreatment of this chemical

mixture having to do with, for example, the pharmacokinetics of carbon tetrachloride,

pharmacokinetics of methylene chloride, and you can expand that further to DNA bindings, and that

sort of thing. Consider that as a "phenobarbital." Now I am not as pessimistic as you are; in fact, I

think if I, in my lifetime, cannot answer this question, somebody later on will. You kr>.v, we arejust

providing a piece of the mosaic. In fact, I am so optimistic that I have talked to Mel Al.dersen, and I
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said "what is the possibility of doing modeling on 25 chemicals with mass balance equations

interconnecting all those chemicals together?" and he said "Theoretically, it is do-able," so I am

thinking that even down the road maybe we can do some predictions, if we have enough material,

knowledge, and so on.

Anstadt: May I make one comment? I want to boohoo everything you have just said because I want

to talk about something other than binary mixtures, even 25 mixtures of chemicals mixed together,

and that is complex mixtures. I think that it is rather hopeless at this point to realistically talk about

discovering mechanisms with such complicated mixtures when we cannot understand the

mechanisms of just two compounds mixed together that have been studied for 30 years, and I think

that it is important to not focus on that question when it comes to complex mixtures, but to get over

it, to get on with the business of studying complex mixtures, fractionating them. There have been

studies where the fractions have been mixed together in various ways. Reconstituted mixtures have

been studied. There has been interesting kinds of synergisms and antagonisms observed from those

kind of studies and I must tell you that of all the studies done on interactions in the field of genetic

toxicology, after close to 15 or 20 years of work, no first principles yet have been identified and I don't

think any are likely to be identified in the near future because of the complexities of the systems, the

complexity of the endpoint, and the complexity of the chemical world. I don't think it means we

should not keep looking; I think it is very important. But when it comes to real-world complex
mixtures, I think that is not exactly a question whose time has come.

Dr Clay Frederick (Rohm and Haas Company): What I found particularly pleasing was the discussion

of the effects of Vitamin A and also the effects of basically brain-hormone type effects and the

relationship to xenobiotic metabolism. The reason is because I think much of the work I have seen on

mixtures seems to have been driven by the EPA priority chemicals and the interactions of the

halogenated hydrocarbons and all, and I feel like we are running down a narrow road in the study of

mixtures and interactions of things. We are basically talking about differences in the interaction of

metabolism, either inhibitors of P-450 or enhancement, induction of this activity, but when we start

talking about different physiological mechanisms drawn from very different compounds, very

different roots, and how they may affect things, I think we may be doing more to reflect the real

world. I think if there is one hope, if you will, to the study of the interaction of mixtures, it is to talk

about class physiological effects. In other words, materials that may, in fact, induce Kupffer cell

activity may be a general effect on other compounds, that may be a general mixture effect. That is

the only real hope that I see in understanding this mixture game; otherwise, you are going to have an

infinite number of possibilities if we do just mix and match in twos, and threes, and fours, and

thousands.
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Anstadt: If it is any consolation, there are now studies going on in mutagenesis that are mixtures of

mixtures and this is the field of antimutagenesis. Obviously, as a lot of you know, extracts of many,

many vegetables, especially cruciferous vegetables, contain a lot of antimutagenic activity and so

there is now a whole series of studies, mixture studies, combining those extracts with mutagenic

complex mixtures, in looking for inhibitions, and they get very complicated.

Dr James Trosko (Michigan State): I was recently at an international conference and I would like to

share with you something that I think has bearing on Dr Sipes's and Dr Mehendale's and the whole

panel's discussion of mixtures and toxic effects. The first thing is we have to remember when we

study single chemicals either in vitro or in animals, we are really not studying single chemicals,

because a single chemical in a tissue culture is interacting with growth factors, which tend to give

spurious results from one laboratory to another if they don't use the same lot. And in the animal this

may explain why a single chemical, either at a different developmental stage, or different species, or

different sex gives different results, because it is interacting with endogenous chemicals that are

different at these different stages, tissues, and sexes. But more importantly, I think it gets down to

understanding mechanisms. The problem is, if we do not understand mechanisms responsible for

single chemicals, how can we understand it in complex mixtures? What are we talking about when

we are talking about mechanisms? One speaker talks about mechanisms at the molecular level, DNA

repair for example; another is talking about biochemical mechanisms, glutathione scavenging or

enzyme induction; another person is talking about cellular mechanisms, or cell-to-cell

communication; another is talking about physiological mechanisms like neuroendocrine effects. So

we have to be careful of which level of biology we are talking about, not that they are independent

of each other, because they are, in a hierarchy, all interrelated, but finally, one mechanism involved in

many chemical toxicities is, in fact, disrupting the basis for cellular homeostasis that is necessary in a

multicellular organism, namely gap junctional communication. Within that level we now know there

are five different mechanisms controlling how a chemical blocks cell-to-cell communication. Having

identified those five, it is interesting now that we can determine that a chemical such as phorbol ester

blocks gap junctions by activating protein kinases, we know the mechanism. We can then take DDT,

which we know blocks gap junction of communication, and we now think we know the mechanism

there - it enhances intercellular calcium. Both of these mechanisms block gap junctions; that is, what

would be the prediction if we added the two together? Would they be additive, would they be

synergistic? We know something about PKC - it is a calcium phospholipid-sensitive enzyme.

Therefore, if we add these two chemicals together, they may be synergistic. On the other hand, if you

know the mechanism by which this particular phenomenon, gap junction of communication, is

effected, you can now do additive studies. Add two chemicals that modulate gap junctions by raising

calcium, like DDT and dieldrin, or ketone by the way, and, in fact, you get additivity rather than
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synergism. We also now know that there are some chemicals increasing cell-to-cell communication

as well as others that block it. A Swedish group at Karolinska added those kinds of chemicals,

knowing how each individual chemical modulated gap junction, and they were able to antagonize it.

So what I am saying is that if you identify the level by which the chemical presumably is affecting the

toxicology, the mechanism at that level, the cellular and the biochemical, you might now have a

chance to get at predictability of these complex mixtures. Finally, as a point of information and a fact

that you might be able #o run with, Dr Mehendale, it might be interesting to know that when you

partially hepatectomize those livers, you are down-regulating gap junctions, and, through the gap

junctions, by the way, glutathione can flow back and forth. So by isolating the cells with the partial

hepatectomy you down-regulate the gap junctions, and the cells cannot talk to each other; they can

neither protect each other nor can they share the damage. My suggestion is, under those studies in

which you have observed these kinds of synergisms and protective agents, ytu look and see what

happens to the gap junction. All I am saying is these are different levels by which mechanisms can be

studied and I think that you and others up there have studied at different levels but you have not

looked at the one that ties the whole organism together, and it is this interaction, which Dr Sipes's

work is now clearly pointing to.

Sipes: I think that what you have to keep in mind again is the question you are asking: "Is everybody

looking for a basic fundamental mechanism?" If everything gets down to that level, fine, but you

also want to know what is the triggering event and is the triggering event in the CNS or is it in the

Kupffer cell, or is it in the big toe, and just because everything comes down and it effects one of the

particular gap junction proteins, in the long run, that is fine, if you know it is a common mechanism. I

think you want to know where the initiating event is that results in the interaction; and I think that is

the way some of the talks were focused today. And the other thing, talking about complex mixtures,

I hope that everyone realizes that you can have things that up-reguli.e, down-regulate, inhibit,

enhance, and that is going to be very complex. In approaching the question head on, for specific

hazardous waste sites or whatever, that may be one way to ask the question. I think that I want to

underscore what was said. I was involved in some of the Love Canal studies and when they faced it

head on and said we are going to expose the animals to this mixture and see what happens, I thought

that was a novel way of doing it. Many years ago, people would not have wanted to fund that

because we did not know how one chemical worked. These mixtures are going to change, too, and

the components in them can change, so it is a tough issue.

Mehendale: Thank you, Dr Trosko, for your comments. One, I completely agree with you that you

have to go level-by-level to look at the mechanism. In our own case, identifying that there is

something wrong with the biology of cell division allows us to reach that one level and therefore

open up that cell and look at the molecular biology of why one cell divides and one cell doesn't.
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Concerning the gap junction issue, we have not really looked at that; we were aware that the gap

junction will be down-regulated or less by partially hepatectomized liver cells. Many of these cells are

newly divided and perhaps would not have had the time to double up gap junctions. Glutathione

levels in those cells are at or slightly above normal levels- it is only that biochemical reason to be

involved - and second, carbon tetrachloroide toxicology does not involve decreases of glutathione as

a primary event. Later on, as the toxicity progresses, it does. Therefore, that particular biochemical

would have something to do with it. Perhaps that is an issue we need to look at in the future.

However, what we have done so far allows us now to go into the cell and ask some specific questions

and therefore go at another level of mechanisms.

Dr Bernard Schwetz (NIEHS): I think there are two important approaches that we as scientists are

using to look at this problem of mixtures. One is to look at the toxicity in a descriptive sense of what

these mixtures do to animals, but that is an endless process because there is an infinite number of

mixtures and it is going to be a real slow process to make much of a dent in that, unless we are really

surprised by either the lack of toxicity or a significant toxicity from these mixtures at environmental

levels. The other one is what has been well-described today with some very good examples of

looking for mechani5ms for which these interactions occur. But understanding mechanisms has not

been an easy and rapid process. It may take a long time for us to understand the mechanisms of some

of these simple mixtures and then begin to understand how they operate at an environmental level,

or with other components of mixtures. Because in the meantime we are assuming an additivity

model for predicting the toxicity of these mixtures that are out there in the environment, are there

some studies that you would conceive being useful that could be tested now to challenge the additive

model with mixtures without knowing the mechanism of action or interactions?

Mr Kurt Enslein (Health Designs Inc.): One should be daunted by this wide array of varieties of

complex mixtures in the environment. When you at least look at the genetic toxicology of the wide

array of complex mixtures that have been studied, it turns out that they actually fall into rather

interesting, somewhat discrete classes. They are not as diffuse and wide as one would imagine.

Combustion emissions tend to fall in a particular potency range in terms of their mutagenic potency

and their carcinogenic potency based on mouse skin tumor studies. Certain other kinds of mixtures,

such as surface water and drinking water concentrates, tend to also fall within a certain narrow

range, usually just two orders of magnitude of mutagenic potency; they have not really been studied

for carcinogenic potency yet. And so, although there is a wider range of mixtures out there, they may

not be as diverse as one might think. It sheds some ray of hope, I think, in beginning to get a handle

on what are the kinds of interactions going on and what are the kinds of differences that we might

expect to find between certain types of mixtures. They are not all across the board. They do seem to

fall in certain categories.
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Yang: As one of the most important aspects in terms of involvement of pollution, mixture exposure

to people is at low level and long-term. For that, I would like to launch the concept of "promoter' or
Menhancer," this is, in a generic sense. Promoter is not limited to carcinogenesis. It could be

something that would promote any toxicity. In other words, as I presented this afternoon, you may

have a situation where you are exposed to a chemical mixture of some sort. Clinically and by

conventional toxicity indices, the animal will be normal, and yet, upon a certain challenge, be it drug

intake or accidential exposure, joint toxicity might ensue. That is the kind of study, which, in my view,

is very important, and in Dr. Sipes's lecture, he was talking about a combination of events leading

toward joint toxicity, and I really like that idea very much. I think it is not just a single mechanism, but

it would be a combination of mechanisms toward one common endpoint.

Mehendale: Just a brief comment. Suddenly, we already have been doing complex mixtures studies

whether we want or not. Diesel exhaust and cigarette smoking are perhaps the two most illustrious

examples of mixture toxicology and suddenly those are very important, relevant studies. Some

compounds are going to antagonize, some compounds are going to increase, but to some extent it is

still an increase, and in this case, increases chances of cancer. Therefore, I think even if we don't get

mechanisms - getting at mechanisms is going to be painfully slow - I think we still benefit from doing

these studies and the studies will obviously improve as we learn the not-so-optimistic studies we have

just completed.

Dr Ron Wolff (Lilly Laboratories): I just want to return to what you said in the beginning about

keeping an open mind on the subject. I think that is particularly important with complex mixtures

and I think I want to share what I think are a couple of insights I gained in some work with James

Bond and Joe Moderly at the Lovelace Laboratories before I left, related to diesel exhaust toxicology.

We had done work for a number of years using a model system of benzo[alpyrene inhaled with

associated particles and we, along with pr.viously Saffiotti and Nettesheim and others have shown

that when these materials were administered to the respiratory tract together, benzo[ajpyrene was

retained in the lung for much longer time periods than if it was on carbon particles or other particles,

the inference being that longer retention of the material in some way led to greater toxicity. We did

all those experiments and then in the last year we looked at DNA adducts after exposure to pure

benzo[a]pyrene and benzo[a]pyrene associated with carbon particles to use that as an index of

genotoxic damage, and found, as we had before, that the total 14C label over the 12-week exposure

was at least a hundredfold higher when material was associated with particles, but the DNA adduct

levels were not different between a pure benzo[a]pyrene exposure and a combined particle

exposure. This led us to re-think things a little bit in terms of the realm of carcinogenicity. I think we

do need to keep open minds on these complex problems and keep digging at things from the

available facts.
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Major John Latendresse (Navy Toxicology Detachment, Wright-Patterson Air Force Base): I wanted

to ask Dr Sipes if there was any particular morphological pattern related to the hepatocellular

necrosis in the systems that you studied showing Kupffer cell activation?

Sipes: You mean relative to the response to carbon tet itself or just to the Vitamin A?

Latendresse: I was just wondering if, with the Kupffer cells actively involved in the damage, does

that provide a particular morphologic pattern of degeneration or necrosis in the liver?

Sipes: Not that I can tell you. I am certainly not an expert in the area. You are going to hear much

more about the role of Kupffer cells in injury. I know there are several people working on this

particular area now. In some cases, Kupffer cells become involved because they are recruited into the

liver from plasma and they become a resident macrophage and they may be recruited in. It reminds

me of some of the work from Rutgers with Debbie Laskin. She is looking at a model where with the

acetaminophen she gets no necrosis at 24 h but between 18 to 24 or 36 h there is recruitment of

Kupffer cells and then there is probably this oxidative burst that displays the greater hepatotoxicity

she sees at 48 h. In our system we are not recruiting, we are activating Kupffer cells. We cannot see

any increased number; we do not see an infiltration. So essentially what we see is basically an

augmentation of the carbon tetrachloride-induced injury. There may be an underwriting role for the

Kupffer cells there that we are just going to start appreciating. I actually had a question for Hari who

was talking about the fact that these cells have to divide in his ketone model, that he needs mitosis,

and do you have to have clearance of dead cells in order to trigger cell division, do you know? I do

not know if I answered your question, but we can see no difference histologically. If you gave a small

dose of carbon tet-treated Vitamin A to an animal, and you gave an equivalent dose that would

produce the same degree of toxicity of carbon tet, you know a very large dose, with those equivalent

degrees, I cannot tell any difference. The only change at the light level that we can see, now that we

know that Kupffer cells are activated, is they are more prominent in the sinusoids of even H&E-

stained cells, and if you stain specifically they just light up. Or, if you give carbon products or other

agents that they will take up, you can see them more readily, but there does not seem to be a large

increase. I do not see a marked morphological difference.

Dr Ugis Bickis (Queens University): Of course the classic example of promotion of carbon tet

hepatotoxicity relates to ethanol, and Dr. Sipes mentioned that this could be due either to the

stimulation of Kupffer cells and both the inhibition of Kupffer cells, if I understood correctly,

depending upon whether it was an acute dose or a chronic dose. I was wondering if he could

reconcile for my benefit how those two factors could both lead to the promotion of the effect, or

secondly, how Dr Mehendale's model might also account for the interaction between alcohol and

carbon tet?
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Sipes: I guess what I was trying to say was that what we have been able to find is that if you treat

Kupffer cells with ethanol and measure portal blood levels, you have slight activation but as you

increase the dose of alcohol to say three or four doses over a two-day period, 4g/kg or something of a

pretty large dose, Kupffer cell activity can be decreased. We also are able to show that acetaldehyde

severely depresses Kupffer cell function, so I guess what I was trying to say is that if you have a role

where you have an activated Kupffer cell that could participate an injury, you could possibly

potentiate injury at that stage. If you needed the Kupffer cell there for its normal phagocytic

function and it was not functioning and you had endotoxins or other agents that would be coming

up from the intestinal tract where you are depending on Kupffer cell function, and they may then

reach the liver in much higher concentrations than they would if you had active Kupffer cells and how

that would impinge on the liver's function, I don't know. I was just trying to make the issue that it

comes back to the same thing with metabolism. In some cases you can protect the liver by enzyme

induction and in other cases you can't, if it is an activated species, make the liver more susceptible to

injury. The one thing about alcohol is that it has been very clearly shown that it induces a particular

P-450 that activates a large number of compounds. We actually tried with our Kupffer cell model

with acetone, which we showed a long time ago, that acetone is a potent potentiator of carbon tet

injury, we thought that maybe we were getting Kupffer cell effect there, and we tried to block that

and it had no effect. We think that the acetone effect is probably coming back to that it is inducing a

particular P-450. I think the whole thing is really complex, and I think people working in the alcohol

field would probably relate or understand it as a complex issue, and I don't know if people were

talking about repair processes and how alcohol could influence that. I should say, I was just talking

about acute hepatocellular injury and not even thinking about the long-term consequences of

chronic exposure to Vitamin A, for example, which may lead to cirrhosis in its own right or fibrosis, so

it was looking very acutely at a response.

Mehendale: If I may just briefly respond to that question as it related to some of our work. When we

learned about the Kupffer cell activation with acetaminophen, we looked for some indication that

perhaps that might be happening with our chlordecone-carbon tet interaction, and we couldn't find

any indicators in support of that with that interaction. However, recently we have done some studies

where we have taken a homologous series of alcohols and looked at potentiation of carbon tet

toxicity. We have not published that work; it will be presented at SOT. The rationale there vas when

we looked at the literature for a lot of these kinds of studies, save for a few exceptions, people had

used rather large doses of alcohol in those interaction studies, where those alcohols themselves were

somewhat toxic, either after repeated administration or single administration. We wanted to look at

combinations where the alcohol by itself would not be toxic by measures of classic liver injury, and

then look at whether carbon tetrachloride toxicity will be enhanced. And the findings are that the
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alcohols are falling almost distinctly to two groups. We have not covered all of the structures; we

were looking at about 10 different alcohols, starting from one carbon methanol to 20 carbon

icosynol. We find that some alcohols increased liver injury under those circumstances, relatively low

doses of carbon tet also, and also increased fatalities from it, so if you leave those animals alone, in

fact, more numbers go on to die. The other alcohols in the other group increased liver injury but, if

you leave them alone, nothing ever happens to those animals. That is intuitive to me that there is

something interesting there. Why in both cases is there increased liver injury, but only in some cases

the animal will actually go on to die from it, so that is not a reversible process? And in some cases, it is

reversible. The reason I pointed these studies out is we have looked at the liver sections and we see a

lot of lymphocyte infiltration, much more than we have seen in our carbon tet interaction. We don't

know what that means but are interested in those things and what those cells are doing. We are

looking at part of the answer to your question.

Dr Bruce Stuart (A.D. Little): The question of complex mixtures has been revolving around one of

great interest to me and that is diesel engine exhaust. It started with uranium miners back in the mid-

60s. Let me just offer the fact that although it is a very complex mixture, if you examine the source

term you obtain a mixture that is representative of the real world. This was found in studies that we

promoted from the uranium mines analyzing what was actually happening in terms of the ratio of

carbon monoxide, particulates, NOx, the aldehydes, and aliphatics, and then reforming this by a

modified diesel engine in the laboratory, were able to produce lesions within the lung that

progressed into vesicular emphysema, sequestration of pulmonary alveolar macrophages in

interstitial regions, and set the stage for the later development of pulmonary carcinoma. I mentioned

this because other studies done with perfectly operating engines that were not under cycles of load

and RPM did not produce the quantities of particulate with associated PAH that are found in the real

world.

Enslein: There are now five ventilation studies with diesel exhaust and they are very compatible with

the short-term bioassay results in terms of the relative carcinogenic potency calculated from them.
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GENETIC DETERMINANTS OF HEPATOCARCINOGENESIS

IN THE B6C3F1 MOUSE

Norman R. Drinkwater, Marie Hanigan, and Christopher J. Kemp

McArdle Laboratory for Cancer Research, University of Wisconsin, Madison, W1 53706

SUMMARY

The B6C3F1 mouse is highly susceptible to the induction of liver tumors because of the

contribution of a specific gene, an allele of the hepatocarci nogen sensitivity (Ho,) locus, inherited

from its C3H inbred parent. This gene affects the rate of growth of preneoplastic hepatic lesions and

results in the more rapid appearance of hepatic neoplasms in mice carrying the C3H allele in

comparison to mice homozygous for the resistant C57BIJ6 allele. The Hcs locus also acts

synergistically with at least one class of chemical tumor promoters, the halogenated aromatic

hydrocarbons. Because of this genetic promotion of hepatocarcinogenesis, B6C3F1 mice are more

sensitive to liver tumor induction by both genotoxic and nongenotoxic carcinogens.

INTRODUCTION

The Fischer 344 (F-344) inbred rat and B6C3F1 hybrid mouse have been widely used as test

animals for the determination of the carcinogenic activity of chemicals. The most common response

for those chemicals that exhibit carcinogenic activity is the induction of liver tumors. In a recent

survey of the results of 222 carcinogen bioassays performed by the National Cancer Institute (NCI) or

the National Toxicology Program, Ashby and Tennant [1] indicated that of the 115 chemicals found to

be carcinogenic, 62% induced liver tumors in rats and/or mice.

Although the prevalence of hepatocarcinogenic responses is to be expected given the usual

oral route of carcinogen exposure and the role of the liver as the primary organ for xenobiotic

metabolism [2], the significance of liver tumor induction in treated B6C3F 1 mice as an indicator of

potential carcinogenic risk to humans has been questioned [3,4] along three lines. First, although

there is a significant association between hepatocarcinogenic activities in the rat and mouse, the

concordance is far from perfect. Thus, approximately 60% of the hepatocarcinogens identified in the

above survey (1] were active only in the mouse, while 33% were active in both species. Second, for

approximately 20% of the carcinogens, the only positive response was the induction of liver tumors in

B6C3F1 mice. Third, the spontaneous incidence of liver tumors in B6C3F1 mice is relatively nigh. Ward

et al. [5] have reported that among approximately 5,000 B6C3F1 mice that served as untreated

controls for the NCI Carcinogen Bioassay Program, the incidences of liver tumors were 22% for male

and 4% for female mice. The second and third points above have led to the suggestion that some
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agents may enhance the development of spontaneous liver tumors in 86C3F1 mice by mechanisms

that are unique to mouse liver and are not relevant to the potential for human carcinogenicity [3,4].

The C57BL/6 and C3H inbred parents of the B6C3F1 mouse differ greatly in their susceptibilities

to both spontaneous and chemically induced hepatocarcinogenesis [6-10]. As first reported by

Andervont in 1950 [6], the lifetime incidence of liver tumors in untreated C3H male mice may exceed

50%. In contrast, fewer than 4% of male C57BL.6 mice develop liver tumors by two years of age [11].

The relative susceptibilities to induction of liver tumors by carcinogens for male mice of these two

strains parallels this difference in spontaneous tumor incidence such that the mean tumor multipiicity

in carcinogen-treated C3H mice is greater than that for C57BL/6 mice by from 15 to 50-fold [8,10,12].

It is presumably the genetic contribution of the C3H parent that results in the high sensitivity of the

B6C3F1 mouse to hepatocarcinogenesis.

Our laboratory has focused on the genetic and biological basis for the susceptibility of C3H

mice to liver tumor induction, both as a model for the genetic control of carcinogenesis and as an aid

to evaluate the significance of the hepatocarcinogenic responses in 86C3F1 mice obtained in

carcinogen bioassays. Our studies [10, 13] have demonstrated that a single genetic locus, which we

have denoted Hcs, is responsible in large part for the high susceptibility of C3H mice to liver tumor

induction. The C3H allele of the Hcs locus increases the yield of liver tumors by increasing the growth

rates of preneoplastic lesions relative to those in resistant C57BU6 mice. The semidominant action of

this gene makes the heterozygous B6C3F1 mouse a sensitive and useful indicator for both genotoxic

hepatocarcinogens and liver tumor promoters.

Genetic Analysis of Hepatocarcinogenesis in C3H and C57BL/6 Mice

In the typical bioassay for carcinogenic activity, the test compound is administered to adult

animals in the diet for a period of two years [14] such that multiple carcinogen-dependent events may

contribute to tumor induction. Because we are interested in the influence of the genetic background

of the host on carcinogenesis, we have used an alternative protocol in which infant mice are treated

with a single dose of carcinogen [9]. The rapid proliferation of the hepatocytes during this period

results in the efficient fixation of initiating events induced by the carcinogen. The subsequent

development of liver tumors depends on the strain and sex of the mice. When one-day-old male mice

were treated with N, N-diethylnitrosamine (DEN), the liver tumor multiplicities at 32 weeks of age

were approximately 50-fold greater for C3H/HeJ mice than for C57BLI6J mice (Figure 1) [10]. At a

dose of 0.1 pmol/g body weight, the mean tumor multiplicities were approximately 30 and 0.5 tumors

per animal for C3H/HeJ and C57BU6J mice, respectively, while that for the B6C3F1 hybrid mice was

approximately 15.
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Figure 1. Dose Response for the Induction of Liver Tumors by N, N-Diethylnitrosamine (DEN) in
C57L/6J, C3H/H3J, ahd B6C3F1 Male Mice. Male mice were treated at one day of age with
DEN and sacrificed at 32 weeks of age for enumeration of liver tumors. The mean tumor
multiplicities (21 to 37 mice per group) are indicated for C578J6J (circles), C3H/HeJ
(triangles)i and B6C3F 1 (squares) mice. The vertical line associated with each point
represents the standard deviation of the liver tumor multiplicity.

One approach to determining the genetic basis for this difference in susceptibility to liver

tumor induction is to study the segregation of this phenotype in backcrosses between F1 and parental

inbred mice and in intercrosses between F1 mice. The number of tumors induced in an individual

animal by a standard treatment regimen provides a quantitative measure of its inherent

susceptibility. We have analyzed liver tumor induction at 32 weeks of age in 300 male mice, which

were obtained in segregating crosses derived from C3H/HeJ and C57B1J6J mice and were treated as

newborns with 0.1 pmol DEN (10]. These studies demonstrated that the simplest genetic mocel that

could account for the observed distributions of tumor multiplicities included two independent loci

that controlled the sensitivities of the mice to hepatocarcinogenesis. However, one of these genes,

which we have designated Hcs, accounted for approximately 85% of the greater susceptibility of

C3H/HeJ male mice relative to C57BJ/6J mice. This locus is autosomal and the C3H and C57BU6 alleles

are semidominant, such that the heterozygous B6C3F1 mouse is intermediate to the two parental

strains in susceptibility.

Recombinant inbred (RI) mouse strains provide an additional approach to the genetic analysis

of such complex phenotypes as susceptibility to tumor induction [10,15]. A set of RI strains is derived
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from the continued brother-sister inbreeding of independent lines obtained from F2 cross between

inbred parental strains [16]. Each strain in the set has a reproducible recombinant genotype and is

homozygous for one of the two parental alleles at each locus. We have compared nine of the

available BXH recombinant inbred strains derived from C57BL/6J and C3H/HeJ mice for their

sensitivites to the induction of liver tumors by N-ethyl-N-nitrosourea (ENU) (Table 1) (101. As expected

from the segregation studies, approximately one-half (four of nine) of the strains were as sensitive as

C3H/HeJ mice to hepatocarcinogenesis, while the remaining strains displayed the C57BLJ6J phenotype

(three of nine) or were intermediate in susceptibility (two of nine).

TABLE 1. INDUCTION OF LIVER TUMORS BY N-ETHYL-N-NITROSOUREA (ENU) IN C57BL/6J,
C3H/HeJ, AND BXH RECOMBINANT INBRED MICEa

Liver tumor Putative Hcs

Strain Number of Mice Multiciplicity Genotype

C57B1!6J 26 1.1 (2.9)b BC

C3H/HeJ 20 22 (14) H

BXH-6 28 1.9 (2.1) B

BXH-14 30 2.2 (3.2) B

BXH-10 22 4.1 (3.8) B

BXH-4 19 6.3 (5.1) B

BXH-19 30 12 (11) B

BXH-8 25 20 (13) H

BXH-9 25 20 (12) H

BXH-7 20 23 (15) H

BXH-3 23 26 (10) H

a Male 12.day.old mice were treated with 0.S pmol N.ethyl.N.nitrosourea/g body weight and liver tumors were enumerated at
32 weeks of age. See Drinkwater and Ginsler, 1986 (101 for further details.

bVa!ues are mean (standard deviation).
c B and H refer to the C578L16J and C3H/HeJ alleles, respectively.

The genetic studies described above af e directly relevant to the chemical induction of liver

tumors in male mice, and do not provide a genetic basis for differences between the two inbred

strains in the spontaneous incidence of liver tumors in male mice or in the susceptibilities of female

mice to hepatocarcinogenesis. As noted above, C3H male mice exhibit a substantially higher

spontaneous incidence of liver tumors relative to C57BL/6 mice. Although female mice of all inbred

strains tested are significantly less sensitive to liver tumor induction than are male mice [12], the
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multiplicities of carcinogen-induced liver tumors in C3H/HeJ female mice was 3- to 15-fold greater

than that for CS7BI.6J femalemice, dei.'nding on the age of the animals at sacrifice [unpublished

observations of Kemp, Winkler, and Drinkwater]. We are currently determining the incidences of

spontaneous liver tumors in male mice of the BXH recombinant inbred strains and the susceptibilities

of female mice of these strains to chemically induced hepatocarci nogenesis. If the Hcs locus is the

primary determinant of strain variation for these two additional phenotypes, their strain distribution

patterns should be identical to that determined previously for the induction of liver tumors in male

mice.

Mechanism of Action of the Hcs Gene

C3H mice are more susceptible than C57BL/6 mice to hepatocarcinogenesis by a variety of

agents [121, and these two strains are similar in the levels of hepatic DNA modification observed after

,carcinogen treatment [8,101. These observations are consistent with a model in which the Hcs gene

influences post-initiation events during carcinogenesis. This hypothesis can be tested directly by

analysis of the development of preneoplastic hepatic lesions in carcinogen-treated C3H and C57BL/6

mice.

Prior to the development of tumors, focal lesions of hepatocytes with altered histochemical

straining properties are observed in the livers of carcinogen-treated rodents [17-19]. In the mouse,

these lesions may exhibit a variety of phenotypic alterations, including increased glycogen storage or

RNA levels and decreased adenosine triphosphatase, iron accumulation, or glucose-6-phosphatase

(G6P-ase), with the reduction in G6P-ase activity as the most consistent observation [18. Several lines

of evidence indicate that these hepatic foci are preneoplastic: (1) There is a close correlation between

the development of the altered hepatic foci and the eventual development of hepatic adinomas and

carcinomas; (2) the histochemical properties of the neoplasms are similar to those of the hepatic foci;

and (3) the hepatic foci grow progressively and demonstrate substantially increased levels of DNA

synthesis relative to the surrounding normal liver [13].

Both the number of hepatic foci and their size distribution can be quantified by stereological

methods [20]. Analysis of the development of histochemically altered hepatic foci allows the

discrimination of the effects of specific treatments on the initiation and promotion phases of

hepatocarcinogenesis. For example, the effective dose of initiating agent determines the number of

hepatic foci but has little effect on the size distribution of the lesions [17]. In contrast, treatment with

promoting agents results in an increase in the size and rate of growth of the hepatic foci [21].

We have compared the kinetics for the development of G6P-ase-deficient hepatic foci in male

C3H/HeJ and C57BL/6J mice treated at 12 days of age with ENU [13]. The most striking difference

between the two strains was in the rate of growth of the hepatic foci (Figure 2). Between 12 and 32
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weeks of age, the apparent volume doubling time for the G6P-ase-deficient foci in male C3H/HeJ mice

was 2.0 ± 0.1 weeks, while that for C57BL/6J mice was 3.4 ± 0.4 weeks. The volume doubling time for

the foci in B6C3F1 mice was 2.1 ± 0.3 weeks (data not shown). The 70% increase in the rate of growth

of hepatic foci in C3H/HeJ mice relative to C57B1.6J mice has an exponential effect on the appearance

of the large lesions that are presumed to be the immediate precursors of liver tumors. This difference

in growth rate is sufficient to account for the observed differences in tumor multiplicities between

the two strains [13].
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Figure 2. Growth Kinetics of Preneoplastic Hepatic Foci in Male Mice. Male mice were treated with
N-ethyl-N-nitrosourea (0.5 pmol/g body weight) at 12 days of age and sacrificed at the
indicated times for analysis of G6P-ase-deficient hepatic foci. (See Hanigan, et. al. 1988 [13]
for further details.) The mean numbers of cells/focus are indicated for C57B116J (0) and
C3H/HeJ (A) mice. The vertical bar attached to each point represents the standard
deviation.

Data obtained by analysis of 3H-thymidine labeling of preneoplastic lesions in C3H and C57B1/6

mice were consistent with the stereological measurements of the growth rates of the foci for the two

strains [13]. Thus, the proportion of cells undergoing DNA synthesis in the foci of C3H/HeJ male mice

was significantly greater than that for C57BL.6J mice (Figure 3, Table 2). For male C3H/HeJ mice at 20

weeks of age, the mean labeling index for the G6P-ase-deficient foci was 12%; 45% of the foci had

labeling indices greater than 12% under the conditions of this experiment. For C57BL/6J male mice,
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the mean number of Iabe-!ed cells per focus was 8.3% and the labeling index exceeded 12% for only

23% of the lesions.
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Figure 3. Distribution of 3H.Thymidine Labeling Indices for Preneoplastic Hepatic Lesions in
C57BLI6J and C3H/HeJ Male Mice. The data presented in the figure are for G6P-ase-
deficient hepatic foci at 20 weeks of age from the experiment described in Table 2. The
proportion of foci in each labeling class are represented by white (C57BLI6J) or shaded
(C3H/HeJ) bars. The vertical line associated with each bar indicates the standard deviation.

TABLE 2. 3H-THYMIDINE LABELING OF PRENEOPLASTIC HEPATIC FOCI IN C57BLI6J AND C3H/HeJ
MALE MICEa

Age Labeling
Strain Number of Mice (wks) Indlex (%)

C57B1/6J 8 20 8.3:t 2.Ob

12 28 9.5 ±2.5

C3H/HeJ 11 20 12 ±2

11 28 11 ±2
a Male mice were treated at 12 days of age with N, N-diethylnitrosamine (0.2 pmol/g body weight). Each animal received six

ip injections of 31--thymidine beginning 33 li prior to sacrifice. The labeling index is the average proportion of cells
vvith~n G6P ase-deficient hepatic foci demonstrating significant nuclear incorporation of 3H-thymidine as determined by
autoradiography. See Hanigan et al. 1988([131 for f urther details.

b Values are mean ± standard error of the mean.
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Significance of the Hcs Gene for Carcinogen Bioassay

A large proportion of both spontaneous and chemically induced liver tumors obtained in

B6C3F 1 mice carry mutant alleles of the c-Ha-ras gene [22-24]. In the case of the induced neoplasms,

the observation that the sequence of the mutant gene depended on the structure of the carcinogen

indicates that these mutations represented initiating events for hepatocarcinogenesis [23, 24]. Based

on the studies described above, the presence of a single copy of the C3H allele of the Hcs locus in the

B6CF1 mouse would greatly increase the likelihood that an initiated hepatocyte would give rise to a

liver tumor by increasing its rate of proliferation. Thus, this hybrid provides a sensitive test animal for

the detection of genotoxic carcinogens. Studies by Wiseman and co-workers [25] and studies in other

laboratories [9,10] have demonstrated that single treatment of infant male B6C3F1 mice with a broad

variety of agents is sufficient to induce liver tumors. These agents, which span a more than 300-fold

range in potency, included polycyclic hydrocarbons, aromatic amines and amides,

dialkylnitrosamines, alkylating agents, alkenylbenzenes, and other classes of carcinogens. This

collection of agents contains members that undergo quite different pathways of metabolic activation

and give rise to a broad spectrum of DNA adducts.

The efficient detection of genotoxic compounds as hepatic carcinogens in the 86C3F 1 mouse is

also reflected by the results of the two-year chronic bioassay. In the survey by Ashby and Tennant [1]

discussed in the Introduction, 80% of the compounds classified as genotoxic induced tumors in either

B6C3F 1 mice or F-344 rats at one or more sites. Of these genotoxic carcinogens, approximately 60%

significantly increased the incidence of liver tumors in B6C3F1 mice.

Although the above argument provides a reasonable rationale for the sensitivity of the 16C3F1

mouse to hepatocarcinogenesis by genotoxic carcinogens, the significance of mouse liver tumors

induced by nongenotoxic agents is more difficult to evaluate. Among the 54 nongenotoxic

carcinogens identified by Ashby and Tennant [1], approximately 60% induced liver tumors in B6C3F 1

mice; this was the only carcinogenic response for slightly less than one-third of the chemicals. One

hypothesis regarding the mechanism of action of this class of carcinogens is that they act as hepatic

tumor promoters by increasing the rate of proliferation of hepatocytes in treated mice [26,27].

Recent studies from our laboratory in collaboration with Dr. Alan Poland have demonstrated that the

Hcs gene acts synergistically with promoters of liver tumor induction.

Previous studies have demonstrated that 2,3,7,8-tetrachlorodibenzodioxin (TCDD) and other

halogenated aromatic hydrocarbons are potent promoters of liver tumor induction in rats [21,28].

The biological effects of these agents depends on their abilities to bind to a specific high affinity

receptor (the aromatic hydrocarbon or TCDD receptor) in the target tissues [29]. We have compared

C3H/HeJ and C57BU6J mice for their sensitivities to promotion of ENU-induced hepatocarcinogenesis
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by a TCDD cogener, 3,4,5,3',4'5'-hexabromobiphenyl (HBB) (Table 3). Male mice were treated with a

single dose of EN U at 12 days of age and received a single injection of HBB (or the solvent vehicle) at

10 weeks of age. Because of the extremely long biological half-life of HBB (30], this single application

results in chronic exposure of the treated mice to low levels of the halogenated aromatic compound.

The animals were sacrificed at 32 weeks of age for analysis of tumor induction. The multiplicity of

liver tumors induced in C57BL/6J mice treated with 0.5 pmol ENU/g body weight was increased

approximately twofold by treatment with HBB, from an average of 6 tumors per animal to 11.

C3H/HeJ mice treated with 0.0625 pmol ENU/g body weight developed a mean liver tumor multiplicity

of 2.8, while those animals that received both ENU and HBB averaged 11 tumors/mouse, an increase

of approximately fourfold.

TABLE 3. PROMOTION OF LIVER TUMOR INDUCTION BY
HBBa

Number of ENU HBB Liver Tumor
Strain Mice (pmol/g) (lWg/g) Multiplicity

Experiment I

C57BL/6J 24 0.5 0 5.9 (6.7)b

21 0 20 0

21 0.5 20 11 (10)

Experiment 2

C3H/HeJ 22 0.0625 0 2.8 (2.9)

17 0 20 0.2 (0.4)

30 0.0625 20 11 (10)
a Male mice received a single injection of N-ethyI-N-nitrosourea at 12 days of age and were treated with a

single dose of HBB at 10 weeks of age. The multiplicity of liver tumors was determined at 32 weeks.
b Values are mean (standard deviation).

These results indicate that promotion of liver tumor induction by halogenated aromatic

compounds occurs independently of the genetic promotion of hepatocarcinogenesis by the Hcs gene.

In the context of the carcinogen bioassay, it may be expected that chronic treatment with liver tumor

promoters would result in the appearance of tumors derived from cells initiated spontaneously by

errors in DNA replication or by unintended exposure to low levels of mutagens in the diet. In the

B6C3F 1 mouse, the efficiency of liver tumor development from these spontaneous lesions would be

greatly increased by the Hcs gene. Thus, the genetic promotion of hepatocarcinogenesis by the Hcs
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gene renders the B6C3F 1 hybrid mouse susceptible to liver tumor induction by both nongenotoxic

and genotoxic carcinogens.
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THESEQUENTIAL DEVELOPMENT OF CANCER: A MORPHOLOGIC PERSPECTIVE
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SUMMARY

Cancer development proceeds through sequential or contemporaneous morphological

changes from normal, preneoplastic, and premalignant lesions to highly malignant neoplasms. The

morphological continuum that comprises cancer development is usually divided into diagnostic

categories of hyperplasia (or dysplasia), benign neoplasia, and malignant neoplasia based on

perceived biological behavior. Although a morphological continuum may be evident from the

histologic evaluation of preneoplastic and neoplastic lesions, it is not axiomatic that all preneoplastic

or benign lesions progress. The probability of regression or progression from one category to

another, or the rates at which these might occur are seldom known for spontaneous or induced

neoplasms. Host factors as well as exogenous stimuli may influence these events. The concept of

neoplastic progression and the limitations of our knowledge of the biologic behavior of

preneoplastic lesions and benign neoplasms are important considerations in the interpretation of

pathology data from carcinogenicity studies.

THE SEQUENTIAL DEVELOPMENT OF CANCER

The primary basis of many investigations into the causation or development of cancer is

pathology, particularly the histopathological evaluation of tissue sections. Supplemental diagnostic

procedures such as immunohistochemical stains for tumor-associated antigens and electron

microscopy are sometimes useful for identifying the typo or origin of neoplasms. Although

sophisticated molecular or biochemical techniques such as the identification of oncogenes also are

used to study neoplasms, these are usually correlated with the histopathological diagnosis for

interpretation of the results. Thus, it is important for investigators who are not pathologists to

understand the concept of neoplastic progression from a morphological point of view and to have an

appreciation for the limitations of our knowledge concerning the biological behavior of lesions that

comprise the neoplastic progression. The purpose of the following discussion is to give a

morphological perspective on neoplastic progression.

To clearly place into context the published information on cancer biology and to understand

the process of neoplasia, it is helpful to have an appreciation for the historical development of our

concept of cancer. The definitions that formulate our concepts and the terminology used to classify

neoplasms have their origin in classical Greek and were later modified and extended with the
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development of the cell theory of body structure [1]. Although categorizations, classification

schemes, and definitions provide a necessary framework for the communication of concepts and

ideas, this rigid framework guides our thinking and often poses a barrier to objective reasoning.

The most obvious example is the commonly held notion that proliferative lesions

(abnormalities of tissue growth) can be clearly and unambiguously categorized as nonneoplastic

(hyperplasia or dysplasia), benign neoplasia, or .nalignant neoplasia. The distinction between benign

and malignant neoplasms arose from clinical observations of patient response to surgical treatment

long before the advent of the light microscope and development of the cell theory [1]. Certain

tumors (used here in the literal sense as any mass or enlargement) were amenable to surgical removal

and did not grow back; the prognosis for these patients was good and, therefore, these tumors were

considered benign. Other tumors were known to have a poor prognosis. The latter either grew back

following surgery or killed the patient from metastases; these were called malignant tumors. With

the development of the cell theory and application of the microscope to the study of neoplasms,

histological criteria were developed correlating their morphologic appearance with clinical behavior.

More recently, technological advancements in cell biology, molecular biology, and genetics

have been applied to the study of neoplasia. More often than not, the results from these studies have

been correlated with a histological diagnosis, thereby reinforcing the categorizations formulated

over a century ago (e.g., definitions of nonneoplastic proliferation or hyperplasia, benign neoplasia,

and malignant neoplasia). The weakness in this historical thought process is obvious; nearly all

sophisticated observations on the biology of neoplasia have been collected after the definitions and

con cepts were established and deeply ingrained in medical usage. The discussion above is not meant

to imply that categorizing neoplasms as benign or malignant has no practical utility or that "older"

concepts of neoplasia are of necessity invalid. It is meant only to show that one has to recognize the

limitations of our terminology, definitions, and concepts when interpreting the results of a particular

experiment.

It is important to remember that the categorization of proliferative lesions as hyperplasia,

benign neoplasia, or malignant neoplasia is based on the morphological evidence from the

microscopic examination of tissue specimens, of autonomous growth (or lack thereof). Neoplasia has

been defined as "an abnormal mass of tissue, the growth of which exceeds and is uncoordinated with

that of normal tissues" [2]. The basis for making a histological diagnosis is the cumulative experience

of correlating cellular and tissue morphology with biological behavior of spontaneous and

experimentally induced neoplasms. Except for highly malignant neoplasms which have extensively

invaded surrounding structures, the process of making a diagnosis is a "predictive" one, with all of

the limitations inherent in the process. Neoplasms are diagnosed as benign if morphological features

of the growth atthe time of tissue sampling, or previous clinical experience with the growth, indicate
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no or relatively minimal potential for malignant behavior. Neoplasms are diagnosed as malignant if

malignant potential is demonstrated by actual invasiveness or metastases, or if the growth has

histological features that corre!3te well with the ability to invade or metastasize as demonstrated by

other neoplasms of similar histogenesis.

Benign and malignant are convenient terms for defining the relative biological behavior, but it

also is important to recognize that not all tissue growths or neoplasms have the same degree of

benign or malignant behavior. Malignancy is usually defined by evidence of invasion or metastasis.

However, some tumors are minimally invasive and others are extremely destructive to surrounding

tissue. Some neoplasms metastasize widely, others may metastasize only to regional lymph nodes or

to the lungs or not at all. Also, the ability of a neoplasm to invade surrounding tissue does not

necessarily always correlate with the ability to metastasize. For example, basal cell carcinomas of the

skin in humans can be extremely invasive and destructive of the surrounding tissues, but rarely

metastasize [3]. On the other hand, malignant melanomas of the skin may metastasize widely to the

lungs, brain, liver, and other organs when the primary tumor is extremely small and demonstrates

little invasion of the surrounding tissue [3].

There are several important points to remember about these categories or definitions. First,

these are "operational' definitions based on an evaluation of the lesion at a point in time. Obviously,

there is no way to absolutely predict the future of a lesion, unless it is already a cancer that has

metastasized. We know from the work with several model systems of carcinogenesis that any

individual lesion will have a certain probability of regression or progression, but each is diagnosed

according to the perceived biologic behavior when it is examined microscopically. Second, benign

and malignant simply define different stages of the spectrum of biological behavior. However, the

biological behavior of a proliferative lesion is the resuit of a summation of a large number of

individual variable characteristics that can occur in an infinite number of combinations through

alterations in genetic or epigenetic control. Thus, although the categorization of proliferative lesions

as hyperplasia°(dysplasia), benign neoplasia, or malignant neoplasia has considerable practical utility

from a medical perspective, it is, nevertheless, a rather extreme simplification of a complex

pathological process.

The concept that cancer development (e.g., malignant neoplasia) is a multistep process

resulting in the progressive acquisition of heritable cellular changes (biochemical, functional,

morphological) has been promulgated more recently [4-7]. The most comprehensive review of the

changes in cellular morphology and behavior that occur during this process was published in a two

volume, "Neoplastic Development," by Dr Leslie Foulds [4,5]. There is abundant clinical and

morphological evidence that neoplasms become progressively more aggressive and malignant with

time, a process called tumor progression. With time there is a tendency for neoplastic cell
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populations to increase their proliferative capacity (an increase in the proportion of cells that

continue to proliferate actively instead of progressing to terminal differentiation or cell death), show

morphological and metabolic alterations indicative of loss of differentiation, and produce substances

that may help the neoplastic cell to invade or metastasize, such as angiogenic factor [8] and various

proteolytic enzymes [9,10]. A number of investigators have suggested that the events that comprise

tumor progression represent the effects of genetic instability and the sequential selection of variant

subpopulations of tumor cells with selective-growth advantage [11,12].

The principal observation providing the basis for the concept of tumor progression is that of

tumor heterogeneity. Phenotypic and functional heterogeneity not only occurs in histogenically

similar neoplasms from different individuals, but also within a single neoplasm from one individual

[13]. This heterogeneity is manifested by variable histological growth patterns, variable cell

differentiation, and different rates of growth. At the level of functional differentiation, neoplastic

cells exhibit variation in their ability to produce hormones (endocrine neoplasms) or other secretory

products (exocrine gland neoplasms) [13]. Heterogeneity of enzymatic activity is seen in

hepatocellular neoplasia [14]. In addition, the concept of heterogeneity has been shown to include

other properties such as karyotype, growth rate, DNA content, drug resistance, metastatic potential,

and cell surface antigenicity [12,13].

The main difficulty in studying sequential neoplastic development (for most organs) is the

inability to follow morphological changes occurring over the lifetime of the animal with a particular

neoplasm. The light or electron microscopic examination of a lesion or neoplasm requires its removal

in part or in whole. In humans or domestic animals the health and welfare of the individual are of

primary importance and neoplasms are usually surgically removed as soon as they are discovered. In

laboratory animals the neoplasms are often so small that to sample them microscopically requires

complete excision of the lesion preventing sequential morphological study, or they are not detectable

until the neoplasm is far advanced in development. Nevertheless, there are extensive clinical and

pathological observations on the biology of several human neoplasms including skin, mammary,

cervical, and colon cancer. There is also a substantial amount of information on certain chemically

induced neoplasms in laboratory rodents, particularly of the skin and liver.

It has been possible to collect and classify a variety of individual lesions that can be arranged

(albeit empirically) in an apparently continuous series of increasing neoplastic potential (e.g.,

potential for demonstrating biological characteristics of neoplasia). These led Foulds to develop the

following general concept of neoplastic development (tumor progressicn) (4]. He proposed that

"initiation establishes a region of incipient neoplasia whose neoplastic capacity [potential for

expressing the various biological characteristics of neoplasia] increases with time, with or without
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prolongation of the initiating stimulus, and from which varied lesions emerge concurrently or

consecutively over a substantial period of time [4,51."

The earliest lesions to emerge have often been called "preneoplastic" lesions. These are lesions

that are thought to be precursors of neoplasia. Stated in another way, these are lesions in which the

probability of neoplasia arising is greater than that of neoplasia arising in normal tissue. These

lesions can be grouped simply as hyperplasia or dysplasia. Hyperplasia is defined morphologically as

an increase in the number of normal cells in normal arrangement within any particular tissue (15].

The important morphological aspects of this definition are that the growth pattern and maturation

sequence of the cells are normal (Figures 1,2). It is also important to remember that hyperplasia can

occur as a regenerative or reparative response to cellular degeneration and necrosis, or as a response

to hormonal stimulation. Hyperplasia from these causes is generally not considered preneoplastic.

Atypical hyperplasia is a term sometimes used to indicate that cellular atypia, altered growth pattern,

or altered cell differentiation is a component of the hyperplasia (Figures 3,4).

i.

Figure 1. Forestomach of a Rat. Note the thin layer of stratified squamous epithelium (E) overlying
the submucosa (S) and tunica muscularis (M).
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Figure 2. Hyperplasia of the Forestomach Epithelium (E). Note the thickened and folded stratified
squamous epithelium.

Figure 3. High Magnification of Hyperplastic Stratified Squamous Epithelium with Mild Cellular
Atypia. Note the increase in small basal cells with dark nuclei that are not differentiating in
a normal manner (arrows).
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Figure 4. Forestomach Epithelium Showing Marked Basal Cell Proliferation (B) Resulting from the
Continuous Administration of a Carcinogen. The basal cells not only are proliferating but
are failing to differentiate into squamous cells.

Dysplasia is defined in most medical dictionaries or medical texts as abnormal development or

malformation resulting from an abnormal embryologic anlage. It generally is applied to an organ as

a whole. The use of the term dysplasia with the connotation of "preneoplastic" was first introduced

in exfoliative cytology and histopathology to replace the term "atypical hyperplasia" for lesions of

the uterine cervix in women [16,17]. Although some have argued against its use because of the

ambiguity in its definition, it has come into wider histological usage for proliferative changes

characterized by cellular atypia, alteration in the maturation sequence, or abnormal differentiation

of cells within a tissue [18]. Dysplasia frequently is an indication of the emergence of a population of

cells with more ominous biological behavior and may preceed to development of overt malignancy.

Extreme forms of dysplasia are sometimes called "carcinoma in situ." This type of change can be

present for months or even years in the case of some human conditions before progressicn to

malignancy occurs [18]. The terms dysplasia and carcinoma in situ are not commonly used in rodent

carcinogenicity studies.

Hyperplasia and dysplasia may regress with permanent disappearance or later reoccurrence,

persist without qualitative change in structure or behavior, undergo progressive growth without

qualitative change in structure or behavior, or progress to another lesion of greater neoplastic

potential (e.g., develop characteristics that increase the likelihood of malignancy). Of these four

possibilities, progression to malignant neoplasia is the least likely to occur. In most experimental
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models of initiation and promotion including skin [6] and liver [14], large numbers of hyperplastic

lesions are observed from which only a relatively small number of carcinomas develop.

The benign neoplasms include a spectrum of lesions with varying neoplastic potential which, in

most rodent organs or tissues, seem to be derived from foci of hyperplasia. Squamous cell papillomas

of the skin or forestomach, for example, do not develop de novo, but develop fron, areas of epithelial

hyperplasia. A papilloma is distinguished from hyperplasia based on the extent to which the

epithelial proliferation causes the formation of papillae (e.g., finger-like stalks of stratified squamous

epithelium overlying a thin connective tissue stroma) and e complexity of the papillary formation

(Figures 5,6). Although a papilloma is often considered a benign neoplasm, only a relatively small

number are autonomous and continue to grow and even fewer demonstrate progression to

squamous cell carcinoma [19,20]. In experimental studies repeated applications of "initiators"

increase the rate of conversion or progression to squamous cell carcinoma whereas "promotors" do

not [21]. The progression of a papilloma to squamous cell carcinoma usually appears as an abrupt

change involving a very limited part of the papilloma, supporting the theory that progression is the

result of selection of a subpopulation of cells with selective growth advantage (Figures 7,8).

Figure 5. Papillary Hyperplasia of the Forestomach Epithelium Adjacent to the Glandular Stomach
(G). Compare with papilloma in Figure 6.
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Figure 6. Squamous Cell Papilloma of the Forestomach of a Rat with Complex Papillae and Thin
Stalk.

Figure 7. Squamous Cell Carcinoma Arising in a Papilloma. Cords of malignant squamous
epithelium are invading the stalk (arrow).
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Figure 8. High Magnification of Figure 7 Showing Invasion (arrows).

Although a squamous papilloma of the skin or forestomach can be considered to have a

greater neoplastic potential than simple epithelial hyperphasia, the papilloma is not an essential

intermediate stage in the development of squamous cell carcinoma. Squamous cell carcinoma can

arise directly from small foci of hyperplasia or dysplasia (Figures 9,10). In experimental studies with

the skin or forestomach, this is most frequently observed with the repeated application of a complete

carcinogen in contrast to the single application of a carcinogen followed by repeated applications of

a promoter [21].

With many other organ systems, the transition from a benign to a malignant neoplasm does

not appear to be as abrupt as that for stratified squamous epithelium. Neoplasms with a well

demarcated border (e.g., not exhibiting invasion), relatively uniform growth pattern, and uniform

well-differentiated cell type are generally considered benign (Figures 11,12). Variation in growth

pattern, cellular pleomorphism (e.g., variation in phenotypic characteristics), and anaplasia (loss of

differentiation) are believed to be the result of genetic instability and to indicate the potential for

more ominous biological behavior (Figures 13 to 17). As such, these histological characteristics are

used to make a diagnosis of malignancy. These changes can occur focally within a neoplasm that is

otherwise benign in appearance and vary in degree and extent. Thus, evidence of actual invasion or

metastases is not considered necessary to make a diagnosis of malignancy.
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Figure 9. Squamous Cell Carcinoma Arising in an Area of Basal Cell Hyperplasia. Note the
prominent layer of basal cells with hyperchromatic nuclei and scant cytoplasm that have
failed to differentiate into squamous cells (B) and clusters of malignant squamous cells
invading the submucosa (arrow).

Figure 10. Advanced Squamous Cell Carcinoma of the Forestomach that Has Invaded the Full
Thickness of the Stomach Wall. Glandular stomach (G).
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Figure 11. Follicular Cell Adenoma in the Thyroid of a Rat (arrows). The margins of this benign
tumor are well defined.

Figure 12. High Magnification of the Follicular Cell Adenoma Shown in Figure 11. The neoplastic
epithelium is a single layer of uniform cells with small hyperchromatic nuclei and scant
cytoplasm.
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Figure 13. Follicular Cell Adenoma Showing Heterogeneity of Growth Pattern and Slight Cellular
Pleomorphism. The neoplastic cells may be arranged in small or large follicular or
papillary patterns. These features suggest progression to malignancy.

Figure 14. Follicular Cell Carcinoma. Note the small follicular structures with lumens and the more
solid areas of epithelial growth.
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Figure 15. High Magnification of Follicular Cell Carcinoma Shown in Figure 14. The neoplastic
epithelium is moderately well differentited. This neoplasm might be expected to show
minimal local invasion but is likely not to metastasize.

, 4W

Figure 16. High Magnification of Poorly Differentiated Follicular Cell Carcinoma. Compare with
Figure 15 and Figure 17. This neoplasm is locally invasive and more likely to metastasize.
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Figure 17. High Magnification of Anaplastic Follicular Cell Carcinoma. Note the schirrous response
characterized by production of collagen and inflammatory cells between the neoplstaic
epithelium. This neoplasm would have the poorest prognosis of the three follicular cell
carcinomas shown in Figures 15 through 17.

In the preceding paragraphs, I have attempted to present a morphological perspective on

neoplastic progression and the manner in which the various stages of cancer development are

categorized by the pathologist. The concept of neoplastic progression and the limitations of

morphological techniques to define the various stages in this progression are important

considerations in the interpretation of studies of the biology of neoplasia as well as bioassays for

chemical carcinogenicity.
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SUMMARY

Our present understanding of the carcinogenic process, involving complex interactions of

genetic, developmental, sex, dietary, and environmental factors during the multistage

initiation/promotion/progression process of carcinogenesis, would lead us to reject simplistic

nonbiologically based risk assessment models. This uni.erstanding, plus recent results of the National

Toxicology Bioassay program and of the studies of short-term tests for genotoxicity, has challenged

the primary paradigm of "carcinogens as mutagens" which governs our current risk assessment

models.

The concepts of the stem cell theory of cancer, of oncogenes/tumor suppressor genes, of gap

junctional intercellular communication, and of mutagenic and epigenetic mechanisms must be

integrated into a biologically based model of the multistage nature of carcinogenesis. Current

understanding of the complex interactions during this process prevents us from believing a simple

and accurate biologically based risk assessment model will be developed soon, if ever.

INTRODUCTION

The Need for a Biologically Based Risk Assessment Model

Until most recently, models designed to assess risk of getting cancer after exposure to radiation

and chemicals have not been based on any mechanistic understanding of carcinogenesis. One cannot

fault the creators of these models because our understanding of carcinogenesis has been, and still is,

to a significant extent, very limited. Within the last couple of decades, several paradigms have greatly

influenced, not only our way of viewing the carcinogenesis progress, but also our view of the risk

assessment models.

Since the coining of the term "genotoxicity" [1], about the time it was demonstrated that a

chemical carcinogen, N-acetoxy-2-acetyl aminofluorene, could induce DNA lesions which were

repaired in a manner similar to ultraviolet-light-induced DNA lesions [2], the stage was set to explore

the hypothesis that chemical "carcinogens" (see [3] for the use of quotation marks) elicited part or all

of their toxic effects via DNA damage and mutation. With the development of a bacterial assay to

screen for potential carcinogens [4], the paradigm of "carcinogens as mutagens" was born. This

provided the field of cancer research with a specific and practical means to study chemical
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carcinogens [5]. Clearly, while new knowledge gained by research guided by this paradigm has been

valuable, it has tended to blind our view of other potential mechanisms of carcinogenesis.

The inadequacy of the paradigm of chemically induced genotoxicity to explain the multiple

acute and chronic effects of chemical exposure is highlighted in the field of cancer risk assessment. It

now is very clear that current paradigms, strategies, and models, underlying both the in vitro

screening tests and the in vivo bioassays, are bankrupt [6].

Three recent reports have highlighted major problems in the characterization of the

carcinogenic potential of chemicals using standard animal bioassays and short-term assays for

genotoxicity [7-9]. Moreover, one of the most striking facts was illustrated by Tennant et al. when

they stated "... the three most potent carcinogens (TCDD, polybrominated biphenyls, and reserpine)

produced no genetic toxicity in any of the four short-term tests studied. One may speculate that

these three carcinogens do not operate primarily by direct interaction with DNA, as suggested by the

tumor promoting capability of the three carcinogens in model systems for two-stage liver

carcinogenesis" [10].

Consequently, a major challenge to develop a biologically based cancer risk assessment model

in human beings must depend on (1) new understanding of the molecular, biochemical, cellular, and

physiological mechanisms of the carcinogenic process; (2) new risk assessment models integrating all

the important biological facts related to carcinogenesis; (3) an understanding of nongenotoxic, as

well as the genotoxic, mechanisms leading to either cytotoxic or noncytotoxic influences on

carcinogenesis and the development of assays to detect these "epigenetic" mechanisms of toxicities;

and (4) basic mechanistic understanding of chemical interactions to reflect "real-life" situations (i.e.,

genetic/sex/developmental stage differences; mixtures of chemicals; low dose, chronic exposures)
(11].

Multistage Nature of Carcinogenesis: Implications for Cancer Risk Assessment

All theories must be based on experimentally solid observations. Theories of carcinogenesis,

derived from experimental carcinogenesis studies in animals, epidemiological data on human cancers,

and a wide variety of in vitro, biochemical, and molecular studies have suggested that the formation

of a malignant tumor is not a "one-hit" event. Instead, all of the evidence supports, overwhelmingly,

that there is an evolution of phenotypic (and hence, presumably, genotoxic) changes from the normal

cell to the invasive, metastisizing cell (12].

This multistep process seems to involve the loss of the ability to terminally differentiate [13-15],

to control growth or contact inhibit (16-18], to have dysfunctional gap junctional intercellular

communication [19], and to be able to migrate to distal tissues and to invade these tissues (20]. The

tumor, once formed, appears to be clonally derived from a single errant stem cell [21,22], even
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though most tumors consist of a heterogeneous mixture of phenotypically and genotypically marked

cells [20]. The heterogeneity appears to be the result of some instability of either the genotype or

phenotype control during the clonal expansion of the single tumor progenitor cell.

A variety of concepts have been generated to explain one or more of these observations

related to the multistep carcinogenic process. The objective of this brief survey will be to try an

integration of these concepts into one that reflects cancer as a tissue with a problem of homeostatic

dysfunction. The major concepts to be integrated are (1) the initiation/promotion/progression model

of the multistep nature of carcinogenesis [23-25]; (2) the oncogene concept [26]; (3) "cancer as a

disease of differentiation' [13,15] or as "oncogeny as partially blocked or blocked ontogeny" [141; (4)

cancer as a stem cell disease [21,22]; and (5) the concept of intercellular communication [27].

In experimental animal studies (i.e., mouse skin, rat liver) [23,24], discrete and distinctive

phases, identified as initiation, promotion, or progression, were identified during the carcinogenic

process. While it is clear we still do not understand the underlying molecular mechanisms of each of

these operational phases, it also is clear that they are distinctly different. The process of initiation

seems to involve an irreversible genetic event in a single cell that has the capacity to proliferate (i.e.,

a stem or progenitor cell). Promotion, on the other hand, is a process that is dependent on chronic

administration of a stimulus, which among other things, brings about the clonal expansion of the

initiated cell [28]. The process of promotion appears to be potentially reversible and interruptible.

Progression has been conceptualized as that process that converts a promoter-dependent, pre-

malignant cell to a tumor-promoter independent cell (11]. True mutagens appear to be good

initiators, which suggests the initiation process involves an irreversible mutagenic event. Tumor

promoting conditions, be they caused by chemicals, cell removal, cell death, or oncogenic gene

products affecting cell proliferation [29], seem to be good mitogens, rather than mutagens. Agents

having the ability to convert premalignant cells to malignant cells also appear to be mutagenic [30].

The concept of "I-P-I" (initiation/promotion/initiation) [31] was developed to support the two-hit

(multi-hit) model of carcinogenesis [32]. Recent evidence derived from the retinoblastoma [33,34]

and Wilms tumor models (35], as well as experimental skin and liver cancers, [36-38] suggest at least

two mutational events are needed to trigger the cancer phenotype.

In some of these studies,the second mutation seems to involve a deletion of a normal "tumor

suppressor" or anti-oncogene [39]. It would, at this time, be premature to conclude that all second

event mutations involve deletion mutations.

Cancer as a Stem Cell Disease

The concept of cancer as a stem cell disease or a disease of differentiation was derived from a

variety of different observations. (1) the similarity of stem cells and tumor cells, such as tissue origin,
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extensive proliferative potential, and tissue-specific differentiation potential; (2) the implication of

small target size for tumor control with radiotherapy; (3) the demonstration that clonogenic

potential, self-renewal capacity, and cell differentiation features are restricted to subpopulations of

cells in tumors; and (4) the ability to induce terminal differentiation of some neoplastic cells in vitro

by various natural differentiation factors or exogenoUs chemical compounds [40].

Possibly one of the most significant observations supporting the stem cell theory of

carcinogenesis was made by Nakano and Ts'o [41]. They demonstrated that a small subpopulation of

less differentiated and contact insensitive cells was more susceptible to neoplastic transformation

than populations of cells depleted of these "presumptive" stem-like cells. This, of course, has major

implications for risk assessment because if not all cells are equal targets for carcinogenesis, and if the

stem cell population is modulated by genetic, developmental, or environmental factors, then the risk

associated with exposure to a carcinogenesis would be a function of that population size.

The recent demonstration of cells from normal human epithelial tissues, which exhibit similar

phenotypic characteristics (i.e., contact insensitivity, ability to differentiate) [40], suggests that

carcinogenesis in humans might also depend on the same kind of stem cell. The basis for interspecies

differences in response to carcinogens might, in part, be the result of differences in these

subpopulations of stem-like cells.

To begin, one must define what a stem cell is. Because stem cells have not been extensively

characterized, only two major phenotypic characteristics seem to be applicable to all stem cells: (1)

their ability for self-renewal, and (2) their ability to terminal'y differentiate into the specific cells of

the tissue of origin.

To integrate the concept of initiation/promotion/progression with the cancer as a stem cell

disease concept, it has been postulated that the process of initiation prevents a stem cell from

terminally differentiating (14, 28]. Evidence has been generated from mouse skin cells, exposed to

initiators, that noninitiated keratinocytes can differentiate under certain conditions in vitro, whereas

initiation induces differentiation-resistant cells (42]. However, these differentiation-resistant cells

have self-renewal capabilities.

In the rat liver systems, after initiation of the rat, followed by promoting conditions, foci, which

have altered biochemical characteristics compared with the surrounding normal hepatocytes, are

obviously clonally derived stem-like cells that cannot terminally differentiate, yet can self-renew.

Therefore, the premalignant lesions, such as the papilloma of the skin, the enzyme-altered foci of the

liver, or the polyps of the colon, might all be viewed as the clonal expanded population of initiated

stem cells of those respective organs.
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Intercellular Communication: Regulation of Cell Growth and Differentiation

To help tie together the concept of cancer as a disease of differentiation or of growth control

with both the previously discussed concepts of cancer and oncogene/anti-oncogene concepts, the

concept of cell-to-cell communication will be discussed. In fact, it will be postulated that intercellular

communication is the integrating factor to place the initiation/promotion/progression theory

together with the idea that cancer is a disease of growth control and differentiation, involving

oncogenes.

In multicellular organisms, the delicate orchestration of three major cellular functions is

required: (1) cell proliferation control, (2) ordered differentiation of stem and progenitor cells, and

(3) adaptive control of differentiated functions. To mediate the homeostatic control of these very

different functions, during the evolution of the multicellular organism, three major forms of cell

communication have emerged that allow different cells to respond differentially or collectively to

changes in the external or internal environments. 'these three forms of cell communication

mechanisms can be thought of as (1) extracellular (transfer of molecules, such as hormones, peptide

growth regulators or neurotransmitters, from one cell type over space and distance to another cell

type); (2) intracellular (transmembrane-triggered ionic/molecular or "second-message" type

regulators within the cell); and (3) intercellular (transfer of ions and small molecular weight

molecules through the membrane bound-protein structure, the gap junction) [43] (Figure 1).

It now seems clear that all three forms of cell communication are linked to each other because

hormones, growth factors, and neurotransmitters, which are known to trigger various

transmembrane or other intracellular homeostatic changes in cell physiology (i.e., activation of

adenylate cyclase, protein kinases, gene expression changes, etc.), up or down regulate gap

junctional intercellular communication in cells [44,45]. From emerging studies during development,

the expression of the gap junction message, protein and function seems to correlate with the early

need to balance rapid proliferation of cells, careful segmentation or sequestration of differentiation

during organogenesis and development, and the control of differentiated functions in both excitable

and nonexcitable tissues (i.e., heart cells or pancreatic cells) [46].

The fact that cells in culture have their growth controlled by cell contact ("contact inhibitvon")

[47], as well as in the solid tissue in vivo, suggests gap junctional intercellular communication helps to

maintain the level of critical ions and second messages below what would be a threshold level needed

for cell proliferation.
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Figure 1. The Heuristic Schemata Characterizes the Postulated Link Between Extracellular
Communication and Intercellular Communication via Various Intracellular Transmembrane
Signaling Mechanisms. It provides an integrating view of how the neuroendocrine
immune system ("mind or brain/body connection") and other multisystem coordinations
could occur. While not shown here, activation or altered expression of various oncogenes
(and "anti-oncogenes") also could contribute to the regulation of gap junction function.

In addition, control of maturation of cells in tissues with "programmed" or constant turnover

of differentiated cells seems to involve the delicate interaction of extracellular and intercellular

communication. Germ cell maturation in both the ovary and testis seems to involve hormone

regulation of gap junctions between the "nurse" cells and the developing germ cells [48-51].

There does seem to be a difference in the manner in which homeostatic control of growth and

differentiation occurs in organ systems that are either "open-ended" or "closed" systems (i.e., skin

versus liver). Organs such as the liver must have strict regulation of cell proliferation to maintain a

steady-state size (Figure 2), whereas, in the skin, where there is a constant loss of differentiated

keratinocytes, the need is for steady cell proliferation.
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Figure 2. A Diagram to Illustrate the Interrelationship of Intercellular Communication by Positive
and Negative Growth Regulators on Stem Cell Growth and Differentiation and
Intercellular Communication via Gap Junctions in a Closed Organ System. (From Trosko
and Chang, In Press, with permission from Lewis Press, Inc.].

The concept of "chalones" or negative, as well as positive, growth regulators preceded the

rigorous demonstration of the existence of these kinds of molecules [52]. One speculative model to
explain the control of growth and differentiation is that early stem cells do not have functional gap

junctions but are controlled or suppressed by negative growth regulators produced by their

terminally differentiated progeny. When either stimulated by positive growth factors or released
from mitotic suppression by the reduction of negative growth regulators (i.e., because of a loss of

terminally differentiated cells producing the negative growth regulators, or of the inability to
respond to negative growth regulators), the stem cell will start to proliferate and differentiate. The

differentiation of at least one of the stem cell daughter cells would then be accompanied by, and

dependent on, the expression of gap junctions. These progenitor and differentiated cells would be

222



contact inhibited. They will only divide if these gap junctions are down-regulated by growth factors

[53], hormones [54], or certain mitogenic chemicals [11]. Consequently, normai growth control of

either stem or progenitor cells is the result of the interrelationship of the extracellular-intracellular-

intercellular connection within and between tissues.

Dysfunctional Intercellular Communication as the Basis for Carcinogenesis

Starting with the observations that: (1) cancer cells seem to be unable to terminally

differentiate or contact-inhibit [14,16,17]; (2) gap junctional communication is strongly correlated

with the control of cell growth and differentiation [27]; and (3) most cancer cells seem to have

dysfunctional intercellular communication for a variety of reasons ("exceptions" to this

generalization might be explained by a number of reasonable technical means used to measure gap

junction function [19] and to the phenomenon of "selective communication" [55]); and (4) assuming

that the cancer cell is derived from a stem cell, we are led to believe one of the earliest steps of

carcinogenesis (i.e., initiation) is the prevention of stem cell differentiation. This probably involves a

mutational event in an oncogene that controls terminal differentiation but not self-renewal or

proliferation.

The major implication of this hypothesis is that the normal stem cell is immortal and initiation

is the event that prevents the mortalization of the stem cell by blocking or partially blocking its ability

to terminally differentiate [56]. This runs counter to the accepted wisdom that the early step in

carcinogenesis is the "immortalization" of a normal, but mortal, cell [57,58].

Although pure "initiated" cells have not been studied, one might infer from in vivo

initiation/promotion studies [23] and in vitro transformation studies [59] that the initiated cell can be

contact inhibited until and unless it is released by promoting conditions known to reduce gap

junctions in vivo and in vitro [60-64]. Chemical tumor promoters and cell removal or cell killing can

reduce gap junction communication by either blocking gap junction function, reducing gap junctions

or affecting the expression of the gap junction message. It is not known yet whether chemicals,

which modulate gap junctions, can differentially affect normal and initiated cells.

With the recent demonstration that various oncogenes, which code for transmembrane

signaling elements, receptors or growth factors, can modulate regulated gap junctions (i.e., src, ras,

mos, polyomavirus middle T antigen, neu, but not myc), an idea has been generated that a stably

over-expressed normal or mutated oncogene would replace the need for chronic exposure of the

initiated cell to either exogenous or endogenous inhibitors of intercellular communication [see

43,44,56]. In other words, initiation might involve the mutation of an oncogene needed for terminal

differentiation. Promotion would occur when endogenous or exogenous factors release the contact-

inhibited cell to proliferate and clonally expand and selectively accumulate. During the clonal
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expansion, if another genetic "hit" occurs because of the mitotic activity, in a gene controlling the

gap junction structure or its regulation, a stable down regulation of intercellular communication

would occur. At this point, no external chemical promoter is needed and the cell would be unable to

terminally differentiate or contact inhibit [65].

The demonstration that tumor metastasis and reduced gap junctional communication seem to

be correlated [66-68] tends to be consistent with this hypothesis. While it can be argued that the loss

of gap junctional communication is a consequence of carcinogenic transformation and not the
"cause," the demonstration that when gap junctional communication is down regulated by phorbol

esters, the cell changes shape, DNA synthesis occurs, and the cell divides. In addition, the use of

temperature-sensitive src gene mutants suggests that the down-regulation of gap junctions precedes

transformation [69].

Finally these observations suggest that the initiation step blocks the terminal differential

possibly by a mutational event, while the promotion phase involves the inhibition of intercellular

communication, which is not a mutagenic event. A mutation event, which could down regulate gap

junctions, might be responsible for the progression step after there has been clonal expansion of the

initiated cell.

Implications for a Biologically Based Risk Assessment Model

It goes without saying that carcinogenesis is a complex multistep process. Extrapolating any

knowledge, based solely on experimental initiation/promotion studies on animals, would be ignoring

the fact that humans are constantly exposed, simultaneously to initiators/anti-initiators and

promoters/antipromoters throughout their lives. However, there are some important lessons of

which we ought to be aware.

The first seems to be that the promotion phase of carcinogenesis is different from the initiation

phase. Promotion appears to be a very critical process [70], which can be mediated by endogenous

factors that individuals might not be able to escape at certain times of development (i.e., hormones,

growth factors, neurotransmitters, or neuropeptides) or by exogenous factors (chemicals, viral

oncogenes). Chemical promoters also seem to have real thresholds [71] and need to be present for

regular and chronic periods of time. Real-life exposures to many chemicals, as well as interactions

with endogenous factors, can modulate the effect of potential inhibitors of intercellular

communication. Additivity, synergisms, and antagonisms of inhibitors of intercellular communication

have been demonstrated [72,73].
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The "good news/bad news" phenomenon of chemical exposure also has been noted for

chemicals known to inhibit intercellular communication and to promote tumors; namely, their ability

also to inhibit carcinogenesis or specifically, initiation [74].

The role of stem cells in carcinogenesis also implies that not all cells of the body are "targets"

for carcinogenesis. If the stem cell pool varies during development and aging, as one would predict,

then the risk to carcinogenesis might also depend on knowing this important parameter. In addition,

if there does exist for certain chemicals a specific effect on stem or initiated cells, as distinct from the

progenitor or differentiated cell, knowledge of this fact will have to be introduced into an accurate

biologically based risk assessment model.
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SUMMARY
Enzyme-altered foci (EAF) in liver are assumed to be precursor lesions for tumors in this organ.

Results obtained with selected hepatocarcinogens which produce lesions of differing phenotype and
growth behavior indicate that not the total number of enzyme-altered cells, but rather, the

proliferation of individual cell clones is of major importance for additional changes leading to
malignancy. Analyses including multiple marker enzymes demonstrate a relationship between foci

phenotype and proliferation. The inducibility of certain down-regulated enzymes in EAF indirectly
suggests disturbances in the expression of regulatory genes such as protooncogenes. Data on Ha-ras

and c-myc protooncogene expression in EAF are presented.

INTRODUCTION
It is generally assumed that the carcinogenic process includes at least two rate-limiting changes

within the target cell population. These changes are mostly regarded as mutational events leading to
irreversible alterations of genetic materials that can be inherited to daughter cells [1]. Based on this

assumption, the velocity of the carcinogenic process is governed by the (low) probability of such

mutational events within critical regulatory genes. However, as has been pointed out and set into a

mathematical framework by Moolgavkar [2,3], the kinetics of cell birth and death of intermediate cell

populations during this process may also play a very important role [4].

Chemically induced hepatocarcinogenesis in rodents is an extremely useful tool to study
qualitative and quantitative changes occurring during the carcinogenic process. Shortly after

exposure to a hepatocarcinogen, foci of cells characterized by changes in the expression of several
marker enzymes appear in the liver of the experimental animals [5-20]. These focal lesions have been
demonstrated to be monoclonal in origin (21,22] and to display increases in cell proliferation in

comparison to the normal hepatocytes [10,23]. There is accumulating evidence to suggest that at
least some of these early enzyme-altered foci are precursor lesions that are causally related to the
malignant process. This is substantiated by the sequential appearance of the enzyme-altered foci and

the liver tumors and by the fact that these lesions and the later-appearing neoplastic nodules and

tumors have in common alterations in certain marker enzymes [24]. Moreover, quantitative
relationships between the development of enzyme-altered foci in liver and subsequent tumor

manifestation in this organ have been demonstated for a variety of hepatocarcinogens [4,17,25-27].
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The analysis of multiple enzyme markers demonstrates a marked heterogeneity of phenotypes

between individual foci [11,15,16,18,19,28,29]. Such diversity also can be observed when analyzing

the growth properties of individual lesions. This evidence is relevant for carcinogenicity models

which consider growth of intermediate cell populations as an important factor during the

carcinogenic process because it demonstrates that enzyme-altered cells of focal liver lesions are not a

homogeneous population of "initiated" intermediated cells, but rather, represent a pool of cells with

differing biological fate. In the present paper we report on qualitative and quantitative data

obtained in experiments designed to differentiate foci with characteristically differing phenotype

and growth behavior with the aim to study the relevance of these parameters for the process of

malignant transformation in liver.

MATERIALS AND METHODS

Treatment of Animals

Female Wistar rats were used throughout the experiments. Animals were obtained from the

Zentralinstitut fOr Versuchstierkunde (Hannover, FRG) and kept, unless specified otherwise, on a

standard diet of Altromin pellets (Altromin, Lage, FRG) and waterad libitum. Carcinogens were

administered in the drinking water or diet at the dose levels and time periods indicated in the text.

4-Dimethylaminoazobenzene (4-DAB) was always given in a riboflavin-poor diet in order to prevent

loss of carcinogenic activity due to the rapid decomposition in liver by azoreductase activity. The age

of rats at the start of the carcinogen treatment varied between four to eight weeks for the different

experimental setups.

Enzyme- and Imnmnohistochemistry

Animals were sacrificed under ether anesthesia. Livers were removed carefully and

immediately frozen at -40°C. Serial sections of 10 pm were prepared on a cryostate microtome and

used for enzyme- and immunohistochemical staining procedures. Adenosin triphosphatase (ATPase)

activity was demonstrated according to the method of Wachstein and Meisel [30], with slight

modifications, and v-glutamyltranspeptidase (GGT) activity according to Lojda et al. [31]. For PAS

reaction (glycogen stain), the procedure of Hotchkis [32] was followed. Immunohistochemical

staining for different drug-metabolizing enzymes and NADP-dependent reduction of nitro blue

tetrazolium (stain for NADPH-cytochrome P-450 reductase) was performed as previously described

[15]. Antibodies used in this study against four different cytochrome P-450 isozymes (PB1, PB2, MC1,

and MC2 [33]), NADPH-cytochrome P-450 reductase, and the glutathione transferases B and C were

made available for use by the groups of Dr. R. Wolf (Imperial Cancer Research Fund, Laboratory of

Molecular Pharmacology and Drug Metabolism, Edinburgh, UK) and Dr. F. Oesch (Institute of

Toxicology, University of Mainz, FRG).
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In Situ Hybridization and Northern Analysis of RNA
The in situ hybridization of frozen liver sections with 355-labeled cDNA probes were performed

as recently described [34]. R17 cDNA [35] and TF1 cDNA probes [36] were obtained from Dr. T.

Friedberg (Institute of Toxicology, University of Mainz, FRG). Ha-rascDNA [37] was from Dr. A.

Balmain (Beatson Institute for Cancer Research, Glasgow, UK); and c-myccDNA [38] was from Dr. H.C.
Pitot (McArdle Laboratory for Cancer Research, Madison, Wisconsin, USA).

For Northern analysis, total cellular RNA was isolated, separated on 1.2% agarose gels,

transferred to Gene Screen Plus membranes, and hybridized with nick-translated, 32P-labeled cDNA

probes essentially as described in Maniatis et al. [39].

Ha-Ras Mutation Analysis

For analysis of Ha-ras mutations in codon 12 and 61, two strategies were followed. In the first,

restriction fragment length polymorphism analysis was employed to detect A->T transversion
mutations at codon 61 of the Ha-ras gene which is known to create a new Xbal restriction site [40].

Genomic DNA was isolated, restricted with Xbal, separated on agarose gels, and transferred to Gene

Screen Plus membrane [391. Ha-ras specific DNA sequences were then detected following

hybridization with the 32P-labeled BS9 clone.

In the second strategy, 1 pg of genomic DNA was amplified in vitro by the polymerase chain

reaction using TAQ polymerase [41]. Specific primers and oligonucleotide probes were obtained from

Dr. A. Balmain (Beatson Institute for Cancer Research, Glasgow, UK). The primer used for

amplification yielded DNA-fragments of 138 bp of Ha-ras exon 1 (codon 12). After amplification,
mutations in the Ha-ras protooncogene were analyzed by selective oligonucleotide hybridization

using 32P-labeled oligonucleotide probes [42].

RESULTS AND DISCUSSION

Quantitation of EAF
Enzyme-altered lesions appear early during hepatocarcinogenesis and can be quantitated

accurately. Since EAF develop monoclonally [21, 22], the number of EAF per liver gives a measure of
the number of single (initiated) cells from which these lesions originate. The number of foci in the

three-dimensional space can only be indirectly assessed on the basis of data on the number and size

distribution of foci transections. For computer-assisted analysis, a system was developed that shares

some similarities with the one described by Campbell et al. [43]. Some details of the system are shown

in Figure 1. Stained liver sections are projected from the rear onto a digitizer screen where the

outlines of the sections and of lesions showing enzyme deviations are traced manua lly with a cursor.

The calculation of the number of foci in the three-dimensional space, the size-distribution of lesions,

and their volumetric fraction in liver is then performed using stereological procedures [44].
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Figure 1. A: Analysis System for Quantitation of EAF in Liver. B: Computer-Assisted Three-
Dimensional Reconstruction of Serial Liver Sections Stained for Different Marker Enzymes.
C: Overlays of the Series of Liver Sections Shown in B as Performed by Computer. D:
Computer Plot of the Size Distribution of Foci of a Selected Phenotype as Compared to the
Size Distribution of Foci of the "Leader Stain" (for further details see text.)

Following computer-assisted three-dimensional reconstruction of upto 10 serial sections

stained for different marker enzymes, the same parameters then can be obtained for any phenotype

of interest. Generally, the first and last section of the series were stained for the same maker, in most

instances ATPase, to ensure that all marker deviations laying in between are, at least in principle,

observable. In these experiments, stereological calculations were performed on the basis of data

obtained with the ATPase marker, which served as a "leading stain" of the series.

EAF and Liver Tumors

As has already been pointed out in the introduction, there are several lines of evidence to

suggest that enzyme-altered foci in liver are precursors to tumors in this organ. In a series of experi-

ments on the role of enzyme-altered cells as intermediate cell populations during hepato-
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carcinogenesis, we have focused our interest on two hepatocarcinogens: 4-DAB, also known as

butter yellow, and N-nitrosodiethanolamine (NDEOL). Druckrey already used 4-DAB in the 1950s in

studies on the effects of continuous and discontinuous exposure of rats to this carcinogen [45]. In his

pioneering investigation, Druckrey could establish for this and a large number of additional

carcinogens quantitative relationships between daily exposure levels and median tumor induction

times (ts0) which yielded straight lines when plotted in a double-logarithmic net with slopes being

characteristic for the carcinogen under investigation. The carcinogenic potency of NDEOL has been

investigated in detail by Preussmann et al. [46].

On the basis of data on the development of ATPase-deficient foci in livers of rats treated

continously with 4-DAB and N DEOL, it was possible to show a quantitative relationship between the

extent of enzyme-altered tissue produced by these carcinogens and the subsequent development of

liver tumors. This is demonstrated in Figure 2 by the similarity of the slopes of the regression lines
describing the dose dependence of the induction of defined volumes of ATPase-defient foci (in this

case 0.1% and 0.5% enzyme-altered tissue in liver) and the induction of liver tumors. Similar results

have recently been reported for NDEOL [47].

4-DAB and NDEOL show striking differences with respect to their dose-time relationships of

liver tumor induction (see Figure 2). Within the given dose range, doubling the daily exposure leve~s

of 4-DAB will cut the mediari tumor induction time by half. In contrast, an approximately 50-fold

increase in daily dose level is necessary with NDEOL to obtain the same effect. As a consequence,

4-DAB is a very potent carcinogen at a high dose level, resulting in extremely short tumor induction

times, but it becomes a weak carcinogen when the dose level is lowered by just one order of

magnitude (see Figure 2). In other words, the carcinogenic response obtained with 4-DAB is strongly

dose dependent. With NDEOL, however, tumor induction times are much longer, even at the higher

dose levels, and the carcinogenic response is considerably less affected by changes in dose.

A second very characteristic difference between the two carcinogens became obvious when

analyzing the time periods between the induction of early enzyme-altered foci and liver tumors.

These time periods were very long for NDEOL but much shorter for 4-DAB. From this we concluded

that 4-DAB may possess a dose-related potency to accelerate the process from the early enzyme-

altered foci to the liver tumors; an activity that we referred to as "intrinsic promoting" activity
[26,48]. NDEOL seems to lack such an activity. However, foci initiatcd by NDEOL treatment can be

effectively promoted by subsequent 4-DAB administration [48]. Promotion of the carcinogenic

process by 4-DAB is assumed to be mediated by a strong stimulatory effect of this compound on the

growth of enzyme-altered foci. This is substantiated by the fact that enzyme-altered cells within liver

foci generated by continuous 4-DAB treatment show a high labeling index following short-term

administration of 3H-thymidine, indicating ongoing DNA synthesis in these cells (see Figure 3).
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Figure 2. Dose-Time Relationships for the Induction of Liver Tumors and Defined Fractions of
ATPase-Deficient Foci in Rat Liver by 4-DAB and NDEOL. Liver tumor data are taken from
the literature (4-DAB, NDEOL [45, 46, respectively]). For the analysis of preneoplastic
response, rats were treated continuously with different doses of the hepatocar-nogens.
Rats were sacrificed sequentially and the time period necessary to reach defined fractions
of enzyme-altered tissue in liver (0.1% or 0.5%, respectively) were calculated for each
dose group by regression analysis of the time-dependent increases in the volumetric liver
fraction of ATPase-deficient foci
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Figure 3. 3H-Thymidine Incorporation into DNA of Hepatocytes from an Enzyme-Altered Focus
Generated in Rat Liver by Administration of 4-DAB (0.06% in diet) for 100 Days. Rats were
given three ip injections of methyl- 3H-thymidine (3 x 30 pCi/rat) on two consecutive days
prior to killing. Frozen liver sections were coated with photo emulsion and developed
after five days of exposure. Sections were counterstained with H&E. Parallel frozen
sections were stained for ATPase as reference. A: ATPase-negative focus. B: H&E stain of
the same lesion. The lower two photomicrographs show autoradiographic pictures of the
lesion at higher magnification.

The difference between 4-DAB and N DEOL in their potency to enhance the growth of enzyme-

altered lesions in liver can be taken from data shown in Figure 4. At dose levels of 0.06% of 4-DAB in

diet and 0.2% of NDEOL in drinking water, there was an almost identical increase in the volumetric

fraction of ATPase-deficient tissue in liver as a function of time of treatment with these carcinogens.

'Therefore, with respect to this parameter, these two selected dose levels of 4-DAB and NDEOL are

almost equipotent. However, the increase in the volumetric fraction of EAF was, in the case of

NDEOL, predominantly mediated by an enhancement of foci number, indicating comparatively

strong initiating potency [48], whereas with 4-DAB, it was mostly due to the enhancement of

individual focisize. As a result, the mean islet volume of foci generated by continuous 4-DAB

treatment was at all times points larger than those induced by NDEOL, being about 10 times higher at

100 days of treatment (see Figure 4). The differences in number and size of foci generated by the two

selected doses of 4-DAB and NDEOL also are reflected by the size class distributions of the lesions,

which are shown in Figure 5. The number of ATPase-deficient foci (sum of foci within the different

size classes) was always by far higher with N DEOL than with 4-DAB when estimated at different time

intervals during continuous treatment with these carcinogens. The higher foci diameter classes,

between 12 and 15 (630 to 1560 pm), however, were only occupied in 4-DAB-treated animals.
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drinking water at a concentration of 0.2%. Rats were sacrificed sequentially, and sections
were taken from frozen liver blocks and stained for ATPase activity. Upper two graphs:
Relative fraction of enzyme-altered tissue in liver. Lower two graphs: Mean islet volume.
Each point represents a value from one animal; regression lines also are given to facilitate
comparison of data [48].

The results described so far demonstrate remarkable differences in the effects of 4-DAB and

NDEOL on the development of enzyme-altered foci in liver. At dose levels leading to an

approximately equivalent mass of enzyme-altered cells, NDEOL treatment produces numerous but

small liver foci, whereas continuous administration of 4-DAB results in the induction of comparatively

few but rapidly growing liver lesions. Since the time periods between the induction of early enzyme-

altered lesions and the induction of liver tumors were very short with 4-DAB and much longer with
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Figure5. Size Distributions of ATPase-Deficient Foci in Livers of Rats Treated with 4-DAB or NDEOL.
For treatment see legend to Figure 4. The histograms show the mean number of foci in the
different size classes. Diameter classes 1 to 15 range from 50 to 1260 pm, increasing
logarithmically.
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NDEOL (see Figure 2), it can be concluded that the probability of changes leading from the tumor

progenitor cells to the tumor cells is somewhat related to the growth properties of individual

preneoplastic cell clones, and not simply to the total number of intermediate cells. This points directly

to a heterogeneity of these precursor lesions.

PHENOTYPE DIVERSITY OF EAF

Differences in the marker enzyme patterns of enzyme-altered foci could principally be used for

a subclassification of enzyme-altered precursor populations into lesions of differing biological fate

and malignant potency. Changes in foci phenotype occurring during chemical carcinogenesis were

studied in detail in stop experiments with DEN. Besides "classical" markers such as ATPase and

v-glutamyltranspeptidase, enzymes of the drug-metabolizing system were included in our analyses

of foci phenotypes. The contents of four different cytochrome P-450 isozymes as well as of phase II

enzymes of the drug-metabolizing system were determined in liver lesions and the surrounding

normal tissue by use of immunohistochemical staining procedures. Characteristic changes in the

expression levels of some of these enzymes during the process of hepatocarcinogenesis were

observed and are reported elsewhere in more detail [15,16,18]. In these studies, "early" enzyme-

altered foci appearing shortly after stop of a limited DEN exposure of rats showed unchanged or even

slightly increased cytochrome P-450 levels. During the subsequent time course of carcinogenesis,

various P-450 isozymes started to decline and expansively growing neoplastic nodules were generally

characterized by decreases in all four cytochrome P-450 isozymes investigated. An example of such a

lesion is shown in the photomicrograph in Figure 6.

Data on lesions of two selected phenotypes observed at various time points after stop of DEN

treatment of rats are given in Figure 7. The number of foci showing ATPase deficiency without

additional changes in any of the other markers investigated (ATPase only) was high and did not

change significantly during the experiment. In contrast, the number of lesions characterized by a

decrease in three or four cytochrome P-450 iso.ymes was comparatively small. Lesions of this latter

phenotype, however, showed a dramatic increase in their volumetric fraction of liver tissue with

progression of time, thus indicating a strong growth advantage over foci with ATPase change only

(see Figure 7). The frequency of lesions of the different phenotypes varied also between 4-DAB and

NDEOL. With NDEOL, the number of lesions showing ATPase deficiency only was much higher than

with 4-DAB. In contrast, continuous 4-DAB treatment led to a comparatively large number of lesions

exhibiting changes in the expression of ATPase, along with a decrease in the level of four cytochrome

P-450 isozymes [49]. These findings demonstrate a relationship between phenotype and growth of

lesions produced under various conditions.
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Figure 6, Immunohistochemical Demonstration of Four Cytochrome P-450 Isozymes (PB1, PB2, MC1,
MC2), and Microsomal Epoxide Hydrolase (EH) in Serial Frozen Sections of a DEN-Treated
Rat. The animal was given DEN (3 mg/kg body weight) for eight weeks and was killed 11
weeks later. ATPase: activity stain for canalicular adenosine-triphosphatase.

Induction of Cytochrome P-450 in EAF

Changes in the cytochrome P-450 system observed in hepatocellular nodules may well serve as

phenotypic markers of the carcinogenic process but are not necessarily causally related to this process.

This follows indirectly from the observation that the expression of certain cytochrome P-450 isozymes

which are decreased in expansively growing nodules can still be elevated by typical inducers of the

enzyme system such as phenobarbital (PB) or 3-methylcholanthrene [16,18,50]. This is exemplified in

a photomicrograph series in Figure 8, showing a neoplastic nodule in rat liver which was induced by

limited DEN exposure followed by continuous PB treatment of the animal until sacrifice. Within this

lesion, the PB-inducible cytochrome P-450 isozymes PBI and especially PB2 clearly were elevated to

levels comparable to that of the subpopulations of liver cells around the central veins that respond to

the inducing stimulus of the xenobiotic. A concomitant increase in the NADPH (cytochrome P-450)

reductase was always observed.
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Figure 7. Development of Different Foci Phenotypes in Rat Liver Following Limited DEN Exposure.
DEN (50 to 100 ppm) was given in drinking water for 10 days. Because there was no
significant difference between treatments, values were combined for calculation.
Carcinogen-induced foci were subdivided into two phenotypes. A: Lesions showing a
decrease in the marker enzyme ATPase without additional changes in any out of the four
cytochrome P-450 isozymes investigated. B: Lesions showing ATPase deficiency plus a
decrease in three or four cytochrome P-450 isozymes. Points: Values from one animal.
Bars: Mean values of three animals. Foci numbers of phenotype B were significantly lower
than of phenotype A (p = 0.002). The volumetric fraction in liver of lesions of phenotype A
increased linearly. In contrast, lesions of phenotype B showed a significantly different
increase with about the fourth power of time as found by linear regression analysis of
double-logarithmically transformed data (p = 0.003).

The increase in enzyme protein is, at least in part, mediated by an enhancement of the steady-
state concentration of the underlying messenger RNA. This can be demonstrated by in situ
hybridization of liver sections using an appropriate cDNA probe (R1i7). Figure 9 shows the evaluation
of mRNA specific for the PB-inducible cytochrome P-450 isozymes PB4/5 [51] in two nodules present in
liver sections of a rat treated with DEN followed by the monooxygenase inducer [52]. In contrast, as is
also shown in Figure 9, a concomitant decrease in mRNA coding for a constitutively expressed
cytochrome P-450 isozyme was observed within the same nodules when using a cDNA probe (TF1)
specific for this isozyme [36].
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Figure S. Phenobarbital-Mediated Induction of Cytochrome P-450 Isozymes in a Rat Hepatic Nodule.
The lesion was produced in the liver of a rat treated with DEN (100 ppm in drinking water)
for 10 days followed by continuous exposure to PB (0.05% in diet) until sacrifice at 17
weeks after end of DEN treatment. Four different cytochrome P-450 isozymes (PB1, P82,
MCI, MC2) were stained immunohistochemically in frozen liver sections using specific
antibodies. ATPase: Adenosine triphosphatase activity stain. EH: Microsomal epoxide
hydrolase (immunostain). NBT: NADPH-dependent reduction of nitro blue tetrazolium
(activity stain for NADPH cytochrome P-450 reductase); Red: NADPH cytochrome P-450
reductase (immunostain). PAS: Periodic acid-Schiff reaction (staining for glycogen
content).

The results obtained by in situ hybridization were confirmed by Northern analysis of RNA

isolated from large, expansively growing liver nodules and from normal liver tissue (see Figure 10).

Only in nodules from rats that were given PB until death was an increase detected in mRNA
corresponding tt, cytochrome P-450 PB4/5 (PB-inducible forms), which was similar, although

somewhat weaker, to the induction levels in the normal liver tissue. No signal, however, was

detected in nodules from rats that were withdrawn from the inducer 10 days prior to killing. As was

to be expected, no significant effect of PB was seen when hybridizing these RNA samples with the TF1
probe specific for the constitutively expressed P-450 (PB1) isozyme form. In accordance with the

results obtained by in situ hybridization, some of the lesions showed reduced levels of mRNA coding

for this latter cytochrome P-450 isozyme (see Figure 10).
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Figure 9. Changes in Expression Levels of Cytochrome-P-450 mRNAs Within Rat Liver Nodules as
Demonstrated by In Situ Hybridization. The lesions were produced by administration of
DEN (100 ppm in drinking water) for 10 days followed by PB (0.05% in diet) until sacrifice.
Frozen liver sections were prepared and hydridized with the 35S-labeled cDNA probes.
Following hybridization and removal of unspecifically bound radioactivity, tissue sections
were directly covered with X-ray film and exposed for five days. The photomicrographs in
the figure show the autoradiograms. Note the PB-mediated increase in mRNAs coding for
PB-inducible isozyme forms (R1i7 probe) in the two large ;iver nodules visible within the
section and tIe concomitant decrease in mRNA specific for the constitutively expressed
isozyme form (TF1 probe). For reference, one serial section was stained for GGT marker.

These findings clearly indicate that the changes in cytochrome P-450 expression observed in
preneoplastic and neoplastic liver lesions are not a consequence of an inactivation of individual

structural genes by mutational events, but rather may be related to alterations in regulatory systems
of a higher order. As th: so. ralled protooncogenes are possible candidates for such regulatory genes,
we have investigated the expression of some of these genes in preneoplastic and neoplastic liver

lesions. We have focused our interest on the c-myc and the Ha-ras protooncogenes because these

genes have been shown to be elevated in rat liver following partial hapatectomy, thus indicating
some relation to cell proliferation [53,54].

Role of Protooncogenes

As has been recently demonstrated, there is no significant change in the expression of the -

myc and Ha-ras protooncogenes in "early" preneoplastic liver cell populations characterized by the

overexpression of the marker enzyme GGT [55]. Expansively growing neoplastic rat liver nodules,

however, were frequently characterized by increased expression levels of the c-myc gene.

Interestingly, in a series of different DEN-induced nodules, the one showing the stronges. increase in

c-myc expression also exhibited the strongest decrease in mRNA specific for the constitutive form of

cytochrome P-450 as detected with the TF1 probe (see Figure 10). Because high c-myc expression

levels are generally assumed to be coupled to high cell proliferation rates, the decrease in

cytochrome P-450 mRNA level in the c-myc overexpressing nodule could be indirectly linked to the

increased proliferation rate of the underlying cell population. An even more dramatic increase in
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Figure 10. Expression of Cytochrome P-450 and c-myc Specific mRNAs in Rat Hepatic Nodules as
Compared to Normal Liver Tissue. Total cellular RNA was isolated from hepatic nodules,
separated on 1.2% agarose gels, transferred to membranes, and hydridized to 32P-labeled
cDNA probes. Lane 1: RNA obtained from liver of an untreated rat. Lane 2: RNA from
liver of a rat treated with PB solely. Lanes 3 to 5: RNA from three liver nodules from three
rats treated with DEN (100 ppm in drinking water for 10 days) followed by exposure to PB
(0.05% in diet); the PB-containing diet was withdrawn 10 days before killing. Lanes 6 to
8: RNA from three liver nodules from three DEN/PB-treated rats. PB treatment was until
death. R17: Probe specific for PB-inducible cytochrome P-450 mRNA. TFl: Probe
specific for constitutively expressed cytochrome P-450 mRNA. C-myc: Probe detecting c-
myc protooncogene m RNA.
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c-myc expression was detected in hepatocellular carcinoma induced in rats by continuous treatment
with either DEN or NDEOL (Figure 11). Hybridization of the same RNA samples with the TF1 probe
(specific for constitutive cytochrome P-450 isozyme) demonstrated a dramatic decrease in the

underlying mRNA within almost all hepatocellular carcinoma investigated, probably again reflecting
the highly elevated growth rate of these lesions. In contrast to c-myc, no significant increase in Ha-ras
expression was seen in these same liver tumors (see Figure 11). These findings are in agreement with
data from other laboratories [56], although somewhat differing results have been reported [57,58].
These differences might be explained at least in part by variations in the treatment protocols
employed in these studies or by the use of different carcinogenicity endpoints.

Specific point mutations at codon 61 of the Ha-ras protooncogenes leading to activation of this
gene have been reported to occur at a high frequency in spontaneous and carcinogen-induced liver
tumors of the B6C3F 1 mouse [59,60]. Activating mutations at codon 12 of the Ha-ras gene have also
been reported in N-nitroso-methylurea-induced mammary tumors of the rat [61], whereas no such
mutations at either codon 12 or 61 have been found in carcinogen-induced liver tumors of the Fischer
344 (F-344) rat [62]. We were, therefore, interested to know whether or not similar mutations in the
Ha-ras gene would also be present in DEN and NDEOL-induced liver tumors of the Wistar rat.
Mutation analysis of codon 61 was performed by making use of a restriction-length polymorphism
induced by an A- >T transversion mutation at the second base of this codon, which can be detected
by restriction of genomic DNA with Xba 1 [40].

Using this restriction enzyme, two DNA fragments were detected with the Ha-ras specific BS9
clone on Southern blots. There was no difference in fragment lengths between DNA samples from
rat liver tumors and normal rat liver tissue (Figure 12). Differences in signal intensities between the
various samples are probably not indicative of amplification of the Ha-ras gene, but presumably
reflect differences in DNA concentration on the filters, because similar overall intensity patterns were
observed when rehybridizing the filters with the TF1 probe (see Figure 12). For mutation analysis at
codon 12, the method of selective oligonucleotide hybridization was used following amplification of
the interesting gene sequence by means of the polymerase chain reaction [41]. Using the
oligonucleotide probe specific for the wild type sequence, we observed clear signals with all tissue
samples whereas no signal was obtained with any of the oligonucleotides that would detect codon
12-mutated allels of the Ha-ras gene. The results of this investigations are shown in an exemplified
form in Figure 13. In summary, our investigation gave no hint of any mutation at either codon 12 or
61 of the Ha-ras protooncogenes in any of the 11 rat liver tumors used throughout this study.
Because the Ha-ras gene was neither overexpressed nor activated by point mutation in rat liver
tumors, these results suggest that this protooncogene may be of minor importance for carcinogenesis
in liver of this animal species. In contrast to the rat, the B6C3F1 mouse is characterized by a relatively
high background incidence of spontaneous liver tumors and is highly susceptible to chemical
carcinogens and tumor promotors [63]. Therefore, it seems conceivable that the increased sensitivity
of this and certain other mouse strains to develop liver neoplasias might be correlated with a high
mutability in the Ha-ras protooncogene and/or preferential selection and clonal expression of Ha-ras-
mutated liver cells [641. We are presently studing this question in more detail.
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Figure 11. Expression of Cytochrome P-450, c-myc, and Ha-ras mRNA in Carcinogen-Induced Rat
Hepatocellular Carcinoma. Total cellular RNA was isolated and separated on agarose gels.
Following filter transfer the samples were hybridized to 32P-labeled cDNA probes specific
for the various genes. Lane Pb: RNA from liver of a PB-treated rat. Lane Co: RNA from
liver of an untreated rat. Lanes 1 to 11: RNA from hepatocellular carcinomas induced in
rat liver by treatment of the animals with either DEN (5 mg/kg body weight for 10 days)
followed by continuous exposure to NDEOL (2000 ppm in drinking water) or NDEOL
administration alone. TF1: Probe specific for constitutively expressed cytochrome P-450
mRNA. Myc: Probe detecting c-myc protooncogene mRNA. Ras: Probe detecting Ha-ras
protooncogene mRNA.
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Figure 12. Xbal Restriction Pattern of DNA from Rat Liver Tumors and Control Tissue following
Hybridization with Ha-ras and Cytochrome P-450 Specific Probes. Genomic DNA was
isolated from the various tissues. Following filter transfer, DNA samples (10 Pg/lane) were
hybridized with the 32P-labeled cDNA probes. Lanes Co: DNA from control liver tissue.
Lane 1 to 11: DNA from hepatocellular carcinoma (for treatment of animals see legend to
Figure 11). Ras: Ha-ras specific cDNA probe. TF1: Probe detecting cytochrome P-450
specific sequences.
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Figure 13. Analysis of Point Mutations at Codon 12 of the Ha-ras Protooncogene in Rat Liver Tumor
Cells. Genomic DNA was isolated from control liver and hepatocellular carcinomas. A
138 base pair fragment around codon 12 of the Ha-ras gene was selectively amplified by
use of the polymerase chain reaction. The amplified samples were dot-blotted onto filter
membrane and hybridized to 32P-labeled oligonucleotide probes detecting specifically
the codon 12 wild-type sequence GGA or the point-mutated sequences GAA and GTA,
respectively. Dots 1 and 3: DNA from control liver. Dots 4 to 14: DNA from rat
hepatocellular carcinomas (for treatment of rats see legend to Figure 11). DNA samples
from mouse skin tumors with known mutations at codon 12 also were blotted onto the
filter membrane serving as positive controls for the GAA (dot 15) and the GTA (dot 16)
sequence.
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SESSION III

PANEL DISCUSSION

Dr Ron Wolff (Lilly Laboratory): I was wondering if you had any idea at this point what kind of

protein products that the HES gene was controlling that would be giving rise to the effects that you

have described?

Drinkwater: I wish we knew the answer to that. The thing that we have concentrated on most

recently is trying to map this gene. To date I could summarize the data by saying the gene is not

anywhere that we have looked, and we have looked at a fair number of places. So, we are taking a

somewhat more consistent approach to identifying the application. Having done that, the idea is to

then attempt to molecularly isolate the gene and hope that knowing the sequence of that gene will

tell us something about its function. At the protein level, we have absolutely no information at the

present time.

Dr Ray Yang (NIEHS): Dr Trosko, thanks very much for a very stimulating talk. I have two questions.

One is when you talk about environmental agents interfering with cell communication, it seems to
mhe by that very fact we are talking about a molecular event and, therefore, am I right to assume that

for this sort of process you need only a very, very low concentration; specifically, in terms of

carcinogenesis, perhaps we are talking about a similar level as with a DNA adduct, in terms of a few

molecules and so on? That is one cvestion. The second question: Is in vitro cell communication an

adequate reflection of in vivo cell comm'inication?

Trosko: Two beautiful questions and I didn't set you up for that. The answer to the first is no,

conditionally. There are at least three families of promoters that I have been able to discern by

looking at hundreds of chemicals that modulate gap junctions. One is what I call the TPA-TCDD type;

they work at nanogram levels, hormone-like levels, because there are receptors for it. Secondly, there

is the DDT-phenobarbital type that work at microgram levels to block cell-cell communication. Then

finally, there is the NTA, the detergent-type and the saccharin-type, that work at milligram levels.

Today if I was told that a chemical was a promoter in the animal, all I have to ask you is did you use

pounds, ounces, or grams and I could tell you basically how they would work, just from my

experience. However, I say it is conditional in the sense that we now have shown their synergisms, so

you could in fact use a low level of DDT, which by itself on the cells does not down-regulate gap

junction, because it mediates the calcium levels, and you could use TPA at a low level that does not

regulate gap junctions. But you put the two together on the cells, and they synargize. Mainly

because, it turns out, they happen to interfere with gap junction by the same pathway, protein

kinase. The calcium affects the protein kinases and the TPA activates the protein kinases. Does the in
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vivo study of gap junctions reflect what goes on in vivo? The answer is that in reality and in principle

it does, but specifically it does not. There is no way it can. How do we get cells to grow in culture?

We throw all kinds of gunk on the cells, fetal calf serum with everything you can imagine in it, and all

kinds of media and what have you. These things affect the gap junctions. In fact, when we looked

for gap junction in communication in normal human keratinacytes, we bought a commercial media

with all the growth factors, and what have you, and we couldn't find any gap junction'

communication. Then it dawned on us that the reason why was because those cells were growing

because we threw the growth factors on. Whikn we put the cells in the same media without the

growth factors they communicated beautifully, and then we added the growth factors back one by

one and it blocked communication, and then the cells grew. What I am saying is when you put cells in

culture, you want them to grow. In effect you are conditioning the situation to have fewer gap

junctions than they normally will because you don'twant cells not to grow, normally. Finally, I just

want to add that if Jim Klaunig is in the audience, in answer to this major question, I could show, let's

say, a chemical blocks gap junctions in certain cell types in culture, but the question is does it block it

in you in any particular organ? We cannot predict at this date whether this is the case. We are going

to have to go to the next stage developing an in vitro, in vivo model and Dr Klaunig at Ohio, using it

from Glenn Sipes's Laboratory, now has a new tissue slice technique where you can microimpel dyes

in the cells and the organ, watch communication, and then we can also watch what happens with

those cells when they communicate or don't communicate in the tissue leaving the tumors. So we are

going to the next stage, whether we can ultimately take any given chemical and monitor in you, like

monitoring for adducts in your blood, whether gap junction communication is going on or not. Right

now I cannot conceive of anything, any technique to do that but that is where we ultimately are

going to have to go. I hope I have answered your question.

Dr Henry Wall (NSI): Dr Eustis, at the completion of the microscopic pathology examinations for

toxicity study, what are the usual criteria applied to make a final interpretation that a hyperplastic or

displastic lesion has preneoplastic significance?

Eustis: I think as far as hyperplasia is concerned, we always look for other evidence that the response

we are getting is due to some sort of cell damage, so whatever tissue it is, we look for other evidence

that there is actual cell necrosis or some other degenerate process that is occur, ng. If we see what we

think is a hyperplastic lesion and we can't detect any evidence of primary cell damage for it, we may

suspect that it might be a preneoplastic response. As far as dysplasia is concerned, I think any tim(

you see true dysplasia you have to think in terms that it is a possible preneoplastic nature, I think you

can never get a precise answer, it is just a guesstimation of what is happening. But you need to take

into consideration all the evidence that you have that there might not be cell necrosis occurring and

other things.
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Dr Clay Frederick (Rohm and Haas): I have a quostion for Dr Eustis. I was very interested in your

forestomach development and the tumors you were describing and I find that response to be

fascinating. The forestomach does seem to be very sensitive to a variety of irritating compounds,

dose gavage and otherwise. I think the most interesting example is propionic acid do. e in the

drinking water. This is forestomach tumors, and propionic acid is interesting because ic is a normal

constituent of the gut lumen and it is formed by the bacteria in the rat forestomach by fermentation,

yet when dosed, the drinking water gives tumors. I guess I would be interested in your speculation or

comments as to why you think the forestomach may be so sensitive to irritating compounds or

disturbance in physiology

Eustis: I am. iot sure that it is more sensitive than other tissue. I certainly think that if you are given

something by gavage or in a feed study you are naturally going to have the material deposited in the

stomach where it is going to stay for a certain time period. Certainly if you are depositing by gavage,

you are depositing a relatively large amount that is going to stay there for tiw t;me it takes to exit the

stomach. Squamous epithelium does not have the mucous protection that the glandular epithelium

miu..t have. It may be a little simpler in nature metabolically, so I think there are just lots of things

involved. I am not sure that the squamous epithelium of the stomach is any more sensitive than the

skin, per se.

Conolly: I would like to ask Dr Goldsworthy a question. You touched on the distinction between

mitotic stimulus to cell replication and cell replication that is presumably a function of possibly a

regenerative hyperplasia cytotoxicity sort of event, and that they are thought not to be eqL',,!ent in

terms of how they contribute to the carcinogenic process. Can you elaborate on that at all?

Goldsworthy: Yes, that is mainly from studies which demonstrated that when you give equal amount

of cell turnover, but given by a mitogenic agent vs. cell regenerative agent it was not capable of

helping induce the initiating stage nor the promoting stage. It just shows that perhaps there are

different types of everts that occur during cell rep, perhaps it is a gene expression that perhaps

induces why a mitogenic agent may not work compared to a regenerative-type agenc. We are now

doing studies on this where we have identified mitogenic agents and regenerative agents and given

them both in initiation-promotion regimens and looked at cell replication and other parameters that

occur and see if they do induce lesions or whether they do not.

Conolly: What you are saying is that the likelihood of a significant mutation occurring during cell

replication may be different in different cases, depending on the pattern of gene expression that is

occurring during the process of cell replication?

Goldworthy: That is right.
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Yang: I have two questions. The first question I want to ask in the context of the National Toxicology

Program. It is not just my program, or the staff members' of the National Toxicology Program, but

everybody's in the United States I want to ask this in context to the whole panel, but I want to

specifically say that Dr Eustis and I didn't set up this question; it is just spontaneous and if he wants to

comment that it is fine. I think Dr Drinkwater illustrated in his three strains of mice that the B6C3FI is

kind of medium sensitive in terms of carcinogenicity studies, and we at NTP had been struggling with

the fact that there is a lot of disagreement in terms of the mouse tumor significance in terms of

carcinogenicity, and thinking into the future, is there something the panel could offer in terms of a

strain of mice that might be a good model to use? Specifically, in terms of a transgenic mice, whether

or not there are good reasons that the NTP should adopt that sort of philosophy, change or modify

our assay procedures. This is the first question.

Drinkwater: As far as the transgenic mice go, I know that there has been a suggestion following

Leder's work, using mic transgenic and ras transgenic mice that those animals may provide a good

test animal for studying tumor induction. I am not entirely convinced of that.

Yang: In the sense of what, more sensitive?

Drinkwater: That is the argument that has been made, at least that is the argument that has been

made in the context of using those animals. I am not entirely convinced of that argument, however,

given that although it is clear that an additional event is required in the cells of those transgenic

animals that results in the eventual development of the tumors, it is not ir all cases clear what that

event might be. And in certain transgenic models that would hay . been as likely to be the expression

of the transgene that may not correspond to what is going on in in vivo carci nogenesis. So it not clear

to me that the transgenic provide a particularly good approach. As far as whether any given inbred

mouse strain or F1 hybrid is better than any other, at nearly any site one cares to look one can find

inbred mouse strains that are highly susceptible to tumor induction as well as those strains that are

highly resistant. My off-hand feeling is that the B6C3F1 hybrid is probably as good as any and that the

high sensitivity of that strain is in its favor from the point of view that you are, in some sense, using it

as an amplifier of carcinogenic response; that is, it is very sensitive for initiating agents and it is likely

also to be sen;itive for nongenotoxic promoting agents The interpretation of those results is open to

some question in the latter case because nongenotoxic agents, agents that act as promoters, do so in

many instances in both tissue-specific and species-specific fashions, so that you always have the

problem of extrapolation from that point.

Yang: Let me go on to the second question then, specifically for Dr Goldsworthy. This alpha 2-p1

globu, n, can you tell me what perhaps is the evolutionary significance of this particular protein?
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What is the function? Is it a mistake by Mother Nature? Why is it in male rats and what is it doing in

the kidney?

Goldsworthy: Most of my work was done in the in vivo study and, as I mentioned, Jim Swenberg is

continuing that work. It is a specific male rat protein as you said and therefore we are concerned

indeed whether humans exposed to such compounds, which is a growing list, would elicit the same

tumor response. Obviously, if you don't have the alpha 2-p., you probably don't get the same cell

replication effects that we think are important, so it is a very big question. They are doing a

continuing amount of studies. The main activity or function for alpha 2-p is not yet known. Humans

do not have the alpha 2-p but they have a similar size class of proteins, obviously, so they are doing

studies of binding, and looking at super family structure of proteins, and structure relationships of

proteins in trying to elucidate that answer, and at this point they really can't answer that question.

Yang: In my naive impression, the evolutionary process goes very slowly, it is highly efficient, and

everything has got a purpose. It seems to me that it is highly unlikely that the evolution process is

such that this protein is created to wait for gasoline to be ;ed...

Goldsworthy: It is known in the sexual maturity of male rats. So that is why it is in the males and not

the females. That part is known. What creates impartiality to digestion in the kidney and the

function going on there is not known, but it is known to help in the maturation of male rats, the

sexual maturity, so it does have a function.

Loring Pitts (Envirosphere Norcross, GA): I did some work initially when I was at Wright-Patterson

with the hydrocarbons and this thing. At that time we were not calling it a tumor. I have been out of

the field for a little bit. Part of the question is has there been any other species besides the male rat

that has exhibited what you are talking about? It is my impression in remembering that there has not

been, but have you looked at any other species and found a similar kind of effect?

Goldsworthy: We have only looked at rats and mice, and the males and females. Other laboratories

have only done the same, the response was the same. They have also looked at other species, guinea

pigs and rabbits even, and it has not been shown except in the male rat.

Drinkwater: It might be pointed out that the mouse has a quite similar family of proteins that are

also antigen-regulated and highly secreted in male mice, but you don't see the nephropathy in the

case of mice.

Frederick: I would like to play oft of Ray Yang's question. Within male rats, focus the question a little

more on the localization of this; have we just looked in the F-344 or have we looked at a lot of

strains? I honestly do not know, I have not noticed it in the literature, but it is at least possible that

260



this particular strain may have an artifact in the degradation of this particular material that may make

it more simple; I have no idea.

Drinkwater: I do know that the Spraque Dawley rat also will show a similar kind of effect, at least in

terms of morphological characteristics, in which you look at the kidneys after dosing with

hydrocarbons and you will see the same protein drop as in the Sprague Dawley also.

Goldsworthy: Yes, they did a study, I think, with five different strains. They did see a similar response

in several of the strains, but the magnitude of the response was altered in some of the strains.

Dr Robert D'Amato (Procter and Gamble): We have looked also at about five different strains of rat.

Interestingly enough, there is a strain of rat that has a very low production of alpha 2-p globulin in

the murine and we have this hooded-type rat, and we have looked at that particular rat with several

agents that exacerbate the binding to alpha 2-p, and in that particular rat there is obviously very little

binding; you do not get the accumulation of alpha 2-p that you get with the other strains of rats; you

do not get hyaline droplet; and more importantly, you do not get the renal nephrosis, which is the

prime marker for the eventual tumorigenesis.

Goldsworthy: Have you done tumor studies with that rat as well?

D'Amato: No, we have not.
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Washington, DC

Thank you. It is a distinct pleasure to be here today to discuss what I believe to be one of the

most important issues facing occupational health and military readiness professionals. I hope that by

the end of my remarks you will appreciate and understand the importance I place on toxicology as a

critical element in executing our national defense and public health responsibilities. In the next few

minutes I want to share some of my views on toxicology and how it relates to the Air Force mission.

The Air Force has been, is, and will continue to be a major user of hazardous materials and a

generator of hazardous wastes. Although the methods we used in prior years to handle and dispose

of hazardous wastes and, in some cases, to remediate damage to the environment, were proper, the

challenges we face today to accomplish our mission and deal with hazardous materials in the

workplace and in the environment are much more demanding and are taxing our professionals to the

limit.

With the passage of legislation like the Toxic Substances Control Act, the Resource

Conservation and Recovery Act, and CERCLA (Comprehensive Environmental Response Compensation

and Liability Act), our elected officials sent a strong message to the regulated community - that we as

a society must protect the health of the population in general and workers in the workplace in

particular, as well as the overall environment, by controlling and minimizing the use of chemicals,

many of which are absolutely essential to life in a modern world.

This is by no means an easy task for the Air Force because our installations already use over a

thousand types of chemicals to support existing weapons systems and the normal functions of the air

base community. Further complicating our ability to ,..omply with Congressional mandates will be the

challenges to reduce wastes that we will generate f om emerging and future weapons systems that

will be built using new technologies involving composites, new coatings, and supporting

maintenance chemicals. We need to ensure that the path we take to protect our people and the

public and to reduce our liability actively combines our technical, scientific, and operational resources

to achieve hazardous waste minimization.

Nearly six years ago when I was appointed to my position, I knew little about toxicology or its

real importance. Over the past few years I have come to the realization that we have not yet made

the necessary commitment to really understanding the effects of chemicals and building and
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manufacturing materials, and the processes involved with them. I say this not just in terms of the

Department of the Air Force, the Department of Defense, the Federal Government, or American

industry, but in terms of modern world society.

As you know better than most people, the modern world and its technology have brought

mixed blessings. We have things that make life so much better and easier and secure; but in order to

have those things we also have upped the stakes in terms of potential adverse impacts to workers in

the workplace, to select groups of citizens, and to the human environment in general.

I suspect that the fundamental issue about toxicology is really one of philosophy, social

contract, ethics, and morality. Simply stated, we need to step up to our societal obligations as

professionals and government officials to understand and deal with the effects of the chemicals,

materials, and processes that our agencies and industries bring into the workplace and the

environment. In this country, every worker and citizen should be able to handle and use that which

Government or industry provides with the confidence that, to the best of our ability, it is safe and not

hazardous to health. The "Buyer Beware" philosophy is not acceptable for our people or the public

when it comes to defense-generated chemicals, materials, or processes.

The Air Force and, for that matter, the entire aerospace industry, has a significant problem

with identifying, characterizing, and understanding the potential health and environmental effects

of new chemicals, combinations of chemicals, and the industrial and manufacturing processes

associated with them. The development of advanced weapons systems and new aerospace

technologies will be accompanied by new fuels, hybrid structural materials, and other unique

chemicals as well as new processes, many of which have the potential for creating unacceptable

health hazards for our personnel and, in some cases, for the public at large. This continuous influx of

new and exotic materials from the research, development, and acquisition pipeline brings attention

to the first point in the process at which decisions need to be made to procure or not procure a

specific hazardous material.

Several years ago, I asked the Air Force Scientific Advisory Board to investigate the selection

and use of hazardous materials in the weapons systems development a id acquisition process. The

m ajor findings were as follows.

* The weapons systems acquisition process does not identify and include the goals of
minimizing the use of hazardous and toxic materials nor does it address the long-
term implications of management of hazardous wastes.

* The systems program offices or SPOs are the key point for consideration of
environment, safety, and health factors. However, only safety currently is being
adequately addressed. Identification of hazardous and toxic materials issues
during the course of the weapons systems acquisition process will require early
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involvement of environmental and health personnel who are currently not
formally integrated into the process.

* There is no mechanism for a formal review by environmental, safety, and health
personnel.

The study noted that life cycle impacts of hazardous material need to be identified early if we

are to make real progress toward waste reduction.

Earlier this year, a general officer steering group, chaired by Major General Fredric Doppelt,

the Commander of the Air Force Systems Command, Human Systems Division, was formed to

investigate the long-term implications of implementing the findings of the Scientific Advisory Board

(SAB) study. Paramount in their charter is one objective and that is to place specialists - health and

environmental professionals - directly into the process so that new chemicals can be evaluated prior

to system acceptance. Success is imperative because without accomplishing this basic objective we

have little hope of really reducing the waste stream in a long-term, meaningful way and, perhaps

more importantly, we will have limited potential to do the advance toxicology-related work early

enough to make a real difference to the worker in the workplace.

If this bridge is built effectively between the weapons system research, development, and

acquisition community and that of our toxicological capability, we should begin to better understand

the exposures we will face from new materials and chemicals. This will do more than just add health

and environmental professional resources to an already time and schedule-minded SPO, it will give

the R, A, & D community an advocate on the SPO team who can fight for more environmentally

acceptable and less toxic materials to support new systems. Our challenge is to work this early

enough and successfully enough to find acceptable substitutes or do the necessary evaluation and

analysis to understand health effects, and develop the method and controls to deal with them, but at

the same time, not endanger the weapons system requirement or schedule.

We face a rough road ahead even if the changes to the acquisition process are successful. The

Air Staff has modified AFR 800-2, the Acquisition Process, to require hazardous material review for

possible substitution with less hazardous or toxic materials. It also includes a mandate to reduce the

volume of materials to support new weapons systems. Other changes to supply and procurement

regulations establish the requirement for tracking and control of materials to minimize occupational

exposures. The Office of the Assistant Secretary of Defense (Production and Logistics) is working with

the Defense Acquisition Board as a result of our initiative to institutionalize material selection by

health and environmental personnel in all weapons systems programs. This is a major step forward,

In spite of all of our initiatives in the environmental and acquisition areas to reduce our wastes

and future liabilities, we must ask if we are adequately focusing our attention on the area where you,

the toxicology community, can help us the most. I believe the answer is no. In my opinion one of the
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most pressing needs that we have today is to reduce the toxicity of chemicals in use or proposed for

use through chemical substitution. Our present Technical Order and Military Specifications systems

do little to allow our personnel in the field any flexibility to substitute less toxic or more

environmentally acceptable materials when the situation arises. The problem is partly bureaucratic in

nature, but we really must tackle it head on. All too often we face performance specifications where

the health aspects vary based on different additives. For the most part, chemical toxicology is not a

factor in material selection or use.

Our-need to begin substituting less toxic materials in our supply system needs attention, but

how do we take credit for it when we do it? I believe that our greatest contribution toward waste

reduction will come after we devise a mechanism to account for it as a waste reduction statistic.

There is no present method for equating toxicity reduction with chemical substitution, reuse, or

recycling as a volumetric reduction. In many cases, nontoxic materials will be successfully substituted.

However, many currently used chemicals will simply be substituted with less toxic ones. This is still a

necessary action and critical if we are to reduce our occupational exposures.

I believe that we need far more toxicological data for the weapons systems research and

development work that we have underway. The Air Force, not unlike its private sector counterparts,

has its own unique chemicals which often do not have as much toxicology data as we would like to

support exposure assessments. We need to look beyond traditional risk assessment to determine the

mechanism by which the chemical acts in the body. This will provide decision-makers with a better

understanding of the chemical and its associated risks before it is employed in a weapons system. Just

as private industry must identify their new products as toxic under TSCA, we need to strive for better,

more conclusive data on our own chemicals.

Recently there has been a fair amount of public controversy about the potential adverse health

effects of the use of composite materials in the aerospace industry. In particular, the Air Force has

been the target of interest. I have looked carefully at this aspect of occupational health, industrial

hygiene, and toxicology and have reached the following conclusions.

0 There are things that we do not know about the health effects of composites and
the chemicals and manufacturing/maintenance processes associated with them.

0 We need to carefully evaluate the need for epidemiological studies of workers
involved with composite technology.

9 We need to know if the exposure standards for individual materials and
combinations of materials are adequate.

* We need to determine what knowledge and data gaps exist with reference to the
synergistic effects of chemical combinations associated with composite technology.
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* We need to evaluate the manufacturing and maintenance processes associated
with composites technology and determine if they are optimum in terms of worker
safety and health.

* We need to evaluate engineering controls and worker-protective equipment
associated with composites technology and determine their effectiveness and
identify where improvements are required.

* We need to be certain that workers are aware of the materials and chemicals they
are using and that they are properly instructed regarding handling and medical
care.

The Air Force has already procured aircraft that use composites in various components and

airframes. In 1986 alone, the military aircraft market increased its use of composites by 12%, and

higher figures are projected. Most of our front-line aircraft such as the F-16, F-4, B-52, and several

cargo aircraft already have composites based on carbon or boron in their vertical and horizontal tail

structures. The B-1 bomber, for example, has 1100 pounds of composites in six large, single-piece

bomb-bay doors and lesser quantities in smaller components. The use of these composites is essential

primarily in the main structural members to promote weight savings, reduce fatigue stress, increase

tensile strength, and reduce corrosion to the airframe. Composites will play an ever-increasing role in

building the B-2, ATF, C-17, new land and air-to-air missiles, and the military version of the Advanced

Space Plane. We must continue to look into the future for solutions to our technology needs while

ensuring that the exposures to our personnel are properly identi fied and assessed.

As industry develops more advanced formulations of composites and epoxy resin binders, our

next step is to address the maintenance needs and the exposures they will bring. Continuous

exposures to composite fibers in their natural state or those released by reworking, such as sanding,

grinding, or drilling, can produce eye and skin irritations with possible long-term implications. Our

logistics needs result in most ocupational exposures and we must change work techniques to account

for the use of composites. Phenolic paint stripping, a commonly used method of removing paint from

our airframes during depot maintenance, cannot be used with composites because it dissolves the

epoxy resin matrix. Excessive sanding to remove stubbornly bonded polyurethane coatings reduces

the thickness of upper composites layers, thus reducing strength. New techniques such as laser

painting, may be a viable alternative; however, we then face a new occupational hazard that will

require more effective personal protection. As we solve the problems with composite materials, their

future use in our airframes will become more routine.

I would now like to briefly discuss our experiences of applying toxicology to the Air Force's

environmental mission of hazardous waste management and toxic waste cleanup. As I mentioned

earlier, past practices of hazardous material and waste management have resulted in releases from

disposal sites. Current law makes the Air Force responsible for remedial actions to achieve acceptable

deanup levels at contaminated sites on our installations, for cleaning up off-base contamination to
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which we have contributed, and for paying the cost of past cleanup of privately owned facilities

where Air Force wastes have been shipped. The funded cost of these efforts is over $170M in FY89

against a requirement of $280M, and an anticipated total need of over $3B before we expect to

complete the program.

With nearly all but a few of our preliminary assessments and site investigations completed, our

efforts now focus on the need for assessing the nearly 3000 sites with hazardous waste releases and

the techniques needed to remediate them. In the remedial investigation/feasibility stage, for

example, releases must be confirmed and quantified before alternatives to remediate them can be

generated. Rarely do we find situations where a single chemical is identified for cleanup. !n most

cases, it is a variety of chemicals or constituents within a single product that must be assessed. This

complicates the decision-making process because our present knowledge of single chemicals toxicity

is limited and usually requires, at best, speculation if one is to determine the synergistic effects of

exposure. Any releases that have found their way to groundwater would further complicate the

remediation process and increase the risk of exposure to our people and neighbors. It is the

identification and association of risk in our feasibility studies that will drive many of the alternatives

selected for cleanup.

Cleanup standards today for a given chemical vary not only state to state but also, in many

cases, between fede'al, state, and local agencies. One of our most commonly used degreasers,

trichloroethylene or TCE, which has been used since World War II, has seen cleanup levels of 25 ppb to

as low as 2.5 ppb with most states accepting the 5-ppb drinking water level. I understand that the

real level continues to be debated. As a federal environmental official, I will be pleased when there is

a real consensus.

With the passage of the Superfund Amendments and Reauthorization Act (SARA) of 1986,

toxicological emphasis on public exposure was built into the cleanup process. The National

Contingency Plan, our nation's procedural guide for cleaning up Superfund sites, now requires an

exposure assessment on each site on the National Priorities List (NPL). The Agency for Toxic

Substances and Disease Registry of the Department of Health and Human Services is responsible for

assessing these sites which presently includes 10 Air Force bases. Although, some additional bases will

make the NPL, the vast majority will revert back to us ,or exposure assessment.

The Harry G. Armstrong Aerospace Medical Research Laboratory here at Wright-Patterson AFB

published a compilation of toxicity data on the 70 most commonly seen chemicals at our installation

restoration sites last year. Actual toxicity is a major concern because the risk to the population

associated with a given cleanup alternative will most likely be the determining factor in the final
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selection, rather than cost because of public perception that cancer can only be avoided if cleanup

levels are zero.

We need to focus a portion of our research and development efforts on the data our field

personnel and lawyers will require to negotiate cleanup levels with regulators. The Toxicology Guide

was a start in the right direction, but we need more! Our limited toxicological resources will be

tasked beyond capacity as our Installation Restoration Program begins its transition to the Feasibility

Study stage, and cancer risk levels must be identified before the potentially costly final decision is

made to proceed.

Earlier in my remarks I mentioned my concerns about the occupational health aspects of

composites technology. As a result of my review of this subject, I have asked the Air Force Surgeon

General and the Commander of the Air Force Systems Command Human Systems Division to begin

planning for an Air Force-sponsored and hosted national symposium on the topic. While this is by no

means an Air Force unique issue, it is, in my opinion, something that must be addressed by the entire

aerospace industry and the occupational health professional community. The Air Force can and will

lead in this investigation and we hope that all who are and should be interested - the entire

aerospace industry, the occupational health and toxicology community, and labor - will participate.

What we need are answers, not questions. However, the first step is to achieve a consensus on what

are the questions, who ought to answer them, and what is the plan to get the answers.

Thank you for your attention and the opportunity to share a few thoughts with you on a very

important topic.
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SUMMARY

Human exposure to volatile organic compounds (VOCs) in tap water is often assumed to be

dominated by ingestion of drinking water. This paper addresses the relative importance of inhalation

and dermal exposures in a typical household. A three-compartment model is used to simulate the

24-h concentration history of VOCs in the shower, bathroom, and remaining household volumes as a

result of tap water use. Mass transfers from water to air are derived from measured data for radon

and used to estimate mass-transfer properties for VOCs. The model is used to calculate a range of

concentrations and human exposures in U.S. dwellings. The estimated ratio of household-inhalation

uptake to ingestion uptake is in the range of 1 to 6 for VOCs. A dermal absorption model is used to

assess exposure across the skin boundary during baths and showers. The ratio of dermal exposure to

ingestion exposure is in the range 0.6 to 1.

INTRODUCTION

Exposure assessment addresses the relation between the concentration of a contaminant in an

environmental medium (air, soil, or water) and the amount available for human ingestion, inhalation,

or dermal absorption. The traditional approach to exposure assessment relies on either

measurements of a contaminant or its surrogate at a fixed monitoring location or mathematical

model estimates of chemical concentrations given emissions data. One of the major weaknesses of

the traditional approach has been the implicit assumption that population exposure is linked by

simple parameters to ambient concentrations in air, water, or soil [1]. These simple parametric

relations are illustrated best by the use of a water-ingestion rate of 2 1/day per 70 kg body weight as

the bounding estimate for exposure to contaminants in tap water or the use of ambient outdoor

concentrations for assessing human exposure to contaminants in air. Exposure assessments that

include information on the characteristics of specific environments and the time/activity patterns of

individuals such as those addressed in the total exposure assessment methodology (TEAM) studies [2]

and the Harvard Health (6 cities) study [31 reveal the importance of providing a more complete

picture of human exposure.
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In its complete form, an exposure assessment should identify the source of a chemical; how

much chemical, through transport and transformation, is available in :i - ibient air, w, :er, and soil;

how much of the "vailable chemical comes in contact with humans and in wnat microenvi ronments;

and which individuals or population subgroups are exposed. Furthermore, the analysis should

quantify separate contributions by oral, dermal, and inhalation routes and the time dependence of

the exposure.

In this paper, the household unit is selected as a subcomponent of the total environment for an

exposure assessment. Tap water is assumed to be the sole source of contaminants to the household,

and the question posed is "How much of the lifetime exposure through ingestion, dermal, and

inhalation routes in the household is attributable to contaminants in tap water?" The answer to this

question is formulated using models to represent exposure by each pathway. The models used here

are tMken from recent literature in public health risk assessment.

Efforts to assess human exposure to contaminated tap water have revealed that significant

exposures to VOCs can occur from pathways other than the direct ingestion of water. Several

researchers have investigated the relative importance of a variety of VOC e:posure routes in the

home from use of contaminated water supplies (4-8]. In addition, there have been studies of the

contribution to indoor exposures of waterborne radon-222, another highly volatile substance [9, 10).

These studies indicate that exposure to volatile chemicals from routes other than direct ingestion of

fluids may be as large as or larger than exposure from ingestion alone. These other routes include

inhalation from indoor air of contaminants mobilized by showers, baths, toilets, dishwashers,

washing machines, and cooking; ingestion of contaminants in food; and dermal absorption of

contaminants while washing, bathing, and showering.

This paper is divided into five sections. The first section provides a background on a general

approach for assessing human exposure to organic chemicals. This approach addresses relative

contributions from ingestion, inhalation, and dermal absorption. The next three sections cover the

methods used to estimate ingestion inhalation, and dermal-absorption exposure factors. These

factors convert water concentrations in milligrams per liter into hLman-population exposures in

milligrams per kilogram of body weight per day. The final section presents a summary of the relative

con.rbutions of each pathway to total tap water derived exposure and concludes with a discussion of

the exposure models. Also provided in the last section is a discussion of the inherent limitations,

sensitivities, and possible conservatism in the models.
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BACKGROUND ON HUMAN-EXPOSURE ESTIMATES

The purpose of the human-exposure estimate is to provide a distribution of population

exposures to a chemical present in environmental media. The exposure estimates form the basis for

determining the absorbed doses, which are expressed as the amount of chemical absorbed or

metabolized per unit body weight per day (milligram per kilogram per day).

Exposure, Dose, and Risk

Exposure refers to human contact with a chemical or physical agent. Exposure can be

expressed in terms of a concentration, such as the airborne level in milligrams per cubic meter, or in

terms of the quantity that comes in contact with the human system through lung, gut wall, or skin,

expressed in milligrams per day (or mg/kg/day). An individual breathing 20 m3/d of air containing

1 mg/m 3 is exposed to 20 mg/day, or for someone weighing 70 kg this could be expressed as an

exposure of 2.9 mg/kg/day. Dose, or dose rate, expresses the amount of chemical actually absorbed

into the body where it can be subsequently metabolized and/or transported to other tissues. Risk

estimates are often based on the equivalent lifetime dose rate expressed in milligram per kilogram

per day absorbed through the lung, skin, or gut.

A general approach for estimating the risk as the incidence of health effects within an exposed

population is obtained from an expression of the form:

H= 1 dD 1 dR(D) n(D)p[R(D)] (1)
0 0

where H is the expected number of health effects within the population; D is the absorbed dose,

milligram per kilogram per day; R(D) is the risk factor that expresses the lifetime probability of health

effects at a dose level in the rangeD toD + dD, kg-d/mg; n(D) is the number of people receiving a

dose level in the rangeL, toD + dD; and p[R(D)] is the probability density function that expresses the

probability that the dose/response function at dose level D has a value between R(D) and

R(D) + dR(D). At low exposure it is common to assume that the risk factor R(D) can be approximated

by a linear function that is independent of dose rate D. In this case R(D) -q, where q is the cancer

potency in kg- d/mg.

For the three pathways considered he e - ingestion, inhalation, and dermal absorption -the

total dose rate is given by the expression

3
D= Eia i  (2)

i=1

where D is the total lifetime average abscbed dose rate, milligram per kilogram per day; i is the

index referring to pathway (w = ingestion, a = inhalation, d = dermal absorption); and a, isthe
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absorption factor for the ith pathway, unitless; and Ei is the daily average lifetime exposure rate by

the ith pathway, milligram per kilogram per day.

Anatomical and Dietary Parameters for Humans
Table 1 lists values of human-body mass and surface area as a function of age. The lower

portion of this table lists the values used in this study to characterize each of the major age

categories: adult, child, and infant. The values listed include arithmetic means and standard

deviations. The surface area as a function of body weight is calculated from a formula taken from the

ICRP [11]:

4W+7 (3)
W+90

in which SA is the surface area, M2, and W is the body weight, kg.

TABLE 1. HUMAN BODY WEIGHT AND SURFACE AREA BY AGE AND SEX (FROM ICRP, [11])

Age Surface areaa
(yr) Sex Mass (kg)a (M2)

Newborn Male/female 3.5 ± 0.6 0.22 ± 0.02

1 Male/female 10 ± 2 0.47 ± 0.07

2 Male/female 12 ± 2 0.54 ± 0.06

4 Male/female 18 ± 2 0.73 ± 0.06

8 Male/female 26 ± 5 0.96 ± 0.1

12 Male/female 41 ± 8 1.3 ± 0.2

16 Male 62 ± 8 1.7 ± 0.1

Female 55 ± 8 1.6 ± 0.1

20 Male 70 ± 10 1.8 ± 0.1

Female 58 ± 9 1.6 ± 0.1

40 Male 75 ± 10 1.8 ± 0.1

Female 62 ± 10 1.7 ± 0.2

Infant Male/female 8.5 ± 3 0.42 ± 0.1
(Newborn to 2 yr)

Child Male/female 32 ± 16 1.1 ± 0.4
(2 to 16 yr)

Adult Male 73 ± 10 1.8 ± 0.1
(16to70yr) Female 60 ± 9 1.6 ± 0.1

a Arithmetic mean _ one standard deviation.

273



The standard deviation in surface area is calculated as the product of the derivative of surface

area with respect to body weight (W) and the standard deviation in body weight.

Table 2 provides values of the hourly breathing (ventilation) rate by age and activity level.

Also provided are the daily average breathing rates based on the time spent at rest or awake and the

daily average breathing rate per unit body weight. These values represent the volume of air that

enters and leaves the lungs within a one-hour period. Time-varying exposures are estimated using

these data to determine that the infant, child, and adult breathe, respectively, 29, 24, and 17 Ukg-h

during waking hours and 11, 9, and 6.1 11kg-h while resting. Combining these values using weighting

factors corresponding to fraction of years and time of day an individual spends in each breathing

category and using body weights appropriate for each category gives a lifetime average daily

breathing rate of approximately 20,000 L/day.

TABLE 2. REFERENCE BREATHING RATES FOR INFANTS, CHILDREN, AND ADULTS (FROM ICRP 1111)

Infant Child Adult Adult
(1 year) (10 year) Female Male

Activity L/h (h/day) L/h (h/day) L/h (h/day) L/h (h/day)

Working, light 250 (10) 780 (16) 1,100 (16) 1,200 (16)
activity, or
recreation

Resting 93 (14) 288 (8) 360 (8) 450 (8)

L/h

Daily average 160 620 850 950

Ukg-h

Daily average 160 620 850 950
breathing
rate per
unitbody
weight

Table 3 lists reference values for intake of fluids by infants, children, and male and female

adults. The information is listed by fluid source. Tap water refers to direct consumption of tap water.

Other sources of fluids refer to all intakes of fluids, exclusive of milk and direct tap-water

consumption. It should be noted that intake of fluid in beverages such as coffee, tea, and soft drinks

may consist of indirect tap-water consumption. Also listed in Table 3 is the fluid intake per unit body
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weight. This factor includes total fluid intake per unit body weight. For infants and children, this

ratio is relatively high, 0.11 and 0.044 L/kg/day, respectively. For adults, this ratio is 0.023 L/kg/day for

women and 0.029 L/kg/day for men, with a combined adult value of about 0.026 L/kg/day.

TABLE 3. FLUID INTAKES FOR INFANTS, CHILDREN, AND ADULTS (FROM ICRP [11])

Lid

Infant Child Adult Adult
(1 year) (10 year) Female Male

Milk 0.9 0.45 0.2 0.3

Tap water - 0.2 0.1 0. 1 a_

Othera - 0.75 1.1 1.5

Total fluids 0.9 1.4 1.4 2.0

11kg/day

Fluid intake per unit bodyweight 0.11 0.044 0.023 0.029
a includes tea, coffee, soft drinks, beer, and other beverages.

Pathway-Exposure Factors for Tap- Water Exposure Routes
Pathway-exposure factors (PEFs) are used to link contaminant concentrations in tap water, Cw,

to an exposure rate. The PEFs incorporate information on human physiology, anatomy, an~d behavior

patterns and environmental transport into a term that translates the contaminant concentration in

tap water, milligrams per liter, into a daily exposure in mg/kg/day for a specified route (i.e., ingestion,

inhalation, dermal). For exposure to tap water there are three PEFs: (1) water ingestion, Fww;

(2) water/inhalation, Fwa; and (3) water/dermal absorption, Fwd.

Because regulatory agencies are often interested in the equivalent lifetime exposure within a

population composed of three age categories (infant, child, and adult), the overall exposure factor is

the weighted sum c,f the pathway-exposure factors for each of the three age categories. For

example, the pathway exposure factor, Fwa, for water by inhalation can be divided into three

components

2 14 54
Fw= 0 f (infant)+-f (child) + T flu (adult) (4)

70~~ 70~ 0
In this expression, the factors 2/70, 14/70, and 54/70 reflect the fraction of time the population cohort

spends in each of the age categories. It also is assumed that the population is stationary and that the

contaminant concentration in tap water is constant over the 70-year exposure period. If this is not

the case, then the concentration should be modified appropriately.
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PATHWAY-EXPOSURE FACTORS FOR DRINKING WATER

For the water-ingestion pathway, the Fw, parameter for each age category is obtained by

dividing daily water intake by body weight. The ratio of fluid intake to body weight for each age

group comes from Table 3. Data compiled bythe ICRP [11] on fluid intake by adults at high

environmental temperatures and during moderate activity reveal that at high environmental

temperatures (to 320C) adults consume 2.8 to 3.4 Llday of fluids and that moderately active adults can

consume 3.7 L/day. Using an adult weight of 66.5 kg from Table 1, this corresponds to a fluid intake

as high as 0.056 Ukg-day. Assuming that all fluids consumed by the members of a household with

contaminated water are at the same concentration, estimates of the ingestion pathway-exposure

factor are bracketed using the lifetime average fluid intake per unit body weight derived from Table

3 as the reference value and the fluid intake by moderately active adults as the upper bound. Thus,

Fww can be estimated to be in the range
2 14 54

F =- X0.11 + X.044+ 4 X.026 (5)
WW 70 70 70

= 0.032 mg/kg - dper mg/L, and

214 54

F 2-X0.11+ - X0.044+ XO.056 (6)
MW 70 70 70

= 0.055 mglkg- d per mg/L

The reference value, 0.032 (mg/kg/day)/(mg/L) is similar to the value obtained under the

assumption that intake of drinking water over a lifetime approximates 2 U70 kg/day or

0.028 (mg/kg/day)/(mg/L). Cothern et al. [41 reported that a weighted average derived from water-

consumption curves gives a lifetime exposure factor on the order of 0.034 (mg/kg/day)/(mg/L). The

upper-bound limit in Equation 6 corresponds to a lifetime average daily fluid intake of 3.8 for a 70 kg

adult. To date, population studies on the variability of water consumption have not been conducted

in the United States [4]. However, the Canadian Environmental Health Directorate [12] has studied

the variability of water consumption in Canada and found 13 to 16% of adults may consume more

than 2 1/day of fluid. Nonetheless, it should be recognized that the PEF in Equation 5 provides a

conservative reference estimate because it includes all fluid intake and not just tap water. The upper

bound PEF in Equation 6 should be used for situations where the assumption of large intake from tap

water can be justified, or for estimating maximum acute exposures.

PATHWAY-EXPOSURE FACTORS FOR INHALATION

McKone [8] has developed a model that describes the daily concentration profile of VOCs

within the various components of the indoor air volume of a dwelling. For the model, the indoor air

volume is divided into three ompar-tments - the shower/bath stall, the bathroom, and the household
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volume. This is shown in Figure 1. This model is used to calculate two bounding pathway-exposure

factors that relate inhalation exposure to the use of contaminated water in a household. One

corresponds to the avdrage daily lifetime exposure to an individual living in a "typical" household.

The other represents an upper bound estimate of exposure in which the model parameters are set at

values that provide a conservation upper limit on exposure and dose estimates.

House VolumeInf iltration InusAr

Washing Machine Exchange
Dishwasher

Exf...tration Cleaning ._.
-------- therBathroom

Ventilation

Contaminated

Fiur at Dserso ofCeialurmTapaeptlhyndo nirnet

Bathroomt Volume

--.m ---- "Air Exchange i :;,'.: :,:::
- Inputs: NiShoweur

Bath

++,+++++qShower/
,.o+.+,o.,,$ Bath

Contaminated Water Supply

Figure 1. Dispersion of Chemicals from Tap Water to the Indoor Environment.
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For each compartment in the indoor model, the time-dependent chemical concentration is

obtained by solving the differential equation that balances the time rate of change of contaminant

mass to the instantaneous difference between gains and losses. The mass-balance equations for the

three compartments take the following forms:

for the shower stall,

dC8 (t) (7)
Vs d=Qs(t)+qb8Cb(t) -qbC(t),

for the bathroom,

dCb(t)(8)
Vb = -= Q b(t ) + bCs(t)-qA(t) - (qbs+qbo +qb ) Cb(t),

and for the remainder of the house,

dC(t) (9)
Va "t =Q a W + qbaCb( t) - (qab+ qO) Qt)"

In the above equations, the Cs refer to concentrations, mg/L; the Vs refer to volumes, L; and

the Qs refer to sources, mg/min. The subscripts s, b, and a are used to indicate the shower, bathroom,

and remaining household compartments, respectively. The q's are used to represent air-exchange

rates, L/min, with the subscripts identifying the source and endpoint of the transfer. For example, the

mass transfer, qsb, refers to an exchange from shower air, s, to bathroom air, b; qba refers to the air

exchange from bathroom to household air. The air-exchange parameters, qb, and qao, refer to air

transfers from the bathroom and household compartments to outside air. The air-exchange

parameters, q, are derived from the following relationships:
V8 (10)q sb = qbs = "R"

8

Vb (11)

b

qbO= foqbO, (12)

qba=qab-qbo (13)

V a (14)
T =qa +qab,

a
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in which Rs, Rb, and Ra are the residence times of air volumes in the shower, bathroom, and

household air compartments; and fo is the fraction of air entering the bathroom that is exhausted

directly to outside air by ventilation.

The source terms Q,(d, Qb(t), and Qa(t) are used to account for the input of a volatile chemical

from the use of contaminated water in each respective household compartment. Because we are only

interested in estimating the indoor concentration attributable to contaminated water supplies, the

concentration of a contaminant in ambient air is ignored. The general form of the source term for an

arbitrary compartment, i, has the form

.IAH (t' ti', t;) (15)

(ti -to)

where Qi(t) is the time-dependent source term in the ith compartment, mg/min; Ii is the total amount

of water consumed daily by activities in compartment i, L; 4i is the efficiency for transfer (mg/L

transferred divided by milligram per liter initial concentration) of the chemical from water to air for

water use in compartment i; H(t, t°, t) is the function whose value is 1 when t is between to and
i *

t. and zero otherwise, unitless; to is the time at which water use in compartment i begins, min; t*. is

the time at which water use in compartment i ends, min; and C, is the contaminant concentration in

the water supply, mg/L.

In the current version of the model, all water uses are combined into three activities:

(1) showers/baths in the shower stall, (2) toilet use in the bathroom, and (3) all other water uses in the

remainder of the house.

The transfer efficiencies 4p., 4 b, and (pa, which are crucial inputs to this model, have only been

measured directly for trichloroethylene (TCE) [6, 7]. However, several measurements of these transfer

efficiencies for the naturally occurring rr 'ioactive gas radon have been made by Prichard and Gesell

[9] for homes in the Houston area and by Hess et al. (10] for homes in Maine. These measured transfer

efficiencies are listed in Table 4 where it can be seen that the two data sets are consistent. In

addition, the transfer efficiency for TCE measured by Andelman [6, 7) in a model shower is similar to

the measured values in Table 4 for radon.

In assessing the transfer of volatile organics from water to indoor air, MacKay and Paterson

[13J have shown that both radon and volatile compound mass transfer from water to air can be

modeled using a "two resistance" approach. In this approach the overall mass transfer, through

liquid and air reflects resistance through both the liquid and gas phases. McKone (8] has shown that

the two-resistance model, when combined with elementary models of mass transfer, can be used to

estimate transfer efficiencies for one chemical species using measured values for another. He used
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TABLE 4. THE RADON-TRANSFER EFFICIENCY FROM AIR TO WATER REPORTED BY PRICHARD AND
GESELL [91 AND BY HESS ETAL. [101 TOGETHER WITH WATER CONSUMPTION BY
CATEGORY OF USE

Radon Transfer Efficiency (%) Water Consumption

Prichard and Hess et al. Daily usea
Gesell [9] [101 Uperson-day

Toilets 30 30 35 to 95

Showers 63 65 25 to 75b

Baths 47 30

Laundry 90 90 28 to 44

Dishwasher 90 98 14

Kitchen and sinks 30 30 19 to 68

Cleaning 90 - 13 to 30

Total 130 to 330
a Derived from Bond et al. 1973 (14] and Siegrist 1983 (15].
b Showers and baths reported together.

this model to show that measured transfer efficiencies for TCE can be predicted using radon transfer

efficiencies. In this model the transfer efficiency for species other than radon is calculated under the

assumption that the transfer efficiency is in proportion to the overall mass-transfer coefficient, K, at

the liquid/gas boundary. The transfer efficiency is calculated as

2.5 RT

~j ~~ DR (D +D "'H)Rn (6

K(Rn) 2.5 RT (16)

where O is the transfer efficiency for species,j, in water use, i, unitless; and is the transfer

efficiency for radon as reported by Prichard and Gesell [9] and Hess et al. [10] for water use, i, unitless.

De is the contaminant diffusion coefficient in water (m2/s); Da is the contaminant diffusion coefficient

in air (m2/s); R is the gas constant (torr-Umol-K); T is the temperature (-293K). For many organic

compounds, Da is on the order of 5 x 10-6 m2/s and De is on the order of 5 x 10-10 m2/s. Table 5 lists

mass-transfer data and corresponding transfer efficiences for radon and seven VOCs: carbon

tetrachloride, chloroform, dibromochloropropane, ethylenedibromide, perchloroethylene,

trichloroethane, and trichloroethylene.
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TABLE 5. MASS-TRANSFER PROPERTIES FOR RADON AND SEVEN VOCs AT 20 Ca

Diffusion Diffusion
Coefficient in Coefficient in Henry's Law

Compound Water Air Constant K (j)
(j) (m2/s) (m2 /s) (torr-m3/mol)b K (Rn)

Radon 1.4 x 10-9  2.0 x lO-5  70c 1.0

Carbon tetrachloride 8.2 x 10-10 7.8 x 10-6 17 0.70

Chloroform 9.2 x 10-10 8.7 x 10-6 2.4 0.75

Dibromochloropropane 7.2 x 10-10 6.9 x 10-6 0.18 0.59

Ethylenedibromide 8.9 x 10-10 8.1 x 10-6 740 0.74

Perchloroethylene 7.6 x 10-10 7.4 x 10-6 21 0.66

Trichloroethane 8.1 x 10-10 7.8 x 10-6 3.0 0.69

Trichloroethylene 8.1 x 10-10 7.8 x 10.6 8.0 0.69

a Calculated using property-estimation methods described in Lyman et al. (161 unless otherwise noted.
b Estimated as the ratio of vapor pressure to solubility. Vapor pressure and solubility data are taken from Verschueren ( 171.
c Derived from Mackay and Paterson (131.

Model Parameters
There are four types of input data required by the indoor model: (1) house and room volumes,

(2) residence times for air in each household volume, (3) water use by category, and (4) amount of

time individuals spend in the shower, bathroom, and remaining house.

The volume of the house is assigned a value of 400 m3 based on Prichard and Gesell's [9]

observation that household volumes in the Houston area are in the range 150 to 680 M3. The volume

of the bathroom is assumed to be 10 M3 with a likely range between 5 and 50 M3. The volume of the

shower stall is assumed to be 2000 L with a likely range between 1200 and 3000 L.

Andelman [6, 7] has measured the residence time of the air mass in a shower to be on the order

of 20 min and this value is used in the model. The residence time of the entire household air volume is
given a reference value of 120 min with a range of 30 to 240 min [8]. The residence time of air in the

bathroom is assumed to be 30 min.

Total water use for the reference household is based on the assumption that there are four

occupants consuming 250 Uday per individual for all indoor uses. Each individual is assumed to use

75 L in showers or baths. These values are derived from ranges of values reported in Bond et al. [14]

and Siegrist [15], which are summarized in Table 4.

In a survey of 2550 households in western Australia, James and Knuiiman [18] report an average

shower flow rate of approximately 9 Umin with households reporting values as high as 22 Umn.
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They also found an average shower duration of 8 min with 2% of the individuals reporting shower

duration in excess of 20 min.

In order to ensure that the reference case is both representative and conservative, a

shower/bath duration of 10 min is assumed.

Daily Concentration Profiles

The time-dependent concentration profiles of a chemical in shower-stall air, bathroom air, and

household air are used to calculate daily human exposure through inhalation using the following

formula

E=OF 8 (t)C8(t + OFb(t)C b(t + OF (t)C (t) jBR~tdt (17)

where E is the daily exposure rate to an individual occupant of the house, mg/kg-d; BW is the body

weight of the individual, kg; OFs(t) is an occupancy factor which expresses the probability that an

individual is in the shower at the time, t, unitless; OFb(t) is the occupancy factor for the bathroom

time t (unitless); and OFa(t) is the occupancy factor for the remaining household volume at the time, t,

unitless; and BR(t) is the breathing rate of an individual at time, t, Umin. The probability

distributions used to represent the three occupancy factors are uniform distributions. Details on how

these distributions are applied are provided in McKone [8].

Daily dose rates are calculated for adults, children, and infants. Adults are individuals from

ages 16 to 70 year, who are assumed to weigh 67 kg and breathe 20 /min for 16 h/day while active

and 6.6 L/min for 8 h/day while resting. Children are individuals from ages 2 to 16 year, who are

assumed to weigh 32 kg and breathe 13 Umin for 16 h/day while active and 4.8 Umin for 8 h/day

while resting. Infants are individuals from ages 0 to 2 year, who are assumed to weigh 8.5 kg and

breathe 4.2 Umin for 10 h/day while active and 1.6 Imin for 14 h/day while resting.

The time-dependent concentration profile in the shower stall, bathroom, and household air

and the resulting effective lifetime doses are estimated using two sets of assumptions. These

assumptions are intended to define typical values and a likely upper limit on dose. The two sets of

assumptions are listed below.

Assumptions use for typical doses

* Occupants spend 100% of their time in the house from 11:00pm to 7:00 am.

• Bathroom is used for showers/baths from 7:00 am to 8:00 am (shower use during
this period is not necessarily continuous).

* Each adult and child spends 20 min in the bathroom during the period from
7:00 am to 9:00 am.
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* Each adult and child spends an additional 20 min in the bathroom during any 22-h

period (excluding the hours 7:00 am to 9:00 am).

* Each adult spends 10 min in the shower or bath.

* Adults spend 25% of the time from 7:00 am and 11:00 pm in the house.

* Children spend an average of 20 min/week in showers or baths.

* Children spend 60% of the time between 7:00 am and 11:00 pm in the house.

* Infants spend 100% of theirtime'in the house and 2% of that time in a bathroom.

0 Fifty percent of the PCE inhaled is available for pulmonary uptake. (This
assumption reflects the fact that the full lung volume is not necessarily the active
exchange boundary for uptake of volatile chemicals.)

Assumptions used for upper-bound doses

* Each adult and child spends 40 min in the bathroom between 7:00 am and 9:00 am.

* The bathroom is used for showers/baths from 7:00 am to 8:30 am.

* Each adult spends 20 min in the shower or bath.

• All age groups spend 90% of their time in the house.

* Children spend an average of 40 min/week in showers or baths.

This model has been used to estimate the inhalation-pathway-exposure factors for the seven

VOCs listed in Table 6. These numbers are based on the assumption that an adult showers every day

and that children bathe every second day. For adults or children who take baths instead of showers

these numbers are likely to be reduced somewhat. The extent of reduction that taking baths in place

of showers would give has not been assessed. Exposures to adults in the shower and bathroom are

the major contributors to indoor inhalation exposures attributable to contaminated water. A local

sensitivity analysis of the different parameters involved in the calculation of the pathway dose factor

for the inhalation route of exposure has been developed by McKone [8]. According to that analysis,

the pathway-exposure factor was most sensitive to changes in the following parameters: the transfer

efficiency of a VOC in shower water to air, the water use of individuals in showers, and the ratio of

breathing rate to body weight (adult).

Although the assumption that adults spend 25% of the time from 7:00 am to 11:00 pm in the

house may seem low, we believe this is a plausible vaiue for a typical adult who spends 10 h/day in

work and travel, leaving 6 h of leisure time of which we assume roughly two-thirds is actually spent in

the home.
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TABLE 6. VALUES OF THE LIFETIME INHALATION-PATHWAY-EXPOSURE FACTORS CALCULATED
FOR SEVEN VOCs USING THE THREE-COMPARTMENT MODEL FOR INDOOR EXPOSURES

Pathway Exposure Factor for Indoor Inhalation Attributable
to a Unit Concentration in Water Supplies

(mg/kg/day) / (mg/L)

Compound Reference Estimate Upper-Bound Estimate

Carbon tetrachloride 0.084 0.34

Chloroform 0.090 0.36

Dibromochloropropane 0.046-1 0.22

Ethylenedibromide 0.088 0.36

Perchloroethylene 0.078 0.32

Trichloroethane 0.082 0.32

Trichloroethylene 0.082 0.32

PATHWAY-EXPOSURE FACTORS FOR DERMAL ABSORPTION

Over the last 20 year, several investigators have examined the transport of dissolved chemicals

across the skin [4,19-24]. Although a complex process, dermal uptake of compounds occurs mainly

through passive diffusion through the stratum corneum.

It is assumed here that dermal absorption occurs during bathing and showering. The PEF for

dermal absorption is based on the following simplifying assumptions.

" Resistance to diffusive flux through layers other than the stratum corneum is
negligible.

" Steady-state diffusive flux is proportional to the concentration difference between
the skin surface and internal body water.

" An adult spends from 10 to 20 min in a bath or shower each day.

* During bathing, roughly 80% of the skin is in contact with water, and during
showers, roughly 40% of the skin is in contact with water.

* Children and infants spend approximately 1 h/wk in bathing or swimming [25].

The exposure from dermal absorption is given by the expression

E=J8 xfs SA, (18)

where J. is the steady-state flux across the stratum corneum, mg/cm2-h, t is the duration in the

shower or bath, h, fs is the fraction of the skin surface in contact with water, unitless; and SA is the

surface area of the skin, cm 2 .
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Chemical transport across the skin is assumed to follow Fick's law, so that the flux J8 across skin

tissue is given by

J =K AC, (19)
8 P 8

where Kp is the permeability constant across the stratum corneum, t/cm 2/h; and ACs is the

concentration difference of the solute across the tissue, mg/L.

Brown et al. [21] have determined, from an analysis of chemical transfer through the skin layer,

that Kp is on the order of 0.001 L/cm 2/h for VOCs. They used this value to characterize Kp for six

measured skin-absorption rates on four different chemicals. In these experiments, Kp ranged from

0.0006 to 0.001 L/cM2/h. For dilute solutions, AC8 is approximately equal to the chemical

concentration at the skin surface. However, the concentration at the skin surface is not necessarily

the same as the concentration in the water supply. For showers and baths it is assumed here that

C8 = (1 -4)8 ) Cw, (20)

where Cw is the contaminant concentration in tap water and I s is the transfer efficiency from water

to air in showers and baths.

Equations 18 and 19 can be substituted into Equation 4 to obtain a lifetime equivalent dose

factor for dermal absorption,

2 SA 14 SA 54 SA (21)
F =K -(C xf"X-X C +-T0(Txf~X- )-(tf X

d 70 BW s infant XC s)child
+ 70 (XfX XC adult'

in which BW represents body weight in kg, SA represents surface area in cm2, and V the duration of

bath or shower. With water containing 1 mg/L and a 1 0-min bath, the term, U x f, x C8, is on the order

of 6 min/mg/L, whereas for a 1 0-min shower this term is roughly 4 min/mg/L. For a 15-min shower the

term is 6 min/mg/L. Thus, given the uncertainty in the overall exposure estimate, a 10- or 20-min bath

might be considered as an appropriate representation for the reference and upper-bound estimates

of dermal absorption during both baths and showers. However, it should be noted that Fick's law

may not apply when water is running off the skin in a shower.

Based on data from Table 1, the ratios SAIBW for adults, children, and infants are respectively

260,340, and 490 cm2/kg. As suggested by Brown et al. [21], the factor f is assumed to be on the

order of 0.8. Listed below is a sample calculation for perchloroethylene (PCE) with 48 = 0.5 and thus

Cs = 0.5Cw. Substituting the appropriate values into Equation 21 gives the following limits on Fwd.
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Reference estimates (assuming 10-min bath for adults):
mg mg (2

=0.019 M per - (22)
kg-d L

Higher estimate (assuming 20-min bath for adults):

=0.037 mg p'Mg (23)

SUMMARY AND DISCUSSION

Table 7 provides a summary of the three pathway-exposure factors, including the reference

estimate and the limiting or upper bound values. The pathway-exposure factors are used to convert

the water-supply concentration of PCE, Cw, (mg/L) into an equivalent lifetime average dose rate in

milligram per kilogram per day. Thus, the pathway-dose factor serves to account for the exposure

conditions within a population.

Table 7 also lists the lifetime average fluid intake of contaminated water that would give the

equivalent exposure to a 70-kg adult. These values are listed for comparison. Finally, Table 7 lists the

percent of the lifetime equivalent exposure contributed by each pathway.

TABLE 7. SUMMARY OF THE PATHWAY EXPOSURE FACTORS FOR PERCHLOROETHYLENE

Fluid Indoor Dermal
Pathway Ingestion Inhalation Absorption Total

Variable = Fww Fa Fwd Fw= EFwi

Reference estimates:a
(mg/kg/d) / (mg/L) 0.031 0.078 0.019 0.128

Equivalent lifetime daily fluid
intake by 70-kg adult, L 2.2 5.46 1.3 9.0

Percent of total 24 61 15 100

Upper bounds:b
(mglkg/d) / (mg/L) 0.055 0.32 0.032 0.41

Equivalent lifetime daily fluid
intake by 70-kg adult, L 3.8 22.4 2.2 28.4

Percent of total 13 79 8 100
a For use in estimating the likely value of lifetime equivalent exposure within a population.
b For use in estimating maximum acute exposure or to represent indlivduals whose activity patterns put them in the upper

percentile groups for chronic exposure.

The goal of this paper was to outline a procedure for estimating human exposure to multiple

household pathways associated with contaminated tap water. One of the important next steps is a

systematic evaluation of uncertainties. This report has laid some of the groundwork for this process.

Human inhalation and ingestion parameters are reported as the arithmetic means of probability
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distributions with the corresponding standard deviations. It remains for someone to develop such

distributions for the many other parameters used in the integrated exposure assessment. Once this is

done, it will be possible to calculate the uncertainty in each PEF and identify the principal sources of

the uncertainties. Using this procedure, one can identify parameters that must be characterized more

precisely when making decisions about managing health risk through exposure reductions. It is

difficult to make definitive conclusions about the results of this work until such a

sensitivity/uncertainty analysis is completed.

It is important to recognize that the results provided here are based on model results and have

been substantiated only by limited experimental data. These models are intended for assessing likely

ranges of exposure but not for making definitive predictions. For each exposure pathway a reference

PEF and upper bound PEF is provided. The reference PEF is intended to use in assessing chronic long-

term exposures. The upper value is for use in assessing acute exposures or to represent uptake by

individuals whose daily activity patterns put them in the upper percentile groups for exposure.

The inhalation exposure model has been compared to some measured results for TCE and

chloroform [8]. In an experimental shower using water with a TCE concentration of 3.8 mg/L,

Andelman [6] observed TCE concentrations in shower air in the range 50 to 80 mg/m 3. The model

described here projects shower concentrations in the range 70 to 100 mg/m 3 for this TCE

concentration in water. In the TEAM studies [2], measured chloroform in indoor air attributable to

water supplies was found to have a ratio of air concentration to water concentration that ranged

from 0.014 to 0.23 (pg/m 3)/(pg/L). These were measurements of personal air that excluded time spent

in bathrooms and showers. The indoor model described in this paper predicts the ratio of chloroform

concentration in household air (excluding bathroom andshower) to concentration in water to be in

the range 0.03 to 0.10 (pg/m 3)/(pg/L).
A

It also should be noted that for people who take baths the reference estimate for inhalation

uptake should be used with caution, and, similarly, for people who take showers the reference

estimate for dermal uptake should be used with caution. It is likely that mass transfer from bath

water to indoor air is lower than for showers, but how much lower has not been quantified at this

time. In addition, in a shower as opposed to a bath it may not be reasonable to assume that chemical

transport across the skin follows Fick's law when water is running rapidly off the skin. Again, the

expected reduction in exposure is difficult to quantify.

It also should be noted that the assumptions used to account for ingestion uptake do not

account for losses of volatile compounds that can occur during cooking and processing. When these

losses are accounted for the relative importance of the inhalation and dermal pathways is likely to

increase.
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Although the results in this report have not been subjected to a rigorous sensitivity or

uncertainty analysis, there are some conchl ions the -an be drawn regarding the numbers in Table 7

and the results of sample calculations. Listed below are two of the more important conclusions.

1. Inhalation of volatile chemicals transported from potable water supplies to indoor
air has the potential for being as important as or more important than the direct
ingestion of these compounds as a route of exposure from potable water supplies.

2. The dermal absorption of chemicals from bath and shower water is based on
limited data defining the permeability of the skin to chemical transport. The
estimate for this parameter used here was based on measurements from a handful
of VOCs. The accuracy of this model and its application to a broad spectrum of
chemicals are questionable. However, because the model in question is
conservative, it is likely that improving the resolution in this PEF may result in lower
estimates of exposure by this route.
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MULTIMEDIA TRANSPORT OF ORGANIC CONTAMINANTS

AND EXPOSURE MODELING
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SUMMARY

Human exposures to organic contaminants in the environment are a complex function of

human factors, physicochemical properties of the contaminants, and characteristics of the

environmental media in which the contaminants reside. One subject of interest in the screening of

organic chemicals for the purpose of identifying exposure pathways of potential concern is the

relationship between exposures and contaminant properties. To study such relationships, a

multimedia environmental model termed GEOTOX is used to predict the equilibrium partitioning and

transport of "reference" organic chemicals between compartments representing different media

(i.e., soil layers, groundwater, air, biota, etc.) of a contaminated landscape. Reference chemicals,

which are added to the surface soil of a landscape, are defined by properties consisting of the Henry's

law constant, soil water-soil organic carbon partition coefficient, and bioconcentration factors. The

steady-state concentrations of the chemicals in the GEOTOX compartments then are used to estimate

lifetime average exposures (in milligrams per kilogram per day) to the contaminants for individuals

living in the contaminated landscape. Exposure pathways addressed include ingestion, inhalation,

and dermal absorption. Local sensitivity analyses are performed to determine which chemical and

landscape properties have the greatest effect on the exposure estimates.

INTRODUCTION

Organic compounds released into the environment will distribute to soils, water, and air where

various chemical and biological processes act to degrade them. The distribution of organic substances

among the different media depends on their physicochemical properties as well as the characteristics

of the landscapes where they are released or deposited. Human exposures to the "resident"

contaminants in a landscape can subsequently occur through direct contact with various media (e.g.,

skin contact with soil) or consumption of contaminated foods. Unfortunately, little is known about

the relationships between contaminant and landscape properties and potential exposure pathways

to humans. To study these relationships, we us a multimedia model termed GEOTOX [1,2] that

simulates the simultaneous transport and transformation of a contaminant among different
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environmental media (e.g., groundwater, soils air, etc.). Human exposures to a contaminant are also

estimated by GEOTOX for air-, water-, and soil-based pathways.

The GEOTOX model uses the "fugacity" approach described by Mackay and Paterson [3] to

define distributions among the physical phases of each environmental compartment. Transfers

between compartments consist of mass transfer and advection. Cohen and Ryan [4] have illustrated

the use of multimedia models as screening tools for environmental impacts. GEOTOX has been

developed to deal explicitly with a multimedia approach to total human exposure.

As a means of exploring the relationships among contaminant properties, landscape

characteristics, and exposure, we have defined a series of reference chemicals with widely varying

physicochemical properties (i.e., Henry's law constant, bioconcentration factors, and soil-water

partitioning) and a landscape with geohydrologic features that are representative of humid areas in

the southeastern United States. Multipathway exposures to the reference contaminants in the

landscape are estimated for an individual who lives an entire lifetime in the landscape and receives all

of his/her food from indigenous sources. In the sections that follow, we describe the primary

attributes of the compartmental structure of GEOTOX along with the key transport processes

between compartments. We also define the contaminant properties that are of primary interest in

our analyses as well as the characteristics of the different exposure pathways. We then examine the

results of our simulations of the exposures associated with different contaminants in the landscape.

A COMPARTMENTAL VIEW OF THE ENVIRONMENT
The environment can be viewed as a series of distinct, but interconnected compartments,

consisting of terrestrial, atmospheric, and aquatic components. We use eight homogeneous

compartments to represent a typical landscape unit, which is shown in Figure 1. The terrestrial sub-

environment includes an upper soil layer that includes the root zone of plants; a lower soil layer that

is the unsaturated or vadose zone above an unconfined aquifer or groundwater component of the

landscape. The aquatic environment is represented by a surface water source (i.e., pond, lake) that

includes a layer of sediments. The atmosphere is divided into a gas phase and a particulate phase.

A compartment is described by its total mass, total volume, solid-phase mass, liquid-phase

mass, and gas-phase mass. Mass flows among compartments include solid-phase flows, such as dust

suspension or deposition, and liquid-phase flows, such as surface run-off and groundwater recharge.

The transport of individual chemical species among compartments occurs by diffusion and advection

at the compartment boundaries. As an example, consiler the upper soil layer, which contains solids,
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Figure 1. Compartmental Structure of the GEOTOX Multimedia Model.

liquids, and gases. An organic chemical added to the surface soil distributes itself among these three

phases such that it achieves chemical and physical equilibrium. Among the potential transport

pathways from the upper-soil compartment are liquid advection (surface run-off), solid-phase

advection (soil erosion to surface water or dust stirred up and blown about), and diffusion from the

the soil-gas phase into the lower atmosphere. Each chemical species is assumed to be in chemical

equilibrium among the phases within a single, well-mixed compartment. However, there is no

requirement for equilibrium between adjacent compartments. Table 1 lists the pertinent parameters

for each of the eight compartments.
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TABLE 1. PARAMETERS THAT DEFINE THE PRIMARY ATTRIBUTES OF THE EIGHT COMPARTMENTS
USED IN GEOTOX

Compartment Parameter

1. Air (gas) Height
Absolute humidity
Precipitation
Ambient temperature
Yearly average wind speed

2. Air(partitles) Height
Dust load
Deposition velocity of dust particles
Resuspension velocity of soil particles

3. Biomass Dry-mass inventory
Dry-mass production

4. Upper and lower soils Thickness
Bulk density
Water content
Air content
Organic carbon fraction
Evapotranspiration (surface soil)
Surface runoff (surface soil)
Mechanical erosion (surface soil)

5. Groundwater Water inventory
Rock porosity
Rock density
Irrigation withdrawal
Recharge
Organic carbon fraction

6. Surface water Fraction of land surface
Average depth
Suspended-sediment load
Sediment-deposition rate
Precipitation
Evaporation

7. Sediments Thickness
Bulk density
Porosity
Sediment resuspension rate
Sediment deposition rate
Organic carbon fraction
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time-dependent changes in the molar inventory of a contaminant in a compartment are

defined by the following mass-balance equation:

d- m m (1a (t) )
- =.' N?=(t) - T.. N.= (t)i-t f. N? (t) + T.. i. Q) + Sa (t),dt iJ £0; I Ji Ji

j=1 j=11

where

N' = molar inventory of species a in compartment i at time t, moles

a = decay constant for species in a compartment i accounting for radioactive decay,

chemical decomposition, etc., y-

T. . = transfer rate of species a from compartment i to compartmentj, y-1

T? = transfer rate of species a from compartment i to some external system o, y-1

Sa = source term for the rate of introduction of species a into compartment i, moles/year
i

m = the number of compartments.

The transfer rates between compartments are a function of the diffusive and advective fluxes

between the compartments. The steady-state solution to Equation 1 is obtained by setting the

derivatives equal to zero and solving the system of simultaneous equations for a constant source, Si.

The partitioning of a contaminant between the solid, liquid, and gas phases of a compartment is

determined by the soil/sediment partition coefficient, Kd, and the Henry's law constant, H, which

represents the equilibrium partitioning of a contaminant between air and water (which can be

estimated as the ratio of vapor iessure to aqueous solubility). The Kd value for a neutral organic

compound in a particular soil also can be estimated as the product of its organic carbon/water-

partition coefficient, Ka , and the weight fraction of organic carbon in the soil. To estimate transfers

of a contaminant to foods, three additional partition coefficients are used in GEOTOX. The plant/soil

partition coefficient, K3p, is the ratio of contaminant concentration in vegetation (dry weight) to

concentration in soil. Contaminant transfers from media and feed to milk and meat are estimated

with the partition coefficient, Kfd, which is the ratio of contaminant concentration in animal fat to

contaminant concentration in animal diet. The third partition coefficient is the bioconcentration

factor for fish, Kfw. This factor is calculated as the ratio of the contaminant concentration in fish at

steady state to the contaminant concentration in water.

REFERENCE CHEMICALS

For the purpose of illustrating the effect of the physicochemical properties of a contaminant

on exposure estimates, we have chosen low and high values for H and Ko,, and the bioconcentration
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factors, Kfd and Kfw, denoted collectively as B. Table 2 presents the values chosen for the different

properties. A reference chemical is defined by a unique combination of property values. As an

example, H(h)K(h)B(h) represents a substance with high values for the properties; low values are

designated by an "I." There are eight unique combinations of the properties, each of which defines a

different reference chemical (the reference chemical combinations are denoted HIKIBI, HIKhBI,

HIKIBh, HIKhBh, HhKIBI, HhKhBI, HhKIBh, and HhKhBh). All of the reference chemicals have a gram-

molecular weight of 100 and diffusion constants for air and water of 5 x 10-6 and 5 x 10-10 m/s (5],
respectively. Because little is known about the potential range of K8p values for organic chemicals,

we simply assume that the concentration of a contaminant in plant biomass is equal to the

concentration of the contaminant in soil water.

TABLE 2. PRIMARY PROPERTIES SELECTED TO REPRESENT
REFERENCE CONTAMINANTSa

Parameter value
Parameter Low High

Henry's law constant, torr-L-mol (H) 10-3 103

Koc (K) 10 103

Bioconcentration factors (B)

Kfw 10 103

Kfd 10-2 1
A reference ch.mical is defined by a unique combination of
properties. For example, H(h)K(h)B(h) stands for a reference chemical
with higher values for each of the three properties.

REFERENCE LANDSCAPE

The landscape for which we have chosen to simulate the equilibrium partitioning and

transport of the reference chemicals among the eight compartments shown in Figure 1 is indicative of

the southeastern United States, a humid region with annual rainfall of about 100 cm. The salient

characteristics of the atmospheric compartments are a mixing height of 1000 m and an annual

average wind speed of about 4 m/s. The dust load of the air (particles) compartment is 100 pg/m 3,

and the average deposition velocity of the particles is 330 m/day. The upper and lower soil layers are

0.25 and 2 m thick, respectively, with organic carbon contents of 2 and 0.1 wt%. The surface soil layer

supports an annual average standing biomass (dry) of 3 x 107 kg/km 2. Surface runoff amountsto

35 cm/year and evapotranspiration is 60 cm/year. Erosion of surface soil is estimated at 3 x 105
kg/km2/year. The groundwater compartment, with a thickness of 46 m has a porosity of 0.1 and

a density of 2.3 kg/L. Recharge to the aquifer is 5 cm/year and irrigation withdrawals are the

equivalent of 2 cm/year. The organic carbon content of the aquifer is 0.01 wt%. The area of the

surface-water compartment is 2% of the total land surface and the underlying sediments are 0.05 m
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thick. Estimates of all the landscape parameters are summarized in McKone and Layton (1] and the

derivation of the parameter estimates are contained in Layton et al. [2].

EXPOSURE PATHWAYS

For the purposes of our analysis we assume that a lifelong resident of the reference landscape

receives all of her/his food and water from the landscape. The landscape has a surface area of 1 km,

and we further assume that each reference chemical is continuously added to the surface-soil layer.

There are seven pathways by which an individual can be exposed to a reference chemical: (1)

inhalation, (2) water consumption, (3) fruit and vegetable ingestion, (4) meat and dairy-food

ingestion, (5) fish ingestion, (6) soil ingestion, and (7) dermal absorption of contaminants adsorbed to

soil particles. In order to estimate lifetime exposure to a reference chemical via these pathways, we

calculateatime voighted exposure (in milligrams per kilogram per day) based on childhood (0 to 10

year) and adult (10 to 70 year) exposures. Table 3 lists the appropriate physiologic characteristics of

the two age groups. Another assumption related to the exposure scenario is that half the drinking

water comes from the surface-water compartment and half comes from groundwater. Because of a

general lack of data on the biotransfer of organic compounds from contaminated soils to crops and

meat, we have adopted a simplified approach for calculating exposures to contaminants via the

consumption of fruits/vegetables and meat/dairy products (1,2]. We calculate exposures via the

fruit/vegetable pathway as the product of the contaminant concentration in edible biomass and the

daily intake of fruits, vegetables, and grains (see Table 3 for daily intakes). For the meat- and dairy-

food-based pathways, exposures are computed as the product of the ingestion of milk or beef fat and

the concentration of a contaminant in fat. The contaminant concentration in fat is calculated by

multiplying the weighted-average concentration in contaminated media and feed by the

bioconcentration factor, Kfd. The concentration of a contaminant in fish is calculated as the product

of the contaminant concentration in surface water and Kfw. Exposures to contaminated soils occur

via direct ingestion and dermal absorption. Daily intakes are calculated as the product of

contaminant concentration in soil and soil intakes by each exposure route.

DISTRIBUTION OF REFERENCE CHEMICALS AMONG THE EIGHT ENVIRONMENTAL COMPARTMENTS

To examine the effect of chemical properties on the compartmental distributions of the

chemicals, we used GEOTOX to calculate the percentage breakdown of the total mass of each

reference chemical among the eight compartments under steady-state conditions (calculations were

based on the annual addition of 1 g/mol of each chemical to the surface soil of the 1 km 2 landscape,

no subsequent chemical or biological degradation, and transport out of the landscape via advection

from the surface water and air compartments). The primary parameters influencing the

compartmental distributions were H and Kd. The bioconcentration factors did not significantly affect
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TABLE 3. PHYSIOLOGIC, FOOD, AND SOIL INTAKE PARAMETERSa FOR A
CHILD AND ADULT

Parameter Units Child Adult

Age year 0-10 10-70

Weight kg 17 70

Surface area of skin m2  0.79 1.7
Inhalation rate m3/day 10 22

Water intake L/d 0.7 2

Intake of fruits and kg 0.6 0.5
vegetablesb (fresh)/day

Intake of milk and dairy kg 0.5 0.3
products (fresh)/day

Intake of meat and poultry kg 0.1 0.3
(fresh)/day

Intake of fish kg 0.002 0.0065
(fresh)/day

Soil ingestion mg/day 100 58

Dermal absorption of soil mg/day 8 5
a Based on data in Snyder [61, US NRC 171, Hawley (8], and Lepow et al. ',)). Adapted from

b McKone and Layton [11.
For vegetation, the ratio of fresh mass to dry mass was assumed to be approximately 5.

the distribution of the reference chemicals among the compartments. In Figure 2 we show

graphically the distributions of four reference chemicals (expressed as percents of the total mass in

the landscape) among the eight landscape compartments. The four chemicals represent four

different combinations of the low and high values of H and Kd. Significant percentages of the

reference chemicals with the high Henry's law constants reside in the atmospheric (gas)

compartment; however, with a low value of that parameter, essentially none of the chemicals reside

in the atmosphere o.J steady-state conditions. As the value of Kd increases for both the low and high

Henry's law cmpounds, more of the compounds reside in the subsurface compartments (i.e., the two

soil layers and groundwater) due to the greater sorption to solids contained in those compartments.

EXPOSURES TO REFERENCE CHEMICALS

We predicted lifetime average exposures to each of the reference chemicals and found that the

four compounds with the high values for the Henry's law constant (i.e., HhKIBI, HhKhBI, HhKIBh, and

HhKhBh) resulted in exposures that were dominated by inhalation. In fact, the inhalation pathway

ranged from 93 to 98% of the lifetime exposure. The next important pathway for those chemicals

was meatldairy-food ingestion, which amounted to no more than 4% of total exposure. The low

Henry's law compounds, in contrast, produced annual average exposures that were about a factor of

40 higher than the low Henry's law compounds. The main reason for the difference was that the
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Figure 2. Percentage Breakdowns of the Steady-State Mass Inventories of Four Reference Chemicals
Among Six of the Major Components.

residence time of the volatile chemicals in the atmospheric (gas) compartment was quite short

because of advective losses and, therefore, the ambient concentration did not reach levels that

produced elevated exposures. The principal exposure pathways for the low Henry's law compounds

are shown in Figure 3. When the bioconcentration factors were low, ingestion of water and
grains/vegetables (i.e., denoted as biota) were the dominant pathways, but when the

bioconcentration factors were high, fish and meat/dairy-food ingestion became important. The
ingestion of contaminated groundwater from the landscape, however, may be unimportant for

short-term inputs, as opposed to steady-state inputs, because of the long residence times associated

with the groundwater compartment. Dermal absorption and soil ingestion were never significant

pathways for any of the eight reference chemicals considered. Nevertheless, we note that we are

simulating an idealized exposure scenario (i.e., an individual receives all food, air, and water from the

contaminated landscape) and, therefore, under other exposure scenarios skin absorption and soil

ingestion could actually constitute the primary or sole exposure pathways to a contaminant at a given

location.

To study further the relationship between the Henry's law constant and the total exposure to a

compound, we varied this parameter over six orders of magnitude. At values less than 0.1 torr-Umol,
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Figure 3. Major Components of the Daily Exposures to Four Reference Chemicals Added to the
GEOTOX Landscape.

there were essentially no changes in the calculated exposures because the concentrations of the

various contaminants in soils and water were not significantly changing and hence the associated

noninhalational exposures were also unchanging (see Figure 4). We also completed a differential

sensitivity analysis by sequentially reducing each variable by 1% and determining the percent change

in total exposures. For a compound with a low Henry's law constant (i.e., HIKIBI), the most important

parameters were those that directly affected the hydrologic balance of the landscape and chemical

partitioning between soil and soil water. A 1% decrease in rainfall increased total exposure by 1.9%

and similar decreases in evapotranspiration, runoff, organic carbon content of the surface soil layer,

and K,,changed total exposures by -1.12, + 0.26, +0.30, and + 0.30%, respectively. Fora high

Henry's law compound (i.e., HhKhBh), exposures were most sensitive to changes in parameters

affecting the atmospheric concentration of a chemical. The height of the atmospheric compartment

and average wind speed had the greatest e.,fect on total exposure (i.e., both increased exposure by
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+ 1.01%), followed by rainfall (-0.04%), evapotranspiration (+ 0.02%), and the Henry's law constant

(+0.02%).
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Figure 4. Total Daily Exposures Resulting from the Steady-State Release of Chemicals with
Different Henry's Law Constants, but with Fixed Values of Koc (100), Kfw (1000), and
Kfd (1). Releases are to the surface-soil layer.

CONCLUSIONS

We have used the GEOTOX multimedia transport model to investigate how reference

chemicals distribute in a humid landscape consisting of eight compartments. A key parameter

affecting the compartmental distributions of the reference chemicals continuously added to surface

soil is the Henry's law constant, H. With low values of this parameter (-~ 10-3 torr-L/mol), chemicals

distributed primarily to groundwater and soils. When the soil water/soil organic carbon partition

coefficient, Koc, was raised from low (10) to high (103) values, the amount of reference chemical

sequestered in soils increased, which meant that smaller amounts of each chemical were available for
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transport to the atmosphere or surface water. Changes in H also had an important effect on the

predicted exposures. As H decreased, total exposures increased, with ingestion exposures dominating

total exposures at low values of H. Skin absorption of chemicals adsorbed to soils and ingestion of

contaminated soil were never important exposure pathways in our idealized scenario of exposures to

reference chemicals in the landscape. One important data gap that stands out is the absence of data

on plant-uptake factors for organic compounds. Additional studies are needed to quantify these

uptake factors for different food-chain crops and chemicals with varying physicochemical properties.
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SUMMARY

Chronic inhalation of radon and its alpha-emitting progeny has long been identified with

increased incidence of respiratory tract carcinoma in uranium miners of the Colorado Plateau and in

Europe. This disease has been regarded as an occupational hazard from the sixteenth century until

the mid-1970s, with exposure (and subsequent risk estimates) measured in units of Working Level

Months. However, since the reporting during the last several years of elevated radon levels in homes

in Pennsylvania, New Jersey, and several New England states, attention has centered on continuous

exposure to families and to individuals of all ages and degrees of susceptibility to carcinogenic risk

from this ubiquitous radioactive air contaminant. This paper addresses current estimates of risk to

the members of the general population and the validity of recently promulgated action levels.

INTRODUCTION

Agricola in 1597 reported lethal pulmonary diseases among the metal miners of Schneeburg in

Saxony and Joachimstal in Czechoslovakia [1], but only in the early decades of the Twentieth century

has the disease known as "bergkrankheit' (mountain sickness) been diagnosed as pulmonary

carcinoma. In the mid-1950s hard rock miners in the United States began the mining of pitchblend

and carnotite uranium-bearing ores on the Colorado Plateau, which resulted within 15 to 30 years in

six times the incidence of bronchogenic carcinoma in these men compared to men of the same age in

other occupations, Epidemiological studies of these respiratory tract cancers among the uranium

miners of Europe and in the United States have demon.istrated increasing incidences of respiratory

tract cancer with increasing total levels of exposure to radon and radon daughters [2]. In uranium

mine atmospheres of underground mines in all areas, the radon daughters that arise following the

decay of the parent radon are rapidly attached to mine aerosols that are generated in ore handling

operations or to very small diesel smoke exhaust aggregates that have been prevalent in the

American uranium mines since the early 1950s [3].

During the last decade, international concern has centered upon radon with radon daughters

as indoor air pollutants that concentrate in nearly airtight homes and office buildings resulting from

efforts directed toward energy conservation [4]. These energy-efficient homes cause exposure to all

segments of the population in which much lower air concentrations of radon daughters may be

inhaled during life-span exposures (i.e., at much lower dose rates than those that have occurred in
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uranium mining populations). In addition, the low dust concentrations in such buildings with very

low air changeover rates result in greatly increased fractions of radon daughters that are unattached

to carrier aerosols, causing proportionately higher radiological doses in the basal cell epithelium of

the conducting airways of the lungs [5,6]. Measurements of air concentrations in Colorado Plateau

uranium mines consistently show less than 2% unattached radon daughters, but in regions of quiet

air such as in private homes, levels become an order of magnitude higher; 81% of the attached RaA

may become unattached upon decay [7]. During the years 1940 to 1988, many models have been

developed to calculate the radiation dose to the lungs as a whole or to selected regions of the

respiratory tract. Dose conversion factors of rad/WLM* show considerable increases above unity as

the unattached fraction of radon daughters increases [8].

STUDIES OF RADON DAUGHTER CARCINOGENESIS IN EXPERIMENTAL ANIMALS
In order to define the role of attachment of radon daughters to aerosols and the incidence and

site of radon-daughter-induced respiratory carcinoma, a series of experimental studies were

conducted using specific pathogen-free Wistar rats [9]. Studies reported in 1977 used groups of 32

rats that received inhalation exposure 84 hours per week to 900 WL radon daughters attached to 15

mg/m3 carnotite uranium ore dust. Exposures lasted for 150 days and the animals then were held for

life-span carcinogenesis studies. These animals showed 60% incidence of squamous carcinoma or

adenocarcinoma in the periphery of the respiratory tract following these prolonged inhalation

exposures to radon daughters that were 98 to 99% attached to uranium ore dust aerosols, but the

animals showed no tumors of the nasal pharynx. In marked contrast, matched groups of rodents that

received exposure to radon daughters with only room air aerosols (from 10 to 25% unattached, as

likely to occur in private homes) displayed less than 6% squamous carcinoma in the peripheral lung,

but 100% nasal squamous metaplasia and several cases of squamous carcinoma in the nasal pharynx,

plus 22% squamous metaplasia in the major conducting airways such as the bronchi and first

generations of secondary bronchi [9]. Recent studies in the same laboratory involved rats exposed to

several concentrations of radon daughters attached to uranium ore dust, designed to determine the

effect of exposure rate and unattached fraction of radon daughters on the nature and incidence of

pulmonary carcinoma [101. Groups of 32 or 48 male, specific pathogen-free, Wistar rats received

inhalation exposures to radon daughters in groups having unattached percentages of 1 6 and 10, the

latter representing exposure conditions that might occur in minimally ventilated dwellings.

Pulmonary neoplasms included epidermoid carcinoma, adenocarcinoma, adenosquamous carcinoma,

mesoethelioma, and adenoma. Exposure regimes included background level, 250, 500, and 1000 WL

* WLM refers to Working Level Month, that is, 170 h in an atmosphere of one working level. One working level (WL) s defined
as 1.3 x 105 Mev of potential alpha energy from radon daughters per liter of air. These daughters, decay products or
progeny of W Rn, are 218Po, 214Pb, 21481. and 214Po, both 218Po and 214p0 are alpha emitters that deliver their dose to the
respiratory epithelium,
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with total exposures of 640 or 2560 WLM. Percentages of lung tumors resulting from these exposures

ranged from none in the case of animals receiving background exposures to laboratory air to 47% in

those animals at the lower dose rate; that is, 500 WL with the total received exposure of 2560 WLM.

Pathological evaluation resulting from the dose rate exposure study indicated an increase in the risk

of pulmonary lung tumors as the exposure rate decreased. The studies also showed that the risk of

primary lung tumors significantly increases with increased radon daughter unattachment fraction.

These results of animal exposures concur with modeling predictions of increasing dose to the

bronchial epithelium. Prevalence of nasal pharyngeal squamous metaplasia and carcinoma increased

with the increase in RaA (rirst radon daughter) unattachment fraction.

COMPARISON OF HUMAN EPIDEMIOLOGICAL STUDIES AND EXPERIMENTAL ANIMAL STUDIES
Epidemiological studies of the incidence of bronchiogenic and other respiratory tract

carcinoma among uranium miners in the Colorado Plateau, as well as in several European uranium

mining studies, show considerable consistency in the relationship of the risk of bronchial carcinoma

per WLM [8]. Studies using human volunteers that inhaled significant concentrations of radon

daughters attached to uranium mine aerosols in the Colorado Plateau underground mines showed

that 90 to 100% attached radon daughters are deposited in the regions of bronchi and subsegmental

bronchi (11). However, because of the efficient deposition of unattached RaA in the trachea and

major bronchi, the dose to bronchial epithelium from unattached RaA can be greater than three

times that of unattached daughters per unit concentration in the atmosphere. Values for the dose

conversion factor of rad/WLM in this region of the respiratory tract are 0.5 for underground miners.

Analyses of exposures of individuals in the general population indicate values of 0.7 rad/WLM for

men, 0.6 for women, 1.2 for children, and 0.6 for infants [8]. The unit WLM is defined only in terms of

potential alpha energy from radon daughters per liter of air. There can be very significant changes in

the magnitude of this dose with factors up to twofold higher due to differing characteristics of

inhaled atmospheres. These significant differences are not accounted for when using WLM alone as a

unit of exposure.

It has been found that animal studies that are conducted to determine the relationship

between inhaled radon daughters and respiratory tract carcinogenesis have supported the causal

relationships suggested in human epidemiological studies. Tumor production at very high exposures

(greater than 1000 WLM) and high exposure rate (500 and 1000 WL) was found to be much lower

than at moderate exposures (250 WL). This has been demonstrated in rodents (hamsters and rats) and

in man. In mining populations, lowest lung cancer rates per unit exposure have-been found in the

United States uranium miners and in the high exposure group of Canadian fluorspar miners.

Prolonged exposures at low dose rates appear to be more productive of lung cancer, as seen in studies

of rats conducted in the United States and in France [10,12], where the percentage of tumors per
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WLMwas highest at lowest doses and low-dose rates. The highest risk coefficient of primary

carcinoma occurred for persons exposed later in life (50 X 10-6 lung cancers per year per WLM)

compared to an average risk coefficent for all age groups of 10 X 10-6 lung cancers per year per

person per WLM.

Predictions of dosimetric models [3,8] are supported by studies in several rodent species. Lung

cancers found in studies with hamsters and rats occurred in more distal regions of the conducting

airways or in the gas exchange regions which received the highest dose of 0.5 rad/WLM [8]. Human

carcinomas generally are found in the large conducting airways of the bronchial tree with adsorbed

dose calculations showing the basal cells in the fourth generation of segmental bronchi; these sites

received the highest dose of adsorbed radon daughters, also at 0.5 rad/WLM. During colder weather

or in air conditioned buildings, indoor concentrations of radon and radon daughters will approach

equilibrium values obtained from minimal air changes with levels of unattached radon daughters

that deliver radiological doses severalfold higher than those from attached radon daughters.

Calculations show that 10-year-old children received alpha radiation doses per WLM that are 2.4

times higher than those obtained in underground miners [8]. This indicates a significantly increased

hazard of carcinogenic disease risk resulting from lifetime exposures to this segment of the

population.

RECENT REPORTS OF ELEVATED RADON AND RADON DAUGHTERS LEVELS IN HOMES IN THE

EASTERN UNITED STATES

In 1984 the focus of attention of carcinogenesis resulting from radon daughter inhalation by

humans shifted from the miners of the Colorado Plateau to the discovery of unusually high radon

levels in a home built upon a geological formation called the Reading Prong in Pennsylvania. It soon

became evident that each state had different problems associated with radon exposure to the

general population. While Pennsylvania had about 22,000 homes on its section of the Reading Prong,

more than 250,000 homes were located on the New Jersey Reading Prong [13]. The awareness of a

perceived or potential problem accelerated rapidly. In June of 1985 there were three firms

performing radon testing in New Jersey. By June of 1986 there were more than 70 such firms.

In order to explain the current hysteria concerning radon/radon daughter levels in the home, a

further definition of the working levels is necessary. Because it is far simpler to measure radon, the

parent, rather than the individual radon daughters, even though the latter contribute 95 to 98% of

the dose to the respiratory epithelium, the "Working Level" can be defined according to its original

estimate, that is, 100 pCi of radon/L of air, which at 100% equilibrium with its daughters will give, by

definition, 1.0 Working Level. In 1984, the National Council on Radiation Protection and

Measurement Report 74 recommended an action level of 8 pCi/L environmental exposures, that is,

exposures to the general population [8]. Because only 50% of equilibrium is generally assumed for

306



radon daughters 218Po, 214 Pb, 214Bi, and 214po (i.e., one-half the concentration of the parent 222Rn),

this corresponds to an equivalent of 0.04 Working Levels.

In 1986 in order to provide a more conservative position, the U.S. Environmental Protection

Agency (EPA) issued a citizen's guide to radon recommending 4 pCi/L as an action level [14].

Although this is a recommended level without the status of regulation, it nevertheless has become

the index point upon which the homeowner in many states in the East may or may not be able to sell

their homes. Using this "recommended action level" studies conducted by the EPA on 22,600 homes

in 17 states during the past two winters have been stated to have more than 25% of the houses with

hazardous radon levels prompting the Agency to recommend corrective action. A survey conducted

by the Connecticut Department of Health Services during 1988 purported that of 3400 homes in 38
communities there were "dangerous" levels in 1 out of 5 homes [15]. In the same citizen's guide,

there is equated an exposure level of 4 pCi/L to the same lung cancer risk to those people that smoke

half a pack of cigarettes daily or receive 300 chest X-rays annually [14]. In the same publication there

is given a further estimate that 5000 to 20,000 lung cancer deaths per year may be attributed to radon

exposure in the United States and that owners of "higher radon" homes should give serious thought

to remedial ventilation of the basement air to the outside of the house.

VALIDITY OF RECENTLY PROMULGATED RECOMMENDED ACTION LEVELS
The recommended action level by the EPA is based upon linear extrapolations of high-dose

level exposure over 5 to 30 years of a small mining population on the Colorado Plateau [14]. The
equating of lung cancer risk from a specified level of radon daughters to a given level of cigarette

smoking is particularly difficult in that there is a close synergism between incidence of bronchogenic

carcinoma in the uranium miner population and high levels of cigarette smoking by these men. The
wide limits of uncertainty found in the lung cancer risk estimate associated with a given total

exposure level and the emerging importance of dose rate factors demonstrated by recent animal and

epidemiological studies have resulted in risk estimate calculations by agencies within the United
States as well as in Canada and Europe, that suggest a much lower risk per WLM or pCi/L exposure

level. Thus, the action level recommended by the EPA of 4 pCi/L is low when compared with that

recommended by Canada and Finland [16]. It is likely that countries of the European Common

Market will follow the example of those two countries. These countries recommend remedial action

only if radon levels are at 20 pCi/L. !t is estimatec that if the millions of homes in the United States
that slightly exceed the 4 pCi/L action level were vertilated according to currently recommended

methods, the cost would be in the billions of dollars. Nearly an order of magnitude fewer homes

would be expected to exceed concentrations of 20 pCi/L, compared to those estimated to have

concentrations in excess of 4 pCi/L [13].
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It is very difficult to define an adequate control population; that is, those not exposed to radon

as it is a ubiquitous air contaminant over the entire surface of this planet arising from natural

radioactivity sources, and because one is dealing with a disease that may have a latent-induction

period, even at the high-exposure levels encountered by the uranium miners, of 5 to 30 years.

Epidemiological studies, although proliferating rapidly in the last few years, will provide only meager

data in the near future and will require exacting anlaysis concerning their experimental design and

execution. In two recent epidemiological surveys taken retrospectively there is no evidence of higher

lung cancer rates in communities that are reported to be below the EPA recommended action level.

Although statewide surveys of homes in New Jersey show radon levels that are seven times higher

than those in Texas, New Jersey has the same mean incidence of lung cancer deaths as Texas. In a

recent survey of 10 states conducted by the University of Pittsburgh, 39,000 measurements of radon

were taken in 415 communities [15]. This survey showed no evidence of a correlation between higher

lung cancer rates and high indoor radon concentration. Epidemiological studies conducted to date

have not been able to adequately detect small influences on respiratory tract cancer, due to the

strong correlation of the disease with cigarette smoking habits [12].

CONCLUSIONS

In view of these uncertainties and the burden that possible unwarranted mitigation efforts

may place upon individual homeowners, it is strongly recommended that nationwide action not be

taken until 1991, at which time there will be information from the EPA study conducted on radon

levels in living spaces of 5000 homes spanning the United States [171. In a few years' time there also

will be available results from a Yale University study on the health effects of radon measured in

10,000 homes in Connecticut [15]. These data will help to provide an accurate and realistic data base

to define the relationship between radon and radon daughter exposures and carcinogenic disease

risks to members of the general population.
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SUMMARY

Hydrazine (HZ) fuels are used as examples of the relatively rapid chemical processes that may

occur when propellants are released into the atmosphere from normal handling or during accidents.

The experimental procedures used to study these processes are reviewed along with postulated

chemical reaction mechanisms and measured reaction rates and products. Results show that chemical

processes that occur on a time scale comparable with meteorological processes must be considered in

the development of dispersion models. These models must also account for the potential formation

of toxic reaction products.

INTRODUCTION

The USAF uses a variety of propellants in various weapons systems. These include hydrocarbon

fuels used in jet aircraft and cruise missiles, HZ fuels used in missiles and auxiliary power generators,

and various "exotic", high-energy fuels used in special applications. The use of these propellants

presents a wide-range of potential problems. Many of them, or their individual components, are

toxic. All of them have strict ceilings on allowed emission levels. Many present handling and storage

problems because of their toxicity or physical properties. Finally, treatment of accidental spills, leaks,

or contaminated lots is often difficult and expensive.

To maintain its operational readiness, the USAF must understand not only how to use these

fuels safely, but know their toxicity levels and their potential effects on the environment. This type of

technical base enables USAF operations to continue within the guidelines and limits required by local,

state, and national environmental regulatory agencies.

Many different prnnellants, or their components, are released into the atmosphere from

normal operations and from occasional accidents. USAF personnel must be able to show that normal

emissions levels comply with regulatory standards for workplace exposure and atmospheric loading

They also must have the ability to model the dispersion of accidental releases of propellant chemicals

as well as understand the expected toxicity of these chemicals on USAF personnel in their working

environment.
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When a fuel or fuel component undergoes a chemical reaction upon release to the

environment (whether in a controlled study or in the open air) on a time scale of a few minutes to a

few days, these reactions must be accounted for in any model that is used to predict toxicity or

atmospheric dispersion. If reactions occur on a much shorter or longer time scale, they can be either

ignored or explicitly accounted for.

T!he eventual fate of USAF propellants released to the atmosphere (or a laboratory simulation

chamber) is determined by both physical and chemical processes. Physical processes are controlled by

prevailing meteorological (or experimental) conditions and can be modeled at several different levels

of complexity. Chemical processes are controlled by species concentrations and kinetic rate constants.

When chemical reactions occur at a rate similar to or less than local meteorological (or experimental)

dispersion forces, both chemical and physical processes must be considered to successfully model the

concentration of a particular species as a function of time.

This paper, then, is a brief review of several current techniques for determining the

atmospheric chemistry of propellant vapors. Hydrazine fuels are used as pertinent examples. In

addition, the paper reviews the results of several research groups that have been active in this area

including a discussion of reaction rates, products, and mechanisms.

EXPERIMENTAL PROCEDURES

Vapor-Phase Reactions

Large Teflon0 Film Chamber. The experimental techniques used in this type of study are

intended to provide an envirorment that closely simulates the ambient troposphere under either

polluted or pristine conditions. This is most readily accomplished by constructing flexible chambers

from sheets of FEP Teflon0 film ranging in thickness from 0.002 to 0.005 in. which are heat-sealed

together.

Pitts and coworkers conducted studies of HZs in an outdoor, 30,000-L chamber of this type [1-

3]. These same workers conducted further studies in indoor Teflone film chambers with volumes of

6400 and 3800 L [4, 5]. Stone and coworkers used a 350-L Teflon0 film chamber to characterize the

lifetime of HZ under different conditions of oxygen and water vapor concentration (6, 7]. A similar

study was conducted by Kilduff and co-workers [7, 8], who used a 6,500-L chamber.

All of these studies used similar apparatus and a similar analytical approach. The apparatus is

shown schematically in Figure 1. The chamber was provided with a system for generating ultra-pure

air (typically less than 1 ppb hydrocarbons, ozone (03), carbon monoxide (CO), or fluorocarbons) at a

dewpoint around -60F. The flow of air was sufficient to provide a complete exchange of chamber air
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in about 10 min. Chamber contents were mixed with a mechanical fan with Teflono-coated blades.

The fan motor was mounted external to the chamber and coupled through the wall of the blades.

Samples of test chemicals were introduced into the chamber with syringes and transfer bulbs of

various sizes. Species detection was accomplished by means of long-path Fourier transform infrared

(FT-IR) spectroscopy. The infrared beam from the spectrometer was directed into the chamber where

it made multiple reflections from mirrors arranged in a White cell [9] configuration and then passed

out of the chamber to a mercury cadmium telluride detector. In some cases the Pimentel [10]

modification was used to increase the path length. Using this analytical technique, species

concentrations in the parts-per-billion range could be achieved readily.

Tefion®-Film Chamber

Mixing Fan Exhaust

Pure -
Air
System

Multiple -Reflection

Sstem _ _ _ _ Sample IntroductionP I Manifold

Figure 1. Schematic Diagram of the Teflon0 -Film Chambers Used in Studies of the Atmospheric
Chemistry of Hydrazine Fuels.

Flow Systems. Some reactions are too rapid or involve species concentrations too low to be

conducted in TeflonD-film chambers. Examples include the reactions of HZ fuels with 03 or hydroxyl

radicals. To obtain accurate kinetic parameters for these types of reactions, researchers have

employed flow systems.

In the case of 03, the half-life of the reaction with HZ is less than 60 s. To follow a reaction on

this time scale, a laminar flow reactor was constcucted [11]. This apparatus is diagrammed in Figure 2

Pure air entered the apparatus at 5 to 15 standard ft3/min. It then proceeded through a flow

controller and into the reactor where laminar flow was achieved through a screen-type flow

straightener. The resulting linear velocity of the laminar flow ranged from 0 to 20 cm/s.

.ydrazine was admitted to the :aminar flow region through special Gortex O permeation tubes.

Ozone was mixed with the incoming air. The concentrations ot HZ, 03, and transient species were
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monitored with FT-IR spectroscopy. A White cell arrangement again was employed with a path

length of about 1.25 m. With this system, HZ concentrations could be followed down to less than 1

ppb. The entire laminar flow system moved on a rigid slide assembly so that steady-state reactions

could be viewed at different points in time.

OzoneL_ HydrznHydrazie Multiple-Reflection

IR Optics
Pure

Compressed
Air Laminar Flow To

ein Flow Exhaust
Region Scrubber

IR Observation
Windows

FT-IR
Spectrometer

Figure 2. Schematic Diagram of the Laminar Flow Reactor Used to Study Rapid Reactions of
Hydrazine Fuels with Ozone.

Absolute rate constants for the reaction between HZ fuels and hydroxyl radicals were obtained

by using flash photolysis-resonance fluorescence techniques. A schematic diagram of the apparatus is

shown in Figure 3. Dilute mixtures of HZ and water vapor were flowed through the reaction cell in

argon. Hydroxyl radicals were produced by pulsed vacuum ultraviolet photolysis from the flash lamp.

The concentration of hydroxyl radicals as a function of time after the flash was then monitored by

exciting the hydroxyl radicals with a resonance lamp and monitored the subsequent fluorescence

with single photon counting in conjunction with multichannel scaling.

Surface Catalyzed Reactions

Small Reaction Chambers. Several investigators have examined the autooxidation of HZ fuels

by observing their behavior in small glass, quartz, or polyethylene reaction vessels (12-19). These
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Figure 3. Schematic Diagram of the Flash Photolysis- Resonance Fluorescence Apparatus Used to

Study the Reactions of Hydrazine Fuels with Hydroxyl Radicals.

studies used gas chromatographic (GC), infrared (IR), or manometric techniques to monitor the course

of the reactions. Six of the vessels were generally in the range of 100 to 500 mL, and concentrations

of several torr of the different HZ fuel vapors were used. Often, glass wool, rods, or beads were

added to determine their effect on reaction rate.

Large Reaction Chamber. A number of studies were conducted in larger, glass (20-23) or

Teflon0-film reaction chambers [24,25]. The glass chambers used both infrared and GCIMS (mass

spectrometry) detection methods. The TeflonO-film chambers used long-path FT-IR detection. In the

TeflonO-film chambers, the surfaces to be studied were placed inside the chamber as individual sheets

to maximize exposure surface area. Then experimental runs were made to determine any differences

in the decay rate and/or products of HZ fuels in air.

Tubular Reactors. A novel technique was develop by researchers at the NASA White Sands Test

Facility [26] to screen the reactivity of HZ vapors when exposed to various surfaces. I he (eactors were
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constructed of 12.7 cm sections of TFE tubing with an inner diameter of 0.25 cm. The ends of the

reactor tubes were plugged with TFE filter membranes. The reactor tubes were used in a

conventional GC system with flame ionization detection (except for HZ, where trapping and

coulometric titration were used for detection). Reactors contained 1 to 4 g of the material under

study in powered form. Nitrogen or air was used as the carrier gas.

RESULTS AND DISCUSSION

Vapor-Phase Reactions

Large Teflon®°Film Chambers. Tuazon and co-workers [1-5] combined reactive trace

atmospheric species, including 03, nitrogen dioxide (NO2), formaldehyde (CH20), and nitric acid

(HNO 3), with HZ, monomethylhydrazine (MMH), and unsymmetrical dimethylhydrazine (UDMH) in

pure air. These experiments were conducted with concentrations in the 1-to-20 ppm range. With 03,

HZ reacted completely within 15 to 20 min to form hydrogen peroxide (H202) and diazene (N2H2)

with trace amounts of ammonia (NIH 3) and nitrous oxide (N20). By adding a radical trap (n-octane)

and a radical tracer (hexamethylethane), the important role of hydroxyl radicals in the reaction

mechanisms was demonstrated.

In the case of MMH, the reaction with 03 produced methylhydroperoxide (CH3 00H),

methyldiazine (CH3NNH), CH20, diazomethane (CH2N2), and H202 with trace amounts of NH3 and

N20. Hydroxyl radicals also were shown to be important in the MMH plus 03 reaction. In both HZ

and MMH reactions with 03, the reaction stoichiometry and the products formed depended on the

ratio of the initial reactants.

When UDMH and 03 were combined, the products were N-nitrosodimethylamine [(CH 3)2NNO],

CH3 00H, CH3NNH, and H202, with trace amounts of methanol (CH3OH), CO, formic acid (HCOOH),

nitrous acid (HONO), NO2, NH3, and CH2H2. Though hydroxyl radicals also were shown to be

important in the UDMH plus 03 reaction, there was more HONO and much less H20 2 produced than

was the case with HZ or MMH.

In the case of NO2, all three HZs reacted readily, with UDMH having the fastest rate and HZ the

slowest. Products of the reaction of HZ and MMH with NO2 were similar to those of HZ and MMH

with 03. In addition, hydrazinium nitrates (RNHNH 2.HNO 3; R = H, CH3) and peroxynitric acid

(HOONO 2) were formed. In the case of U DMH plus NO2, the products were HONO and

tetramethyltetrazine-2[(CH 3)2NNN N(CH 3)2].

Experimental results suggest that the mechanism (5) for the reactions of HZ and MMH with 03

are free radical processes where OH, hydrazyl (H2N-NH or CH3NH-NH) radicals, and diazines (HN = NH
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or CH3N = NH) act as the chain carriers. The mechanism is shown explicitly below as an example of the

kinds of chemical processes that result from these types of studies. The initiation process is

" + - ORNH-NH+ OH+ 0 2  
(1)

RN 2+ 0 31 -- PRN-NH +0H+O (R=HorCH3)
2 2

This is followed by propagation reactions.

RNHNH2 +OH----RNH-NH+H 20 (2)

RNH-NIH 1(3)
+0 2---RN=NH+HO2

RN-NH 2 J 22

RN=NH+ O--RN=N+OH+ 02  (4)

RN=NH+OH- -RN=N+H 2 0 (5)

RN=N -- -R+N 2  (6)

R+o -2- -. RO (7)

Products then are formed in the following reactions.

HO 2+HO2  H 202+02 (8)

HO2+CH 30 CH 3 00H+02  (9)

C HCHO+CH 3OH+ 02 (10)
CH30 2 +CH3 2 -cOO (0

323 2CH30+ 2

CH3O +0 2 - HCHO+ H0 2  
(11)

This mechanism accounts for most of the experimental observations. In the case of MMH + 03, CH2N2

is most likely formed from the reaction of 03 with CH3NNH.
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In the case of UDMH plus 03, the initial hydrazyl radical that is formed reacts with 03

eventually giving the observed products. This occurs because the diazine cannot be formed from the

removal of one hydrogen atom from each nitrogen as in HZ and MMH.

In the case of the reactions with NO2, the mechanism for HZ and MMH involves H-atom

abstraction with the formation of HONO and a hydroxyl radical. Subsequent reactions with oxygen

form diazines which react further to form products. Details of the mechanism remain somewhat

uncertain.

Flow Systems. Initial results from the laminar flow reactor [271 show that the injector system

functions properly and that infrared spectra can be obtained at six distinct points down the flow field

giving reaction rate data on a scale of seconds. The first set of experiments on the rate of the reaction

between HZ and 03 has been completed. With an initial 03 concentration of 60 ppm and HZ at

19 ppm, the observed reaction rate constant was 2.5 x 10-16 cm3 molecule-1 s-1. The FT-IR spectra

were obtained at 4 cm-1 resolution and should allow identification of reactive intermediates as these

studies continue.

In the flash photolysis-response fluorescence studies of Pitts and co-workers (1,2, and 28]

absolute rate constants were determined for the reactions of OH radicals with HZ and MMH. The rate

constants obtained essentially were independent of temperature over the range of 298 to 424 K. The

rate constant values were 6.1 x 10-il and 6.5 x 10-11cm3 molecule-1 s-i for HZ and MMH,

respectively. Since reaction with the hydroxyl is accepted as the most important atmospheric sink

process for chemical species with available hydrogen atoms [28], this rate constant results in an

estimated atmospheric half-life of 3 to 6h for these two HZs. Reactions with U DMH were not carried

out.

Surface-Catalyzed Reactions

Small Reaction Vessels. Early studies of the autooxidation of HZ were conducted by classical

gas-phase kinetic techniques involving pressure measurements in small glass reaction vessels [12-13].

The role of surfaces in these reactions was studied by adding glass wool or changing the size of the
reaction vessel. Results were limited but demonstrated the importance of surfaces in controlling the

rate of the reaction. Later studies [14-18] continued these investigations and also led to the

conclusion that surface effects dominated the observed decay of the HZ fuels in the presence of

oxygen, at least at torr level concentrations and in vessels with volumes of 2 L or less. Moody [171

developed a detailed reaction mechanism for the air oxidation of HZ which included all possible

surface interactions and involved a number of radical intermediates. Urry and co-workers [22]

detailed a study of the autooxidation of UDMH and arrived at a mechanism to explain their results.

Large Reaction Vessels. In the hope of approaching an experimental situation that would

decrease the ;mportance of surface effects, researchers moved to larger reaction vessels. Stone [20]
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employed 5-L and 12-L glass vessels, but still used concentrations of several torr of MMH for the study.

Results showed a decrease in decay rate proportional to the decrease in surface-to-volume ratio.

They also showed that the character of the surface itself was very important. Products of the reaction

included methanol, methane,and other unidentified products. Loper [23] studied the autooxidation

of UDMH in a 12-L glass vessel and observed the formation of formaldehyde dimethylhydrazone

along with other minor products. He suggested a mechanism similar to that given by Urry and co-

workers [22]. Bellerby [15,16] also puts forth a detailed mechanism (somewhat different than

Loper's) to account for the observed effects of reaction vessel surface on the rates of the

autooxidation reaction of HZs at room temperature.

To more nearly simulate atmospheric conditions, Stone used a long, cylindrical glass reaction

chamber with a volume of 55 L [20,21]. This chamber utilized long-path infrared species detection

and, therefore, concentrations of a few parts-per-million could be used. The observed half-life was

essentially the same as that obtained in smaller cells at much higher concentrations, showing that

surface effects were still predominant.

An attempt also was made to use large Teflon'-film chambers to study the effects of added

surface materials on the vapor-phase air oxidation of HZs. Initial studies by Naik and co-workers

[24,25] showed that the addition of certain metals, notably copper and painted aluminum,

significantly increased the rate of air oxidation of HZ. Later, Stone and Wiseman refined these results

to show that absorption and diffusion play major roles in the decay of HZ in Teflon0 film reaction

chambers, and also demonstrated that homogeneous oxidation is very slow, if it occurs at all [6,7].

Kilduff and co-workers [8] used a 6500-L Te flon'-film chamber to study the effects of added

metal surfaces. Sheets of aluminum, corroded aluminum (A1203), hot-dipped galvanized steel,

titanium, and stainless steel were studied with HZ; A1203, galvanized steel, and aluminum were

studied with MMH; only A1203 was used with UDMH. Results showed that HZ decayed most quickly in

the presence of AI/AI203 (relative rate 74), then titanium (relative rate 46), and was nearly unaffected

by galvanized steel (relative rate 2), stainless steel (relative rate 1), or aluminum (relative rate 1).

These workers propose a reaction mechanism where the HZ species binds to the metal surface and

then reacts with oxygen through a six-membered transition state to yield a diimide and a metal

hydroxy hydride. The diimide could react similarly to form nitrogen and other hydroxy hydride. The

hydrides then are proposed to undergo reductive elimination reactions to give a reduced metal

surface and water. This mechanism is outlined in Figure 4. The authors also propose a mechanism for

the formation of NH3, which is shown in Figure 5.
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Figure 4. Proposed Reaction Mechanism for Hydrazine with a Prototype Metal Surface Showing

Production of Nitrogen and Water.
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Figure 5. Proposed Reaction Mechanism of Hydrazine with a Prototype Metal Surface Showing
Production of Ammonia.

Tubular Reactors [26]. Hydrazine reacted completely with all of the substrates tested (i.e., 316

stainless steel [SS], 304L SS, Fe, Al, A1203, Zn, Cr, Ti, sand, concrete, and powdered cinder block. In

runs with an unpacked reactor, HZ recoveries of 89% were recorded. In another series of tests with

nitrogen as the carrier gas, HZ was completely recovered from reactors packed with powdered TFE or

iron, but was completely consumed by Fe2O3.

In the case of MMH with air as the carrier gas, the reaction products were methane,

methyldiazene, methanol, and traces of ammonia. Generally, at least three sample injections were

required to condition the column and produce stable product chromatograms. The proposed

mechanism for these surface-catalyzed reactions is the same as that proposed for the reaction of

MMH with A1203 in the large Teflon®-film chamber (Figures 4 and 5).

UDMH proved to be much less reactive than either HZ or MMH in the tubular reactors. Indeed,

only trace amounts of products were noted and these were not identified.
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CONCLUSION

The potentially rapid rate and noxious products of the reactions of HZ fuels in air demonstrate

the necessity of including not only meteorological but also chemical considerations in the

development and employment of atmospheric dispersion models for these fuels.
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ABSTRACT

Effective emergency preparedness and response planning is needed to assist responders in

making sound decisions under the stressful and confusing conditions accompanying a major

accidental release of hazardous materials. One of the most important decisions to be made is the

extent and duration of the evacuation of persons located near the accident site. If a decision must be

made as to whether or not to evacuate nearby populations, an estimation of the areal extent

(sometimes referred to as a toxic hazard corridor or vulnerable zone) of the evacuation must be

determined. This corridor, or zone, is based on estimates of the amount of material released, rate of

release, vapor dispersion characteristics, and concentration limit or "level of concern" that could

cause some damage, irreversible health effects, or death. There is a strong dependency between the

concentration limit chosen and the resulting evacuation area dimensions. It is, therefore, important

for planners and emergency responders to have accurate estimates of concentration limits as well as

guidance in the proper use and interpretation of these limits. This paper will illustrate several causes

where the selection of the concentration limits has played an important role.

INTRODUCTION

While the handling, storage, and transportation of hazardous materials are routine in our

society, only recently have the public, Congress, and regulatory agencies begun to realize and address

the fact that these substances, in many cases, pose substantial risk to the public as well as to the

environment and property. It is paramount that the emergency responder, who is often the only line

of defense preventing disastrous loss of life following an accident or release, have state-of-the-art

data and the means to interpret and apply those data to the situation at hand. Effective emergency

preparedness and response planning is needed to assist responders in making sound decisions under

the stressful and confusing conditions accompanying a major accidental rel.ase of hazardous

materials. One of the most important decisions to be made is the extent and duration of the

evacuation of persons located near the accident site. If a decision must be made whether or not to

evacuate nearby populations, an estimation of the areal extent of the evacuation must be

determined. This is referred to as the "toxic hazard corridor" (THC) by the Department of Defense

(DoD) and the "vulnerable zone" by the Environmental Protection Agency (EPA), both terms have the

same meaning.
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The THC is based on estimates of the amount of material released, rate of release, vapor

dispersion characteristics, and concentration limit or "level of concern" that could cause some

damage, irreversible health effects, or death. Of the various meteorological, source term, and other

chemical and thermodynamic parameters needed for use in these estimates, there is a strong

dependency between the concentration limit chosen and the resulting evacuation area dimensions.

In general, the THC is proportional to the inverse of the concentration limit squared. Therefore, as

the concentration limit is lowered, the corresponding THC length increases, but at a higher rate. Not

knowing the consequences of an additional release in terms of a chemical's harmful concentration

level is problematic to the government agencies (e.g., the EPA) that are responsible for ensuring

public safety, primarily because uncertainty in the concentration level may result in an

underestimation or overestimation of the THC. Underestimation of the THC could result in the

exposure of many people to a toxic vapor cloud, while overestimation could result in needless and

even potentially dangerous evacuation (especially to the elderly or others with health problems). It is,

therefore, important for planners and emergency responders to have accurate estimates of

concentration limits as well as guidance in the proper use and interpretation of these limits.

USE OF TOXICOLOGICAL PARAMETERS

THCs are used in many diverse applications, including (1) risk assessment to determine the

extent of exposure, (2) dispersion modeling to calculate THCs, (3) emergency planning to determine

vulnerable areas in an accident situation, and (4) emergency response activities. The question in each

of these applications is which concentration limit to use. Various organizations have developed

exposure guidelines over the years for specific chemicals and applications. However, very few

concentration limits have been developed specifically for the applications of risk assessment,

emergency response, planning, and dispersion modeling. The limits that have been developed for

these specific applications generally are limited in the number of chemicals for which they have been

developed. For example, guidelines that are often used are as follows.

* Threshold Limit Value (TL V). The TLV was developed by the American Conference
of Government Industrial Hygienists for the protection of healthy male workers in
the workplace, not the general public.

9 Short-Term Public Emergency Guidance Levels (SPEGLs). Developed by the
National Research Council (NRC) of the National Academy of Sciences (NAS) for the
DoD for unpredicted (i.e., accident) short-term exposure to the public. Although
these limits have been developed specifically for the application discussed in this
paper, SPEGLs have only been developed for five chemicals to date.

9 Permissible Exposure Limits (PELs). Developed by the Occupational Safety and
Health Administration (OSHA) for worker exposure.
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* Immediately Dangerous to Life and Health (IDLH). Developed by the National
Institute for Occupational Safety and Health (NIOSH) exclusively for respiratory
selection in the workplace.

* Emergency Response Planning Guidelines (ERPGs). The ERPGs currently are under
development by a consortium of chemical companies and are based on guidelines
published bythe NAS. The limits are being developed for community exposure.
ERPGs have been developed for approximately 35 chemicals.

The exposure limits mentioned above represent only a limited example of the various exposure

guidelines available. As one can see from the list, only the ERPGs and the SPEGLs have been

developed specifically for the use of emergency planning, response, and/or risk assessment. However,

the number of chemicals for which they can be applied is fairly limited. ERPGs have been developed

for 35 chemicals to date, while SPEGLs have only been developed for five. The question then becomes

how does one apply these other limits for emergency response/planning when they are not

developed for these purposes. Following are several examples of how these limits have been adapted

for varying applications, and, in some cases, with less than optimal results.

VANDENBURG AIR FORCE BASE

Vandenburg Air Force Base (VAFB) in California is the home of the Western Test Range and the

site of Delta, Titan, and Atlas launch facilities. These launch vehicles utilize varying amounts of

hypergolic propellants (hydrazines and nitrogen tetroxide) which are highly toxic. For this reason,

THCs are calculated and plotted at VAFB before initiation of any operation that could or will result in

an accidental or planned release of propellants (i.e., those releases that are known to occur during

operations such as venting). Predictions are based on analysis of potential sources strength (rate of

release of propellant to the atmosphere), the type of propellant involved, exposure limits for the

propellant, and prevailing meteorological conditions.

Until recently, the exposure limits used at VAFB to calculate THCs varied depending on the

release condition (planned vs. accidental) and the population potentially exposed (workers vs.

general public). For planned releases in an occupational environment, VAFB used the TLVs described

above. These values are based on a time-weighted average exposure during an 8-h work day and a

40-h work week within which a worker may be repeatedly exposed [1]. For accidental releases in the

occupational environment, Emergency Exposure Guidance Levels (EEGLs) were used. EEGLs were

developed by the NAS/NRC Committee on Toxicology and are recommended for use in estimating

short-term (30 min) worker exposure, not public exposure. The EEGL is a ceiling level for a single,

unpredicted exposure lasting 1 h or less and never more than 24 h [2]. Emergency Exposure Guidance

Levels take into consideration both the short-term and long-term reproductive, carcinogenic,
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neurotoxic, and respiratory effects of a single acute exposure, as well as the age and sensitivity of the

population and the length of expsoure [1].

For planned releases affecting the general public, limits were derived from the NAS/NRC's

short-term public limits (STPLs). Again, the values are based on 30-min exposures. For unsymmetrical

dimethylhydrazine (UDMH) and anhydrous hydrazine (AH), the STPL values are one-half the EEGL

values. Finally, for accidental releases affecting the general public, the NAS/NRC's public emergency

limits, renamed short-term public emergency limits (SPELs), were used. SPELs are defined as single,

unpredicted exposures lasting 1 h or less and never more than 24 h, in which the public may

experience temporary discomfort or health effects but no irreversible harm (3]. The SPEL is usually

used for accidental releases of nitrogen tetroxide (N20 4) that may involve the public.

Approximately one year ago, the Air Force Surgeon General's office reduced the exposure

limits used for the hydrazine fuel at VAFB to new values, called SPEGLs. The SPEL for N204 also

became the official permissible exposure level. These values were adopted for calculating THCs at

VAFB and were independent of groups exposed and release type. The new values were taken from

SPEGLs developed by NAS/NRC for fuels and SPEL for N202 . SPEGLs/SPELs are guidance levels for

exposure based on a single, unpredicted event lasting 1 h or less, and not more than 24 h, and they

are expected to be rare, once-in-a-lifetime occurrences. The SPEGUSPEL concentration levels are

significantly lower than SPEL values (i.e., approximately 1% of the SPEL value for UDMH and AH).

Resulting from this reduction in exposure limits was the generation of much longer THCs.

VAFB estimated that the new THCs were as much as 14 times longer than the previous THCs (4] and

required much larger areas to be evacuated during normal operations, which impinged on operations

unrelated to the material being transferred or utilized. Both 1 STRAD, a division of the Strategic Air

Command (SAC), and the Space and Missile Test Organization, a division of AFSC, protested the new

longer hazards corridors and petitioned the Air Force Surgeon General to revise the permissible

exposure levels. A few months ago the Surgeon General responded by recommending a new set of

exposure levels.

These new exposure levels are based on two populations, workers and the public, and two

scenarios. (1) the possiblility of a release that results from moving or utilizing a hazardous material

during planned operations, and (2) a release as a result of an accident or emergency. The use of

different hazard corridors for operations and emergencies is similar to the original method of

estimating hazard corridors. For planned operations, one-half of the IDLH is used. The IDLH limits

were developed by NIOSH as follows.

"IDLHs were developed exclusively for respirator selection in the workplace.... The
IDLH concentration represents the maximum concentration of a substance in air from
which healthy male workers can escape without loss of life or irreversible health effects
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under conditions of a maximum 30-min exposure time.... EPA recognizes that the
IDLH was not designed as a measure of the exposure levels required to protect general
populations." (EPA's Technical Guidance for Hazards Analysis, p.D-2)

The size of the THC will be drastically reduced using one-half of the IDLH values instead of the

SPEGI/SPEL values; THCs for UDMH and A-50 will decrease by a factor of 8, AH by a factor of 15, and

N204 by a factor of 3. However, in the event of an accidental reiease, the SPEGUSPEL limits will be

used to estimate hazard corridors for evacuation of all personnel.

Both SAC and ASFC have agreed to accept the Surgeon General's recommendation and use the

new limits and the two-tier approach, significantly reducing the number of personnel that must be

evacuated before operations compared with the SPEGIJSPEL approach. This two-tier approach makes

it easier for VAFB to transfer the hazardous materials during planned operations without requiring

mass evacuations, while still protecting the public in the event of an accidental release.

DOD SHIPMENTS OF NITROGEN TETROXIDE

In response to increasing public concern over the relative safety of hazardous materials

transportation, the U.S. Department of Transportation (DOT) in 1986 re-evaluated the various

exemptions it regularly issues for the transport of chemicals classified as "inhalation hazards." At

that time, the DOT placed several new requirements upon the exempted transporters of these

materials, including certification that the routes used are the "safest practicable." Nitrogen

tetroxide, a propellant used by the DoD, is classified as an inhalation hazard and fell subject to these

new requirements. Risk assessment was performed by ICF Technology Incorporated for the DoD on

each of the highway routes used to transport N204 .

The methodology used to calculate risk was based on an assessment of the probability of an

accident occurring and the consequences of such an accident. Consequences were calculated in terms

of the number of people potentially affected along the route at any one time, using THCs to decide

the area affected.

In October of 1987, the Congressional Subcommittee on Government Activities and

Transportation held hearings on Capital Hill to address the need for safer highway routing of
"ultrahazardous materials" [5]. The hearings highlighted DoD-sponsored shipments of N204 .

Nitrogen tetroxide was selected primarily because it was the only chemical classified as an inhalation

hazard for which risk assessments had been performed under the new exemption requirements. One

of the issues was the number of persons potentially exposed along each of the routes. Organizations

were claiming different numbers of persons exposed. The numbers varied due to several differences,

including the use of different dispersion models to calculate the THC, different input parameters

(including concentration limits), and different assumptions as to release conditions (i.e., whether or

not the propellant would be released under pressure). The Environmental Policy Institute, an
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environmental nonprofit organization in Washington, DC, proposed that a 12-mile evacuation

corridor be used [6], a representative from Lawrence Livermore National Laboratory suggested 4.6

miles [7], and the DOT recommended 0.8 miles [8]. These differences in corridor length result in

significant differences in the total number of persons exposed and resulting risk. The problem was

eventually resolved by performing two risk assessments for each route, each using a different corridor

length [9]. However, this is not a viable long-term solution. Ultimately, a well-defined exposure limit,

used in an acceptable dispersion model, is needed for risk assessment applications.

ENVIRONMENTAL PROTECTION AGENCY

Approximately two years ago, the Emergency Planning and Community Right-to-Know Act of

the Superfund Amendments and Reauthorization Act, also called Title Ill, was enacted into law. Title

III establishes requirements for federal, state, and local governments, as well as industry, regarding

emergency planning and community right-to-know reporting for hazardous chemicals. It differs

from OSHA's Hazards Communication Standard in that its focus in not on worker right-to-know, but

instead, it is intended to provide communities and emergency response organizations with access to

information on hazardous chemicals in their community.

The objective of Title III is to improve state and local emergency response and planning and

provide the public access to valuable information pertaining to chemicals within their community.

Title III required EPA to identify and publish a list of extremely hazardous substances (EHSs) and

threshold planning quantitites (TPQs) that would establish which facilities are subject to emergency

planning under Title III. That is, if a facility produces, uses, or stores an EHS in excess of the EHS's TPQ,

it must comply with the requirements under Title Ill.

In defining the criteria to use for selecting chemicals, EPA has to identify the health effects of

concern and identify the data to be used. Acute airborne toxicity was selected as the initial criterion

for the selection of chemicals to be listed (EPA has recently begun to look at chemicals that pose

flammable, reactive, or explosive hazards to surrounding communities; however, the date that the

list will be published is unknown). The EPA decided to focus on animal acute toxicity d -ta with the

assumption that humans and animals are similar in susceptibility to toxic chemicals. Lethality data

were used because it is the most available and commonly reported information provided from animal

toxicity testing and because the EPA wishes to avoid accidents resulting in human death.

Initially, 402 chemicals were listed by EPA. Since that time, four chemicals have been added to

the list as a result of new information. An additional 40 chemicals were delisted because they do not

meet the acute lethality criteria. The current list of EHSs stands at 366 chemicals [10].

Title III 31so required local emergency planning committees (LEPCs) to develop emergency plans

for accidents involving EHSs within their communities. As part of the emergency plan, vulnerability
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analyses had to be performed. A vulnerability analysis is an "assessment of elements in the

community that are subject to damage should a hazardous materials release occur; includes

gathering information on the extent of the vulnerable zone..." [1] Vulnerability analyses require the

calculation of a vulnerability zone distance (VZD), similar to the THCs calculated by the DoD. As part

of this calculation, a level of concern (LOC) must be selected. LOCs are defined by EPA as follows.

"Concentration of an EHS above which there may be serious irreversible health effects

or death as a resuit of a singie exposure for a relatively short period of time" (1].

EPA does not mandate which exposure limit must be used in the calculation of the VZD, but it

has set guidelines. Initially, the EPA recommended that the IDLH be used by LEPCs for the calculation

of a VZD. However, there are several problems with using the IDLH in this application. The IDLH is

based on the response of a healthy male worker population to toxic exposure and, therefore, does

not adequately address the response of sensitive populations, such as children and elderly persons. In

addition, the IDLH is based on a 30-min maximum exposure period and it is questionable as to

whether or not this is realistic for accidental releases. After consultation with several members of the

scientific community, including the Scientific Advisory Board, EPA reduced the recommended LOC to

one-tenth the IDLH. This is acknowledged as an interim solution until more appropriate levels

allowing a margin of safety are determined.

As discussed earlier, several chemical companies have formed a consortium to develop a more

appropriate value for use in these types of applications (the ERPGs). However, ERPGs have been

developed for only a handfull of chemicals. It is possible that EPA will make revisions to their

rulemaking and recommend use of the ERPGs as they become available. This is an ongoing process.

ISSUES

Chemical manufacturers and other industries are trying to respond to EPA and DOT initiatives

for the development of emergency response plans. The development of the ERPGs is one example of

industry's initiatives in this area. Another is industry's voluntary efforts in the area of transportation

risk assessment and routing evaluations. However, there has been a general frustration on the part

of industry as to how they can maximize public safety, minimize their liability, and, at the same time,

still allow for normal operations.

There is an obvious need for coordination among all responsible players, including

toxicologists, dispersion modelers, planners, and others who are involved in the application of

toxicological parameters for the purposes of accurate emergency response/planning and risk

assessment methods. Concerted efforts are required of industry and the government to work

together to develop appropriate guidelines. Conferences, such as the Annual Conference on

Toxicology sponsored by the Harry G. Armstrong Aerospace Medical Research Laboratory and the
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Naval Medical llesrarch Institute/Toxicology Detachment, provide excel lent forums for

communication and the exchange of ideas. Communication is vital to the proper progression of this

work by helping to ensure that research and development efforts are proceeding in the direction

needed and that ideas are being shared by those who are in need of the information.
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SESSION IV

PANEL DISCUSSION

Lt Colonel Clewell: I consider this, personally, to be a very significant issue facing the toxicology

community. Our part of it is trying to bring some rationality to the setting of the kinds of limits that

are used in these kinds of applications. And what we have seen in this session are examples of two

counter-current activities. One is that the estimates of exposure of people to toxic chemical keeps

rising. For example, the work at Lawrence Livermore has demonstrated that what was considered

only a drinking water exposure is also an inhalation exposure, so now people consider themselves

exposed to a greater quantity of toxic materials. At the same time, there has been a consistent

tendency on the part of not only regulatory agencies but even scientific advisory boards and scientific

groups to recommend lower and lower exposure limits for chemicals. Every time the USAF goes back

to the National Academy of Science and asks about the hydrazine fuels they give us a lower number. I

don't know when we will learn and stop asking. The problem is that people keep coming up with

new effects of the same old materials, new ways of finding out that there is an effect of the same old

materials, or new arguments for the significance of the chronic effects of these materials. In

particular, what I feel is of considerable concern to those of us who have been involved in this kind of

thing for a number of years is the growing tendency to consider the carcinogenic potential for a once

in a lifetime, unplanned, accidental exposure to a possible animal carcinogen and try to use

quantitative risk assessment, which then drives an exposure limit. That is what happened to

hydrazine. And so that ends up increasing the hazard corridors and the planning considerations for a

chemical, not for something that is a repetitive exposure in the workplace where one would be

concerned about the chronic toxicity, but for a once in a lifetime possible, unplanned single

exposure. So what happens then is that as the estimate of exposure goes up and the estimate of

allowable exposure goes down, you eventually reach a crunch where it is no longer possible to live

with the limit operationally. People will go along with a hazard limit as long as it is operationally

achievable. The USAF went along with whatever the National Academy of Science Committee on

Toxicology recommended until Vandenberg AFB found out they could no longer support operations.

I went to the American Industrial Hygienist Committee meeting last May and learned all about the

Emergency Response Planning Guidelines (ERPGs). The significant thing about the ERPGs is that there

are three levels. There is the ERPG-1 level at which people will either smell it, see it, or begin to worry

about it for some reason, so you had better tell them that it is okay even though it is at a harmless

level. There is the ERPG-2 level which is essentially equivalent to the National Academy of Science

Short-Term Public Emergency Guidance Limits (SPEGL). It is based actually on the rationale behind

the SPEGL which the Committee on Toxicology developed for the USAF. And it is the level that is in
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the region of 0.1 to 0.5 for the hydrazines, which is hard to live with. Then there is ERPG-3 which

corresponds very closely to the National Institute for Occupational Safety and Health (NIOSH)

Immediately Dangerous to Life or Health ( IDLH).

I was really amazed because I had just got through recommending that we go to a two-tier

system using half the IDLH and the SPEGL. You cannot live with the SPEGL operationally or cost

effectively in the community. The community really cannot do emergency action plans for every

chemical based on their SPEGLs or any equivalent kind of concentration limit that is based on the fact

that this might be an animal carcinogen and that it might be an exposure once in a lifetime. So what I

am leading to, to kind of get things started with the panel, is to ask is there any way out of here? Is

there any way to avoid getting ourselves into a position where society cannot afford to use the

exposure limits that we in the toxicology community keep recommending, given our exposure

assessment and people's ability to keep finding more and more sources of threat?

Weiner: I am not a toxicologist. I was really hoping, because we do not have the answers, that the

toxicologists have the answers. I do not know what is going to happen.

Layton: We look at the environment and I think that there is a large number of people that view the

environment or the chemicals in the environment as "most of the things are harmless and there are a

couple of things that are really bad. Once we discover those, we have to address all our resources to

eliminating our exposure to those compounds." I think that there is an alternative view that does not

really come across, and perhaps when people figure out this might be a more realistic view, they are

going to be upset at the whole system for misleading them. Perhaps %here are many toxic substances

or many compounds that are toxic at high levels but not toxic at low levels, that we are exposed to all

the time. Somehow this system that we are involved in - and the media interacts with it, and it is a

very complex process - seems to be getting the message out that there is always something bad, and

if it is bad, we have to do something drastic about it. I do not know how we stop that process of

seeing this problem with toxic substances as being one of one tree at a time instead of a forest of

varying toxicities, varying exposures, and things that we have to regulate with some sort of logical,

reasonable approach, and not extreme overreactions on all counts.

Dr Bruce Stuart (A.D. Little): I think we are not totally without hope. It depends on how long you

think the tunnel is, and whether there is a bright light at the end of it or not, and what the walls of

the tunnel are lined with. I would like to make a plea, however, that when emergency planning

response guidelines or whatever it may be that is invoked to set a provisional guide (somehow these

become fossilized into standards if one is not careful), that one looks at the data bases. Look at the

data bases; these have been misused in the case of the Ar ierican Conference of Governmental

Industrial Hygienists, which are indeed also focused uv.on the healthy worker and not all workers.
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However, the data bases that are available in terms of documentation of threshold limit values are

valid and can be used and analyzed by any thinking toxicologist to see how well they will fit the

particular exposure scenario they are talking about. If one uses that instead of an arbitrary correction

factor, such as dividing by a factor of four for the time and a factor of ten for the fact that you have

some unknown sensitive population, I think you can begin to wisely recommend what will be there,

for at least a provisional guideline. I would hate to go back to the other approach because that was a

recommendation in 1959 by the Internati" nal Commission of Radiation Protection, which published a

parallel list for occupational exposures and environmental exposures for all radionuclides, and they

use just that, a factor of 40. With the caveat, however, of saying wherever additional data are

available for a particular radionucleotide, use that and make your best scientific judgment.

I think that we run into problems like the business of using the IDLH, a tenth of the IDLH,

whatever it may be, when people look for a shortcut, and simply use some arbitrary correction factor

and try to apply it across the board. This is one of the areas I might indicate that toxicokinetics should

shine in because it deals with the absorbed dose and not an exposure dose, and it can deal with

unusual exposure scenarios based upon th, material or toxic metabolite and indeed whether or not it

is the area under the curve accumulated for the carcinogenic endpoint, or an irritation index, peak

blood level, or whatever it may be that is the index of concern.

Dr Fred Miller (EPA): I am not in the regulatory part of EPA, but I would like to throw out a comment

relative to the IDLH and how that ended up. It was in recognition of the fact that when you test any

particular chemical, by-and-large, every time you go to sensitive subpopulations you find that it is at

least a factor of ten lower that they respond. So it is not a hocus-pocus calculation relative to IDLH.

There is not a, data base for Bhopal, for example. Toxicology was not designed for having that kind of

data available and yet the public is demanding that you do something about it. And so you really are

trapped by not having the data - I do not care what organization you are- to really do your

operational corrections. And it sounds like Vandenburg, quite frankly, got around the situation by

taking one-helf of the IDLH so they are operational as opposed to recognizing that, in fact, you really

had toxicology, 't may be that for that particular compound it is acceptable, but for many compounds

dividing by two would not be acceptable. I would argue that rather than worrying about it that way,

maybe we ought to find safer ways for containment. Because, as Harvey points out, you are not

going to guard against the one-time chance that you finally do have an accident. I would think that

some aspects of safer containment might do us more good, and also improving the dispersion models

- the Puff Model, or whatever they are using, and getting that refined - may do us more good than to

try to argue about the toxicology data itself, because it seems like a tremendous waste of resources to

try to generate the data base that would be needed for the toxicology of those compounds in this

chance setting. It just does not seem like we are ever going to get there that way.
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Weiner: I do agree. I guess this is a limited presentation in one respect in that we just addressed

toxicity parameters. One of the other ways of combating this is also through better emergency

response practices and containment protection.

Clewell: In defense of the USAF, I might point out that in the case of nitrogen tetroxide, for example,

we paid for the Lawrence Livermore study that demonstrated that the dispersion characteristics of

nitrogen tetroxide made it a more extensive hazard during a spill than was previously expected, and

we pushed the Department of Tranportation (DOT) to accept that increased factor of three. And, at

the same time, the USAF has also upgraded the tanker that carries nitrogen tetroxide even though it

was already at least an order of magnitude better tanker than for an equally toxic material that is

transported in your backyard all the time, chlorine. But of course when I was in Los Angeles about the

nitrogen tetroxide issue, I asked the Fire Chief what about chlorine, and he said, "Oh, we don't

worry about chlorine. We know how to handle that." I mean, it was a war gas in World War I. It is

more toxic than nitrogen tetroxide. But I will not get on that soapbox. But, of course, you will want

all three: better containment, better dispersion modeling, and better toxicity estimates. But a

nagging question remains unanswered: How do you fold in a carcinogenic risk for these kinds of

materials incidents?

Dr Ray Yang (NIEHS): I have a question for Dr Thomas McKone. I am very interested in your

modeling of household exposure situations, but as I recalled reading in a paper and seeing in the

news about indoor air pollutants, there are probably 9 to 15 very, very frequently seen pollutants

from carpet, furniture, cooking, smoking, and so on. I wonder if you and/or your colleagues have

made any attempts to do mixture modeling of all these chemicals at one time.

McKone: I would like to refer you to the work of the TEAM studies out of EPA. Their surveys indicate

that for a lot of the more common items such as trichloroethylene, parachloroethlyene, and a number

of others, the primary source is probably not drinking water. The way that they found this out was

by comparing what they were finding indoors to what was in the water supply, and they could find

no consistent ratio across the country for different areas. The only compound that they clearly could

identify was chloroform. So I think it raises an interesting issue. It says that for some of these

common volatile organics that we are concerned about, indoor air is probably the primary place

where people are being exposed, and it is probably not industrial emissions, but it is probably

household products that we bring into our own home. I think that it is a caveat that should be added

to some of the work that we are doing that some of the compounds that we are saying first if you are

going to regulate it, do not just regulate on the basis of the ingestion exposure, look at the

inhalation exposure indoors. But, second, you should look at the relative contribution. For example,

for a compound like trichloroethylene, if you are going to regulate it, do not assume it is all coming in

through the drinking water. And also, do not assume that just drinking water or soil is the only
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source of it. There are many sources of the compound. So we need this broader, integrated,

assessment of how chemicals that are in commerce end up coming in contact with people. And I think

a lot of this is just opening up. There really is not enough out there about this broader multi pathway,

multimedia view of the world. We tend to divide these problems into pieces, like an air problem, or

an indoor air problem, or a soil problem, and then regulate it one piece at a time and not as an

integrated whole.

Yang: So you and your colleagues have not attempted that in terms of modeling for mixtures?

McKone: No, we have not modeled whole compounds.

Yang: Is anybody you know of doing something along this line?

McKone: Not that I know of. You were talking about mixtures in the sense of the exposure to

mixtures or whether...?

Yang: Yes, simultaneous exposure to the 9 to 15 chemicals.

McKone: For concentrations indoors, when we are at parts-per-million in the water supply or less (I

am saying that I have not run the experiment but just from what I understand of mass transfer

properties) when you have concentrations that low, you do not expect there to be a substantial

difference if there is more than one compound present as long as the concentration is that low....

Yang: I am not so sure about that.

McKone: Well, because you do not get a change in the relative diffusion unless you have a high

enough concentration of both compounds that they have a likely probability of colliding with one

another during the mass transfer process. Which, if they are both in parts-per-billion, it is fairly low.

Yang: Well, I think this is a very important area from the point of view of Dr. Douglas's talk yesterday

of submarine atmospheres. And you know, many of us traveled by plane to get here and we live in

our own house and so on. I think these are very, very important issues and a lot of this modeling still

is based on one chemical. Personally, I would urge that type of research should really be looked at.

McKone: I think also that modeling of mixtures kind of presupposes that you know how to handle

the dose response for the mixtures. Why would you want to do it in terms of the mixture? Otherwise,

you are going to do it compound by compound, maybe add up the effect so there is that end of it.

Once you do that, what are you going to do with it? Unless there are methodologies for handling

mixtures of gases with different endpoints ranging from inhibition of multifunction oxidase to eye

irritation, you know, multiple endpoints is pretty difficult.

Yang: For many of these chemicals, these kind of effects are known.
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Dr Clay Frederick (Rohm and Haas): I would just like to comment on this issue of perceived risk and

what threshold limit value or whatever you use in association with exposure of a chemical. I really

feel that society does not want to assume any risk at all with the fruits of civilization. That is the

current perception. And we can talk about this being a reasonable level of risk in terms of risk

assessment from some chemical exposure, from some catastrophic situation. I think, reasonably, as

toxicologists, we can define what we think is a reasonable risk to be carried by society for the fruits of

civilization. But I think the general perception of people outside our profession is there is only one

acceptable answer and that is zero risk. And to be specific, in terms of products, if you are talking

about something like permanent-press clothes, it seems like everybody wants permanent-press

clothes, but if you start playing up the fact that there may be formaldehyde released by permanent-

press clothes, well that is clearly unacceptable. Get that stuff out of there. Now, if, in fact, you had to

do that and get rid of all the permanent-press clothes that would be unacceptable, too. You have got

to have the fruits of civilization but none of the risks. It is a tough issue and the press really makes a

mess of it.

Yang: Dr Layton, plants are an important part of our natural environment and may some day be an

important part of confined environments, therefore I would like to know if you have considered the

role of plant life in your modeling?

Layton: We did, but in a very simple fashion, and that is we assumed that the concentration of

organic contaminants and biota in general in the water portion of the plant was equivalent to the

concentration of the contaminant in the water portion of the soil, and that, basically, was a very

straightforward default assumption. In our review of the literature, we feel that of the many

different aspects of the parameterization process that you have to go through in looking at

chemicals, that plant uptake of organic compounds is one of the big data gaps that is out there right

now. And there is information in the literature for pesticides and herbicides obviously, because of the

concern of uptake from soils. But when you take compounds like trichloroethylene and others, there

is virtually no data. There are some regression equations that use the relationship between different

physical/chemical parameters and uptake. Other than that, there is very little data. We do have the

parameter in the model for uptake. But the estimation for most chemicals is virtually nonexistent.

Dr Ed Houston (NSI): My question is directed to Dr Stuart. Bruce, as you indicated, during the process

of selling a house, I have become intently interested in radon. On the detection side, as I understand

it, they are detecting alpha emitters, either the radon gas or the radon daughters. My question is, is

there anything else out there that contributes to the alpha emitters that would compound these sorts

of readings?
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Stuart: Part of the fact that we have inherited this planet, or been given it, depending on your point

of vi-.w, is the fact that there are four radioactive decay chains, that, starting with uranium 238, are

the most abundant in terms of activity. Radon daughters stemming from radium itself is the most

abundant chain. The question of whether there are other alpha emitters out there is a good one, and

I think I can probably assure you that those are the only ones that you have to worry about. A

statement was made that nitrogen tetroxide was billed as the most hazardous chemical known to

man. It was not very many years ago that people were talking about plutonium dioxide (a product

from weapons fallout) in that regard, and that it was of sufficient toxicity that breaking off the very

tip of the lead of your pencil is sufficient to provide a dose of pulmonary carcinoma. I worked about

12 years with that stuff, and it can be handled reasonably. But there are not many alpha emitters out

there that you really have to become concerned about. For a while there was a record discharge unit

that used an americium source that is no longer around. My feeling is that the levels that may be of

residual alpha stemming from weapons release a couple of decades ago are so minute that the

chances of finding anything like that as a contributory factor are vanishingly small. Having said that, I

am reminded of the fact that there is a satellite coming back out of orbit now, placed by a European

country, USSR, which has a nuclear power supply in it, and it is guaranteed not to break up or

vaporize upon re-entry. So that may or may not present a problem, but in terms of the levels that

you encounter in your homes from alpha, this can vary in one spot within your home severalfold

depending upon the time of year, the activity in the home, the barometric conditions at the time, and

so forth. So I thank you for the opportunity to say that even if you have the test done, and you

happen to end up with 4.5 pci/L liter or something equally worrysome, do it again and maybe pick

some other area of the home, and some other climatological conditions, and shed a little light that

way.

Dr. Ray Kutzman (NSI): Mine is really a question for clarification. Do I understand that with the

hazardous corridor system that there are local emergency planning committees mandated by

someone, the Department of Defense or DOT?

Weiner: Title III of the Superfund Amendments and Reauthorization Act requires that local

emergency planning committees are set up, and I believe that the EPCs are composed of members

from local facilities or local industries, as well as the local Government.

Kutzman: That is who sits on them? How are they coordinated around the country, or do you have

very different attitudes on handling nitrogen tetroxide at the production plant and at the fueling

station?
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Weiner: I am sure that there are very different attitudes about it throughout the country. There is

also a requirement that state planning committees be set up. They are coordinated with the local

committees.
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EVALUATION OF UNCERTAINTY IN INPUT PARAMETERS TO PHARMACOKINETIC MODELS AND

THE RESULTING UNCERTAINTY IN OUTPUT

David Farrar, Bruce Allen, Kenny Crump, Annette Shipp

Clement Associates, Inc., 1201 Gaines Street, Ruston, LA 71270

SUMMARY

Physiologically based pharmacokinetic (PB-PK) models may be used to predict the

concentrations of parent chemical or metabolites in tissues, resulting from specified chemical

exposures. An important application of PB-PK modeling is in assessment of carcinogenic risks to

humans, based on animal data. The parameters of a PB-PK model may include metabolic

parameters, blood/air and tissue/blood partition coefficients, and physiological parameters, such as

organ weights and blood flow rates. Uncertainty in estimates of these parameters results in

uncertainty regarding tissue concentrations and resulting risks. Data are reviewed relevant to the

quantification of these uncertainties, for a PB-PK model-based risk assessment for

tetrachloroethylene. Probability distributions are developed to express uncertainty in model

parameters, and uncertainties are propagated by a sequence of operations that simulates processes

recognized as contributing to estimates of human risk. Distributions of PB-PK model output and

human risk estimates are used to characterize uncertainty resulting from uncertainty in model

parameters.

Physiologically based pharmacokinetic models can be used in the animal-based assessment of

human cancer risks. A PB-PK model is assumed for rodents and humans (with parameter values that

are possibly species-specific) and dose surrogates are calculated on the basis of that model. A dose

surrogate is a particular measure of chemical delivered to a putative target tissue. The dose surrogate

values corresponding to the dose levels and dose regimen followed in a chosen carcinogenicity

bioassay and the observed tumor count data are the input to dose-response model (e.g., the

multistage of Weibull models [1 ]). Values of the chosen surrogate dose are estimated for humans,

corresponding to specified external exposures, and human risks are estimated based on the fitted

dose-response curve.

This report describes the development of methods for analyzing the effect of uncertainties

associated with PB-PK model parameters. The methods are illustrated in the context of a risk

assessment for tetrachloroethylene that employs a multicompartment PB-PK model and a

carcinogenic endpoint observed in female mice [21.
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PHYSIOLOGICALLY BASED PHARMACOKINETIC MODEL FOR TETRACHLOROETHYLENE

The EPA [3] and Hattis et al. [4] have developed two slightly different PB-PK models for

tetrachloroethylene. Reitz and Nolan [5] have reviewed the parameter values adopted by the EPA

and have recommended some revisions. In order to evaluate uncertainties within the framework of a

given PB-PK model, analyses presented here are based on the EPA model (Figure 1). Flow-limited

compartments and Michaelis-Menten metabolism (occurring in the liver) are assumed.

q cinh exh q

CV ca

perusontp cat tissuecoi t

r slowly perfused-
cs/ps ca

I r q

-, rihlly perfused -14
cr/pr ca

q" I
"q liver tissue -

cl/pl ca

Vmax, Km

Figure 1. Tetrachloroethylene PB-PK Model. Notation: cinh, cexh, ca, and cv are concentration of
parent in inhaled air, exhaled air, arterial blood, and venous blood; qi, ci, and pi are the
perfusion rate, parent concentration, and tissue/blood partition coefficient for
compartment i; and Vma x and Km are constants determining the rate of metabolism in the
liver.

342



Notation and preferred values for model parameters are listed in Table 1. In general, the

definition of model parameters and the units adopted follow Reitz and Nolan [5]. Absolute

compartment volumes, vi (in liters), are related to compartment proportions (vi, Table 1) by
v.= v. * bw(i=l,r,s,/P (1)

where bw is body weight in kilograms. The maximal metabolic rate, Vmax, is scaled according to

Vmax = Vmaxc*bwO 74 [5]. The vic and Vmaxc parameters are those for which uncertainties are

estimated.

The partition coefficients that are measured directly in vitro are limited to some of the

tissue/gas coefficients (Pb and pgi, i = I, r, s, ). Tissue/blood partition coefficients, which are those

actually used in the PB-PK model, are estimated by dividing the tissue/gas coefficients by the

blood/gas coefficient (Pi = Pgi/Pb, i = I, r, s, f).

The dose surrogates that are estimated herein, and for which uncertainties are estimated, are

(1) the average daily area under the liver concentration-time curve for the parent (AUCL), (2) the

average daily area under the arterial blood concentration-time curve for the parent (AUCA), and

(3) the average daily amount of parent metabolized per volume of liver tissue (CML).

PARAMETER UNCERTAINTY EVALUATION FOR THE TETRACHLOROETHYLENE MODEL

For each parameter we have identified a preferred value (Table 1), and have specified a

probability distribution to represent uncertainty. The preferred value represents some summary of
information available from the literature (see below). The probability distribution is selected in such

a way as to assign relatively high probability to values that are close to the preferred value. A useful

device for communicating uncertainties is to define an "uncertainty factor" (U F ? 1), such that for a

preferred parameter value, hp, the range of values h/U F to hp*U F is considered highly probable (we

assume probability 95%). Table 1 gives uncertainty factors estimated from the observed distributions

of the values generated for the parameters, which are based on the probability distributions

described below.

Specification of probability distributions to express uncertainty in parameter values involves,

first of all, selection of appropriate families of distributions for individual parameters, or in some

cases for groups of interrelated parameters. The families selected for expressing uncertainty are the

lognormal or truncated lognormal family (for partition coefficients and metabolic constants) and the

Dirichlet family (for compartment volumes as proportions of total body volume). Other PB-PK model

parameters are functionally related to the compartment volumes, and their empirical dist,'ibutions

depend on the distribution of the volumes.

Uncertainty factors were derived largely on the basis of analyses of variation in reported

measurements or estimates. That being the case, different sources of uncertainty and variation must
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TABLE 1. PARAMETERS OF THE TETRACHLOROETHYLENE PB-PK MODEL, WITH PREFERRED VALUES
AND UNCERTAINTY FACTORS (UFa)

Preferred Values (UFs)
Parameter Mice Humans

Body Weight (bw; kg) 0.028 70
Compartment Proportions (range 0-1)

Liver (vlc) 0.056 (1.24) 0.026 (1.35)
Rapidly perf. (Vr 0.049 (1.24) 0.050 (1.25)
Slowly perf. (vsd 0.767 (1.03) 0.620 (1.04)
Fat (vfd 0.049 (1.25) 0.230 (1.09)

Cardiac Output (1/h) (q) 1.13b (1.08) 348c (1.12)
Waking value: (qcw) - 486d (1.12)

Alveolar Ventilation Rate (1/h)
(qp) 1.64b (1.11) 288c (1.50)

Walking value: (qpw) - 683d (1.26)
Compartment Perfusions (1/h)

Liver (ql) 0.180 (1.24) 90.6 (1.35)
Rapid perf. (qr) 0.367 (1.24) 153 (1.25)
Slowly perf. (qj) 0.518 (1.01) 87.0 (1.04)
Waking value (qw) - 225 (1.17)
Fat (qf) 0.065 (1.25) 17.4 (1.09)

Partition Coefficients (unitless)
Blood/gas (Pb) 16.9 (1.97) 12.0 (1.97)
Liver/blood (pl) 3.01 (2.69) 5.05 (9.37)
Liver/gas (Pig) 50.9 (1.97) 60.6 (8.36)
Rapid/blood (Pr) 3.01 (4.14) 5.05 (5.69)
Rapid/gas (Prg) 50.9 (3.51) 60.6 (4.92)
Slow/blood (Ps) 2.59 (2.54) 2.66 (11.0)
Slow/gas (Psg) 43.8 (1.97) 31.9 (10.1)
Fat/blood (pf) 48.3 (2.56) 102 (2.89)
Fat/gas (pfg) 816 (1.93) 1230 (2.15)

Metabolic Constants
Vmaxc (mg/h) 3.96 (2.83) 0.33 (2.84)
Km (mg/L) 1.47 (12.4) 1.86 (12.3)

a The uncertainty factors are estimated from 1000 Latin-hypercube samples such that for preferred values h. the interval
from hp/UF to hp*UF contains 95% of the values.

b Preferred values for mice, 24 h per day.
c Preferred values for sleeping humans, 8 h per day.
d Preferred values for waking humans, 16 h per day.
be recognized. Variation among average measurements reported in different experiments

represents a different source or sources of uncertainty than variation among measurements taken on

different individuals in the same experiment. Furthermore, when a parameter value is not measured

directly so that a value of another variable is attributed to that parameter, additional uncertainty

theoretically requires combining distributions representing multiple levels of uncertainty.

344



Of interest for test species PB-PK parameters is uncertainty with respect to an average

parameter value. This is the case because an aggregate response variable (proportion of animals with

tumor) isto be related to an aggregate predictor (the single dose surrogate value assumed for a

treatment group). For humans, in contrast, interest is in individual variation of dose surrogate levels

due to variation in PB-PK model parameter values. Therefore, for humans, it is desirable to

incorporate into an estimate of relevant total uncertainty a component representing interindividual

variation specifically. Consequently the probability distributions derived below for humans apply to

individuals selected at random, but distributions derived for rodents apply to mean values for groups

of animals in the bioassay considered.

Presented here are uncertainty derivations for mice and humans. The concepts exemplified by

the analysis for mice generalize to other test species.

Partition Coefficients

Preferred values for tissue/gas partition coefficients (equated with the medians of the

lognormal distributions characterizing uncertainties) are taken from Reitz and Nolan (5]. The

blood/gas preferred value (12) is the geometric mean of the value from Reitz and Nolan (5] (10.3) and

three values (9.1, 13.1, and 18.9) reported by Fiserova-Bergerova [6].

Three sources of uncertainty are recognized, one or more of which are relevant to the

estimation of total urcertainty for a given partition coefficient. For parameters measured directly by

vial equilibration techniques, uncertainty is due to differences in values estimated in different

experiments (source 1). These parameters are the rodent blood/gas, liver/gas, fat/gas, and slow/gas

(actually muscle/gas) and to the human blood/gas coefficients. The nonmeasured parameters- the

rapid/gas coefficient in rodents (equated to the rodent liver/gas coefficient) and all tissue/gas

coefficients other than blood/gas in humans (equated to the average of the corresponding

coefficients estimated in rats and mice) - have additional uncertainty due to the attribution of the

measured values to those parameter values (source 2). For all human coefficients, individual variation

also is relevant (source 3).

Each source of uncertainty is represented by a separate lognormal distribution with specified

geometric standard deviation (GSD). Therefore, the distribution describing total uncertainty also is

lognormal, with geometric variance (squared geometric standard deviation) given by the sum of

geometric variances expressing specific contributing uncertainties. Details of the derivation of

source-specific uncertainty distributions are available from the authors.
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It is common practice in uncertainty analyses to derive distribution parameters by directly

assigning subjective probabilities to ranges of parameter values [7]. An analogous procedure has

been used here to modify the uncertainty estimates for the partition coefficients.

Plausible constraints on values of partition coefficients are Pgw< Pgi< Pgf< Pgo, i = 1, r, s, b,

where Pgw and the Pgo are the water/gas and oil/gas partition coefficients, respectively. Using the

preferred values (Table 1) and source-specific uncertainty factors as discussed above to define the

lognormal distributions, the value of pgf will be larger than the value of 1917 estimated for Pgo by

Sato and Nakajima [8], with probability about 20%. Similarly, in sampling from lognormal

distributions for the partition coefficients, values of other tissue/gas partition coefficients were

occasionally larger than values of the fat/gas coefficient. (Other suggested constraints were violated

with very low probability.) Consequently, the distribution of the fat/gas partition coefficient was

truncated at 1917, and other tissue/gas coefficients were truncated at the value of the fat/gas

coefficient. These adjustments represent a significant alteration of both the shape and the variance

of the distribution representing uncertainty of the fat/gas partition coefficient, and relatively slight

alteration of the distributions for other tissue/gas partition coefficients.

Compartment Volumes

For each species, uncertainty regarding compartment proportions of total body volume is

expressed using the Dirichlet distribution. For a set of random, complementary proportions, the

Dirichlet distribution function can be expressed in terms of the expected proportions and a parameter

D which determines the variances and covariances of the random proportions [9]. Consequently, it is

convenient to equate the preferred proportions vicp, i = I, r, s, f (given in Table 1) to the expectations

of the corresponding random proportions Vic, i = I, r, s, f. The value chosen for (D expresses the

uncertainty regarding the joint distribution of the proportions; more specifically variance of vic is

given by

Var[vic] = vicp*(l-vicp)/(I + 1), i = I, r, s, f. (2)

Fixing the variance of one compartment proportion determines 1. Variation in liver volume

had been used because preliminary analysis revealed that, for the three dose surrogates studied and

for inhalation exposure, the model is roughly equally sensitive to all compartment volumes (for the

AUCL and AUCA surrogates) or more sensitive to the liver volume than to other volumes (for the CML

surrogate). Also, published information is incorporated easily because the compartment is identified

unambiguously with a specific organ.

On the basis of liver volume measurements for mice reported in Arms and Travis [10], the

preferred value of vic and 1 for mice are estimated to be 0.056 and 1456, respectively. Volume
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proportions for other compartments are taken from Reitz and Nolan [5], adjusted for the change in

VIc.

For humans, the parameter value of Vlc (0.026) also is taken from Arms and Travis (10] and other

volume proportions from Reitz and Nolan [5], adjusted, again, for the difference between vic values

from the two sources. For (P, individual variation should be considered (as discussed above). Data on

individual variation in liver volume in humans (as a proportion of body weight) are not available.

Caster et al. [11] report variances of vic estimates for individual rats, which we assume to express

plausible levels of individual variation for humans. Using the value from Caster et al. [11] in Equation

1, the solution for ( is 1621. We tentatively adopt this value to represent uncertainty for humans,

noting, however, that individual differences do not account for total uncertainty regarding

compartment volumes, so that some underestimate of uncertainty is possible.

Circulatory and Ventilatory Parameters

The parameters defining the compartment proportions of body volume, cardiac output (qc),

ventilatory output (qp), and perfusion rates of specific compartments (qi, i = I, r, s, f) are functionally

interrelated. An account presented here demonstrates the sort of physiological considerations that

are relevant, along with possibilities for quantifying the way that these considerations may

determine uncertainty. Data regarding circulatory and ventilatory parameters for rodents and

humans have been summarized by Arms and Travis [10].

Distributions for qc, qp, and the qi's are derived as follows.

1. Given a vic value sampled from the Dirichlet distribution and the corresponding
absolute compartment volume, vi, qi (the absolute compartment perfusion rate) is
given by qi = vi*(qicp*qcp)/vip where qicp is the preferred proportion of total cardiac
output directed to compartment i [10] and qcp is the preferred total cardiac output.
The total cardiac output then is given by qc = ql + qr + qs + qf. These values of total
and compartment-specific perfusion are assumed to hold for sleeping humans and
for rodents during all hours.

2. For humans, sleeping and waking values of cardiac output and alveolar ventilation
rate are desired. The "waking" value, q., is computed by qcw = qc + (qcwp - qcp) *
edqc, where qc is the "sleeping" value computed in step 1, qcp and qcwp are
preferred values for sleeping and waking individuals, and edqc is distributed
lognormally with preferred value 1 and uncertainty factor to be specified. The
increment to total cardiac volume is assumed to be directed entirely to the slowly
perfused compartment. Preferred values of waking and sleeping cardiac output
and alveolar ventilation rate are derived from Hattis et al. [4).

An uncertainty factor for edqc also is based on the data presented in Hattis et al.
[4]. An arbitrarily low probability (0.001) is assigned to an increment in qc values
(qcw - qc) as large as the difference between values for sleeping and light exercise
(234 L/h). Using this difference, the assumed difference in preferred values (qCwp -
qcP = 138), the lognormal distribution assumed for edqc, and the relationship
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between the GSD of the distribution and the associated UF, the uncertainty factor
of 1.3 is obtained.

3. Ventilatory volume (qp) is assumed to be related linearly to the cardiac volume (qc).
For humans, qp - qpp = ([qpwp - qpp]/[qcwp- qcp])*(qc - qcp). The same relationship
holds for waking values, qpw and qcw. For mice, an analogous treatment requires
specification of a second qc- qp coordinate (to replace qcwp and qpwp), in addition
to the values representing ordinary activity levels. Data from anesthetized mice
have been used to determine the second coordinate [10].

Metabolic Constants

After scaling Vmax estimates (to get Vmaxc values) and expressing Km in comparable units,

geometric means of the values reported in Hattis et al. [4] and Reitz and Nolan [5] are equated with

the preferred values.

It is assumed here that the uncertainty regarding the metabolic parameters arises chiefly from

different experimental approaches and assumptions applied in deriving estimates. It may be argued

that an uncertainty factor based on a geometric standard error is an appropriate measure of

uncertainty; the geometric standard error is related inversely to the sample size, representing

formally the inverse relationship between uncertainty and additional information. However, such a

formalization is based on the assumption that the available measurements are independent and

identically distributed (i.i.d). The estimates of metabolic constants are suspected to deviate strongly

from these assumptions. A likely pattern of deviation from the i.i.d case is for clusters of estimates

based on similar procedures to assume similar values. Such a pattern can lead to too-small estimates

of uncertainty. Here, some conservatism (implying greater uncertainty) is introduced by basing an

uncertainty factor on the geometric standard deviation rather than the geometric standard error. In

other words, uncertainty regarding the metabolic constants is represented by a lognormal

distribution having the same geometric standard deviation as the sample geometric standard

deviation computed from the available estimates [4,5].

A tentative uncertainty factor for Vmaxc is given by exp(2*0.532) = 2.9, for mice and humans,

where 0.532 is a GSD derived as a weighted average of species-specific GSD values. Uncertainty for

Km is evaluated in a similar manner, resulting in an uncertainty factor of 13 for mice and humans. The

representation of uncertainty with respect to these metabolic constants is considered problematic,

especially because their estimation via optimization of the model fit to in vivo data is dependent on

estimates for the other model parameters. The discussion elaborates on this point.
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PROPAGATION OF PARAMETER UNCERTAINTIES

Procedure

Parameter distributions for mice and humans were sampled using the Latin-hypercube method

[7,12]. For each radon selection of parameter values, the operation depicted in Figure 2 was

performed to generate distributions of dose surrogate values and risk estimates.

Rodent parameter I Human parameter
distributions I distributions

Dosing IRandom Hypothetical Randomregimen parameter scenario parameter

from scenvalues
bioassay values values

PB-PK model PB-PK model

Tumor Dose Dose
response surrogate surrogate
(Binomial values values
variation) 4

Fit dose-response _ _fdoRisk

model (DRM) DRM parameters (dose, potency)

{q 0 ,...,q 4}

Distribution of
human risk
estimates

Figure 2. Propagation of Parameter Uncertainties for PB-PK Model-Based Risk Assessment.

In order to characterize uncertainty in the three dose surrogates (AUCL, AUCA, and CML),

100 sets of parameters were generated and the PB-PK model was run for each set. Mice were exposed

as in the carcinogenicity bioassay: via inhalation at 0 ppm, 100 ppm, and 200 ppm, for 6 h/day in five

consecutive days per week [2]. Humans were assumed to be exposed to 50 ppm (the current OSHA

standard) for 8 h/day in five consecutive days per week.
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Uncertainty in dose surrogate values was propagated further to e.,aluate uncertainty in human

risk estimates. A single tumor response, hepatocellular carcinoma, is coi ;idered here for illustrative

purposes.

Surrogate dose values were related to the tumor response rates using a version of GLOBAL82

[13] to implement the multistage model. For the estimation of risk uncertainty, tumor response rates

also were considered uncertain. For each of 100 randomly generated sets of dose surrogate values

(one dose surrogate value per treatment group) the multistage model with a fixed number of stages

was refitted, based on those dose surrogate values and random tumor counts for the treatment

groups generated from a binomial distribution with parameters N, and pi. Here Ni is the number of

animals in treatment group i (48 at 0 ppm, 50 at 100 and 200 ppm), while pi is the estimated response

proportion for dose group i obtained by fitting the multistage model to the observed response rates

(1 at 0 ppm, 13 at 100 ppm, and 36 at 200 ppm) and the dose surrogate values corresponding to the

preferred mouse parameter values.

Finally, a distribution of human maximum-likelihood and upper bound estimates of risk were

generated by pairing each of the 100 sets of multistage model parameters with a randomly selected

human dose surrogate value corresponding to the human exposure scenario of interest. Extra risk is

defined by R = (P[d] -P[0])/(1 - P[0]), when P (d) is the lifetime probability of observing a tumor given

exposure that results in a surrogate dose value of d. No adjustments were made to the risk estimates

obtained in this manner. Thus, for example, no adjustment was made to account for the somewhat

different proportions of the human and mouse lifespans lived prior to first exposure.

RESULTS

Table 2 gives selected percentiles for the distributions of human dose surrogate values and

extra risks. Median surrogate values are approximately equal to the dose surrogate values computed

using preferred parameter values, which are 23.9 for AUCA, 118 for AUCL, and 27.8 for CML.

Median risk estimates vary substantially among the three surrogate doses. For comparison,

consider the risks estimated in the "traditional" manner, using applied doses with no

pharmacokinetic transformations (Table 3). Maximum-likelihood risk estimates obtained without

using a PB-PK model (assuming mice and humans are equally susceptible to doses expressed in

milligrams per kilogram of body weight per day) are higher than maximum-likelihood estimates

(MLEs) based on metabolite in liver, but lower than MLEs based on parent concentrations. For

tetrachloroethylene, it appears that the structural uncertainty associated with the selection of an

appropriate dose metric for cross-species extrapolation is of relatively greater importance than is the

uncertainty associated with the values of the PB-PK model parameters.
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TABLE 2. SELECTED PERCENTILES FROM THE SIMULATED DISTRIBUTIONS OF HUMAN DOSE
SURROGATE AND RISK VALUES (BASED ON 100 LATIN-HYPERCUBE SAMPLES)

Percentiles

Surrogate 2.5 25.0 50.0 75.0 97.5
Dose Surrogates

AUCA (average daily area under the arterial 12.1 18.9 24.4 30.3 43.8
concentration curve, mg/h/L)

AUCL (average daily area under the liver 13.1 54.9 116 243 1060
concentration curve, mg/h/L)

CML (average daily amount metabolized per 2.24 13.9 27.8 51.8 117
liver volume, mg/L)

MLEs of Extra Riska

AUCA
0.0275 0.0910 0.164 0.243 0.494

AUCL
0.0391 0.244 0.480 0.700 0.982

CML
3.65E-9 3.73E-5 8.50E-4 7.06E-3 0.0495

a Extra risk is (Pid] -P[O1) / (1-P[OJ), where P (d) is the lifetime probability of tumor when exposed to dosed. Here d
corresponds to an 8-h/day, 5.day/week exposure to 50 ppm.

TABLE 3. RISK ESTIMATESa OBTAINED WITHOUT USE OF A PB-PK MODEL, AND USING THE PB-PK
MODELWITH NO UNCERTAINTY

Risk Estimates

Analysis MLE Upper Bound

No PB-PK transformationb 5.57 x 10-3 4.28 x 10-2

PB-PK transformation with no uncertainty

AUCA 0.126 0.238

AUCL 0.425 0.506

CML 1.95x 10-5 7.00x 10-3
a Extra risk for 8-h/day, 5-dayweek exposures to 50 ppm.
b Humans and mice are assumed to be equally susceptible to tetrachloroethylene when administered doses are expressed in

milligram per kilogram per day.

Also shown in Table 3 are the risk estimates obtained by using the preferred mouse and human

PB-PK parameters to estimate risk (i.e., the risk estimates that would be obtained if the parameter

values were known without uncertainty to be equal to the preferred values). Except for the estimates

based on CML, the median of the simulated risk estimates is close to the risk estimate obtained with

no uncertainty. In the case of CML, risks tend to be skewed to the right in comparison with the

estimate corresponding to the preferred parameter values. This is a result of the fact that the linear

term of the multistage model fit to the preferred-value dose and response data is zero. Alteration of

CML doses and response rates introduced in the course of the uncertainty analysis cannot decrease

351



the linear term and this would tend to increase the risk estimates at the relatively low dose

corresponding to the human exposure scenario. With the AUCL and AUCA surrogates, the linear

terms are positive when the multistage model is fit to the observed response rates and doses

corresponding to the preferred parameter values.

DISCUSSION AND SUMMARY

Evaluations of the carcinogenicity of tetrachloroethylene have implicated a metabolite as the

moiety responsible for the tumorigenic responses following exposure [14]. The high degree of

nonlinearity between the CML dose surrogate and the hepatocellular carcinoma response rates in

female mice (as discussed in the preceding paragraph) is interesting in that light. Either there are

nonlinear steps, in addition to the saturable metabolic transformation, leading to the interaction that

initiates the carcinomas (i.e., the surrogate represented by CML is not close enough to the events

causing cancer to yield linearity between that measure of dose and the response), or the PB-PK model

is not adequate for describing tetrachloroethylene pharmacokinetics. We are continuing

investigation of tetrachloroethylene carcinogenicity in hopes of elucidating the substance and the

mechanisms responsible. This may entail the development of alternative means of characterizing and

calculating the risks.

The approach to uncertainty analysis that has been illustrated in the context of

tetrachloroethylee risk assessment has several features that are essential for an appropriate

uncertainty assessment. First, the uncertainties related to the PB-PK model parameters are formally

expressed in terms of probability distributions that -an incorporate multiple levels (or sources) of

uncertainty. The parameter uncertainty distributions ar, based on the inspection and analysis of

relevant data, sometimes in combination with the application of more subjective evaluations (or

those based on expert opinion) of reasonable bounds for particular parameter values. Second, the

parameters are not, in general, regarded as being independent of one another. The implied

correlation structures (as, for example, among the volumes of the compartments) are modeled using

multivariate distributions. Moreover, certain assumed functional relationships between the

parameters have been maintained, even though the magnitudes of those relationships (the ratio of

cardiac and pulmonary rates, for example) are subject to uncertainty. Finally, the approach employs

an efficient technique (Monte Carlo simulation using the Latin-hypercube procedure) to make explicit

the relationships between parameter uncertainties and uncertainties in dose surrogate values and

risk estimates.

By far the most difficult aspect of this approach is the characterization of the uncertainties in

the parameters. This requires extensive review of the literature and attention to the different sources

of uncertainty that are inherent in the observed variations in measurements. It is appropriate to

352



stress that the estimates of uncertainty derived here are tentative. First of all, as illustrated by the

measurement of individual variation in liver volume as a proportion of body weight, various GSD

estimates are not based on data that are directly relevant, but on data from contexts that are

considered more or less analogous to the context of immediate interest. Moreover, the variations

identified with specific sources of uncertainty may not reflect only those sources of uncertainty. For

example, individual variation will contribute to observed variation between mean measurements

reported by different laboratories, particularly if the number of animals per mean is small.

Certain parameters are difficult to measu: e and equally difficult to characterize with respect to

their uncertainty. When parameter estimates are based upon data collected in vivo, as is the case

with metabolic constants, the values obtained are determined in part by the values assumed for other

physiological parameters, as well as by the structural assumptions underlying the PB-PK model. Also,

uncertainties in estimates of parameters fitted simultaneously by an optimization program are not

independent because the fit of the model to the data is determined jointly by all of the fitted

parameters. Information on the correlation among estimates of such parameters is necessary for a

complete treatment of their uncertainty. This information is not currently available, and so, for

example, Vmax and Km are treated as though they were independently determined. Because of these

difficulties, the evaluation of uncertainty for metabolic constants could be improved by techniques

that account for the uncertainty in the other parameters and that simultaneously estimated

uncertainty for Vmax and Km.

Other refinements to the characterization of uncertainties in PB-PK model parameters are

possible. In particular, the ue of variance components analysis to derive more pure estimates of

source-specific uncertainties is of interest.

The results of the analysis, the distributions of surrogate doses and of risk estimates, have

several potential uses. The distribution of simulated risk est.mates can be interpreted as follows,

keeping in mind the fact that, precisely because of uncertainty with respect to the parameter values

and individual variation, consideration of a single risk estimate is not adequate. The proportion, P, of

the simulated estimates that falls in an interval, I, may be interpreted as the probability that the true

risk for a randomly selected individual is in I, when the uncertainties are taken into account. This
interpretation should be useful in risk management decision-making contexts. One major advantage

of this type of analysis (i.e., risk assessment that uses PB-PK modeling and considers input

uncertainties) is that reasonable variations in risk estimates become explicit. Traditionally, using

administered doses, the uncertainties associated with the point estimates of risk have not been

emphasized.
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The distributions of the dose surrogates and the risk estimates result from uncertainties

concerning true (average) values as well as variation around those averages. The uncertainty

regarding the true values is theoretically reducible via further experimentation. The approach

illustrated here can assist in directing the efforts to reduce uncertainty. If, for example, a set of

parameters is fixed at an assumed average value, the reduction in the spread of the risk estimates,

below that obtained when all parameters are allowed to vary, provides an indication of the potential

value of additional information with respect to that set of parameters. Such analyses take into

account both sensitivity of model output to the values assumed for the parameters and the current

level of uncertainty regarding the parameters.

The approach to unc-rtainty analysis presented here has been illustrated for a simple PB-PK

model for tetrachloroethylene. It is applicable to PB-PK models of greater complexity as well. Some

of the parameters of those models- such as partition coefficients, compartment volumes, and flow

rates - are identical to those parameters, the ground work has been laid here for their analysis,. in

general, the considerations described here are meaningful and useful for any analysis of PB-PK

model-based risk ,ssessment.
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SUMMARY

For a given chemical there are usually several methods for estimating the risk. Each method is

based on different assumptions. Additionally, with advances made in pharmacokinetics, regulatory

agencies have come under pressure to re-evaluate their procedures for assigning risk. A tree diagram

was generated to describe the combinations of assumptions made by each unit risk method. A

subjective weight was assigned to each assumption (branch of the tree) to characterize its validity in

estimating the risk. From this a weighted average of risk was calculated. An example involving

methylene chloride (DCM) illustrates the decomposition method of estimating chemical risk.

INTRODUCTION

A basic problem facing the U.S. Environmental Protection Agency (EPA) is selecting what

method to use in determining the unit risk number of a chemical that has been shown to be

carcinogenic in animals and/or humans. Traditionally, experimental animal studies and particular

statistical methods have been used in determining the unit risk number. Recently, physiologically

based pharmacokinetic models (PB-PK) "have been developed for a variety of volatile and nonvolatile

chemicals, and their ability to perform the extrapolations needed in risk assessment has been

demonstrated" (1].

The EPA is responsible for assigning unit risk numbers to chemicals that have been shown to be

carcinogenic. The unit risk number dictates the cleanliness standard to which a hazardous waste site

must be cleaned. A high probability unit risk number means tougher exposure standards. Tougher

standards make for higher clean up costs. The higher costs add up to fewer hazardous waste sites

getting cleaned. With increasing public support for cleaning all hazardous waste sites, the EPA is

driven to use its limited budget for cleaning up as many hazardous waste sites as possible. If the unit

risk number is unreasonably conservative the budget is wasted on over cleaning. But if the unit risk is

set too low, people are exposed to a greater risk than is publicly acceptable. Of course nobody wants

an unsafe environment, but wasting precious resources on overly stringent clean-up standards is poor

policy.

357



The EPA is interested in improving the way the unit risk numbers are determined for

carcinogens. What is needed is a method that addresses the uncertainties associated with the various

techniques for assigning chemical risk and combines them, including the PB-PK modeling techniques,

into one cohesive unit risk assessment process.

This study develops a methodology for assigning unit risk numbers by decomposing the

traditional methods and the PB-PK modeling techniques into their corresponding assumptions. A

subjective weighting then is assigned to each assumption to characterize its validity in estimating the

risk. From this a weighted average of unit risk is calculated.

A general discussion of dealing with uncertainty of the unit risk within a decision analytical

framework consisting of decision, uncertainty, and values is presented first. Then, a method for

dividing the unit risk methods into their various assumptions using tree diagrams is presented.

Finally, an example involving DCM, an important industrial solvent, is given to illustrate the

decomposition method.

DECISION ANALYTICAL FRAMEWORK

The first thing that we would like to do is to treat the problem of assigning unit risk numbers

within a cohesive, comprehensive framework. We chose decision analysis as our tool for doing this

[2]. We developed the idea of exposure classes illustrated in Figure 1 as the foundation of our

modeling effort. As illustrated in Figure 1, we establish a set of exposure classes where each class is

defined by an exposure level, a population (number of people in that exposure class, each exposed to

the exposure level of that class) and a cost function that provides the amount of money it will cost to

clean-up that exposure class to a specific exposure level. In the figure, these exposure classes are

arranged from highest exposure level at the top to lowest exposure level at the bottom. This is a very

general idea. An exposure class might correspond to a specific hazardous waste site, to workers in a

specific profession, or to the public exposed to ahazardous chemical at a certain level.

When a unit risk number is assigned by the EPA for a specific chemical, a maximum allowable

exposure level (MAEL) is automatically dictated. Say that this MAEL falls between exposure classes 2

and 3 in Figure 1. This means that all exposure classes above this line mustbecleaned uptoa level

consistent with the MAEL. Exposure classes below this line do not need to be dealt with.

The clean-up costs for exposure classes above the MAEL will be incurred. Again note that the

amuunt of clean-up costs for an exposure class will depend on how much it has to be cleaned up, that

is, where the MAEL falls.
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Exposure Class 1

Exposure Population Clean Up
Level Costs

Reduced Clean Up Costs
Exposure Sustained Incurred

Exposure Class 2

Exposure Population Clean Up
Level Costs

Exposure Class 3 Exposure Limit Set
by Unit RiskI I Assignment

Exposure Population Clean Up Asgmn
Level Costs

Exposure Class 4

Exposure Sustained Exposure Pu i Clean Up

Level Population Costs

Exposure Class 5

Exposure Population Clean Up
Level Costs

Figure 1. Exposure Class Formulation.

Populations in the exposure classes above the MAEL will sustain a reduced exposure due to the

clean up, while the populations in the exposure classes below the MAEL will sustain the initial,

unchanged exposure level.

Therefore we can see what happens as the MAEL is increased and decreased, moved up and

down in Figure 1. As this level is moved up, fewer exposure classes will have to be cleaned up and the

costs of these clean-ups will decrease. On the other hand, a greater number of people will sustain the

initial exposure level and the risks implied by that exposure. As the MAEL is lowered, more exposure

classes will need to be cleaned up and the cost of these clean-ups will grow larger. However, fewer

people will sustain the initial, unreduced exposure level.
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That is the tradeoff. As the maximum allowable exposure level moves up, the clean-up costs

decrease but the human cost increases. As it moves down, the clean-up costs increase, but the human

costs decrease. The EPA, in assigning a unit risk number and therefore a maximum allowable

exposure level, must balance these two opposing costs.

We have built a spreadsheet model based on Figure 1. This model is only meant to be a

demonstration of our technique. The structure and the parameters in the model would need

considerable fine tuning before the model would be useful for decision making. The parameters and

variables used in the spreadsheet model are defined as follows.

Legal Unit Risk: Unit risk number to be assigned by the EPA.

Actual Unit Risk: The actual risk of the chemic3l.

Clean-up Costs: Total clean-up costs incurred by all exposure classes that must
be cleaned up.

Cancer Costs: Total costs due to populations in the exposure classes
developing cancer (total number of cancers times the cost per
cancer).

Total Costs: Sum of clean-up costs and cancer costs.

Cost of One Cancer: The cost to be assigned by the user of one person contracting
cancer.

Exposure Class
n Population: The population of exposure class n.

Clean-up Effectiveness: If an exposure class must be cleaned up to exposure level I,
then the actual clean-up will be f*l where f is greater than or
equal to one. We call f the clean-up effectiveness.

The spreadsheet model allows the user to vary the 13 parameters and explore the effect on the

Total Costs for the model. The sensitivity of total costs to these 13 parameters was explored in a

deterministic sensitivity analysis. The results are shown in Figure 2. Note that the most critical

parameters are Cost of One Cancer, Actual Unit Risk, Clean-up Effectiveness, Legal Unit Risk assigned

by the EPA and the populations of the two most hazardous exposure levels, Exposure Class 1

Population and Exposure Class 2 Population.

In decision analysis we only carry the most important variables forward to the stochastic phase,

because it is very expensive to obtain probability distributions for random variables. In this case we

carry forward the six variables listed above.
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Acual Unit Risk IIIII

Cleanup Effectiveness

Legal Unit Risk

Exposure Class 1 Population

Exposure Class 2 Population

Cleanup Constant 1

Exposure Class 2 Population M

Exposure Class 2 Population

Exposure Class 2 Population

Exposure Class 2 Population

Exposure Class 2 Population

Cleanup Constant 2

0.0 4.0 8.0 12.0 16.0 20.0 24.0 28.0

Delta Cost ($ billion)

Figure 2. Results of the Deterministic Sensitivity Analysis.

We will represent our decision model in the stochastic phase as an influence diagram. The

influence diagram is a graphical modeling tool for the formulation and analysis of stochastic decision

models [3], Several software packages exist for automated analysis of an influence diagram. The

graph of the influence diagram provides important information to the user and to the computer

algorithms about dependencies and information flow in the model. Associated with each node is a

frame of data such that the influence diagram is a complete description of the model. In analyzing

influence diagrams the data and the graph work together in what has proven to be a very effective

combination.

Setting up the influence diagram with the six variables in it produces the model illustrated in

Figure 3. We can read this influence diagram as follows. The single decision variable is Legal Unit

Risk, the unit risk number to be assigned by the EPA. The objective function is Total Costs and is a

function of Cancer Costs and Cleanup Costs, their sum. Cancer Costs in turn is a function of Exposure
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Class 1 Population, Exposure Class 2 Population, Cost of One Cancer, Cleanup Effectiveness and Actual

Unit Risk. Cost of One Cancer is a constant to be set by the user. The other four predecessors of

Cancer Costs are random variables. Each of these will have a set of outcomes and a probability

distribution over those outcomes stored with the node on the computer. The other predecessor of

Total Costs, Cleanup Costs, is a function only of Legal Unit Risk.

Exposure Class
I Population

OExpsr Cances

Figure 3. Influence Diagram Formulation of the Decision Mode.

The variables that were not significant enough to include in the influence diagram were set to
their nominal values. Thus they are still in the model, but implicitly.

The influence diagram model can now be solved for the optimal setting of Legal Unit Risk. We

also can perform value of information calculations at this point. When the EPA or any organization is

faced with making a decision under uncertainty, as in this case, it is very natural for them to consider

various information gathering activities to reduce the uncertainty in the problem and so make a

better decision. A strong advantage of the decision analysis framework is that a decision model such

as ours can be analyzed to find a dollar value for reducing the uncertainty in the various random

variables in the model either completely or partially. The two graphs in Figure 4 provide examples of

the type of results that can be obtained by way of value of information calculations.

Figure 4a shows the expected value of perfect information (EVPI) on actual unit risk. This

graph shows the expected value of reducing all uncertainty in the Actual Unit Risk. This corresponds

in the influence diagram in Figure 3 to adding an arc from Actual Unit Risk to Legal Unit Risk,

indicating that the decision-maker knows the value of Actual Unit Risk before the Legal Unit Risk
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assignment must be made. Note that this provides us an upper bound on the value of any testing we

might do to find out the toxic hazard posed by the chemical. No test for determining the unit risk of

DCM could ever be more valuable than the EVPI for that variable. We have plotted the EVPI for the

unit risk as a function of another variable in the model, Cost of One Cancer. We would expect that as

the decision-maker assigned a higher and higher value to the Cost of One Cancer, the EVPI on Actual

Unit Risk would increase.

Expected Value of Perfect Expected Value of Perfect
Infor mation Information

on Actual Unit Risk on Actual Unit Risk

Cost of One Cancer Test Accuracy

Figure 4. Example Output of Value of Information Calculations.

The decision analysis framework and the influence diagram software also provide us the ability

to calculate the expected value of imperfect information; that is, the expected value of a real world

test. To do this we must provide information on the quality of the test. This is done through a set of

probabilities that describe the outcome of the test given the actual value of the variable of interest, in

this case, Actual Unit Risk. With this information and our prior probability distribution for Actual Unit

Risk we can solve the influence diagram decision model for the expected value of a test on Actual

Unit Risk. A test on Actual Unit Risk would be incorporated into an influence diagram as a node with

Actual Unit Risk as a predecessor (the outcome of the test depends on Actual Unit Risk; that is why it

has value) and Legal Unit Risk as a successor (the decision-maker will know the outcome of the test

before the decision is made). The results of such calculations might look like the graph in Figure 4b.

Note that we have plotted the expected value of information on Actual U nit Risk as a function of test

accuracy.

We feel that these value of information calculations are a very important contribution to the

assigning of unit risk values for hazardous chemicals. The EPA is essentially faced with the situation of
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paying out money to pay for testing to reduce the uncertainty in the unit risk for a hazardous

chemical. Value of information calculations can answer two very important questions for the EPA.

First, what is the maximum amount that the EPA should be willing to spend on testing a chemical?

Second, what is the value of a specific test proposed to the EPA?

What we have presented so far is what we feel is an effective, comprehensive framework for

the consideration of the problem of assigning unit risk numbers to hazardous chemicals. We feel that

there are three advantages to this framework which we have demonstrated. First, we believe that

modeling the problem in this way makes explicit the rationale and assumptions behind the

assignment. This helps the decision-maker to understand the problem better, to be more confident in

assigning the unit risk number, and it provides the decision-maker a basis for defending the resulting

assignment. Second, we believe that the concept of exposure classes provides a very promising, clean

way to consider the problem. Finally, the value of information calculations made possible by the

decision analysis framework and the influence diagram have the potential to answer the dominant

questions that the EPA must answer when considering the unit risk for a hazardous chemical.

The sensitivity analyses and value of information calculations performed in the decision

analysis provide information on what the most important random variables are in the model. For this

specific case, it is clear that one of the most important random variables is Actual Unit Risk. It is thus

important to establish an accurate probability distribution for this random variable. There are

generally three ways of doing this. First, we could directly assess the probability distribution from an

expert or perform a statistical study to establish the probability distribution. This is the direct

method. Second, we could use Bayes theorem to combine a prior distribution on Actual Unit Risk

with evidence from some test. Third, we could decompose Actual Unit Risk into its various

assumptions. This is the approach taken in the remainder of this paper.

DECOMPOSITION METHOD

Unit Risk Assessment Flowchart

There are a variety of ways of determining the risk of a carcinogen. The unit risk number

assessment flowchart is shown in Figure 5. The first step in assessing the unit risk number for any

suspected carcinogen is to conduct a bioassay to determine the effect it has upon animals. The next

step is to calculate the species' internal dose. This is calculated in one of two ways. using the applied

dose technique or the PB-PK model. The risk-per-dose is then obtained by taking the bioassay results

and the species internal dose and putting them into a dose response model. One of these dose

response models is the linearized multistage (LMS) model which provides a 95% lower confidence

limit (LCL) on dose at a fixed risk. The LMS model has been commonly used by the EPA because it

provides a conservative (health-protective) estimate of risk [4,5]. Another method uses the maximum
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likelihod estimator (MLE) for dose instead of the 95% LCL. There are also other dose/response

models such as one hit, multihit, probit, and Weibull [6].

Species Dose Response
Pharmacokinetics Model

Applied SeisMLE 
_is

Animal ~Internal LS(p r

PB-PK-Ds Other V3

Unit
Human Species to Human

Pharmacokinetics Pharmacodynamics

Applied -0'Body Surface_
Human Human j Target7

Exposure Internal ]Ds
D sDs

PB-PK 03e -10 Body Weight

Figure 5. Chemical Risk Assessment Flowchart.

The human internal dose is calculated much the same way as the species internal dose, either

using the applied dose technique or the PB-PK model. The human internal dose is multiplied by the

species-to-human pharmacodynamics correction factor to get the target tissue dose. There are two

common interspecies correction factors based on dose per unit body weight ano dose per unit body

surface. The body surface internal dose is approximately 12.7 times larger and will make the unit risk

number of a chemical 12.7 times higher than if calculated using the body weight method when

extrapolating from mouse to human.

After obtaining the animal's risk-per-dose factor and human target dose, the unit risk number

for a given exposure can be determined.

Combination of Methods for Unit Risk (Tree Diagram)

There has been much controversy on the appropriate method for determining the unit risk

number of a chemical. Any policy put forth that suggests a specific unit risk number for a particular

chemical is usually criticized for some of its assumptions. There is always someone who disagrees on
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how the assumptions were made or what techniques were utilized. In a majority of cases, the unit

risk number is developed using a combination of the most likely, and sometimes most conservative,

assumptions for a given chemical and effect. The problem with this approach is that other

assumptions, even though less likely, are not considered in the final unit risk.

Some methods have assumed humans to be more sensitive -o the tested chemical than the lab

animals (body surface method). This may not always be true [7]. Some methods, when extrapolating

from high dose to low dose (dose response models), ignore the possibility that below a certain

threshold level the chemical may pose no risk of cancer at all. In addition, bioassays are performed

exposing the animal to contaminated air, food, and water, for which the concentrations are known

(external factors), and the internal tissue concentrations of the chemical are based on these external

concentrations and the animal's breathing rate or food consumption. The chemical is assumed to be

completely absorbed into the animal's body, which completely neglects the physiological aspects of

the body in dealing with the chemical [8].

If all potential assumptions, from the various risk methods, could be weighted according to

their perceived ability to estimate the unit risk number, then a weighted average of unit risk could be

determined, where the weights reflect the decision-maker's belief in each assumption's ability to

determine the unit risk accurately. The assignment of the unit risk number then could take on the

form of a tree diagram with the branches representing each potential assumption; at the end of the

branches are the unit risk numbers for the various combinations of assumptions. Thus, all arguable

combinations of assumptions could be considered in obtaining the unit risk.

PB-PK Model of Combinations (Tree Diagram)

According to the EPA [9], the PB-PK predictive model of Clewell and Andersen for DCM did not

take into consideration several alternative ways of predicting DCM's unit risk number, such as the

chemical using a different pathway to affect the body's tissues. Also the PB-PK model did not allow

for uncertainty of its parameter values. So, the PB-PK branch is further divided into additional

branches which allows those alternatives to be included in the assessment process and to be weighted

as to their ability to predict the unit risk. Thus, by varying the parameter values, the uncertainty in

which value to use can be addressed, and a much L-:,ader and more believable approach can be

generated for determining the unit risk number,

The various ways of obtaining a unit risk number can be decomposed into different

assumptions, and a tree diagram can be generated. The tree diagram allows the decision-maker to

focus on each assumption and assign a weight as to his belief that the assumption will aid in

providing a realistic risk, and then a weighted average of unit risk can be obtained.
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The National Toxicology Program's (NTP) inhalation bioassay [10] found that DCM causad

cancer in mice. With only one bioassay used fur analysis there is no need for a bioassay branch within

the DCM tree. Also, there is no need for a dose response branch because only the LMS dose response

model has been used by federal agencies in determining unit risk number for DCM. Figure 6 contains

the major assumptions employed by federal agencies in determining a unit risk number for DCM, and

it is divided into three sections: (1) species pharmacokinetics, (2) pharmacodynamics, and (3) human

pharmacokinetics. The PB-PK branch of Figure 6 is defined further by taking the mouse and human

pharmacokinetic models and dividing them into several PB-PK variables, as shown in Figure 7. The PB-

PK portion of the DCM tree is divided into pathway and biochemical constants (metabolic constants

and kinetic constants). The metabolism of DCM may occur via two pathways: (1) 'one dependent on

oxidation by mixed function oxidases (MFO) and the other dependent on glutathione S-transferases

(GST), 5 [111 or (2) DCM could act directly on the tissues of concern. Thus the tree is broken into three

additional assumpt;uns regarding the chemical mechanism responsible for causing cancer: GST

pathway, MFO pathway, or DCM directly. The biochemical constants are divided further into Al and

A2, relative activity ratios of lung enzymes to liver enzymes in the MFO and GST pathways

respectively; Kf, first-order rate constant for metabolism of DCM by the GST pathway in the liver;

Vmax, the maximum velocity of metabolism by the MFO pathway in the liver.

The choice of limiting the biochemical constants to the four listed above (Al, A2, Kf, Vmax) was

made by Andersen [12], who provided the range of values, which are shown in Table 1. All other

PBPK values, other than Al, A2, Kf, and Vmax, are set to nominal values (11].

Assigning Preference Weights

The two DCM tree dia.-r3ms were provided to Andersen for assigning preference weights to

each branch. Thme weights are based on his belief of the correctness of each assumption in

estimating the unit risk number, and are shown in Figures 6 and 7.
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PB-PK Stochastic Sensitivity Analysis

The DCM tree as shown in Figures 6 and 7 creates 6546 combinations for obtaining the unit risk

number. Of the 6546 combinations of assumptions for determining the unit risk number, all but two

(6544) are combinations using PB-PK models. If any of the PB-PK variables could be set to their

nominal values (fixed), this would reduce the number of unit risk number calculations required. So a

stochastic sensitivity analysis of the PB-PK variables in Figure 7 was performed in order to determine

the least important variables and hopefully decrease the number of variables in the PB-PK tree. The

stochastic sensitivity analysis indicates how the weighted average of unit risk depends on a particular

assumption when the other assumptions are taken with their assigned weights.

First Order Max Velocity
Rate Constant of Metabolism

Pathway Activity Ratios for GST by MFO

MFO

0.2PB-PK A I High

00.5SGST .A 2 High
0 .70.

07A i Low 05K FHigh

Direct 0 5 a0.50.IM 2Low , Vmax High
010.5 lV 05

K qFLow

0.5
Vmax Low

0.5

Figure 7. Pl3-PK Variable Tree Diagram for Human and Animal.

The PB-PK model developed by Andersen and Clewell was used to generate the dose surrogate
values for both mouse and human. The mouse dose surrogate values were used in the LMS dose

response model, along with the NTP bioassay results for mice, to obtain the parameters for the dose

resnonse model. Then these dose response values were multiplied by the human dose surrogate

values (target dose) to get the unit risk numbers. The range of unit risk numbers for the stochastic

sensitivity analysis is shown in Figure 8 [13], and shows that the PB-PK variables (Al, A2, Kf, and Vma)J
make very little difference between their high and low values on the unit risk number as compared to
the pathway assumption. For pathway, the range between the high and low unit risk numbers is

significant, approximately 397 t;mes larger then the unit risk range for variable Al. Th-:. fore the
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unit risk number is very sensitive to which pathway assumption is used (MFO or GST) and is not nearly

as sensitive to the other four variables. Thus the PB-PK variables Al, A2, Kf, and Vmax were set to

nominal values as listed in Table 1.

10.0-

9.0-

8.0-

U 7.0
N
I 6.0,
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5.0- of Unit Risk - IIx 167

R
1 4.0-
S
K 3.0-
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2.0-
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0.0--

Pathway A2 Kf Vmax A I

Figure8. PB-PK Stochastic Sensitivity Analysis.

TABLE 1. PB-PK VARIABLES' RANGEa

Variable
Species (units) Low Nominal High

Al (ratio) 0.276 0.405 0.560
Mouse A2 (ratio) 0.196 0.280 0.377

Kf (1/h) 3.000 4.000 5.000
Vmax (mg/h) 0.900 1.054 1.200
Al (ratio) 0.000 0.001 0.004

Human A2 (ratio) 0.148 0.180 0.297
Kf(1/h) 0.320 0.430 0.640

Vmax (mg/h) 85.000 118.900 150.000
a Andersen, 1988112]

Reduced Methylene Chloride Tree

With the four PB-PK variables removed from the tree, it reduces to that as shown in Figure 9.
The unit risk numbers associated with each combination of assumptions have been determined [13],

and the weighted average of unit risk is calculated by converting the unit risk numbers for each
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combination to logarithms and folding back the tree using the preference weights, which gives an

unit risk number of 2.1x1 0-7 for a continuous exposure to 1 Pg/rn 3 of DCM.

Species to
Species Human Human Pathway Unit Risk

Pharmaco- Pharmaco- Pharmaco-
inetics dynamics kinetics UFO

0.2 5.64 E -5

0.7 0.71.45 E -6

0.3 0.11.45 E -6

Applied3.48 E -6

0.2 0.24.46 E -6

.7 0.71.15 E -7

Weighted averag 0.37. 5 B -

Body eightDCM 5.55 E -7

Appliedna

Weighed aerage0.38.45E -7

1.0 0.75.04 E -7

Appliedn/a

0.0
Figure 9.RdcdMthlnThoie reDarm
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Unit Risk Distribution for DCM
The unit risk distribution for DCM is shown in Figure 10. The weighted average is dominated

by the weights assigned to the PB-PK-body weight-GST assumption combination. Almost 45% of the

weighted average is influenced by this combination. If the decision-maker believes the PB-PK-body

weight-GST combination should not have this much influence over the weighted average, than he is

free to re-evaluate the unit risk number using new preference weights. In this way the decision-

maker can easily analyze his unit risk number and how it was obtained.
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Figure 10. Unit Risk Distribution for DCM.

DCM Unit Risk Stochastic Sensitivity Analysis
Like the variables in the PB-PK tree, the DCM tree can have a sensitivity analysis performed on

its assumptions to observe how much they affect the weighted average. A stochastic sensitivity

analysis was performed on the DCM tree and the results are shown in Figure 11 [13]. Of the four

assumptions, pathway still influences the weighted average more than the other three, but not as

significantly as it did in the PB-PK tree where it significantly dominated the four PB-PK variables (4 46
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times larger range as compared to 397). Hence, the four assumptions, pathway, pharmacodynamics,

human pharmacokinetics, and mouse pharmacokinetics, are important in the unit risk assessment

process, at least for DCM given Andersen's preference weights.

The unit risk number of DCM for a continuous exposure to 1 pg/m 3 was found to be 2.1 x 0-7 via

the decomposition method. Even though the 2.1xl 0-7 seems like a good unit risk number it is not a

recommendation, but rather an example to illustrate the decomposition method for determining the

risk associated with chemicals. The PB-PK variables Al, A2, Kf, and Vma × do not make much

difference, but the PB-PK pathway, pharmacodynamics, human pharmacokinetics, and mouse

pharmacokinetics are significant. This study indicates that scientific efforts should be concentrated

on analyzing the significant assumptions because the uncertainty of these play a larger role in the

variance of the unit risk number.
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dynamics Pharmaco- Pharmaco-
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Figure 11. DCM Unit Risk Sensitivity Analysis.

The decomposition method can be applied vven evaluating the unit risk number of DCM. This

method incorporates several common methods for determining the unit risk of DCM whereas the

EPA's unit risk is developed from only one comb;nation of assumptions. The decomposition method
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ranks each assumption as to its ability to predict the unit risk of the chemical while incorporating the

most current information available to the toxicologist.

CONCLUSIONS

There are various ways of determining the risk of a chemical. The different federal agencies

responsible for setting chemical risk standards are not in complete agreement. Overestimating the

risk places a financial burden on industry for maintaining the standard, and underestimating the risk

puts society in jeopardy of a greater health threat. This study has shown how the different risk

assessment methods can be decompo.sed into their assumptions; these assumptions are then

evaluated for their ability to estimate the risk of a chemical accurately. Then the weighted

assumptions are recomposed into a weighted average of risk. This method incorporates several

acceptable unit risk methods into one larger and more thorough process instead of just relying on

one method, which may ignore the uncertainty associated with its assumptions. In doing so, the

significance of the assumptions and variables that are used can be appraised and compared Finally, a

weighted distribution of the unit risk number can be generated for providing a better understanding

of how the unit risk number was obtained and the possible range of values.

The decomposition method aids the decision-maker in better understanding the chemical in

question. By addressing the various assumptlons used for determining the unit risk number, the

decomposition method forces the decision-maker to place a likely range of values and preference

weights on the assumptions. In doing this the decision-maker deals with the uncertainty of each

assumption with the hope of obtaining a realistic and acceptable unit risk number.
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SESSION V

PANEL DISCUSSION

Dr Ray Yang (NIEHS): I want to say something in regard to Dr Allen's talk. At the end, Dr Fred Miller

from EPA made a point that is extremely important in terms of the gross factor in the age-related

changes in pharmacokinetic analysis. I want to second his feeling and I want to, in fact, strongly

endorse that particular aspect of it. I think it is not uncertainty. It is a fact that as animals, including

humans, grow older that the disease stage, the physiological stage, changes in such a way that it

definitely will affect the pharmacokinetic behavior of a chemical. I want to specifically mention that

at NIEHS we have initiated an effort of looking at methylene chloride. We are not doing a repeat of

the bioassay study, but we are doing a chronic study in which we will look at oncogene effect and

also cell turnover rate. The former is headed up by Marshall Anderson, the latter is headed up by

Frank Currie and Bob Marinpoe. There is a third component of that is physiologically based

pharmacokinetics. Along the line of this chronic study, we will take one day, one month, twelve

months, and twenty-four months and more to do the qas uptake study advanced by Mel Andersen

and Kilser and also do enzyme analysis of the P-450 and GST system. We will also do all the partition

coefficients for these particular stages. And I have a lot of good colleagues to work with. In fact we

are working very closely with Mel Andersen and Harvey Clewell, Mike Gargas, and Dick Reitz at Dow.

My colleague Chris Portier is also interested in, later on, participating in this effort when we get our

data and so on. So, I think something like this is going to be very important to allow the maturing of

this whole approach.

Chris Portier: Did I answer your question, Harvey? Your question earlier, did I answer it about the

variability of EPA's analysis as compared to yours and what is the additional variability?

Clewell: Yes, thanks. I guess the answer is not right, but I think I understand now. I actually wanted

to thank Chris myself for clarifying for me a new paradox I have just discovered, which is that there is

uncertainty in our uncertainty estimates and it is kind of like sitting in the barber chair and you are

looking in the mirror in front of you and see your reflection in the mirror behind you, which has the

reflection of the mirror in front of you, which contains the reflection of the mirror behind you. So

now, there is probably uncertainty in our uncerta;nty about the uncertainty in the parameters as well.

But, thanks also for that marvelous last, final comment on the two-stage model and different ways of

looking at it That was an extremely useful concept. That really is an important thing to try to clarify

again, to look at the implications of the way people are using the two-stage model and could use it.

Regarding this uncertainty, there has never been a meeting I have gone to that I have not wanted to

show the slide that Kenny Crump made of the animal-based estimates of cancer risk or safe dose
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versus the human-based estimates of safe dose for a large rumber of carcinogens. It shows a very

nice correlation. Of course, it is eleven-cycle log paper so it demonstrates that it looks really good

until you try to see; something can be off two orders of magnitude and look like it is right next to the

line of best fit. It was good news that things that are more potent in animals seem to be more potent

in humans, but it also exemplified the fact that there is an awful lot of uncertainty. We do not know

exactly where true is. I think several people today have highlighted the fact that a real problem in

this business is that you do not have the "true" to do the comparison with like you can try to get in

some cases. But, anyway, all that leads up to my question. I do not think there is anything I have seen

more confusion about in the risk assessment community than why people use linearized multistage

(LMSs) models, and actually I think it was Chris who clarified it for me once when I was at the NIEHS.

He said it accounts for uncertainty as to the proper model to use for extrapolating the low dose and

does not incorporate a lot of other uncertainties. But, as we get more and more into this two-stage

model and other potential or possible models for carcinogenesis, people are getting more and more

this notion that maybe we could replace the LMS model once we know more about what is going on,

and I guess my question is, is that true? I mean, what do you need to know to replace the LMS model?

Do you need to have a good estimate of the actual values of parameters, sensitivities, etc., in the

human population, as well as the various different mechanisms at low dose and uncertainty in the

bioassay? Do we want to replace the LMS and what would be necessary to know in order to replace

it?

Farland: I can start off. It is a tough question. I think everything that I suggested that we might be

doing in terms of research is really directed toward that question. No one is pleased with the idea of

trying to come up with just a plausible upper-bound on the risk, and I use that term "plausible" to

mean, this is a plausible upper-bound if we really knew more about the data we might find occasions

where it was not the true upper-bound on the risk and did not represent the true risk very well, and I

think that Chris would agree with me on that. The point that I would make, I think, is that the way

we are going in the development of models these days and an understanding of the data that is

necessary to feed into those models in order to use them is going to point to a cliche that I am fond of

using these days, "evolution rather than revolution." We are not going to replace one model with

another model immediately. We do not know enough about the biology that is behind these in order

to be able to suspect that in just a few years we will be able to replace our current approaches

completely. But, I think what we will do is evolve to the point where we will use these alternative

approaches, we will understand more of the uncertainties associated with those approaches and the

uncertainties associated with the current approach, put those in perspective, and eventually move

closer toward some estimate of what you might have called the truth.
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Portier: If I might make a brief comment on that. Mathematically, which is the way I can speak about

it, we will make a comparison between the two-stage model of Moolgavkar and the LMS model. The

only way that you would ever conceivably want to get rid of the LMS model is in the situation where

you believed that the probability of getting a cancer was solely due to the proliferation effect in the

cells of increased cell growth and in no way, no way at all, due to a mutation effect, specifically, a

linear mutation effect. If you can rule that out, theoretically, then, in fact, you would have to rule out

the LMS model. If, on the other hand, you believe there is a little bit linear effect on mutation rates,

then even if you go with the Moolgavkar model, you are going to get virtually identical lower-bound

risk estimates on the safe dose. So, mathematically, that is what is going to happen. The bottleneck is

the animal bioassay data. There is a tremendous amount of variability in animal bioassay data. And,

unless you are willing to go to supersize, megamouse studies, you are not going to be able to reject

the concept of linearity in favor of nonlinearity with the studies that we have. In fact, even when we

have gone to megamouse studies, we have had problems with rejecting it. So it is not at all clear you

can even do that.

Farland: That is a hell of a lot of data. Again, I think you are looking at this from the standpoint of

what does it take to get consensus from the scientific community that you have amassed enough

information that this is a reasonable estimate of risk. I mean, the difference between the way that

we in the regulatory community do business and the way that the legal community does business is

that they can find an expert on either end of the spectrum, use them, and let the judge make the

decision. We, on the other hand, are faced with trying to develop some sort of scientific consensus,

bring the scientists together to say that this is a reasonable approach and we think we have got

enough information to make that sort of a statement. So, what we are looking for right now is

scientific consensus on both the approaches for collection of data and the application of the data to

these multistage models, two-stage model, at least, that have been proposed that would

accommodate those data.

Wilson: Let me elabo, ate on that just a little bit. I think that one thing that we can hope to do is, by

getting data on influence of treatment on mitotic rate increase or net cell birthrate increase, we can

identify dosing regimes vvhere both types of stimuli dre operative and try to get at just a mutagenic

effect, which is the one we are bound to be most concernced about at low exposure. In the

megamouse EDO-1 experiment, which Chris referred to, in the bladder there is a very clear

distinction. You can break those data into two regimes, and using low-dose data gives probably what

is a very good estimate of the very low exposure risk for those animals in that case. But that is more

data than we are typically going to have available. What we did like to be able to develop is methods

to get at some estimate of how much of the mitogenic contribution to the high-dose incidence.
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Portier: One quick comment here. I do want to point out that I have to thank Harvey, Mel and Suresh

for actually providing us with situations where we can think about this concept and look at what we

should be looking at to make these sorts of decisions. That is exactly what they have done with the

models that they are proposing to us. And I think it is very important that we recognize the fact that

they have done that for us.

Clewell: Thanks. I am very comfortable with all those answers. That is great. Now, there is one thing

I still am trying to clarify in my own mind. I have sensed in the community a lot of confusion between

what the multistage model does when you end up with a 10-6 risk, and the impact of heterogeneity in

the human population and subpopuiations. When I talk to other people they all think that, well all

we have to do is measure the actual glutathione activity in the human population and know how

many people were sensitive. Are you clear on what you do if, in some future time, we do know

something key about the sensitivity of the human population to fold that in and still end up with a

10-6 risk when you have subpopulations, and sensitivity differences, etc. Is that a totally separate

issue that is easy to work into this 10-6 risk calculation using the multi-stage model on an animal

bioassay?

Portier: I think if you knew that much information you would stop using the present approach to

estimating the risk. You could go to something that is more population-specific and allows you to

make some estimate of the probability that you get any injury in the particular population at risk

which you could then do, given big enough computers and enough data. It is a different question

though, Harvey.

Dr Fred Miller (EPA): I have two quick comments. Well, one is quick and the other may not be so

quick The assumption of equal response across species, we seem to be focusing on carcinogenic

endpoints And, in terms of the risk assessments that are required as you go to noncancer endpoints, I

think that assumption becomes less and less tenable and that you have to incorporate not only dose

but species sensitivity because of different aspects in these other endpoints, be it behavioral or

reproductive, etc, that may in fact further complicate the problem. That is a quick comment. The

other is a comment directed to Dr Portier. We are almost uncovering here a statistical paradox in the

sense that when we did our bioassays and we assumed in ignorance that we were going to use what

they were exposed to, and that was a dose measured without error, and yet those of us who have

been doing a little bit of deposition work knew that for a particulate, for example, in the cadmium

work, we were off by a factor of 14 because the rats only retained 7% of that, and yet we assume

without error that they had 100% uptake of the dosage. We are getting a double whammy because

we are not allowing that to introduce error in your analyses on the one hand, but yet, when the PB-

PK models come along, which actually do a much better job of estimating what is the delivered dose,

now we have to assume that there is error in that and now our distribution of uncertainties of all the
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analyses that we do seem to further complicate matters to the point that we do not agree on what is

the final endpoint. In one sense we should not cast aspersion upon the previous way of doing it

without almost being obligated to come up with some way of assuming, in fact, that now when we

have gotten the population estimate by the PB-PK model, can we assume that is without error? I

mean, otherwise, you are always going to broaden the uncertainty and have more and more

disagreement about what is the risk when, in fact, these models should help us focus on narrowing

that uncertainty. That is why I call it an apparent paradox.

Portier: I have two answers to that. The first answer is the same one Bruce gave and that is that we

were doing it wrong before and not to do it right, now, is still to do it wrong. That is point number

one.

Farland: May I interject?

Portier: Go ahead.

Farland: I think this relates to a point that Chris already made, which is the fact that the addition or

the explicit description of variability is something that I think is valuable and is an added feature of

the analyses that he has done, and analyses that incorporate pharmacokinetic modeling do have the

ability to describe those variabilities explicitly.

Portier: What my aralysis really does is bring to light the following questions: Should we be basing

our safe exposure estimates upon the fifth percentile, or upon the best estimate, or upon what

percentile of the population? That is really what it is bringing into focus, is how do we really think

about thii. I can give you the entire distribution, not just the fifth percentile, or some estimate of the

entire distribution. How do you use that? We like to think in terms of a single number in doing risk

estimates and because of the problems that you foresee and that as we go to more and more and

more complicated models we are going to get more and more and more dispersion, it really brings to

light that we should think about that. It is not something I can think about as a statistician. I mean,

that is a risk manager's problem.

Miller: Right. I am not finding fault with it. What I am saying is that we have to convey that sense of

uncertainty in the proper perspective and that it is having to do as you relate to the population and

risk management, not necessarily that the data upon which it is founded is that uncertain and so that

they, in fact, use the tenth percentile or the fifth percentile, that they have an understanding of what

they are using when they incorporate that in the risk management. So, I am not finding fault with, in

fact, these analyses that do point out all of the uncertainties in the system. But we have to take care

that it is not projected as just blurring it but actually helping us to understand where the real

problems lie in the data base.
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Portier: Just a final comment on that. I think that really what Fred is highlighting is what I would

suggest in the process of really characterizing risks, and the fact that the importance here is to focus

on risk characterization and not just on a single number or even a single classification for these

complex situations where we know that the variability exists and the data are not there to really

allow us to understand the full range of the implications of this single number that we have provided.

So, again, just another hit on risk characterization and the way that we do business.

(inaudible): I would also like to highlight a distinction that might be muddied; that is, between

variability and uncertainty. We have included in our analyses estimates that are due to uncertainty,

say, in a population average. Those, theoretically, could be reduced but there still would be

variability about those averages that can be, perhaps, better characterized but it would remain in

whatever analyses were done.

Dr Suresh Moolgavkar (Fred Hutchinson Cancer Center): I would like to make some comments

regarding my perspective on the two-stages of the two-mutation model that has been discussed this

mornir.g. That is the following: I do not think that at this stage of our knowledge of the biology of

cancer any model can be said to be correct or the true model. That is clearly a truism. I think, what we

can expect a model to do for us at this time is to provide a general framework within which the

process of carcinogenes;s can be viewed. Any good model should be consistent with all the available

data and it should suggest experiments and laboratory measurements that we can actually, perform.

And I think my perspective is that the two-mutation model is the most parsimonious model that is

consistent with the data and also makes interesting predictions both in epidemiology and

suggestions rt arding lab experiments, for example, the IPI protocol that was referred to yesterday,

and several other experiments that also are suggested. So, from the point of view of parsimony, I am

glad that Chris Portier brought up this notion of what he calls the additive background model and

the independent background model because we really do not have the biological data to decde that

one or the other is correct. Again, I would say that in the interest of parsimony, perhaps w. should

be simply sticking with the so-called additive background model in which norma! cellular

transformation processes are affected somehow by chemicals, rather than the inoependent

background model. It is possible to come up with an infinite variety of models, obviously, :iJt we

want to use the simplest one unless we have reasons to abandon it.

Farland. Yes, two comments. One, the person who has thought about these things much longer than

I, once said, "All models are wrong, some are just more useful than others." And I think that

probably characterizes what Suresh has said here. The second point is, in terms of some of the data

that we are collecting these days, I think maybe it really does speak to trying to make a Ittle broader

context of discus!ion of this two-stage model. If ve look at some of the oncogene data that has come

out of the B6 mouse, and these are some early experiments and ones that will be extended by the
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people at NIEHS, we may have the data very shortly to be able to separate effects of chemicals on

oncogene activation relating to what apparently are two different stages of action in the

progression to a liver tumor in the B6 mouse. So, I guess I would say that we are moving in that

direction and maybe that is an example of how we might apply that broader context.

Moolgavkar: That would be very interesting to see. Also, in answer to a question or comment earlier

by Harvey about when do we abandon one model and go to another, I think what I would be very

interested in seeing, whether with any of these models, you can take data in species estimate the

parameters, see how the model looks and so on, do the appropriate scaling, and predict response in

another species. If you could do that in four or five years with reasonable accuracy, then I think that

model deserves very serious consideration.

Portier: I agree with you about parsimony and attempting to explain the data but now we are going

to do one additional thing and this is really the critical point I was trying to get at. You are going to

do low-dose extrapolation with this model. I mean, that is the bottom line for EPA. They are going to

have to estimate risk at small exposure levels.
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CLOSING REMARKS

<olonel John J. Coughlin

Two and one-half days ago Mel and I set out to establish a forum for free and open exchange of

ideas and discussion on a very vexing and important problem facing not only the Department of

Defense,-but the country today. We set out to have a free and open exchange of ideas and discussion

in a very difficult area and indeed succeeded and for that I thank all the attendees. It is only through

progress of accommodating differing views of a very complexing issue that we will have any hope of

meeting our challenge of taking data and providing meaningful information to decision makers and

the public concerning the risks, risk assessment, and risk management issues and trade-offs that face

the country today.
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1. EFFECTS OF CORN OIL GAVAGE ON HEPATIC TUMOR FORMATION IN THE B6C3F 1 MALE MOUSE

T.R. Weghorst,* J.E. Klaunig, and C.M. Weghorst

Department of Pathology, Medical College of Ohio, Toledo, OH 43614

In most chronic 'arcinogenic bioassays, non-water soiuble chemicals being tested have been
administered via corn oil gavage. The use of corn oil as the vehicle for dissolving organic compounds
has come under scrutiny due to its effects on chemical pharmacokinetics, metabolism, and possible
twmor-promoting auility. The present study examined the effect of chronic corn oil gavage treatment
on hepatic tumor formation in the B6C3F 1 male mouse. At 15 days of age, male B6C3F1 mice were
divided into faur groups. Groups one and two received a single (ip) injection of diethylnitrosamine
(DENA) (5 unig), while groups three and four received an equal injection of saline. At weaning
(four weeKs of age) mice in groups two and three were administered corn oil at a dose of 0.15 mL via
gavage oncc a day, five days per week. Groups one and four were not administered corn oil. All mice
were klled at 28 weeks of age and hepatic lesions were quantitated. Only mice exposed to DENA
cemonstrated hepatic tumors. No difference was noted in the size or number of focus transections
per square centimeter between group one (DENA only) and group two (DENA + corn oil). No
difference was seen in hepatic tumor response between the DENA and the DENA and corn oil-treated
mice. Corn oil, therefore, under the conditions used in this study, did not act as a hepatic tumor
promoter.
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2. EFFECTS OF THE PEROXISOME PROLIFERATOR NAFENOPIN ON INTERCELLULAR
COMMUNICATION IN CULTURED RAT HEPATOCYTES

N.E. Schultz,1* T.J.B. Gray,2 and J.E. Klaunigl

1Department of Pathology, Medical College of Ohio, Toledo, OH 43614
2BP International, Surrey, England

Intercellular communication (IC) through gap junctions is thoughtto play a role in cell proliferation
and differentiation. Alterations in intercellular communication may disrupt these cellular processes.
Most compounds that induce peroxisome proliferation in rodent liver also have been shown to
produce hepatocarcinogenesis in these same animals. These peroxisome proliferators appear to be
functioning through promotion mechanisms. Inhibition of IC by tumor promoters may result in the
isolation of preneoplastic cells that may proliferate and progress into neoplasia. In the present study,
we have examined the effects of the peroxisome proliferator nafenopin on IC in rat hepatocytes.
Isolated individual hepatocytes from male Fischer 344 rats were plated onto 60-mm culture dishes in
Leibovitz L-15 media containing 5% fetal bovine serum, with or without hydrocortisone 10.4 M.
Dishes were re-fed and treated with either 50 pn nafenopin or DMSO every 24 h for 5 days. IC was
evaluated by microinjection of fluorescent dye (Lucifer Yellow CH) (dye-coupling) every 24 h (4 h after
each treatment). Inhibition of IC occurred in the cells that had been treated chronically with
nafenopin, after 48 h. This inhibitory effect on IC was increased after 72 h and 96 h. Cell cultures with
and without hydrocortisone demonstrated similar results. Peroxisome proliferation was determined
by measuring the palmitoyl CoA activity in the cultured hepatocytes at each of the sampling times. It
appeared that the induction of peroxisome proliferation could be correlated with the inhibition of IC
in the nafenopi n-treated hepatocytes.
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3. ORAL UPTAKE OF TRICHLOROETHYLENE (TCE) - VEHICLE EFFECTS

J.W. Fisher,' . T.A. Whittaker, 1 C.D. Hinga,1 and M.L. Gargas2

1AAMRL/THA, Wright-Patterson Air Force Base, OH 45433-6573
2AAMRIJTHB, Wright-Patterson Air Force Base, OH 45433-6573

Male Fischer 344 (F-344) rats were gavaged with solutions of trichloroethylene (TCE) in water, mineral
oil, and corn oil. A new non-invasive technique, previously described by Gargas et al. (1988) for
estimating metabolic constants, was used for assessing the rate of gastrointestinal (GI) absorption of
TCE. Oral uptake rate constants were estimated from experimentally determined exhaled breath
levels using physiologically based pharmacokinetic modeling.

Absorption of TCE into systemic circulation from water (n = 8; dose = 1.0-6.5 mg/kg) in the GI tract was
adequately described as a one compartment first-order process. The oral uptake rate constant
ranged from 5 to 10/h and 100% of the dose was assumed to enter systemic circulation. Mineral oil
and corn oil absorption kinetics were more complex. Two first-order rate constants were used to
describe the rate of uptake of TCE from the oils in the GI tract. One rate constant described the rate
of uptake of TCE from the GI tract into systemic circulation and the other, the rate of transfer of TCE
from the GI tract into a "deep compartment," where TCE was unavailable for uptake into systemic
circulation. The first-order uptake rate constant for mineral oil (n = 8; dose-5,20, and 50 mg/kg)
ranged from 1 to 3/h, and for corn oil (n = 8; dose-5,20, and 50 mg/kg), ranged from 0.1 to 1.0/h. The
model predicted that 50 to 75% of the TCE in the mineral oil was absorbed into systemic circulation,
and only 1 to 25% of TCE in corn oil was absorbed into systemic circulation.

This technique appears to be a promising method for examining oral uptake of selected volatile
chemicals. The effect of vehicle on GI absorption is substantial and appears to be an important
consideration in pharmacodynamic studies.
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4. THE EFFECTS OF 1,1-DIMETHYLHYDRAZINE ON CELL MEMBRANE POTENTIAL AND
INTRACELLULAR CALCIUM MOBILIZATION IN MURINE LYMPHOID CELLS

D.E. Frazier, Jr.,* M.J. Tarr, and R.G. Olsen

Ohio State University, Department of Veterinary Pathobiology, 1925 Coffey Road, Columbus, OH
43210

A.variety of chemicals and cell stimulants have been shown to influence free intracellular calcium
(Ca + +) levels and membrane potential. Altered membrane potential can affect levels of intracellular
Ca + + and second messenger func:tion in transduction of signals from cell surface receptors to
intracellular targets. Altered lymphocyte activation or proliferation by 1,1-dimethylhydrazine
(UDMH) could explain previously reported immunomodulatory activity as measured by mixed
lymphocyte reaction and Jerne Plaque response. We examined the role of UDMH in pertubation of
membrane potential and free intracellular Ca + + levels alone and with mitogen-stimulated murine
lymphocytes. Preliminary results show that UDMH increases the level of free calcium in murine
splenocytes. The level of free intracellular Ca + + and membrane potential was measured by uptake
and excitation of several fluorescent cellular dyes via fluorescence-activated cell sorting and
ultraviolet spectrofluorometry. We hope to further delineate the immunomodulatory effects of
UDMH through these studies.

This work was supported in parc by Grant No. 86-0129 from the Air Force Office of Scientific Research.
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5. ACTIVITIES OF SELECTED CYCLIC HYDROCARBONS OF KNOWN CARCINOGENICITY IN THE V79
METABOLIC COOPERATION ASSAY

E. Elmorel* H.A. Milman, 2 B.P. Wilkinson,1 G.P. Wyatt'

1NSI Environmental Sciences, P.O. Box 12313, Research Triangle Park, NC 27709
2U.S. EPA, 401 M Street, SW, Washington, DC 20460

Structurally similar cyclic hydrocarbons were evaluated in the V79 metabolic cooperation assay, and
their responses were correlated to their known carcinogenicity. The carcinogens evaluated were
2,4-diaminotoluene, 2,5-diaminotoluene (suspect carcinogen), 2,4-dinitrotoluene,
o-phenylenediamine, 4-chloro-o-phenylenediamine, 4-chloro-m-phenylenediamine, 2-nitro-
p-phenylenediamine, 2,6-dichloro-p-phenylenediamine, 4,4'-methylenedianiline, 2-chlorobiphenyl
(suspect carcinogen), and 2-phenoxyethanol (carcinogenicity unknown). The noncarcinogens
evaluated were aniline (human), m-phenylenediamine, p-phenylenediamine, 2-chloro-p-
phenylenediamine sulfate, and 4-nitro-o-phenylenediamine. The V79 metabolic cooperation assay is
based on the recovery of 6TG resistant mutants from mixed cultures of wild type and mutant cells.
Inhibition of cell-cell communication results in the enhanced recovery of mutant cells. For a
compound to be considered positive, it must significantly enhance the recovery of mutant cells
(p = 0.005, Dunnett's test), at least for two concentrations in two separate experiments or at three
consecutive concentrations in one experiment. The sensitivity of the V79 metabolic cooperation assay
to detect known rodent carcinogens was 82%. (The suspect carcinogens were included in this
calculation.) The specificity of the assay was 75% and the accuracy, or the ability to identify both
carcinogens and noncarcinogens, was 80%. The responses of the structurally related cyclic
hydrocarbons in the V79 metabolic cooperation assay show a high correlation with their reported in
viva carcinogenicity.
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6. STATISTICAL DESIGN CONSIDERATIONS FOR STAGEWISE, ADAPTIVE DOSE ALLOCATION IN
DOSE RESPONSE STUDIES

P.I. Feder,* D.W. Hobson, C.T. Olson, and R.L. Joiner

Battelle Columbus Division, 505 King Avenue, Columbus, OH 43201

A principal design objective of many dose-response studies is to estimate extreme percentiles of a
dose-response distribution (e.g., the EDg5 dose for a particular drug therapy) as precisely as feasible
using the smallest number of experimental subjects possible. This design requirement necessitates
that allocation of subjects to drug doses be carried out in a stagewise fashion to maximize the
information obtained from each subsequent experimental observation in light of what has previously
been determined concerning the shape of the dose-response distribution.

This presentation describes and illustrates specialized algorithms and associated computer programs
to evaluate, on a stagewise basis, the anticipated relative sensitivities of alternative experimental
plans in the case of dichotomous responses. Following each stage of experimentation, the current
estimates of the dose-response distribution parameters, as well as the uncertainties in these
estimates, are updated and are used to assign subjects to experimental dose levels for the next stage
of testing. Competing dose allocations are compared with respect to anticipated improvement in
estimation precision; that allocation th-it results in the smallest average variability of estimation,
weighted over all plausible combinatio, s of parameter values, is selected for the next stage. The
entire process is iterated.

The adoption of such a stagewise dose-allocation strategy is illustrated by example. It is shown how
the adaptive approach was able to accommodate to unforeseen occurrences midway during the
experiment and result in midcourse modifications of dose allocations.

This work was supported by the U.S. Army Medical Research and Development Command under
Contract DAMD17-83-C-3129.
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7. EXPOSURE TO MULTIPLE ORGANOPHOSPHATES: ROLE OF A NOVEL CHOLINESTERASE
"ALLOSTERIC" SITE IN TOXICITY MODIFICATION

A.K. Singh,* M. Ashraf, and U. Mishra

Department of Veterinary Diagnostic Investigation, College of Veterinary Medicine, University of
Minnesota, St. Paul, MN 55108

The objective of this investigation was to study the significance of a novel "allosteric" binding site,
peripheral to the active site of cholinesterase (ChE) and acetylcholinesterase (ACHE), in the
modification of the toxicity of multiple organophosphate (OP) exposure. The enzyme samples were
obtained from rat and fish brain, and from cockroach central ganglion. Crude synaptosomes were
prepared by differential centifugation from the fish and rat samples. The synaptosomal samples were
incubated with the following various OPs: acephate, methamidophos, or paraoxon alone;
acephate i methamidophos or paraoxon, simultaneously; and methamidophos or paraoxon after
acephate. Timecourse of inhibition, bimolecular rate constant (ki), phosphorylation rate
constant (kp), affinity constant for OPs (Ka), and affinity constants for the "active" and "allosteric"
sites (Ki and Kii) were determined.

We observed that (1) rat brain AChE contained an "allosteric" binding site that exhibited selective
affinity for acephate, (2) the acephate-AChE binding altered the structure of the active site such that
the phosphorylation capacity of other toxic OPs were significantly reduced, and (3) acephate
exhibited low phosphorylation capacity for the rat AChE. Cockroach AChE did not contain the
"allosteric" site, and acephate selectively bound to the enzyme's active site with a high
phosphorylation rate. Although the fish brain AChE samples are presently being analyzed, the
preliminary results have indicated that fish AChE may be similar to the cockroach AChE.
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8. THE NATURE OF THE PROTECTIVE INTERACTION BETWEEN THE TERATOGEN HYDROXYUREA
AND THE ANTIOXIDANT PROPYL GALLATE

J.M. DeSessol* and G.C. Goeringer 2

1Toxic and Hazardous Materials Assessment and Control, The MITRE Corporation, McLean, VA
22102-3481

2Department of Anatomy and Cell Biology, Georgetown University School of Medicine,
Washington, DC 20037

Hydroxyurea (HU) is a swiftly acting cytotoxic teratogen and an inhibitor of DNA synthesis. Within 2 h
of maternal treatment, HU causes necrosis in proliferating tissues of rabbit embryos on gestational
Day 12. Co-administration of the antioxidant propyl gallate (PG) delays the onset of necrosis until 6 h
and ameliorates the teratogenic effects seen at term. Hydroxyurea also causes a rapid, profound
decrease in uterine blood flow in pregnant rabbits. In order to establish that the site of HU-PG
interaction is within the embryo, HU, HU-PG, or vehicle were administered by intrauterine injections
directly into embryoni, sites. When embryos were examined microscopically at 4 h, necrosis was
observed only in the HU embryos. To resolve whether the amelioration of HU-induced
embryotoxicity was due to decreased HU levels within HU-PG embryos, embryonic HU concentrations
were measured at 15 min-- 8 h after maternal :njection with HU or HU-PG. The HU levels of both
groups coincded at all times examined. To determine whether PG alters the inhibition of DNA
synthesis by HU, the incorporation of 3H-thymidine into embryonic DNA wa, assayed at 2 h after
maternal injection of HU, HU-PG, or vehicle. Both HU and HU-PG treatments produced a tenfold
decrease in 3H-thym;dine incorporation relative to control. To establish whether the antioxidant
properties of PG may cause the delay in the cytotoxicity, HU was administered with the antioxidants
ethoxyquin (ETX) or nordihydroguaiaretic acid (NDGA) and embryos were analyzed microscopically at
4 h. Cytotoxicity was absent in both HU-ETX and HU-NDGA embryos. These data suggest that the
amelioration of HU-induced embryotoxicity as reflected in the delayed onset of necrosis is due to an
interaction between HU and PG within the embryo, that the interaction does not affect DNA
synthesis, and that it may be due to the antioxidant properties of PG.

This work was supported by MITRE-Sponsored Research Project 9587C.
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9. CORRELATION BETWEEN IN VIVO LIVER CARCINOGENICITY AND IN VITRO INHIBITION OF
HEPATOCYTE INTERCELLULAR COMMUNICATION BY NONGENOTOXIC CARCINOGENS

R.J. Ruch,* C.M. Weghorst, and J.E. Klaunig

Department of Pathology, Medical College of Ohio, Toledo, OH 43614

Intercellular communication (IC) through gap junctions may serve to regulate cellular growth and
differentiation. The inhibition of IC by carcinogens may upset normal growth and differentiative
processes and permit the proliferation of preneoplastic cells. This proliferation may enhance tumor
formation. Several in vitro assays have been developed to determine if carcinogens inhibit IC.
However, these tests have utilized embryonic, mesenchymal, and/or immortalized cells. In this study,
we evaluated the effects of several nongenotoxic carcinogens on primary cultured adult, rodent
hepatocyte IC with the hypothesis that these cells might be better predictors of in vivo liver
carcinogenicity than other types of cells. Hepatocyte IC was detected (1) autoradiographically as the
passage of [5"3H]uridine label between adjacent hepatocytes, or (2) as the passage of fluorescent
Lucifer Yellow CH dye from microinjected, dye-loaded hepatocytes to neighboring hepatocytes.
Carcinogens were tested at concentrations that were noncytotoxic; that is, that did not induce lactate
dehydrogenase release from the cells into the culture medium. Phenobarbital (20-500 pg/mL);
sodium barbital (200-1,000 pg/mL); DDT (1-30 pg/mL); lindane (1-20 pg/mL); dieldrin (1-10 pg/mL);
trichloroethylene (5-50 pM) and its principal metabolite trichloroacetate (0.1-1 mM); and Aroclor
1254 (0.1-5 pg/mL) inhibited mouse hepatocyte IC. All of these compounds are mouse liver
carcinogens. Amobarbital (23-230 pg/mL), barbituric acid (128-640 ug/mL) ,and saccharin (0.1-5 mM),
which are not hepatocarcinogenic, did not inhibit mouse hepatocyte IC. There was a correlation
between the ability of phenobarbital, DDT, and dieldrin to inhibit mouse hepatocyte IC, and the in
vivo mouse strain specificity of these agents to induce liver tumor formation. In the rat,
phenobarbital, sodium barbital, and DDT are hepatocarcinogenic. These compounds inhibited rat
hepatocyte IC. Amobarbital, barbituric acid, dieldrin, and trichloroethylene are not rat liver
carcinogens and did not affect rat hepatocyte IC. These data indicate that the inhibition of primary
cultured hepatocyte IC by nongenotoxic carcinogens correlates with in vivo hepatocarcinogenicity
This suggests that the inhibition of hepatocyte IC should be further examined as an in vitro assay for
liver carcinogens.
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10. EFFECT OF PHENOBARBITAL ON DENA-INITIATED LIVER TUMORS IN MALE AND FEMALE
B6C3F 1 MICE

C.M. Weghorst* and J.E. Klaunig

Department of Pathology, Medical College of Ohio, Toledo, OH 43614

Previous studies have shown that the male B6C3F 1 mouse initiated with diethylnitrosamine (DENA) at
30 days of age followed by chronic phenobarbital (PB) administration displays an enhancement of
hepatic tumor formation. Conversely, when male B6C3F 1 mice are initiated with DENA at 15 days of
age, followed by chronic PB administration, an inhibition of liver tumorigenesis is seen. The present
study was undertaken to evaluate the influence of gender on the inhibiting ability of PB in the
15-day-old, DENA-initiated, B6C3F 1 mouse. Male and female B6C3F 1 mice received a single (i.p.)
injection of either DENA (5 pg/g) or saline at 15 days of age. At weaning (four weeks of age), mice
were given either PB (500 ppm) in the drinking water or deionized drinking water. Mice were killed
at 28 weeks of age and hepatic lesions quantitated. Male mice treated with DENA and PB exhibited a
significant decrease in the number of hepatic adenomas compared to male mice treated with DENA
alone. In contrast, female mice treated with DENA and PB demonstrated a significant increase in the
number and incidence of hepatic adenomas compared to females receiving DENA only. In a separate
experiment, individual preneoplastic foci from male and female B6C3F1 mice initiated at 15 days of
age were evaluated for their responsiveness to the mitogenic stimuli of PB. At 28 weeks of age, male
and female mice containing foci were exposed to either PB drinking water or deionized drinking
water for seven days. In non-PB treated males and females, preneoplastic hepatocytes demonstrated
(by autoradiography) higher rates of DNA synthesis, compared to normal hepatocytes with no
differences noted between genders. Male mice exposed to PB for seven days exhibited increased
levels of DNA synthesis in normal cells but not in preneoplastic cells. Female mice treated with PB
demonstrated significant increases in DNA synthesis in both preneoplastic and normal hepatocytes.
These findings suggestthat the differential response of male and female B6C3F 1 mice initiated at 15
days of age with DENA to PB promotion may be due to PB's ability (or lack thereof) to stimulate DNA
synthesis in preneoplastic foci.
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11. COMPARATIVE HEPATOCYTE PROLIFERATION RESPONSE IN THE MOUSE AND RAT
FOLLOWING ACUTE TREATMENT WITH TRICHLOROETHYLENE AND PHENOBARBITAL

K.L. Fry,* C.M. Weghorst, and J.E. Klaunig

Department of Pathology, Medical College of Ohio, Toledo, OH 43614

Trichloroethylene (TCE) has been shown to be a hepatocarcinogen in B6C3F1 mice, but is refractory in
Fischer 344 rats. The reason for this difference in hepatocarcinogenicity has been postulated to be
related to the greater ability of the mouse liver to metabolize TCE, compared to the rat. In the
present study we have investigated the relative proliferation effects in mouse and rat liver following
acute exposure to TCE. Phenobarbital (PB) was also used as a positive control. Mice and rats were
gavaged daily with TCE (1000 mg/kg) in corn oil. PB (500 ppm) treatment was via drinking water.
Untreated and corn oil-treated controls were also performed. Immediately prior to treatment,
osmotic mini-pumps containing tritiated thymidine were subcutaneously implanted. Animals were
killed at 3, 7, and 14 days post-treatment; necropsied; and livers were processed for autoradiography.
Hyperplastic and hypertrophic effects of the compounds were examined. In the mouse, statistically
significant increases in DNA synthesis were induced with PB (24.4%) and TCE (15.7%), compared to
corn oil (3.6%) and untreated (2.1%) controls after seven days. In the rat, significant increases in the
DNA synthetic rate were noted only with PB (23.3%), compared to corn oil (3.0%) and untreated
(3.1%) controls after seven days. TCE may produce its hepatocarcinogenic effect through tumor-
promotion mechanisms. Therefore, the stimulation of DNA synthesis by this compound in the present
study confirms its ability to function as a hepatic tumor promoter. Tumor promoters may serve to
selectively induce the proliferation of previously initiated preneoplastic cells, thus allowing them to
expand in number and possibly progress to neoplastic stages.
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12. FAILURE OF THE "SOLT-FARBER PROTOCOL" TO INDUCE PRENEOPLASTIC OR NEOPLASTIC
CHANGES IN THE B6C3F 1 MOUSE

S.G. Lilly,* C.M. Weghorst, and J.E. Klaunig

Department of Pathology, Medical College of Ohio, Toledo, OH 43614

Resistance of initiated hepatocytes to hepatotoxins has been demonstrated in rat liver and has led to
the "Solt-Farber resistant hepatocyte model" of carcinogenesis. The model states that initiated
hepatocytes are resistant to the cytotoxic and mitoinhibitory effects of subsequent carcinogen
administration and, therefore, have a proliferative advantage over the non-initiated hepatocyte.
However, this resistant hepatocyte model has not been demonstrated for other species. Previous
studies in our laboratory (Cancer Letter 26:295-301) have shown that neoplastic hepatocytes from
male B6C3F 1 mice showed varied resistance to cytotoxicity by hepatotoxins compared to normal cells.
Therefore, using the Solt-Farber protocol, we sought to validate the resistant hepatocyte hypothesis
as a mechanism of hepatocarcinogenesis in the mouse. Male B6C3F1 mice were subjected to the Solt-
Farber protocol (DENA + 2-AAF + partial hepatectomy). Mice were sacrificed immediately and at 4, 8,
and 16 weeks aftet completion of the Solt-Farber protocol. Livers were removed at necropsy and
evaluated histologically for preneoplastic and neoplastic changes. Using the Solt-Farber protocol, no
hepatic lesions were induced. Although the resistant hepatocyte model may be a mechanism for the
development of hepatocarcinogenesis in the rat, the present study failed to confirm a similar
mechanism in the mouse.
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13. DISSIMILAR PATTERNS OF HEPATIC TUMOR PROMOTION BY PHENOBARBITAL IN
NEONATALLY INITIATED B6C3F 1, C3H, AND C57/BL MALE MICE

J.E. Klaunig* and C.M. Weghorst

Department of Pathology, Medical College of Ohio, Toledo, OH 43614

Phenobarbital (PB) has been shown to be a potent hepatic tumor promoter when chronically
administered to previously initiated rats and mice. Conversely, B6C3F1 male mice initiated at 15 days
of age with diethylnitrosamine (DENA) followed by long-term PB exposure demonstrate an inhibition
of hepatocellular tumor formation. This study evaluated the effects of chronic PB administration on
the two parental strains of the B6C3F1 hybrid (as well as the hybrid itself) subsequently initiated with
DENA at 15 days of age. Fifteen-day-old B6C3F 1, C3H, and C57/BL male mice were divided into four
groups of 10 per strain. Mice in groups one and two received a single inje.ction (ip) of DENA (5 pg/g),
while animals in groups three and four received an injection of saline. At weaning (four weeks of
age), animals in groups two and three were given PB (500 ppm) in their drinking water for 24 weeks,
while mice in groups one and four continued to receive deionized drinking water. All mice were
killed at 28 weeks of age and necropsied. Hepatic lesions were classified and quantitated. Mice
receiving only PB (group three) or no treatment (group four) did not display hepatic tumors. B6C3F1
mice exposed to DENA and PB displayed a significant decrease in hepatic tumor formation compared
to DENA-only treated B6C3F1 mice, which confirms previous findings. C3H mice receiving DENA and
PB demonstrated a significant increase in the number of hepatic adenomas compared to C3H mice
treated with DENA alone. PB had no significant effect on liver tumor number in C57/BL mice treated
with DENA compared to DENA-only treated C57/BL mice.
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14. BERYLLIUM OXIDE GENOTOXICITY IN CULTURED RESPIRATORY EPITHELIAL CELLS

V.E. Steele,l* B.P. Wilkerson,1 J.T. Arnold,1 and R.S. Kutzman 2

1 NSI Environmental Sciences, Research Triangle Park, NC 27709
2 NSI Environmental Sciences, Dayton, OH 45431

To determine the cytotoxicity, oncogenic potential, and genotoxicity of beryllium oxide particles in
the respiratory tract, primary cultures of rat tracheal epithelial cells were exposed in culture to
beryllium oxides formed at different temperatures. Beryllium oxide particles formed at low
temperatures, high temperatures, and a sample of rocket motor exhaust material were tested.
Cytotoxicity was measured by comparing the colony-forming efficiency of exposed and nonexposed
primary cell cultures. All beryllium oxides were cytotoxic above 10-30 lig/mL. At 100 pg/mL the low-
fired beryllium oxide and the rocket exhaust samples reduced to colony-forming efficiency by one-
half compared to the high-fired samples. Oncogenic potential was measured by determining the
frequency of morphological transformation of the primary cell cultures within 30 days of exposure.
Two replicate assays were performed. Low-fired beryllium oxide transformed cultured rat tracheal
epithelial cells at 0.3-3 jig/mL in both assays. The high-fired and rocket motor exhaust samples gave
mixed results (positive in one assay and negative in one assay). Genotoxic potential was measured by
assessing the relative frequency of single-stranded DNA breaks between groups of primary cell
cultures exposed to various beryllium oxides. Single-stranded breaks were measured using the
alkaline elution technique. Two replicate tests were performed and the results were similar to the
transformation results above. The results indicate that the low-fired beryllium oxide is positive, while
the high-fired beryllium oxide and rocket motor exhaust have a weak potential for carcinogenicity
and genotoxicity in respiratory tract epithelial cells.
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15. NEOPLASTIC TRANSFORMATION IN PLANARIA

F.L. Hall, M. Morita, and J.B. Best*

Department of Physiology, Anatomy, and Environmental Health, Colorado State University, Fort

Collins, CO 80523

Although several investigators have reported that exposure to mammalian carcinogens induces
abnormal tumor-like growths and teratogenic remodeling in planarians, there is no general
agreement that these, or comparable responses in any other invertebrates, model mammalian
carcinogenesis. To investigate this question, subjects of the species Dugesia dorotocephala were
exposed to culture water containing an initiator and a promoter, either alone or in combination.
Cadmium, a potent carcinogen, was used as an initiator in the protocol. Treatment with sublethal
concentrations of cadmium sulfate produced a benign, but persistent, tumor in a small percentage of
the planarians. The addition of 12-O-tetradecanoylphorbol-13-acetate (TPA), a phorbol ester and
well-known promoter, to the cadmium-containing solutions resulted in the induction of a
progressive, potentially lethal, transplantable tumor in a large proportion of the treated flatworms.
Light and electron microscopy revealed this particular tumor to be comprised of a single cell type:
newly differentiated reticular cells. Further examination of the infiltrating tissue formations
elucidated the profile of differentiation, from a mitotically active assembly of neoblasts through the
transitional stages in the associated reticuloma. These results suggest that (1) the freshwater
planarian displays the major phenomenology of mammalian cocarcinogenesis, (2) the planarian
reticuloma models several important features of a neoplastic stem cell disease, and (3) planarians may
provide an inexpensive and relatively fast model system for investigating cocarcinogenic interactions.
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16. CURRENT APPLICATION AND STUDIES ON HEALTH EFFECTS OF CARBON FIBERS - MILITARY
POINT OF VIEW

D.R. Mattiel* and M.J. Parnell 2

1 AAMRIJTHD, Wright-Patterson Air Force Base, OH 45433-6573
2 National Center for Toxicological Research, HFT-240, Jefferson, AR 72079

Carbon fiber composites are finding widespread use in military aircraft and space systems. Concern
was raised over the possibility that respirable carbon fibers, released during thermal decomposition
of the composites, could trigger pulmonary changes similar to those caused by asbestos. To
determine if respirable carbon fibers pose a risk, two studies were conducted with carbon fibers
artificially reduced in diameter by heating in a furnace at 575°C. Male Fischer 344 rats were injected
intraperitoneally (i.p.) or instilled intratracheally (i.t.) with a suspension of reduced diameter fibers in
distilled water. The suspension contained approximately 70% fibers with diameters less than 5 pm,
22% of which were less than 1 pm in diameter. Appropriate controls were included in both studies.
Rats injected i.p. were sacrificed at 200 days and at two years. Two of six rats sacrificed at 200 days
post-exposure had multiple fibers adhered to the capsule of the liver and occasionally fibers along the
splenic capsule. No evidence of inflammatory cell infiltration was associated with the adhered fibers.
Rats injected i.t. were sacrificed at 100 days, 200 days, one year, and two years. Carbon fibers were
found in the lung at only 200 days after instillation of fibers. Scanning electron microscopy revealed
minor ulceration of epithelial cells of the bronchi at all sacrifice times. There was no evidence of
inflammation or hemorrhage. The incidence of tumors seen in control rats was equal to the incidence
of tumors in rats exposed i.p. or i.t. to reduced diameter carbon fibers. Tumors were considered to be
age-related. There was no indication of pulmonary carcinogenesis after essentially a life-time
holding period.
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17. DEVELOPMENT OF A FISH PHYSIOLOGICALLY BASED TOXICOKINETIC MODEL FOR USE IN
ENVIRONMENTAL RISK ASSESSMENT

J.W. Nichols,1 J.M. McKim,'* M.E. Andersen, 2 M.L. Gargas, 2 and R.J. Erickson1

1U.S. EPA, Environmental Research Laboratory, Duluth, MN 55804
2 AAMRLTH, Wright-Patterson Air Force Base, OH 45433-6573

An interactive fish physiologically based-toxicokinetic (PB-TK) model was developed using in vivo and
in vitro physiological and biochemical parameters for rainbow trout (Salmo gairdneri). Tissue
groupings and blood flow relationships were adapted from an inhalation model for rats (Ramsey and
Andersen, Toxicol. Appl. Pharmacol. 73:159, 1984). Toxicant uptake and elimination at the gills was
modeled as a counter-current exchange process regulated by gill ventilation, blood perfusion, and
diffusion barriers at the gill epithelia. The model also may be adapted to include other routes of
exposure and complex exposure regimens. In vitro chemical partitioning data for trout tissues was
determined for a homologous series of chloroethanes (tri-, tetra-, penta-, and hexachloroethane) and
model simulations generated that predict the uptake and disposition of these compounds.
Experiments are planned to validate model outputs by exposing trout directly in fish respirometer-
metabolism chambers. Comparison of these data with existing model outputs and data for rats will
provide a physiological basis for evaluating toxicity extrapolations between lower and higher
vertebrates.
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18. PREDICTION OF TOXIC ENDPOINTS BY STRUCTURE-ACTIVITY RELATIONSHIPS

K. Enslein

President, Health Designs, Inc., Rochester, NY 14604

We have developed structure-activity relationship (SAR) equations for the prediction of a number of
toxicological endpoints from the structure of (untested) chemicals. These equations are calculated
using data bases of bioassay results. The independent parameters in the equations include
substructural keys, molecular connectivity and kappa topological indices, and electronic charges. The
endpoints for which SAR models exist include carcinogenicity, mutagenicity, teratogenicity, skin
irritation, eye irritation, rat oral LD50, fathead minnow LC50, and Daphnia magna EC50. The accuracy
of the equations ranges between 85% and 98%, depending upon the model. These equations have
been implemented in the TOPKAT program, which runs on PC-AT class personal computers and is
being adapted for the DEC VAX system.

The TOPKAT program will be demonstrated on a computer as part of this poster. Conference
attendees are invited to submit compounds of interest for evaluation by the TOPKAT program during
the poster session.
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19. A NEW STRATEGY FOR ESTABLISHING COMBUSTION TOXICITY TEST STANDARDS

W.G. Switzer* and H.L. Kaplan

Southwest Research Institute, San Antonio, TX 78284

Present combustion toxicity screening methods are based solely on the lethality of rodents, despite
recognized limitations of the median lethal concentration (Sperling, 1976). These methods are
inadequate for assessing the toxic hazards of combustion atmospheres for military environments and
may actually lead to the selection of more toxic materials. Our laboratory is currently developing a
new strategy to enable a valid assessment of the potential toxicity of smoke to man. In our two-
tiered approach, materials are initially separated into two categories: low toxicity or potentially
toxic. In the second tier, the major toxicants produced by the potentially toxic materials are identified
by correlating toxicity data with analytical data for the common toxicants (i.e., CO, HCN, HF, acrolein,
NOx, and 502); depending upon the materials formulation. When the major toxicants have been
identified, a valid assessment of the toxic hazard to man may be made from available human
exposure data. If it is not possible to identify the major toxicants, then the toxicity data from rodents
must be extrapolated to man. However, these data will include the nature and severity of clinical
signs, the nature of the toxic effects, and the rapidity of these effects. Results of our studies
demonstrating the validity and feasibility of this approach will be presented in detail.
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