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. Preface

The National Delegates Board of AGARD approved the formation of Working Group 3 (WG-3) of the Electromagnetic Wave
Propagation Panel (EPP) to address radio wave propagation modeling, prediction and assessment with emphasis on military
applications. The group met for the first time in May 1989 in San Diego, United Statés. At this mecting, the subjects to be
addressed were discussed and defiped. It was agreed to produce an overview of impornant topics in radio wave propagation
modeling, prediction and assessment including recommendations for future directions rather than an engineer’s handbook. It
became quickly clear that a comp’ te coverage of the subject matter was neither feasible within the time and resource
constraims nor desirable for material easily found elsewhere. For example, it was decided not to treat commercial
communications aspects, especially those involving terrestrial mobile, point-to-point. troposcatter, sateilite fixed and mobile
propagation links and interference. To facilitate access to more information on those topics, special chapters were added
describing the International Radio Consultative Committee (CCIR) and its docurnentation.

Members of WG-3 met again in Paris. France in October 1989 and discussed a preliminary, rough draft of the report. A third
meeting was held in June 1990 in Kleinheubach, Germany where the final draft of the report was reviewed. In addition to the
members of WG-3, Dr FPSnyder and Dr J.A Ferguson, both of the Naval Ocean Systems Center, San Diego, CA, United
States, contributed to the report by providing the chapter on long wave propagation (Chapter 3.1). Their diligent effort is
gratefully acknowiedged.

Sincere appreciation is expressed to all the people who supported theeffort of the working group in providing meeting facilities
and administrative assistance.

J.H Richter
Chairman, WG-3 and
Editor
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, Preface

Le Conseil des Délégués Nationaux de 'AGARD a approuvé la création du groupe de travail No.3 (WG-3) du Panel AGARD
de la Propagation des Ondes Elecmomagnétiques pour examiner I'évaluation. la prevision et fa modélisation des ondes
hcrtziennes, en mentan; 'accent sur les applications militaires.

Le groupe s’est réuni pour la premiére fois au mois de mai 1989 3 San Diego, aux Etats-Unis. Cette réunion a permis aux
membres du groupe de définir les sujets a érudier i d'en discuter. Le groupe s'est donné pour objectif de faire le point des
questions importantes dans le domaine de I'évaluation, la prévision et la modélisation des ondes hertziennes, ainsi que de
fournir des recommandations pour les futures voies de recherche, phitot que d'envisager la rédaction d’'un “manuel de
T'ingénieur™. Il est tés vite apparu qu'il n'était ni possible de couvrir tout ie sujet, compte tenu des délais impartis et des moyens
disponibles, ni souhaitable de le faire; ce travail avait déja éi¢ fait. Par exemple, il 2 été décidé de ne pas traiter les aspects
commerciaux des télicommunications, surtout en ce qui concerne les liaisons de propagation terrestres, mobiles. point a point.
troposphériques, par satellite, Axes et déplacables et l'interférence.

Afin de permettre au lecteur d’accéder a dautres informations sur ces sujets, des chapitres spécifiques sur les travaux du
Comité Intemational Consultatif pour les Ondes Hentziennes (CCIR) ont été rajoutés au texte original.

Les membres du groupe WG-3 se sont réunis pour la deuxieme fois 2 Paris, au mois d'octobre 1989, pour examiner un projet «e
rapport préliminaire. La version définitive du rapport a été approuvee lors d'une troisieme réunion. qui s'est tenue au mois de
juin 1990 a Kieinheubach. en Allemagne. En plus des efforts consacrés a la rédaction par les membres du WG-3, le Dr
FPSnyder et le Dr J.A Ferguson. du Naval Ocean Systems Center, San Diego, CA. USA, ont bien voulu 5'associer aux travaux
¢n fournissant le chapitre sur la propagation des ondes longues (le chapitre 3.1). Je tiens a leur exprimer ma reconpaissance
pour I'importance des efforts quiils ont fournis.

Mes remerciements sincéres vont également 4 tous ceux qui ont soutenu le travail du groupe en mettant a sa disposition des
salles de conférence et en assurani le suppon adminisiratif nécessaire.

J.H Richter
Pr. sident. WG-3 et
Redacteur en chef
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+  Terms of Reference

for
AGARD/EPP WORKING GROUP 3
on

RADIO PROPAGATION MODELING, PREDICTION AND ASSESSMENT

Objective:

The working group is concerned with ascertaining the state-of-the-art in propagation modeling and prediction, and with
identifying new approaches to improve operational and R&D objectives. The scope encompasses all natural media (i.e. ground.
sea, atmosphere, ionosphere, space environment) across the ~24io spectrum.

Sabject Areas:
1. State-of-the-art of physical and empirical models.
2. Real time, short term, long term prediction technigues.

3. Propagation asscssment sysiems and operational uses.
4. Future nceds and improvements.

Impertance to NATO:

NATO communications, navigation, surveillance and electronic warfare systems operate in all natural media from subsurface
regions to space actoss the EM spectrum. For refiability and continuity of overall systems operational performance, the state of
the propagation medium has to be assessed in near real time or hear future time frames, while for system design purposes long
term behavior and variability of the propagation medium has to be considered. The working group's effort to determine the
relevant media characteristics and their predicied behaviot is, therefore, of great importance for best use of present and
optimum design of future sysiems.
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1. Isktredv_.ciom

Soaern military wvarfare requirements demand improved descriptions and predictions
of the ealectromagnestic propagation environpent. For sxample, modeling of radio and
radar propagation in the troposphere las usually been based on a single vertical refrac-
tivity profile with the assumptions ©f horizontal homogeneity and temporal persistence.
While thess are reasonable assumptions maost of the time, thers are situations and loca-
tions where thay are not trus. 7This proapted development efforts to model efficiently
propagation in horizontally inhomogensous media. In long wavae propajation assesssent,
snaller and faster computers now psrmit full-wvave calculations in a reascnable tine,
elirinating the need for approximate modals but requiring a msore accurate description of
ionosphsric parassters. Modarn full-wave models allow for complicated propagation
analyses vhich depend on accurate models of ths geophysical environment. In short wave
propagation, the desire to improve propagation predictions, the developasnt cof new
gealocation techniques and the operational implesentation of over-ths~horizon radars led
to a2 nev genaration of digital iochosondes which provide temporal and spatial descrip-
tions of ionospheric structure not available previocusly. Similarly, extensive investi-
gations of dynamical features such as acoustic gravity waves have led to a better under-
standing of some pheanomens affecting transionospharic propagation.

Radioc propagation dssassment requires calculating distribution of electromagnatic
enexgy in a specific propagaticn sedium. The term propagation sodeling refers to both
propagation calculations and description of the propagation madium. In both cases, two
dirfferent modeling approachss can be used: theoretical and empirical. For propagation
calculations, theoretical models are based on rigorous sathesatical formulations; for
the description of the propagation medium, theoretical models are based on the physical
Processes responsible for the structure and variability of the propagation environwent.
Empirical models are based on observations and do not neacessarily require an understand-
ing of the underlying physical processes. The tarm “hybrid” model is used vith saveral
meanings. For propagation calculations, it may refsr to a mixture of different mathe-
matical techniques. For exampls, models wvhich use both vaveguide and ray optics tech-
niques are called hybrid sodels. When propagation calculations for specific configura-
tions are either impractical or impossible and are substituted by empirical data, the
resulting comprehensive models consisting of both rigorous mathematical techniques and
empirical data are sometimes refarred to as hybrid models. Similarly, descriptions of
the propagation medium consisting of both physical models and empirical data are called
hybrid sodels. The latter tarm is primarily found in icnospheric propagation contexts
since the tropospheric radio propagation environment is generally not predicted.

In modeling the ionospheric propagation environment, theoretical models are often
preferred since such models can be applied to different regions where obsarvational data
are scarce or nonexistent. Theoretical models may provide more realistic values for
horizontal gradients of parassters and not suffer from smoothing processss inherent in
empirical models. A disadvantage of thecretical models is their complexity and the
amount of computer tims Necessary to specify environmental conditions aspecially on a
global scalse.

Empirical ionospheric structure models based on global maps of environmental paran-
eters are as good as the spatial and temporal resolution of the input data. These naodels
are usually obtained from long-tarm chservations. Investigations of speciﬂ.c;
require measurement campaigns with carefully selectsd sensors to account for interactive
effects batween surface, lower atmogphers, ionosphere, magnetosphere and spacs envireon-
sants.

tion modeling is usually applied either to real time operaticnal use or to
systems planning. Real time performance assesssent requires existing and predicted
environpental data vhile systems planning needs good geographical and seasonal data
bases.

The following is an attempt to highlight some of these recent developments in radio
propagation modeling, prediction and assessment and to discuss future needs and opportu-
nities for improvesants.

R
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2. Tropospheric Propagation

Radio wave propagation in the tropcsphere is used for sany purposes. Ona key area,
driven primarily by commercial applications, is transmission of information, i.e. commu-
nication of voice, video or data and has been the subject of extensive ressarch. Other
areas, driven primarily by military interesst are remote sSenaing by radar and slactronic
warfare applications such as signzl jintercept., direction finding and jasming. 1In this
report, only a brief introduction will be given into communications since excellent
reviews of this subject can be found elsewhere (Hall, 1986; Boithias, 1987; Hall and
Barclay, 1989). Particularly appropriate reference material for communications can be
found in Volume V of the Recommendations and Reports of the CCIR, 1990 (Propagation in
non-ionized media). The prediction methods in this volume are of major importance as
they are the product of many years of collaborative work in a large international forum
(the CCIR), often with input from those active in the International Scientific Radio
Union (URSI), and have the status of international agreement.

Waves propagating through the non-ionized regions of the atmosphere are affected by
the gaseous constituents of the atmosphars and also by clouds and precipitation. The
ralative importance of these factors depends on climate and frequency.

Gassous constituents of the atmospherae influence propagation of radio waves both by
absorption of energy and by the variations in refractive index causing reflection,
refraction and scattering of waves. Absorption is primarily due to oxygen, water vapor
and ligquid water and is rarely significant for frequencies lower than about 3 GHz.
Fhasnomens associated with refractivity variations may occur for frequencies below 30 MH:z
but are primarily significant for frequencies above this value.

Clouds znd precipitation influence propagation by the absorption of part of the
energy passing through them, and by scattering and changing the polarization of radioe
waves. Scattering clearly contributes to the attenuation of the forward beam, but is
also important because it deflects enargy into other directions including backscatter.
Again, these effects are of importance at frequencies grsater than about 31 GHz, and at
frequencies above about 12 GHz, rain may becoms the dominant consideration. Changes in
polarization occur when scattering particles are non-spherical in shape. In the case of
scattering by water particlas, there is significant associated attenuation, while in the
cass of ice particlas the attenuation is generally insignificant.

The variability in propagation characteristics due toc atmospheric effects is of
paramount importance in determining the interference likely to be experienced in radio
systess, especially in those modes of propagation associated with transmission well
2eyond the horizon.

As soon as radars became avajlable, unusual atmospheric propagation effects vere
obsarved, leading to an intenss tropospheric modeling and measuresent effort. A famous
early axasple of anomalous propagation is the WW Il sighting cf Arabia with a 200 MHz
radar from Bombay, India 1700 miles away, reported by Freehafer (1951). Some of the
experiments were so comsprshensive and of such high quality that their reasults are still
used today for validation of propagation models (see, for example, figure 2.18). The
most dramatic propagation anomalies are encountered over water 'vhere atsospheric ducting
is wore significant and consistent than over land. In additior, evaporation ducting is
a persistent phencmencn found only over wvater. The propagation measurement and analysis
effort begun in the 1940s has provided an understanding of the physical processes re-
sponsible for anomalous propagation. Initially, quantitative propagation assessment wvas
limited and mathematically cumbersome. In the 19608, increased sophistication of radars
and veapons systems necessitated better ducting assessment techniques. Durirg that
period, radars vere used and specially built for sensing refractivity layers, their fire
structure, and their temporal as well as spatial behavior (Lane and Meadows, 1963; Hardy
at al., 1966; Richter, 1969). In particular, the ultra-high rescolution FM-CW radar
tropospheric syunding technique (Richter, 1969; Richter et al., 1973; Richter and Jen-
san, 1973) settled important questions like the relative contribution of clear air
refractivity fluctuations and point targets, such as insects and birds, to radar re-~
turns. Extensive propagation measurements, advances in the khowledge of atmospheric
boundary layer processss, and the use of sophisticated mathematical modeling techniques
resulted in a2 such improved understanding of radio propagation anomalies. The avail-
ability of small computers in the 19708 provided a near-real-time radar and radio propa-
gation assessment capability (Hitney and Richter, 1976) which in the 1980s has been
extended to include tactica)l decision aids for witigation and or exploitation of atmos-
pheric propagation seffects (Richter, 198%; Paulus, 1389).

Standard Propagation

The factors controlling radie propagation vithin the troposphars wmay be separatsd
into twvo mechanisms: standard and non-standard. Standard propagation refers to a so-
called standard atmosphare in which the radio refractive index decreasss axponentially
with increasing height. At low altitudes this decresase is nearly linear with height
(Besan and Dutton, 1968). The presumption of a standard atmosphere is purely for compu-
tational convenience and is based on long term averages, usually over continental areas.
A standard atmosphare should not bs automatically assumed to be the nost comson condi-
tion since there ars many geographic areas wvhare other conditions prevail.

Spherical . charactarited by an inverse falloft with rangs, is the
only loss mechanism associated vith free—-space propaqif®ion. Consistent with usual
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Figure 2.1. Path loss versus range illustrating standard propagation regions. The
example is for terminals at 18 and 30 m and a frequency of 5.0 GHz.

practice, free-space propagation is used throughout this report as the s:andard against
which both propagation measurements and calculations are referenced.

within the horizon, the coherent interference of signals from the direct path
between transmitter and receiver or target with any reflected paths is very important.
In a marine environment, such multipath effects are usually the result of interference
of the sea-reflected path with the direct path. In this case, the effects of divergence
or signal spreading due to reflection from the earth's curved surface and the effects of
the rough surface on reducing the reflection coefficient become important factors in
determining the total amount of interference betwesn the two paths. The phase differ-
ence between the two paths is determined by path geometry and the phase lag angle asso-
ciated with reflection from the sea surface. If there are land masses or large obsta-
cles nearby, multipath reflection from them will also be a determining factor but these
effects are beyond the scope of this report and will not be discussed further. Two-wave
interference will bhe dominant when both the transmitter and receiver antennas are illu-
minating both direct and reflected paths and when the transmittar and receiver are
reasonably well within line-of-sight. As the receiver or target approaches the radioc
horizon, the interference effect begins to blend with the diffraction propagation mecha-
NisA.

At ranges sufficiently well bayond the radio horizon, the dominant propagation mode
is diffraction of the radio waves by tha earth's curved surface. In a standard atmos-
phers, the diffraction mechanism is usually the limiting factor for surveillance and
communications applications, since the attenuation rate with range is much greater than
in the interference ragion. The maximum propagation loss, or path loss, occurs in this
region, consistent with radar detection of reasonable size targets or norsal communica-
tion ranges.

For high-powsr communication systems, where high-gain antennas can be eamployed on
both terminals, the dominant propagation mechanism at ranges far beyond the horizon is
tropospheric scatter, or troposcatter, wvhereby energy is scattersd from refractivity
fluctuations within the common volume intersected by receiving and transmitting anten-
nas. The final standard propagation effect is absorption by atmospheric gases, primari-
ly watsr vapor and oxygen, although their impact is usually negligible for frequencies
below 20 GHz. Figure 2.1 shows path loss in decibels (ratic of transmitted to received
pover for loss-free isotropic antennas) versus rangs for a 5 GHz transmitter at 18 m and

a receiver at 30 m over sea-watar to illustrate the various propagation regions dis-—
cussed above.

Xon-standard Propagation

Non-standard propagation mechanisma are all associited with abnormal vertical
:1:tr:h:tions of the refractive index. If n is the refractive index, the refractivity
s defined as

N = (n-1) % 10%
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and is related to temperature T {K], pressure P [{hPa], and partial) water vapor pressure
e {hPa) by

I'd
’ N = 77.6 (P/T + 4810 e/T?)

For a standard refractivity gradient, a radio ray will refract downwvard toward the
earth's surface, but with a curvature less than the earth's radius. Standard gradients
are usually considared to be from -79 to 0 N units per kilometer of height which are
characteristic c¢f long-term mean refractive effects for a particular area. For example,
the long-term mean gradient over the Continental United States is approximately -39 N
units per kilometer. If the gradient exceeds 0 N/km, a radio ray will bend upwards and
the layer is said to be subrefractive and have the effect of shortening the distance to
the horizon. If the gradient is between -157 and -79 N/kam, the ray will still bend
downwards at a rate less than the earth'’s curvature but at a rate greater than standard.
These gradients are called superrefractive and have the effect of extending the horizon.
The most dramatic nonstandard effects are those caused by gradients less than -157 N/km
which are called trapping gradients. In this case, the ray curvature exceeds the
earth's curvature and leads to the formation of ducting which can result in propagation
ranges far beyond the horizon. The modified refractivity M is defined by

M =N+ (hja) x 10% = N + 0.157 h (2.1)

where h is the height above the earth's surface in meters and a is the earth's radius in
meterg. M is useful in identifying trapping gradients since trapping occurs for all

SUBREFRACTION
STANDARD

SUPERREFRACTION

Figure 2.2. Relative bending for each of the four refractive conditions.

negative M gradients. Table 2.1 lists the four refractive conditions discussed above

and their relation to N and M gradients, and figure 2.2 illustrates the relative curva-
ture for each.

coMpDITION H-GRADIENT (N/km) K~-GRADIENT (M/km)
Trapping dN/dh = =157 dM/dh < 0

Superrefractive =157 < dN/dh 5 =79 0 < dM/dh 5 78
Standard -79 < dN/édh £ 0O 78 < dM/dh < 157
Subrefractiva dN/dh > © dM/dh > 157

Table 2.1. Rafractive regimas.

Ducting

In a marine environment there are two distinct types of ducts caused by trapping
gradients: surface-based ducts and elevated ducts. Surface-based ducts are usually
created by trapping layers that occur up to several hundred metars in haight, althongh
they can be created by a trapping layer adjacent to the surfacs (sometines raferred to
siuply as surface ducts). Figure 2.) shows the N and X profiles for a typical surface
duct. A surface duct is formed vhen the K value at the top of the trapping layer is
less than the surface value. These ducts are not particularly sensitive te frequency
and support long over-the-horizon propagation ranges at frequencies above 100 MHz. Sur-
face-based ducts occur with annual frequancies of up to 50 percent in areas such as the
Eastern Mediterranean and the Northeastern Indian Ocean are the type of duct respon-
sible for most reports of extremely long over-the-horizon radar detection and comsunica-
tion ranges. Their upper limit raraly exceeds a few hundred meters.
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. Elevated ducts are created by elevated trapping layers of the same type as thoase
which create most surface-based ducts. However, in this case, the layer is either too
high or the M detici; acrosg the trapping layer is too small to meet the condition
praviously stated to 'form a surface-based duct. Figure 2.4 illustrates the N and M
profiles required for an elevated duct. The vertical extent of the duct is defined as
the height interval betwsen the top and the point below the trapping layer where the
same ¥ value is reached. Elevated ducts can also affact propagation for frequencies

above approximately 100 MHz but the effects are usually limited to airborne emitters or
sensors located close to or above the elevated duct. The primary effacts are extended
ranges for receivers or targets within the duct and radio or radar "holes™ in coverage
for receivers or targets at altitudes above the duct. Elevated ducts occur at altitudes
up to about 6 km, although they are most common below 3 km.

A special case of a surface duct is the evaporation duct which is a nearly perma-
nent propagation mechanism created by a rapid decrease of moisture immediately above the
ocean surface. For continuity reasons, the air adjacent to the ocean is saturated with
wvater vapor and the relative humidity is thus 100 percent. This high relative humidity
decreases rapidly wvith increasing height in the first few decimeters until an ambient
value is reached which depends on the general meteorological conditions. The rapid
decrease in humidity creates a trapping layer adjacent to the surface as illustrated by
the modified refractivity curve in figure 2.5. The height at which a minimum value of M
is reached is called the evaporation duct height, which is a measure of the strength of
the duct. The evaporation duct itself extends down to the surface. 5Since evaporation
ducts are very “leaky", they may affect radio and radar terminals sicgnificantly above as
well within the duct. The frequencies affected by evaporation ducting are strongly
depeandent or the existing duct height, with a lower practical limit of about 3 GHz. The
evaporation duct heights vary generally between 0 and 40 m, with a long-term mean value
of about 8 m at northern and up to 30 m at tropical latitudes. The primary evaporation
duct effects are to give extended ranges for surface-to-surface radio or radar systems
operating above 3 GHz. The optimum frequency to achieve extended ranges via the evapo-
ration duct appears to be around 18 GHz (Richter and Hitney, 1975; Audermon, 1982;
Anderson, 1983). Although ducting effects extend beyond this limit, absorption of
atmospheric gases and extra attenuation due to a rough surface counteract the benefits
of the duct.

With the exception of evaporation ducting, the previously discussed propagation
phenomena also are found over land. What complicates propagation over land, is the
often irreqular terrain. Consideration of terrain effects is usually very path specif-
ic.

2.1 Models
2.1.1 Propagation Modeling in Norizontally Stratified Media

2.1.1.1 fropagation Within and Near the Horison

Within and near the horizon, the effective received signal may consist of several
components which arrive at the receiving antenna over different transmission paths.
These components may have differing phases and amplitudes, and their relationships with
one another may vary continuously with time. This phenomenon results from a multiplici-
ty of paths in the troposphere, reflections from objects such as-aircraft and buildings,
specular and diffuse reflection from the surface of the earth and from refractive layers
in the atmosphere. Such multipath (which is the cause of all fast fading observed on
:::é:1;€:k.) can sariously degrade the quality of service, especially with regard to

For ranges and altitudes well within the horizon, physical optics technjiques are
usually used to calculate field strsngth., Ray traiectories for both direct and reflect-
ed ray paths are calculated using piecevise-linear-with-height refractivity profiles and
ray trace procedurss such as described by Bean and Dutton (1968). When one terminal of
the paths is close to tha surface, say within 100 m, and ranges are fairly large, the
interference effacts of the direct and reflected ray can be accounted for using a tech-
nique described by Blake .(1980) which assuses the direct and the reflected paths are
parallel throughout the atmosphers, except for the region close to the lower terminal.
This lowest region is assumed to be characterized by a mingle refractivity layer and the
vath-length difference calculations become quits tractable. For shorter ranges and
lover altitudes, the assumption of parallel rays breaks down. 1In this case, an alter-
nate solution based on Fishback (1951) can be used which requires a single linear re-
fractivity layer to exist over the entire height interval of interest. Refractive
distortion can still be taken into account, however, by determining the single linear
layer that best matches an actual raytrace through the entire region of interest at low
elevation angles. 1In detersining the contribution of the reflectsd ray, the reflection
coefficient for the propar polarization as well as the spherical earth di factor

nesd to be computed, such as described by Reed and Russell (1966). 1In addition, an
oCean roughness factor should be included in the calculations, as discussed later in
this report. The optical fisld calculations are applicable to ranges and heights such
that one or both of the following conditions apply. First, the path-length difference
betwean the direct and the reflected ray must be at least one quarter wavelaength, fol-
lowing Fishback (1951), and second, to ensurs valid div.rq‘uco factor calculations, the
reflection grazing angle must sxcesd & limiting value given by Reed and Russell (1966).
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Figure 2.6. Comparison of calculated to observed path loss versus range within the
horizon.

Figure 2.6 is a comparison of measured field strength versus range data (Hopkins et
al., 1956) and calculations bhased on the techniques described above. The transmitter in
this case was in an aircraft at 10,060 m, the receiver was located 33 m above mean sea

level (msl), and vertical polarization was used. The modified refractivity versus
height was measured near the receiver and is shown in the figure. In this case, the
limit of the optical region is based on the quarter-wavelength limit. Calculations are
shown for both a standard atmosphere (dashed curve) and for the actual refractivity
profile (chain-dot curve). Note how the trapping layer has stretched out the last few
nulls in range.

The above described methods work reasonably well in most cases. However, there are
some cases where the actual path-length difference is too strongly dependent on the
trajectories and electromagnetic path lengths of the direct and reflected rays for the
assumption of an equivalent singla linear layer to be valid for calculating path-length
difference. Current investigations at the Naval Ocean Systems Center using complete
raytraca methods including the calculation of integrated slectromagnetic path length
along each ray have shown some promise in overcoming this problem, although at the
expense of much incrsased computing requirements. Figure 2.7 illustrates one example
vhere the new full raytrace model doss a far better job than the egquivalent single~layer
model. The example is for a trilinear surface-based duct with a duct height cf 465 m.
To aveid uncertainties inherent in measured data, the figure shows as “ground truth"
(s0lid curve) the results of a well-confirsed waveguide model program described later in
this report. The frequency was 3000 MHz, the transmitter height was 30 m, the range vas
100 nei, and horizontal polarization was assumed. A total of 139 modes were included in
the wvaveguide program to ensure that the results would be accurate well inside the
horizon. The results frok the "new model" (dashed curve) are based on the full raytrace
method and coincide exactly with the vaveguide calculations below the first optical
null. Note that the raytracs model not only matches the wvavequide model more accurately
than the “"old msodel® (chajin-dot curve) based on & single layer assumption, but is able
to calculate fields much closer to the horizon since it computes a much improved path-
langth difference.

As vas mentionsd above, ray-optics methods are limited to regions within the radio
horizon. Although wvaveguide methods can be applisd to nesr horiszon cases by including a
sufficient numbar of modes, practical applications generally require that ranges extend
sufficiently beyond the horizon. The time-hunored method for treating the nsar-horizon
region is based on FPishback's (1951) method of "bold interpolation,® in which linear
interpolation is used to connect the last point calculated in the optical region with
the first point calculated in the beyond-the-horizon region in terma of decibel path
loas versus range. As cruds as this msthod appears, experience shows it works remarka-
bly well in aatching measured deta.

The abolic egquation method (PR) is applicable within and beyond the horvrizon.
The techn vas developad by Russian ressarchers (Lsontovich and Pock, 1946) to solve
radio propagation problems in complex geophysical environments. However, it vas not
until some 30 years later that this approach found videspread use vhen the Pourier
split-atap algorichm wvas introaduced to solve the parabolic wvave equation numerically
(Hardin and Tappert, 1973; Tappert, 1977). This approach Mpcame widely used in under-
wvater acoustic applications. It was first adapted to tropospheric slectromagnetic
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Figure 2.7. Comparison of two ray-optics models to waveguide calculations within the
horizon.

propagation by Ko et al.(1981), and, subsequently, by Dockery and Konstanzer (1987);
Craig (1988); Craig and Levy (1989); Fournier (1989); and Ryan (1989).

In the PE approach, the two dimensional elliptical scalar wvave equation is trans-
formed into a parabolic equation based on a number of assumptions, primarily that the
refractivity field in the direction of propagation varies slow snough to permit neglect-
ing backscattered energy. The PE is solved numerically in a flat-earth geomatry (Rich-
ter, 1966) using the split-step Fourier algorithm (Tappert, 1977) which is easily imple-
mented on a computer and is stable for step sizes which are small compared to refractiv-
ity variations but large compared to the wavelength.

2.1.1.2 Beyond the Norison Propagation

At large distances beyond the horizon, in normal enviromments, the field strengths
are dominated by scattering froa tropospheric refractivity fluctuaticns (i.e. troposcat-
ter). The troposcatter field is gsnerally vell below radar receiver thresholds but
strong snough for communication purposes. A good review of the obgervational side of
troposcatter is given by Boithias and Battesti (1983). The primary emphasis in this
discussion will bs on anomalous beyond-the-norizon propagation produced by laterally
homogeneous tropospheric layering. In particular, several case studies which have been
treatad by wavequide concapts are reviewed. Points of discrepancy betwesn calculation
and observation are singled out along with scms problem areas worthy of further study.

Since waveguide formalisa is well documented by a nupber of authors (Budden, 1961;
wait, 1970; Brekhovekikh, 1960), the approaches which have bssn found most useful will
be reviewed only very briefly. Pirst, the vaveguide developments are in tarss of an
sarth-flattaned gecmetry wvhers sarth curvituras is included in a wmodified index of re-
fraction (Booker and Walkinshaw, 1946). The modified refractive index is approximated
by linsar segments so that the altituds dependence of the Sjelds sre, to a good approxi-
matior, expressible in tarms of modified Hankel functions of order ona third or, squiva-
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Figure 2.8. Zero locations in the complex eigenangle space.

lently, Aliry functions. Waveguide normal modes are fourd subject to the boundary condi-

tions of the outgoing wave at the top and the outgoing wave in the ground. One of the
fundamental functions forms can be expressed as follows in terms of plane wave reflec-
tion coefficients (Wait, 1970):

F(@)=1 - Rb(e)ﬁb(O) (2.2)

where R, is the plane-wave reflection coefficient from everything above any height b
within ghe guide with vacuum below b and R, is the plane-vave reflection coefficient
from everywhere below b with vacuum above. Theta (8) is the complex grazing angle of
the plane wave (i.e., complement of the angle of incidence), where the real part of the
cosine of tha grazing angle is related to phase velocity and its imaginary part to
attenuation rate.

Crucial to any successful waveguide program is the determination of all significant
complex zeros of the fundamental mode equation , F=0. One solution of the equation is
6=0. Using this knowledge and plotting the curve G=|R(@),R(8))|=1 gives one method of
root extraction. An exasmple taken from the work of Baumgartner et al. (1983) is shown
in figure 2.8. The vertical axis is the imaginary part of & and the horizontal axis is
the real part. Modes wizh attenuation rates less than 1.3 dB/km are shown. The insert
is the modified refractivity used for the calculation and corresponds to M=0 at z=183 n.
For practical purposes, the wvaveguide results are determined by the gradients in the
refractivity profile and are quite insensitive to translational effects. The 0s in
fiqure 2.8 denote modes located on the G curve traced from the origin. The Xs represent
nodas located by : method discussed balow. The mode not found using the G trace mathod
is a diffraction-type mode. Generally, the attenuation rates of diffraction-type nodes
increase approximately as frequency to the one-third power and thus tend to becoms less
important with increasing frequency for beyond-the-horizon propagation in ducting envi-
ronments associated with elevatad layers. Nost of the calculations to be presented here
wvere generated using modes found by the G-trace method.

A better mathod for finding the mode sclutions is hased on an algorithm described
by Shellman and Morfitt (1976). Implementation of the method requires searching the
pariphery of a rectangular region of the eigenvalue space for 0* or 180°* phass contours
of the modal function. The modal function is required to be analytic within and on the
boundary of the search rectangle. The latter regquirement guarantees that the phase
contours wvhich enter the search rectangle must either terminate on zeros aof the modal
function or exit the search rectangle (figure 2.9). When applying the method to the
»odal function, given by (2), difficulties ara encountsred because Ry, and or »ay not
be analytic in the region of interest. MNarcus (1981, 1982) and Baumgartner (1983) have
avoided this difficulty by formulating the mode equation directly in terms of continuity
to the tangential (i.e., horisontal) fisld components. They have put the Shellman-
Morfitt root-rfinding algorithm to excsllent use for tropospheric vaveguide calculations
and their methods represent a marked improvemsnt over the Qgtrace procedure by infalli-
bly locating all non-degenerate meodaes within the sesrch rectangle. That capability
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Figure 2.9. Schematic of root-finding method.

should be particularly useful in studies involving multiple ducts.

Once the eigenvaiues are determined, the signal level relative to free space can be
computed from

N
S(dp) = lologu([0.0207xztlsin(x/a) HE An9n (Zp) 9y (zg) exp(-ikx cosep) |2} (2.3)
n=1

where
. frequency (MHz)

transmitter-receiver distance (km)

earth's radius (xm)

height-gain function normalized to unity at level b

transaitter altitude

receiver altitude

nth eigenangle

free space number (xm~1)

total number of aodes used

=z NN N X
*ﬂaﬁhrb

(cos(e,)11/2(1 + Ry)?
A, = = axcitation factor. (2.4)

By, (97/20) gg
n

Equations (2.3) and (2.4) are consistent with the plane wave reflection cosfficient
formalism (Budden, 1961). For the equivalent in the Marcus formalism see Marcus (1981).
The valus of N depends very much upon the height of the layer, the freguency, and the
tarainal locations. The haight-gain function for the TE wave, and to a good approxima-

tion for the T™M wvave, cbeys the equation
9n
dz

a
— + x2[(a2(2) - cos?e,]g, = 0 (2.5)

vhere the modified refractive indax is given by
m=n+ z/a {2.6)

In the linearly segmanted approximation, second-order terms involving the gradients
of m ars ignored when solving equation (2.5). The height-gain functions are founa
subject to the conditions that they represent ocutgoing vaves at the top and in the
ground, and that the tangential field componants of the radio wave are continuous at
points vhare, in the linsar segmanted approximation, dm/ds is discontinuous. It is
oftan the cass that results are sxpressed in terms of path loss. This conversion is
Bade by subtracting equation (2.3) from the free space path loss Lypg, which is

Lyg(dB) = 32.4 + 20 logypX + 20 logy,f 'y 2.7)
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Figure 2.10. cCase study of ducting at HF frequencijes.

In the following, results will also be discussed in terms of the incoherent mode
sum wvhich is obtained by the replacement

N ) N
{ rlangn(zr)qn(zg)up( - ikx cosey)|? Slllngn(zr)qn(zn)-xp( - ikx cm:e,,)l2 (2.8)
n= ns

i in equation (2.3).

To give an idea of the dynamic fregquency range to vhich the waveguide formalism has
been applied, a numerical study made of ducting in the HF band (Pappert and Goodhart,
1979) is considered first. Hansen (1977) reported measuresents over a 235 kam southern
California ocean path in the frequency range from 4 - 32 MHx. No skywava contamination
existed for the path. Hansen found that above about 20 MHz the avarage signal levaels
considerably sxceeded predictions based on standard groundwave theory. During a 24 hour
period of Hansen's ssasuremeants, nine refractivity profiles recorded at different sites
vhich ware in reascnhable proximity to the propagation path were available. Each refrac-
tivity profile provided an environment for which waveguide calculations were partormed.
Figure 2.10 showvs the msasured and calculated path losses. The averags path losses are
at the midpoint of the error bars vhich represent one standard deviation on each sicde of
the average. The calculated and mensured averages are in 9§cd agresmant. The disparity

the calculated and cbserved standard deviation is attributed to likely lateral
inbhomogeneities in the guide vhich were not considered in the calculations.
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Figure 2.11. San Pedro to San Diego experimsnt. Solid curves are envelopes of the
meagsurement and the dots waveguide results. For comparison, troposcatter levels are
~39.5 dB at 52 MHz, -44.4 dB at 100 MHz, and -48.7 dP at 547 MHz.

Figure 2.11 shows results of measurementsz described by Kerr (1951). Displayed zre
the base of the temperature invarsion plotted in a time series along with the envelopes
of the observed signals. There vere about 150 vertical refractivity profiles weasured
during the course of the experiment of vwhich about 80 are still available today. Of
that number, 64 wvere amenable to trilinear fits. Analytical results based on trilinear
fits, which have been calculated using the program of Baumgartner (1983), are shown by
dota on the msasured signal level curves. Particularly at the higher frequenciss, the
results are in good agreement with the observations.

Figure 2.12 shovs height-gain curves in a ducting environment and in a normal
atacsphere at -.3 GHz for a 222 km range and a receiver altitude of 152 m. It applies
to data measured along a propagation path between San Diego and Guadalupe Island where
an inversion layer characterized by a 40 M-unit deficit existed between 183 and 305 m as
shown in the insert (Pappert and Goodhart,. 1977). The comparison betwesan calculated and
Neasursd rasulte iz quite good. This case is an example of signal calculations by
vavaguide ts when the number of modes is in the order of 100. The large number of
modes points out the need for approximats methods such az ray (Pederson and Gordon,
1972; Wasky, 1982) or hybrid methods (Felsen and Ishihara, 1979; Migliora et al., 1982).
Nevartheless, the results of figure 2.12 showv that, with encugh fortitude, wvaveguide
calculations can be carried to at least the several GHz-range for typical surface-bazed
ducts. Of course, 2 reliable waveguide program can also be used as a measurs to assess
the accuracy of approximate mathods.

Figure 2.13 shows rasul’s ~f an approximate method (Baumgartner et al., 1983). It
is for the same frequency and environment as those in figure 2.12. The range is 111 km
with the receiver altitude at 30.5 m. Theoretical results for both the coharent and
incoherant mode sum are shown along with field strengths for the normal atmosphera
(terminated at the horizon). The waveguide results were cobtained using asymptotic
formulas, whers reasonable, for the plane-wvave reflection coefficients and are labelsd

MA in figure 2.13. Although only implemsnted for trilinear profiles, the msthod shows
promise for speeding up wavequide calculations with relatively little degradation in
accuracy from the full-vave calculations. The mcde phasing is such that above about 275
2 the coherent mode sum considerably underestimates the measursments. If the mode
phasing is destroyed by lateral layer inhomogeneity, index of refraction fluctuations,or
surface roughness, then the expectation would be that the incoherent mode sum would be
Bore reprassntative of the propagation conditions. For the cass shoym in figure 2.13,
the coharent mode sum gives better agressant with measuresents betwesn about 150 and 275
m (i.e., roughly over the inversion layer height range) and the incoherent mode sum
gives bettar agresment sbove 475 m. Which mode sum is to be preferrad, and vhy, under a
given set of terainator conditions remsins an unsolved guestion. It would certainly
Saem appropriate to direct attention to the roles playsd &y refractive index fluctua-
tions (Flatie, 1983), layer inhomogeneity (Cho and Wait, 1983), and surface roughness
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Figure 2.12., Measured and calculated height gains for a surface-based duct.

(Bass and Fuks, 1979) in future studies.

Figure 2.14 shows additional results close to 3 GHz (Pappert and Goodhart, 1977;
Hitney et al., 1978). Calculated and measured path-loss values as a function of range
for a transmitter at about 21 m altitude and a receiver at 914 m altitude are displayed.
The measurements were taken in an off-shore San Diego environment. The range covers the
line-of-sight region, the diffraction region, and the region wvell beyond the horizon.
Two vavequide results are shown. One is for the elevated liayer environment shown in
figure 2.14 (b) vhich was obtained from radiosonde measurements made during the period
of the radio measurements and the other is for the evaporation duct shown in figure 2.14
{c) which meteorological data indicated might have existed at the time of the measure-
pents. The arrovs are crude measures of the horizon for a direct ray (=139 km), for a
ray once reflectad from the elevated layer (=315 km), and for a ray tvice reflected from
the slevated layer (®»537 km). It is apparent that the waveguide-calculated path loas
for the elevated layer shows a large increase in the neighborhood of the arrows consist-
ent with what might bs expected on the basis of a ray-hop picture and greatly overesti-
mates the observed path loss bayond the first horizon. The wiveguide calculation for
the very strong evaporation duct gives reasonable agreement with the peyond~-the-horizon

signal. However,

a) because of the difference between the experimental and shallow surface duct

results close to the horizon,
b) because many of the measurements (for a variety of refracuivity environments)

showed beyond-the-horizon signal levsling off clasa to tha 180 dB value,

c) because an exceptional, very strong, avaporation duct is reaquired,
it is questionable whether the rhallow surfaca duct can sxplain the many obsservations.
An explanation of why the path-loss falloff beyond the horizon is rspeatedly much less
in the offshore San Diego arsa than expacted for troposcatter (Yeh, 1960) and the pre-
cise rola, if any, played by ducting and superrefractive envircnments resains unknown.

waveguide programs have also basn used extensively nodel propagation affects
created by ths evaporation duct (Anderson, 1982; Rotheram, W9$74; Hitney, 1975; Hitmey,
1980), vhereby multilinear refractivity profilss ars used to approximate the actual
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Figure 2.15. (a) Calculated (dotted) and observed (solid) path loss versus time for

evaporation duct conditions at 9.6 GHz. (b) Observed difference between antennas at S
and 20 r versus time.

refractivity profilea derived from the meteorological processes, as described by Jeske
(1965). The result from one such msodeling effort is shown in figure 2.15 and comparsd
vith measurements (Richter and Hitney, 1975). Figure 2.15 (a) shows calculated (dotted
curve]} and observed (solid curve) path loss varsus time. The calculstions are based on
profiles derived from buik ssteorological measurements of air teaperaturs, relative
humidity, wind spesd, and ses temperature measured at one end of the path. Although the
calculations ars in substantial agreement with the cobservations, some discrepancies
exist which are probably related to an inhomogensous path, errors in the mateorological
Reasuremsnts, or the presence of surface-based ducts which were not considered in the
calculations.

Another exampla of evaporation-duct modeling is presented in figure 2.16 for 18 GHz
Reasuremants (Anderson, 1982). The figurs shows path loss versus duct haight, wvhere the
solid oscillating curve is the theaoretical dependence based on the waveguide model and
includes atmospheric absorption affects. The caiculated fields to the pesak of the first
mode provide an upper bound to the magnitude of the cbserved fields. Since the duct
heights were mesasured only at ons end of the propagation path, it is not surprising to
Se¢ a spread of observed fields due to variations in the evaporation duct cver the
entire path. Also, the calculations were made assuming a flat ocean surface; the calcu-
lated signal levels are, therefors, expacted to be overastisates. The oscillatory
nature of the calculated signal results from modal interference. As the duct height
increasss, the lesst attenuatsd mode drops out of tha picture because of a decrsase in
its height gain function at the tranamit and recsive terminals. Thus, although more
highly attenuated than the first mode, the second mode eventually becomes domimant with .
increasing duct haight because of the height gain sffect. The process continues tc 4

repeat itsslf with higher order modas becouing dominant as the duct height increasas \

A final application of the waveguide model to the evaporation duct is based on the {
work of Andarson (1383) and addresses the influence of the evaporation duct on shipboard

surface-sasrch redar design. Based on refractivity climatologies and the previously
discussad modeling techniquas, the probability vas svalygted of detecting a surface
target at ranges wall beyond the normal radar horizon. frequencies were consid-
ered; 3, &, 10, and 18 Gis. Predicted radar performance is summarized in figurs 2.17,

Facal
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Finaslly, it is pointed out that waveguide calculations can be carried to within the
line~of~sight region and can therefore be used to assist in developing empirical formu-
las for connecting ray theory line-of-sight fields to diffraction fields (see figure
2.7). Alternatively, as mentioned in section 2.1.1.1, the PE method may be applied
within and beyond the horizon.

2.1.2 Lzteral Inhomogeneity and Sucface-Roughness
2.1.2.1 Lateral Inhomogeneity

The assumption of horizontal inhomogeneity appears to be adegquate most of the time,
especially over open ocean conditions. However, there are situat:.ons where the refrac-
tivity varies sufficiently along the path to require modeling techniques which handle
those situations. In a slowly varying medium, the modes do not interact significantly,
and, each mode can he treated separately. This so-called adiabatic (or WKB) approxima-
tion has been used in underwater acoustic propagation studies (Nagl et al., 1978) and
VLF propagation in the earth-ionosphere waveguide (Bickel et al., 1970). If the adia-
batic approximation fails, the lateral inhomogeneity is generally treated by mode-con-~
version techniques (Cho and Wait, 1978; Pappert and Goodhart, 1980; Wait, 1980) or by
the parabolic equation (PE) method (Hardin and Tappert, 1973). Bnath mode-conversion
(also referred to as "range-dependent mode") technigues and the parabolic equation
method have been developed to a high degree of sophistication by the underwater acous-
tics community. Both techniques have only recently been used in tropospheric ducting
work. The main reason for this that the horizontally varying refractivity field neces-
sary for meaningful modeling is rarely available. Tropospheric ducts and their spatial
as well as temporal variability are deviations from the norm, whereas variable sound
velocity profiles in the ocean are the norm and are much less time dependent.

Figure 2.18 shows measurements of he.ght gains at 63, 170, 520, and 3300 MHz along
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Figure 2.1B. Guadalupe Island data,

with concurrent meteorclogical data along the path. Also shown in the figure are exper-

imental peasurenents of refructivity expressed in B units. B units are related to the
modified refractivity M and height h in meters by

M =B + 0.118+h

The receiver height is 30.5 m (100 £t) and the transmitterdheight is variable over the
altitude range indicated by the height gain behavior of the field. The latter is given
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Figure 2.19. Comparison of WKB results at 63 MNz.

in dB relative to free gpace. The geometrical horizon distance is also indicated and it
should »e appreciated that many of tha data pertain to signals received rar beyond the
horizon. It is clear that the layer structure varied temporally or spatially or both.
These data served as the basis for a numerical modeling study of the effects or lateral
nonuniformity. oOnly the two lowest frequencies were examined. The vertical refractivi-
ty structure vas modeled by trilinear refractivity profiles as a function of range.

The
model properties of the layer (i.e., the middle segment of the trilinear model) are
given in table 2.2. The levels

x(nmi)  z(m) zy(m) aM/de(km”l)

0-40 152.4 335.3 ~144.4
80 213.4 457.2 -59.0
120 35%0.5 609.6 -49.2
160 350.5 655.3 -19.7
200 457.2 731.5 -3.3

Table 2.2. MNodel parameters of the layer.

£y and gz, are the lower and upper levels of the layer, and x is the range. A single
profile vas assumned to apply throughout the range 0-40 nwi. The profile demscribed by
Z,=213.4 B, Z,=457.2 m, and dM/dh=-59.0 is assumed to be the profile at 80 nmi, etc. A
s rd gradient of 118 M/km was assumed below z., in all cases. Linear interpolation
ot z;, :i, and dM/dz was used to determine their values at ranges intermediate to 40-80,
80-120, 1i0-160,

160-200 nmi. Figure 2.19 shows a comparison of measured and calculated
height gains at 63 MHz. The calculated results ars for the WKB (or adiabatic) mathod

nndith- agresasnt with the measuresents is very good in this case of single mode propa-
gatizn.

One manifestation of the nonuniform character of tha guide is the increase in
range or the height vhare maximum signal level occurs.

Pigure 2.20 shows a comparison of measured and calculated height gains at 170 MHz.
In this case two theoretical curves are given. One is the WKB calculation and ths other
represents a slab model implementation of a mode-conversion prograa (Cho and Wait,
1978).

Over 65 slabs ware used in the implementation and a convergence study indicated
that this number vas an asple number of slabs. The isons in this case are not
nearly as good as they are for the 63 Mz case. Particulafly at lower altitudes for the

5
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Figure 2.20. Comparison of measurements, WKB, and mode conversion results at 170 MHz.

intermediate ranges the discrepancy betwsen measurement and calculation is as large as
about 40 dR. At more remote ranges and at altitudes in excess of about 400 =, the WKB
calculation gives best agreement with observation. Though not shown in figure 2.19,
mode-conversion results ware also generated for the 63 MHzZ case and for an unexplained
reason mode conversion again gave results at the higher altitudes which were defjinitely
infarior to the WKB results. It can only be speculated that the mode-conversion results
may be more sensitive to fine structure of the vertical and lateral retractivity pro-
files than are the WKB results. Mode convarsion is very difficult to implement as the
frequency increases and the wavequide becomes more and more multimoded.

PE techniques offer considerable promise of alleviating the above shortcomings.
The PE program used to calculate the following examples is the radio parabolic equation
(RPE) model developed by Ryan (1989).

Figure 2.2) is an example of mode conversion (MC) and PE calculations for a 35.2 km
variable duct height propagation path (Pappert, 1989). Duct height is 2 = at esach end
point and increasas linearly to 8 m at the mid point. Receiver altitude is plotted
varsus signal level for a transmjtter height of 5 m and a frequency of 9.6 GHz. MC and
PE give identical results. For comparison, the dotted line repressnts the height gain
function for a standard atmosphere and the dashed lines are the results for constant 2
and 8 m duct heights, respectively. For the mode conversion calculations, the number of
nodes varied from 6~12 between the 2 and 8 m duct heights, respectively and the lateral
inhomogeneity was modeled with 121 slabs.

In figqure 2.22, path loss is calculated using the RPE model for 9.6 GHz, terminal
haights of 5 and 2% m, and a 14 m evaporation duct. As in the previous case, a compari-
son vith sodal waveguide solutions gave identical results.

Figure 2.23 is an example of a radar covarage diagram generated with the RPE (radio
parabolic equation) program described by Ryan (1989). The radar is an 8PS 10/67 operat-
ing at a frequency of 5.6 GHz (horizontal polarization) at a height of 22.2 m in the
presence of a 30 m svaporation duct. The different shadings are path loss values in dB.
The effect of the esvaporation duct on low altitude coverage is apparent.
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2.1;2.2 Surface Roughness and Millimeter-Wave Propagation

When radio waves propagate over or through the earth, the propagation characteris-—
tics are datermined by the electrical properties and the physical configuration of the
surface of the sarth, including vegetation and man-made structures of various dimen-
sions. At frequencies above about 30 MHz it is the physical conliguration that matters
most. The relevant effect on overall transmission loss is determined by the frequency
concerned, the electrical characteristics in question and/or the topography of the
terrain. It should be noted that in the case of tropospheric propagation near the
surface of the earth terrain irreqularities are important at all times.

Large-scale terrain irregqularities may affect the horizontal homogensity of rafrac-
tive layers. They can also reduce the amount of radio power reflected from the earth's
surface ard can divide the reflected radio signal into many small delayed components.
Small-scale irreqularities on the earth's surface give rise to scattered radio power
rather than to specular reflection.

Though the general problem of reflection from rough surfaces is extremely complex
(Bass and Fuks, 1979), the Fresnel reflection coefficient formulas for a ssooth surface
can be easily generalized to allow, in partial measure, for roughness of a surface
obeying Gaussian statistica. This modification is developed from the Kirchhoff-Huygens

in terms of the surface rss bump height (Ament, 1953; Beckmann and Spizzichino,
1963). 1In particular, if R is the Fresnel reflection coefficient for ths sagoth surface
then the affective coefficient R, for the rough surface in the specular direction for
the ccherent part of the field can be written as

Ry = R exp(~¢?/2), ¢ = 2kasine, (2.9)

vhere k is the frea spaca number, ¢ is the rms bump height, and €_ the angle of inci-
dance at the surface. Beard (1961) has shown this to be reasonable provided |¢| is not
too iaygs. It is also quite possible that the formula fails at near grazing angles
since multiple reflections and shadowing are not allowsd for in the theory. 5till, the
physically attractive feature that a rough aurface should scatter energy out of the
specular direction coupled with its sase of isplementation have made it a popular way to
treat, at least in a semi-quantitative vay, surface roughness effects on propagatien.
The two following surface roughness models are commonly used to relate the rams bump
height (in meters) to the wind speed u (in meters psr second):

¢ = 0.0051 u? Py (2.10)
¢ = 0.00176 u3/2 {2.11)
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Figure 2.24. Line-of-sight comparison with (upper curves) and without (lower curves)
surface roughness.

Equation (2.10) is obtained from the Phillips' saturation curve spectrum (Phillips,
1966) and (11) is derived from the Neumann-Pierson spectrumn ag modified by Kinsman
(1965) .

Figqure 2.24 shows comparisons batwsen measured and calculated line-of-sight fields.
Two sats of calculated curves are shown. They represent the interference pattern be-
twsen the direct wave and the wave once reflected from the surface. The calculations
for the smooth surtace gives, as expected, very deep interference nulls, while the
calculation with the surface ras bump height of 0.5 m gives excellent agreement with the
line-of-sight field and in particular with the depth of the nulls,

Equation {(2.9) has also been used in waveguide studies (Clay, 1964; Rotheram, 1974;
Richter and Hitney, 1975). Rotheram (1974) has analyzed, with regards to roughness,
evaporation duct data taken in the North Sea (Brocks et 21., 1963). Figure 2.25 gshows
his results at 6.814 GHz for a 77.2 km path with a transmitter height of 29 m, 2 receiv-
ar height of 13 n, and horisontal polarization. Shown on the plot is field strength
versus duct thickness, along with the numbar of observations divided by 5 falling in
each 2 @B x 1 m elamant. Theorstical predictions of field strength versus duct thick-
ness Zfor rad surface bump heights of 0 to 1.5 m at 0.25 m intervals are shown for re-
fractivity profiles obtiinad using the Monin-Obukhov similarity theory (Monin and Obuk-
hov, 1954) for near-neutral (-0.01 < 1/L < 0.01) conditions, wvhere I is the Monin-Obuk-
hov stability length in meters. It will be seen that the qualitativs featurss of the
data ars well coversd by ths theoretical curves. MNediterranean Sea data analyzed by
Richter and Hitney (1975) provide additional support for the gualitative reatures pre-
dicted by the simple ssa surface roughness model.

As an illustration of waveguide applications into the millimeter wave reagion,
figures 2.26 and 2.27 show Yresults of a study of modal attenuation rate associated with
& modarate evaporation duct in the fregquency range from 3 to 100 GHz. The results have
besan obtained with a multiseguent extension of the trilinear progras described by Baum-
gartner (1983). 7The refractivity profile is listed in table 2.3. Both figures 2.26
and 2.327 show the waveguide attsnuation rate (i.e., attenuation rate dus to ground loss
snd leakage). To this loss the atmospheric absorption loss xust be added vhich is
miinly caused by oxygen, water vapor, and precipitation. The molecular loss at the
ground is shown in figure 2.28 for an air temparature of 15 *C, a relative humidity of
73%, and no liquid water. The curve has been generated using Liebe's (1981) model.

Figure 2.26 is for a smooth surface and figure 2.27 fas been gsneraced for a sur-
face charactarized by an rms bump height ¢ = 0.32 u. Plgure 2.27 shuws the efficacy of

—



z M am/dz
4 . (m) { M units/m)
L &0 9.0 =172.6537
0.0732 -1..6383 -6.0083
0.5791 -15.6778 -1.1354
2.0940 ~17.3979 -0.3099
5.1267 -18.3377 -0.0791
’ 9.6774 -18.6977 -0.0107
11.5519 ~18.7177 0.0293
19.0591 -18.4978 0.0675
30.3215 -17.7375 0.0900
> Table 2.3. Modified refractivity for a moderate evaporation duct
4 the duct to trap modes as the frequency increases. Leakage loss is negligible for
these well trapped modes and ground loss is responsxble toxr the residualil attenuation
rate which occurs after trapping. The latter slowly increases with frequency becausas as
the mode becoaes better trapped it strikes the air-sea interface more frequently thereby
enhancing the loss at the surface. Modes with attenuation rates greater than about 0.6
dB/km are of the leaky variety and their proliferation with frequency is clmar. For
terminals within the duct and for transhorizon propagation it is likely that the sjignal
! levels will be controlled by the well-trapped modes. Howevar, the leaky modesz may play
a significant role in field strength determinations outside the duct.
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Figure 2.27 shows that the primary effect on the roughness is an increased attanua-
tion rate of the well-trapped modesn. The diatinct compatiticn betwesn trapping and
surface scattering is clear. As 2 mode becomss better trapped it strikes the surface
more frequently with confaquent increase in attenuation rate. An interesting feature of
the curves is that in spite of the fregquency square dependenca in the exponant of equa-
tion (2.9), the modes appear to level off at about 0.4 dB/km at the high end of the
frequency band considered (indeed, it appsars as though the attenuation rate is begin-
ning to decrease for the least attenuated mode a5 frequency increases).
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Figure 2.28. Attenuation rate at the ground dus to oxygen and water vapor as a function
of frequency for a temparature of 15°C and 75% relative humidity.

It is known that the leaky modes are sensitive to the numbar of segments usaed for
the M profile. Nevertheless, it is believaed that the mode structure shown in figures
2.26 and 2.27 is rspresantative of a continuous profile. Also, scattexing from atmos-
pheric turbulence has been ignored, as has been the frequency dependence of the real
part of the refractive index profile which would be important in pulse stretching stud-
ies, particularly close to the 60 GHz absorption band. Recently, Levy and Craig (1990)
have applisd the PE method to mm-wave propagation in the evaporation duct considering
atmospheric absorption and dispersion, as well as surface roughness. Their approach
Allows for calculating antenna coverage patterns for frequencies up to 300 GHz for
arbitrary tw-dimsnsional refractivity structures. They concluded that duct height by
itself iz not a sufficient paramster to characterize ma-wave propagation, because infor-
mation on vater vapor content is essential for absorption calculations. Thay 2lso
included effects of atmospheric turbulence through numerical sisulatjons using a random-
ly varying refractive index. Examples based on boundary layer theory show marked scin-
tillation effects for mm-vave propagation in the evaporatinn duct.

1.2 Prodictioa Techaiques

Predictions msay be short-term, based on the knowledge of the existing meteorologi-
cal conditions at the time, or statistical, based on the statistics of meteorological
conditions in the area of concern. Both of thece are important for military applica-

Tropospheric radic propagation assessaent is usually based on one rafractivity
profile measured along a slant path in the vicinity of the propagation path as closs as
possible to the time of interest. The underlying assumption is that the atmosphere is
horizontally stratified to justify use of a single laysr profile for propagation calocu-
lations. This assumption is based on a phyaical reason s the atmoephere, in partic-
ular over ocean areas, is hocriszcntally much less variable vertically. Horizontal
stratification also implies temporal persistsnca. Propagation forecasts are often basad
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on parsistence, i.e., it is assumed that present conditions will not change significant-
1y in the near future (the quality of smetecrcliogical forecasts is often judged by how
wich better changes were forecast in comparison to the assumption of persistancs).
There are, howevar, cqhditionas for which horizontal inhomogensity may be important, for
example at ajr mass boundarjes, in coastal regions or oyer cosplax tarrain. The ques-
tion is how often horizontal inhomogeneity must be considered for valid propagation
assesssent. For this purpose, simultanecus over vater propagation and refractivity data
wvere examined which indicated that calculations of propagation enhancements based on 2
single profile were correct in 86% of the cases. A similar conclusion has been reached
from aover 10 years of shipboard experience with the Integrated Refractive Effects Pre-
diction System (IREPS) which is discussed in section 2.3.

Propagation assessmant is considerably more complicated and costly if effects of
horizontal inhomogeneity are included. 1In this case, refractivity has to be at multiple
locations and more frequently since persistence is no longex a valid assumption. This
would require an increase of the number of refractivity profile soundings by roughly an
order of magnitude (for reliables shipboard propagacion assessment, presently one or two
radiosonde soundings are taken in each 24 h period). Propagation calculations ave
considerably more complex for inhomogensous paths and are also azimuth dependent. 1In
addition, they must be performed more fresjuently. One may assume that horizontal inho-
mogeneity is responsible for part of the 14% of incorrect assessments mentioned before
and that their proper assessment would reduce this number by one half. Then, the ex-
pected improvemant in routine propagation assessment would be only about 4% for those
areas with the greatest occurrence of surfacs-based ducts of around 50%, and much less
for areas where ducting is uncommon. consideration of horizontal inhomogensity effects
depends, therefore, onh a tradeoff between the improvement of propagation asseassment
accuracy and cost and must be decided on a case-by-case basis.

Refractivity forecasting requires very accurite prediction of the atmospheric
humidity profile and its dynamic behavior. Refractive boundary layer structures have
been modeled, among others, by Burk (1977, 1980), Gossard (1977, 1978) and Khain and
Ingel (1988). However, for operational purposes, refractivity forecasts (other than
persistence) are qualitative. For example, a high pressure ridge and associated subsi-
dence may produce ducting layers, and a well-mixed ataosphere will probably indicate
standard propagation conditions. Satellite imagery of clouds can be used for similar
qualitative statements of ducting conditions {Rosenthal and Helvey, 1989).

When a radar or communications system is in place, routine upper air sensing and
surface meteorological observations are adequate to determinea rafractive effects on
systems performance. However, prior to installation of the system, proper site selec-
tion must consider a statistical description of the vertical refractivity structure.
Coastal and shipboard systams operating at frequencies above 3 GHz must also consider
the evaporation duct which may not influence site selection but may impact systems
design. Global climatologies of refractivity profiles and evaporation ducts exist and

are briefly described in the following.

Upper air radiosonde observations from 921 land- and sea-based meteorclogical
stations reporting during five selected years (1969 to 1971 and 1973 to 1974) ware
analyzed by Ortsnburger (1977). Rasults of the study are compiled as tables of monthly
percant occurrenca, surface refractivity, layer gradients, inflection heights and trap-
ping frequency for both surface-based and elevated ducts as well as superrafractive
layers. This analysis alsc contains data on reliability of station reports, instrument
types, vinds aleft and much more. It is the best climatological study cf upper air
obaservations known.

For ducting caused by alesvated refractive layers in a maritime environsent, profile
atatistics for 399 coastal, island and weathership stations have been extracted. This
subset vas crsated for use with the IREPS computesr program which is discussed in section
2.3 of this report. Through the IREPS program, the user is adble to simulate a nonduct-
ing snvironment, a surface-based duct shvironment, an elavated duct anvironmeant, or a
combination of all threa for any maritime location.

Unlike surface based ducts created by slevated refractive layers, the svaporation
duct is nearly alvays presant, although much thinner, with typical mean duct haights of
8 to 10 m above the sea surface. Duct-height distributions, however, vary significantly
vith geographic area, season, and time of day. Therefore, the svaporation duct clisa-
tology consists of percant occurrence histograms for duct heights from 0 to 40 m in 2-a
intervals. This database vas developed by the US National Climatic Data Center (NCD(),
Ashville, NC, which processed all shipboard surface meteorclogical chssrvations r
during the years 1970 through 1979. In addition to the evaporation duct statistics,
NCDC simultanecusly compiled percent occurrencs histograms for wvind speed, wind rose,
Sea-surface temperature and other parameters. All histograms were developad for ocean
regions in grids of 10* latitude and 10° longitude known as Marsden squares. A total of
213 such squares are included in the IREPS climatology. These climatologies can be
axtramely useful in making long-term assessments of systen performance, as the example
in figure 2.17 shows, for use in system deaign studies.

COCIR Predictions

Propagation predictions procedures and advice for £ encies above about 30 MH:z
ars covarsd in saveral Recommendations and Reports with IR Volume V (CCIR, 1990}.
Thasa have bean utilized in study groups of CCIR concernad with specific applications
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and by World Administrative Radic Conferences. Chapter 5 of this report qives some
information on the workings of CCIR, but the prezent section is intended brisfly to
stats what CCIR advice and prediction procedurses are readily avajilable.

In general, predictions are available for transmission loss not exceeded for a
specified percentage of time, typically 99.9% of 99.95% of a yesar or worst sonth, though
99.999% would be more appropriate for some digital applications. Por other applica-
tions, a lower percentage may be acceptable, especially if the communication system
allows some repeat message redundancy. Prediction methods are also available tor inter-
ference leavels that must not significantly affect system performance f£or more than the
complementary tise parcentags, e.g. 0.1% or 0.01%t, or in some systams a higher mmber.

Services may be broadly classified into point-to-point services, and point-to-area
services, the latter incl brosdcast and mobile services. Thasa two catesgories of
service may be further subdivided into exclusively terrestrial and sarth-space or space-
space paths. Space-space propagation is of both military and civilian interest and may
ba significantly affected by atmospheric properties vhen the limb of the earth is in-
volved.

Terrastrial point-to-point services are planned with due regard to the topographi-
cal charactsristics of the propagation path batwesn the points in question. In the case
of terrestrial point-to-point-area services, propagation can be considered to take place
over a multiplicity of individual paths, but so far the problem of determining service
parformance has mainly besn considered on a basis of statistical coverage because of ths
practical impossibility of making surveys of all the individual paths in question.
Howaver, recent advances in conputar technology together with improved estimation of
propagation characteristics over typical paths may allow a more rigorous approach to the
point-to-area problem.

The arrangement of texts in CCIR Volume V is most convenient for practical applica-
tion of propagation data and is discussed here rather than in chapter 5 where only an
introduction to the availability of the prediction methods of Volume V is covered., 1In
many casess, the effects of mors than one propagation mode are superimposed and a clear
understanding of the individual phenomena and their probability of occurrence is essen—
tial in evaluating the overall effect on a particular system. There is aisc a large
database of statistical data (collected for testing and developing prediction methods)
describad in Report 1114.

Section SA of CCIR Volume V (texts of general interest) consists of Recommendations
on definitions of propagation terms, general propagation concepts including transmission
loss, calculation for free-space attenuation and the presentation of data in studies of
tropospheric wave propagation. Reports on statistical distributions used in radio-wave
propagation and on the measurements of field strength and related parameters are includ-
ed.

Section 5B of CCIR Volume V (effects of the ground including ground-wave propaga-
tion) contains Recosmmendations on ground-wave propagation curves for frequencies below
30 MHz and propagation by diffraction. The subjects of ealectrical characteristics of
the surface of the earth as wvell as the influanca of the ground on tropospharic propaga-
tion ara dsalt with in specific Reports.

Section 5C of CCIR Volume V (effects of the atmosphers, i.e. radio meteorology)
contains information on the meteorological and physical characteristics of the atmos-
phere influencing radio propagation. Information on statistics of these atmospheric
factors as well as their relationship to a variety of radio propagation effects are
given without discussing the impact of these sffacts on particular systems or services.

Section SD of CCIR Volume V (aspects relative to terrestrial broadcaating and
mobile services) concerns studies and measurements for the development of statistical
methods and curves needed to predict the wanted and unwanted field strengths which have
to ba known for efficient operation of terrestrial and mobile sarvices and , if neces-
sary, for tha planning of these services. The saction also considers the conditions
required for interpreting and using these curves and methods in relation to variations
of certain parameters which can have substantial effects on practical applications such
as receiving antenna height, nature of the propagation path, environment of the receiv-~
ing location, etc. without neglecting parameters wvhich may affect the quality of serv-
ices in both analog and digital aystess.

Section 5E of CCIR Volune V { aspects relative to the terrestrial fixed service)
provides service oriented information for planning tarrestrial line-of-sight paths and
gives detailed prediction methods wheraver possible. The primary concern is the predic-
tion of signiticant propagation loss and the improvemsnt from diversity systess although
consideration is alsoc given tvo reduction in cross-polarization discrimination and dis-
tortion due to propagation affects. Propagation data and prediction sethods reguired
for the design of tyans-horizon radic relay systems are given in Report 238, The pri-
mry concern is the prediction of significant propagation loss, both for annual statis~
tics and for the worst month.  Again, some consideration is given to diversity improve-

nent.

Section SF of CCIR Volume V (aspects relative to space telecommunication systess)
is based on Report 564 wvhich covers tion data and ction methods for earth-
spaca telecommunication systems. Pr ily, tha Report i with applications
to satellite fixed services although some of the methods are applicable to other serv-
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ices. Attenuation may be caused by atmospheric gases, precipitation, clouds and by sand
and dust storms. Stsp-~hy-step prediction methods are given so far as is possible.
Scintillation and multipath effects at low angles are alsc described.

Prediction of cross-polar perforsance is aiso important and prediction meihods are
aiven. Estimation of propagation delays and bamdwidth limitations are also covered.
The remaining four Reports cover specific probiems relating to broadcasting from satel-
lites (Report 5&£5), maritime mobile-satellite systems (Repert 884), land and mobile-
satellite systems (Report 1009) and asronautical mobile-satellite systems (Report 1148).
In each case, there are specific problems and prediction a=thods given which are in
addition to those referred to in Report 564.

Section 5G of CCIR Volume V (propagation factors in inte:tference: space and terres-
trial systems) contains Reports which are directed towards the prediction of occurrence
of signal levels causing co-channel interferance, and propagation information for the
calculation of coordination distances. The former is cnvered in Report 569 for the
prediction of interference betwesn earth stations and terrestrial stations or between
terrestrial stations. Raport 885 covers interfarence betwsen stations in space and
thosa on the earth‘s surfaca. Propagation data for calculation of coordination distance
are covered in Report 724 for coordination between earth statjors and terrestrial sta-
tions. Report 1010 covers coordination between earth stations (vhich may be relatively
closely spaced and using ssall antennas). Generally, vithin thesse Reports, it has been
found appropriate to separate consideration of prediction for clear~air conditions and
those vhare scatter from hydrometeors may cause interference.

CCIR Volume V is also concerned vith natural radio noise at fregquencies above about
50 MHx which limits or impairs systems which employ tropospheric propagation. Particu-
lar emphasis is placed on radio noise emitted by oxygen and water vapor molecules in the
atmospiuere, extra-terrestrial noise from solar, planetary, galactic and cosmic sourcas
and thermal radio noise emitted by the earth. Other forms of radio noise are covered in
CCIR Volume VI.

2.3 Assessment Systems and Operational Use

Recent advances in propagation modeling coupled with the increasing availability of
inexpensive small computers has led to the development of systams that can calculate
and display propagation effects in a timely fashion for use in assessing radio or radar
system performance. The first and most widely used system designed for assessing propa-
gation effects in a warine environment is the Integrated Refractive Effects Prediction
System (IREPS) described originally by Hitney and Richter (1976), and more recently by
Pattarson et al. (19687). IREPS is designed primarily for use aboard naval ships to
assess and exploit changes in the coverage patterns of radar, electronic warfare, and
cosmunications aystems caused by abnormal refractivity structures in the lower atmos-
Phere. The system is based on amall desk-top computers and uses the previously de-
scribed propagation models. Thers ara prasently no provisions to include horizontal
refractivity changes; however, ray-optics techniques (Patterson, 1987) and a PE code are
under davelopment (Ryan, 1989) and will soon be implementsd permitting assessment of
horizontally inhomogensous conditions. Other limitations of the present IREPS version
include the use of ray-optics for air-to-air geometries as opposed to full-wave solu-
tions, and an approximate single-mode wavequide for surfacs-based ducts. The environ-
mental input is primarily from radiosondes, consisting of temperature, pressure and
Telative humidity; although the capability exists to interface IREPS with recordings
from airporne microwave refractometers when they are available. The propagation models
handle a vide variety of surface-based and airborne surface-search radars and saveral
slectronic warfare and communications systems. The frequency limits of the system are
100 MHz to 20 GH:z.

An example of an IREPS display is shown in figure 2.29. This diagram shows for the
specific radar selected (a hypothetical 200-MHz radar) and the measured refractivity
conditions, detection ranges as a function of altitude and distance. In the case de-
picted, a surface-based duct with a thickness of 1000 feet extends detection ranges on
the bottom side of the lowest lobe (the lobes in the radar detection range envelops are
caused by constructive and destructive interference of the direct and the sea-reflected
radar energy) and causes greatly extended surface detection ranges far beyond the normal
radar horizon. The different shadings in figure 2.29 are for different valuss of detec-
tion probabilities. Figure 2.30 illustrates cne tactical use of the radar coverage
diagram. The left side of the figure shows schematically the radar detection envelope
of a radar vhich an attack aircraft is approaching. In a non-ducting marine environ-
mant, the best flight altitude for staying undaetected, is closs to the ocean surface.
In the presence of a surface-based duct {as in the case of figure 2.29), this low alti-
tude would result in early detection and be the worst altitude to fly. The best alti-
tude for avoiding detection is just above the duct and is readily determained from the
display in figure 2.29. This tsactical decizicn aid (TDA)} is only one of many others
daveloped (Patterson, 1988; Paulus, 1989). IREPS will generate path loss versus range
displays that can be used in assessing maxisus range performance for radar, communica-
tions, or slectronic warfare applications when both terminals are located at fixed
heights above the water. There are alsc tables that can ba generated toc assess maximum
axpacted detsction ranges of surface-search radars against predefined sets of ship
classes or to asssss maximum sxpected intercept rangss of predefined radar emitters.
The present opsrational implesentation of IREPS and associated TDAs in the U.S. Navy is
in the Tactical Envirommental Support System.

I
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Figure 2.29. IREPS radar coverage diagram.

Although IREPS was spacifically designed for the operational user, it vas almost
immediately used by the research and development community to examine potential propaga-
tion effects on systems under development. Since the IREPS design was optimized for
single condition assesssent of multiple operational systess, it was soon found to be
cumbarsome for laboratory simulations, vhere the effects of multiple environmental
conditions or statistical performance and interactive graphic concepts were desired.
As a result of these considerations, a development wvas begun in 1986 that resulted in
the Engineer's Refractive Effects Asssssaent System (EREPS), which has been specifically
d-:tqm to support the scientific or engineering user (Hitney et al., 1988; Hitney,
1989} .

EREPS is a collection of individual IBN-PC programs that have baen designed to
assist an engineer in proparly assessing slactrosagnetic propagation effects of the
lover atmosphare on proposed radar, eslectronic wvartfare, or communjications systems.
Revision 1.00 was distributed in 1988 (Hitney et al., 1988) and consists of three indi-
vidual programs nawed PROPR, SDS, and RAYS. PROPR generates a plot of path loss, propa-
gqation factor, or radar signal-to-noise ratio versus range for a variety of environmen-
tal conditions from which signal levels relative to a specified threshold or maximum
range can be determined. Figure 2.31 illustrates some of ths PROPR capabilities. This
case is for a sample shipboard ESN intarcept of a shipboard C-band radar. The path loss
versus range display option is used vhich includes a free-zpace path loss reference line
and ESH intarcept threshold corresponding to a path loss of 166.5 4B which vas cosputed

3 from the peak power, antenna qain, systems loss, and receiver sensitivity shown. Three
' savironmental conditions are ovarlaid in this figure; a standard atmosphara, a 13 a
evaporation duct, and a 300 m surface-based duct. PFor the standard atmosphers, the
optical, diffraction, snd troposcatter regions are labeled. The maximum intercept range
is about 17 nmi. For the case of the world average 13 m svaporation duct height, the
l maximus intercept range is extanded to sbout 69 nmi. For wWie cass of a 300 m surface-
based duot, the maximm intercept range is wall in excess of 100 nmi, but there is a
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Figure 2.30. Tactical uss of radar coverage diagras.
skip zone or range interval from 27 to 46 mmi in which intercept is not possible. There
are no differences indicated in the optical region for the ducting conditions, even
though there are effects in that region. PROPR does not currently account for these
effects.

. SDS displays an anmual historical summary of evaporation duct, surface-based duct,
and other mateorological parameters for many 10 by 10 degree squares of the sarth's
surface. SDS is the primary sourcea of environmental irputs for PROPR. RAYS is a ray-
trace program that shows altitude versus range trajectories of a series of rays for any
user-supplied refractive index profile, and includes an option to display altitude error
relative to a standard atmosphere. EREPS revision 2.0 (Patterson et al., 1990} con-
ta:ns several upgrades, notably a ssa-clutter model that allows for evaporation duct
effects.
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The PE aethod has first beon used for tropospheric propagaticn assessment by Ko et
al. (13833 2nd latar by Craig (1988), Craiqg and Levy 1989), Ryan (1989), Lavy (1990).
The considerably highex, complexity and computational demand of the PE approach (when
compared to IREPS cr EREPS) are juscified for cases where effects of horizontal inhomo-
genaity and terrain must be considered.

2.4 Tutare Xseds and Inprovements

There is a clear need to provide an imprcvad acdeling capability for horizontally
inhomogeneous conditions. Some of the effort will address fast running and user friend-
ly PE models onh PCs. Inclusion of surface rovghness and radar clutter into PE codes is
another modeling area which will receive considerable attention. Initial attempts are
promising (Lee et al., 1988; Levy and Craig, 1990- Levy, 1990) but more effort in this
important area including validation of various approaches is necdad.

The major problem of operational assescment of propagation in inhomogenecus refrac-
tivity conditions is not the propagation modeling part but tha timely availability of
the cexporal and spatial structure of the refractivity field. There are presently no
sensing capabilities available which —ould be used operationally and the outlook is not
very good. There is some hope of success in two areas: use oOf satellite sensing
techniques to describe the threc dimensional refractivity field and jimprovement of
numerical mesoscale modelsa that ara adequate for this purpose (Rosenthal and Helvey,
1989; Tag, 1989). Since entirely rigorous solut.ons are unlikely to be available soon,
empirical data have to be used as wveil as expert systems and artificial intelli-

gence tachrigues. In addition, improved direct and remote grouni-based refractivi-
ty sensing techniques need to be developed. Padiosonaes and mi~rowave refrac-
tometers will remain the nmajor sources for refractivity profiles. Profiling
lidars may be supplements +to those technic¢ues under clear sky cund:tions and
their practicabjility for siaipboard use will be further investigated. There is,
presently, little hope that radiomatric methods can provide profiles with sutficient
verticeal resolucion to be useful for propagation assessment. Thare >z, however, some
hope that radars themselves can provide refractivity profiles through a recently
derived relationship between refractivity gradients and the ratio of the variances of
refractivity fluctuations over vertical wind veolocity fluctuations (Gossard and
Sengupta, 1988).

Using presently available refractivity sensing technigues, operational propagation
assessment Uuuld be considerably more complicated and costly if effects of horizontal
inhomogeneity are included. In this case, refractivity has to be sensec at multiple
locacions and more frequently since persistence is no longer a valid assumption. This
would require an increase of the number of refractivity soundings by roughly an order of
sagnitude (for shipboard propagation assessment, prassntly one to two radiosonde sound-
ings are taken in each 24 hour period) and would requirs an airborne platform to cover
the area of interest. Propagation calculations are more complex for inhomogenecus paths
and are aziauth dependent.

EREPS revision 2 has recently been released (Patterson et al., 1990). Naw products
are an altitude versus range coverage display program named TOVER, and a path loss,
propagation factor, or signal-to-noise ratio plot versus one terminal beight knowii as
PROPH. PPROPH has all the same general capabilities as PROPR, except that the output is
a function of terminal height at a fixed range as opposed to PROPR's ourput fo-pat tha%
is a function of range for a fixed terminal height. In addition to tne two new
products, raevisior 2 contains an improved sea clutter model which has besn extended to
include effects from the evaporation duct. All of the propagation models tzke anterna
pattern into account in a manner simjilar tec that used in IREPS.
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3. Ionospheric Propagation

The ionosphere affects radio waves that are propagated within and through it. A
number of text books ptovide comprehensive overviews and definitions of terms (Al'pert,
1973; Budden, 1985; Davies, 1990; Hall and Barclay, 1989; Hargreaves, (1979); Kelso,
1964; Picquenard, 1974; Rawer, 1956; Rawer and Suchy, 1967). The magnitude ol the
effects depends upon the structure of the ionospher2 and the freqguency of the radio wave
(Rush, 1986).

The ionosphere is that vegion of the earth's atmosphere in which free ions and
electrons exist in sufficient abundance to affect the properties of electromagnetic
waves that are propagated within snd through it. For practical purposes, the ionosphere
can usually bs assumed to extend from about 50 to roughly 2000 km above the earth’'s
surface. The structure of the ionosphere is highly variable, and this variability is

onto the performsance of telscommunication systems whose signals are propagated
via the iocnosphers. The prediction of the ionosphere and the prediction of the perform-
ance of icnospheric-dependent radio systems is often assumed to be identical. Iono-
spheric predictions are generally made using wodels that are either physically, statis-
tically, or empirically based. Predictions of the perfermance of ionospheric-dependent
radio systams are generally made by using the ionospheric predictions in conjunction
with other eclements (models, formulas, equations, etc.) that permit the determination of
syaten characteristics.

Historically, the D-region of the icnosphere is treated as the lowast ionospheric
region. It has an altitude range from SO to 90 km and the electron density increases
rapidly with altitude. The D-region is under strong influence of the sun with the
maximum values of the electron density occurring near local noon during summer. The
jonization in the D-region betwsen 70 and 90 km is caused primarily by solar X-rays;
below 70 Xm, cosmic ray-produced ionization dominates (CCIR, 1982a). The high collision
frequency betwesen the electrons and neutral particles in the D-region gives rise to
substantial absorption of radio waves that are propagated into it.

The E-region is the next higher icnospheric region. It spans the altitude range
from about 90 to 130 km. The normal E~layer closely resembles a "Chapman® layer
(Chapman, 1931) with a marimum density near noon and a seasonal maximum in summer. The
maximum density occurs near 100 km, although this height varieas with local time. Ouring
the nighttime, the ionization in the E-region approaches small residual levels (Wakai,
1971). The nozaal E-layer is formed by ultraviolet radiation ionizing oxygen. Colli-
sions between elsctrons and neutral particles, while important in the E-region, are not
as numerous as in the D-regicn. The electron-neutral collision trequency generally
decreases exponentially with altitude throughout the E-region.

Embedded within the E-region is the so-called sporadic-E layer. This layer is an
anomalous ionization layer that assumes different forms - irregular and patchy, saooth
and disklike - and has little direct bearing to solar radiation except in the equatorial
region. The properties of the sporadic-E layer vary substantially with location and are
markedly different at egquatorial, temperate and high latitudes. Matsushita and Smith
(1975) have provided a compilation of the status of our understanding of sporadic-E.

The highest ionospheric region is termed the F-region. The lower part of the F-~-
region (130 to 200 km) displays different variations than the upper part, and for this
reason the terms F1 and F2 (region above 200 km) are applied. The Fl-region, like the
E-region, is under strong solar control. It reaches a maximum ionization level about
one hour after local noon and is important for short-wave propagation to distances in
the 2000- to 3400-km range at mid and high latitudes during the susmer. At night the F1
and F2-regions merge and are termed simply the F-region (CCIR, 1982a).

The F2-region is the most variable in time and in space, Tg'ne maxisum values of
electron density in the F2-region can be as large as Sx10 " The maximum value
generally occurs well after noon, sometimes in the evening hours. The height of the
maxisum ranges from 250 to 500 km. At midlatitudes, the height of the maximum electron
density is higher at night than in the daytime. At equatorial latitudes, the opposite
bshavior occurs.

The F2-region is strongly influesnced by neutral-air winds, electro-dynamic drift,
and ambipnlar diffusion that compete along with ionizrtion processes to control the
ionization distribution. The relationship betwaen the direction of the geomagnetic
tfield and the direction of tha neutral winds and electrodynamic drifts plays a major
role in the resultant F2-region structure. It is the plasma response to the dynamic
procasses in the presence of the geomagnetic field that gives rise to the obsarved
variations in the F2-region.

Within the F-region, the collision frsquency beZween electrons and neutral parti-
cles decresses markedly. However, collisions batween slectrons and ions, baing Coulomb-
type collisions, can give rise to relatively high effective collision frequencies.
Substantial absorption of HF wvaves can occur, for example, near the psak of the F-region
(Rush and Elkins, 1975).

The P-~ragion extands upward into the topaide ionosphera. The topside ionoaphere is
as variable, if not more so, as the F-ragion. 1Thas variati bacome increasingly larger
with altitude. Bacause the eslectron density continuou decrsases in the topside

T
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“« ionosphere, the ionization in the topside beccmes lese and leas important in terms of
* affecting most radio propagation systems.
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f;g:fu 3.0.1 Vertical distribution of electron density and ionization sources (Rush,

Figure 3.0.1 provides a rather simplistic example of the vertical distribution of
r electrons in the ionosphere. This particular distribution is characteristic of midlati-

tudes at summer noon, solar maximum conditions. At any location on the earth, the
vertical distribution can be expected tc differ from that of Figure 3.0.1. Many of the
ionospheric models that have been developed over the years are limited to specific
geographic regions because the mechanisms that lead to the formation and changes of the
4 ionosphere tend to vary in their dominance of the overall distribution in specific
geographical regions. This is particularly true for the ionosphere in the equatorial
latitudes and at the high latitudes. A detailed discussion, however, of the special
featuras of the egquatorial and high-latitude ionosphere is outside the scope of this
report; the material contained in (CCIR, 1982a; CCIR 1982b; Hunsucker and Greenwald,
1983) provides cutstanding descriptions.

Specific ionospheric models are discussed in later sections of Chapter 3. Hany of
these wvhich are avajlable as computer programs are listed and described by Bilitza
(1990), who also includes models of the atmosphere, magnetic field and solar spectrum.

The material presented in this section is limited to that of ionospheric propaga-
tion ~ both terrestrial propagation and transionospheric propagation. Ground wave
propagation at frequencies normally considered usable for ionespheric propagation is
partiai.y treated in sections 2.1.1.2 and 4.0. Because uss of the M¥ band is limited to
maritime radio navigation, aeronautical radio navigation, maritime mobile, and broadcast
services and as these are non-NATO communication sarvices, the subject of MF propagation
is not treated here. However, much useful literature is available (Pokempner, 1980;
Washburn et al., 1982; Haakinson et al., 1988; CCIR:, 1990; CCIRb, 19%0; CCIRg, 1990;
and CCIRd, 1990). Artificial modification of the ionosphere including high altitude
) nuclear bursts are not addressed; however, previous AGARD symposia have treated artifi-
cial modification (Albrecht, :377; Rassussen et al., 1990).
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3.1 Longwave Propagation

This section prqvides an overview of the s3tate-of-knowladge of lov ; vavelength
slectromagnetic propagation (frequently tersed longuwave propagation) in the near—earth
environment. A discussion of some coumonly available computer models for this freaquency
regime is included. Although the analytical basis for the computer models is briefly
presented, this review is concerned sainly with thi characteristics of .oigvave propaga-
tion and the ability of the models to predict those characteristice.

The fregquency rangs considered encompssses vhat is conventionally termed the ex-
tremely low frequency (ELPFP), the very low fraquancy (VLF), and the lower part cof the low
freguency (LF)} bands. The ELF band extends from 30 Hz to 3 kHz. The term longwave
propagation is often used to exclude the ELF bani, or to include all of the LF band
although this is not universal. Makarov et al. (1970), for examnle, indicates that the
Russian usage extends from 1 kH: tc 60 kAz. It should be noted inat the propagation
within the LF band undergoes a transition from the lcngwave characteristics to the more
traditional shortwave characteristics, such as i3z common to the mediim frequency (MF),
high freguency (HF), and higher Ir¢guencjes. It is this transitioning that pracludes
discusgion of the upper LF regime in this repcrt. This report also doos not consider
the application of the LF regime to such aysteas as th: Loran-C navigation system, as
such applications employ propagaticri: characteristics typical of ground wave propagation
in the shortvave regime.

Althougl: there are unique features characteristic to each of the fregquency regimes,
there are certain connective features which ars comwon throughout the bands, at least up
to the mid-LF band. This commonality stems from the confinement of the radio vave

essentially within the space hetween the earth and the icnosphere. This region
1s often called the carth~ionosphere vaveguide and an understanding of the propagation
mnechanisms for the longwave frequencies is aided by reference to the well-known micro-
wave waveqguide. The frequency-dependent properties of waveguide cutoff, dispersion,
sode conversion due to discontinuities, signal attenuation due to lossy dielectric
loaqlnq, etc., are all sxhibited within the earth-ionosphere wavequide for the longwvave
regine.

Longwave propagatjon is of considerable practical jimportance for communications,
for navigation systems, and for worldwide frequency and time comparisons. The propaga-
tion of longwave radio wvaves is charactarized by high stability in both phase and ampli-
tude. Little attenuation of the waves occurs in the ionospheric reflection process and

as a result they propagate to very great distances. These waves also penetrate further
into seawater than do waves of higher frequencies.

VLF and LP are used for point-to-point communications at times of severe ionospher-
ic disturbances to HF circuits, since these frequencies are not in general adversely
affacted (Balrose and Ross, 1962) except during solar proton events affecting long range
transpolar VLF circuits which traverse the arctic or antarctic ice caps. A limitationm,
which is partly economic, is the need for large transmitting antenna installations and
high transmitter powers. Another limiting factor is the increasing laevel of atmospheric
noise with decreasing frequency. Apart from the small total bandwidth available, a
fairly narrow bandwidth and hence low communication rates are generally used. Concur-
rently, some communicators haves gpecific interest in propagation on frequencies at the
lower end of the LF range for transmission between inflight aircraft. ELF transmission
are useful for communication to submerged vessels (Burrows and Niessen, 1972; Willim,
i974) since these frsquencies penetrate further into the sea than other frequency bands.

Comprehensive reviews of propagation in the longwave bands are given by Belrose
(1968), Burgess and Jones (1967) and Baratein, et al. (1974). This subjact has been
overviewved and new results given at an AGARD oymposium on medium, long and very long
wave propagation (Belrome, 1982). A review of the propagation characteristica of radio
waves at these fraguencies is presented by Thrane (1979), who also discussed some of the
most important computational methods that are available for predicting the phase and
amplitude of long vaves as well as some navigation and communication applications.

VLF/LY

The propagation of VLF/LYF radio wvaves has been of interest since the beginning days
of radic. Marconi's experiments at the beginning of the century were made using vhat is
now called the LF band. There are many practical dizadvantagem to using this frequency
band (Watt. 1967), which include the very high atmosphearic noiss leval, necasaitating
high pover transmissions, the limited bandwidth available, and the high cost and low
efrficiency of transmitting antennas. These disadvantages did not exist at shorter
wvavelengths and the development of shortwave radio in the 1920s led to the near deaise
of interest in the longer wavelengths.

Por a variety of reasons, intersst in VLF/LF radiowave propagation vas revived and
has greatly increasad during the last two decades. Near the earth's surface, ths struc-
ture of the slectromagnetic field depends on the proparties not only of the earth but
also of the lower regions of the icrosphers between 50 to 100 km, the D region and lower
E region. VLF/LP signals are not greatly affacted by most ionospheric disturbances.
apart from polar cap svents {(Al'‘pert and Fligal, 1970). jhe signals exhibit low attenu-
ation (on the order of a fev dB per 1000 km), and this frequency band is widely used in




low data rate, global communication systems. The phase of VLF transmission is highly
stable and undergoes nearly reproducible diurnal variations. It has been found, for
example (Balrosa, 1968),, tiat tha stability of VLF .transmissions is sufficient to permit
frequency comparisuns to within a few parts in 10 which is a few powers of ten better
than is possible at high fregquencies. This phase stability leads to applications in
navigational systeams, frequency comparison, and clock synchronization or timing systems.

For short distances less than 1000 kxm, the so-called ground wave from a VLF/LF
antenna can usually exceed any energy received from ionospheric reflections. For great-
er distances, however, this is not true, and the influence of roth the ground and the
ionosphere on the total field must be considered.

It is well known that many propagating modes may be supported in metallic wave-
guides of sufficiently large cross section compared to a wavelength. 1In such a guide
each mode has a different phase velocity, producing interference phenomena as the var-
ious modes go in and out of phase at varying distances along the guide. Furthermore,

in the cross section of the guide are known to produce higher order modes which
result in a modified modal interference pattern.

The earth-ioncsphers waveguide iz four to ten vavelengths in height at typical
VLF/LF wavelengths. Higher order modes can be excited in the wavequide with greater
amplitude than the lowest crder mode even though the lowest order mode suffers less
attenuation. Thus, modal interference as a function of distance from a transmitter is
tO be expected just as for a metallic guide. Such is indeed the case. For example, VLF
field amplitudes were recorded by Rhoads and Garner (1967) aboard an airplane flying
betveen Hawaii and the vest coast of the United States. Comparison of their daytime
weasured amplitudes with results computed using the daytise mode constants of Wait and
Spies (1964) showed almost ideal agreement. Rhoads and Garner (1967) showed that under
day conditions the effect of the earth's magnetic field on the VLF modal constants can
be ignored, at least for distances less than 4000 km. They also confirmed that at
distances up to at least 3000 km higher order modes must be considered. The good agree-
sent obtained for daytime data could not be cobtained for night data.

A manifestation of multimode propagation is found in the phenomena of sunrise and
sunset fading. This rfading is characterized by periodic and repeatable variation in

amplitude and phase as the dawn/dusk terminator moves along a propagation patn. This
fading, ‘typically most pronounced at sunrise on easterly paths and at higher frequen-
cies, was first studied by Yokoyama and Tanimura (1933) who attempted, without success,
to explain their observations in terms of a ray-optical propagation model. Another at-
tempt, zlso0 not successful, to explain the fading using ray-optical concepts was prea-
sented by Rieker (1963). It remained for Crombie (1964) to explain the phenomena using
wavequide mode concepts. Of all possible combinations of conditions -- sunrise and
sunset, position of terminator on propagation path, relative positions of transmitter
and receiver, etc. -- only two fundamental situations occur within the confines of
Crombie's explanation. In the first case twvo modes incident on the terminator are both
"converted® into a single mode beyond the terminator. In the second case, a single mode
incident upon the terminator is "converted" into two different modes beyond. A thorough
experimental examination of the Crombie model was conducted by Walker (1965). who demon-
strated that the model was correct in all essential details.

The observations just discussed, which were made at middle or low latitudes, have
been explained adequately by the use of gquite simple waveguide mode theory. However,
some observations of transmissions over long paths acroas the geomagnetic equator have
apparently indicated an anomalous effect associated with nighttime or dawn/dusk transi-
tions (Chilton et al., 1964; Lynn, 1967, 1969, 1970, 1978; Chilton and Crary, 1971;
Kaiser, 1968; Meara, 1973, Araki, 1973). Snyder (1981) addressed the question of tran-
sition fading on long transequatorial propagation paths. He found that the transition
fading reported in the literature as anomalous is completely explained by correctly
allowing for variations of the geomagnetic field along the path. He further concluded
that careful application of modal techniques appears to be capable of describing all LF
and VLF propagation in the earth-ionosphere waveguide, provided that tha effect of the
earth's magnetic field is propsrly included at night.

Long path VLF/LF propagaticn can be severely modified by ionospheric disturbances
caused by solar flares, solar proton events, and magnetic storma. Sclar flares normally
cause a sudden increase in phase velocity (or decrease in phase lag), and an increase in
signal level for frequencies above about 16 kHz when the nath is sunlit. The effects
usually last from some tens of minutes to an hour or so, with the onset being much more
rapid than the recovery. Polar cap disturbances are caused by extra ionization in the D
region resulting from protons emitted by the sun and trapped in the geomagnetic field.
such events affect the entire polar cap (northern and southern) down to a magnetic lati-
tude of 50 degrees, as far as VLF is concerned. The resultant VLF signale display a
phase lag and 2 signal decrease, with the effects much enhanced for paths crossing the
jice caps (Greenland and Antarctica). Magnetic storms, which are due to precipitation of
snargetic electrons into the lower icncsphera, produce parturbations in the VLF signais
much more localized in space and time than are produced by solar flares or polar cap
events. Tha stora effects ars most aevident at night and usually produce perturbations
vith quasi-periods in the order of a few tens of minutes.

4
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The free space & wavelangths in the ELF band are vexy large, ranging fros 100
km to 30,000 Xm. Thus, the entire altitude region from the surface of the earth to
bayond the P region of the ionosphere would seem to be important. However, within the
uppar ionosphere, the magnitude of refractive index at ELF frequencies becomea very
large so that the effective vavelengths are much diminished, being no more than a few
tens of kilometers. Table 3.1.1 shows some properties of ELF waves within the earth-
ionosphere wavaguide. As a comparison, characteristics for the sea are included.

Frequency (Hz) Wavelength (km) Refractive Index |n|
Iono _Air Sea  Jono Adx  Sea

10 - 30,000 0.5 - 1 85,000
100 10-100 23,000 0.158 30-300 1 27,000
1000 - 300 0.05 - 1 8,500

Table 3.1.1 Scme properties of ELF wvaves

The electrical mismatch betwoen the atmosphere and the ionosphere is very large at
ELF. The transition altitude within which this occurs is very much less than the local
wavelength, either within the atmosphere or the ionosphere, so thers is little penetra-
tion of the ionosphere by the ELF waves. The lowver ionospheric regions (D and E re-
gions) are the more important. The ionosphere acts so much like a perfect reflactor
that the anisotropy due to the gsomagnetic field is very slight. This is demonstrated
both theoretically (Wait, 1970, Galejs, 1972b) and experimentally (Bannister, 1975;
White and Willim, 1974). .

Booker and Lefeuvre (1977) and Greifinger and Greifinger (1978, 1979) have found
there is an identifiable reflecting stratum for the return of ELF vaves from the iono-
sphere. The stratum is located where the local wavelength has a certain specified
relationship to the local scale-height (with respect to the sguared refractive index).
Further, the thickness is about one scale-height. They find that for daytiwe, reflec-
tions occur from the underside of the gradient of the D region and from the undsrside of
the E region. For nighttime, they find that reflection from the gradient of ths topside
of the E region is also important. For the lowest part of the ELF band, sope reflection
also occurs from the F region at night, although these are ofter. ignored.

The efficiency of launching BLF energy into the earth- jonosphere vaveguide depends
on the anteanna configuration. The commonly used confiquration is a long horizontal wire
grounded at both ends. Thiz antenna may be considered to act as a power transforser
(Booker, 1973), with the primary loop as the antenna itself and the return current
through the ground. The secondary loop is formed by currents flowine within the iono—-
sphere above the antenna wvith return currents through the air and ground. 1In the pri-
mary loop, the return current flows at an effective depth of §_//2 where ig is the skin
depth. A larger primary loop results from a larger skin depth, which in turn results
from a poorer ground conductivity.

Propagation in this frequency regime corresponds to a waveguide well below cutoff
frequency vitk propagation via a single mode, The electric and magnetic fields are
nearly wholly transverse to¢ the direction of propagation, with the electric fiald verti-
cal and the magnatic field horizontal. Thus, this single mode can be termed quasi-TEM.
Within the earth-ionosphere waveguide, attenuation at ELF for this quasi-TEM mods is on
the order of 1 or 2 dB/Mm (Bannister, 1984). Because the surface impedance of the
ground is typically much smaller than the impedanca of the ionosphere, the attenuation
within the guide is due mainly to the abscrption by the ionosphere. Note that the

varias invarsely, as the yconductivity and the effective congpctivtty of the
ionosphere is typically 10 to 10~ S/m vhile that of tha ground is 10" to 5 S/m. The
higher frequencies of this band approach the cutoff limit of the sarth-ionosphere wave-
guide anl propagation is limited to very short ranges due to the high attenuation.

There are certain effects on ELF propagation in the ecarth-ionosphere wavequide duas
to sarth curvature. One of these is apherical focusing *hich results in an increased
pPower flux denaity compared to a planar qguide and is caused because the wvidth of a
waverront in the spherical quide is smaller than if the guide wers planar. Another
affect results from the closure of the gquide around the earth. Rather than radiating
awvay as in a planar guides, the wvaves now return to the source point after going around
the aarth.

3.1.1 Nogdals

Thres general methods are available for theoretically calculating the longwave
field strength. They are called the “zonal harmonics®, the "wave hop® and the “wvave-
guids mode”™ method. All msthods treat the ionosphers and ground as boundary layera of a
quiding region. An understanding of the properties of thase boundaries is thus very

4

t to understanding the models.
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3.1,1.3 The Propagatioa Nedium

The lower boundary ,0f tha aarth-ioncsphere waveguide is, of course, the earth. It
is generally charactariZed as hosogeneous, isotropic and smooth, having an effective but
variable conductivity and dielectric constant. The conductivity ranges from about 35
S/m, which is characteristic of sea water, to as little as 10" S/m, vhich is character-
istic of large areas of the permnafrost or ice, such as the Greenland ice cap. FYor
conductivity this low, the skin depth can be so large that consideration must be given
to tha lower substrata (Westerlund, 1974).

The detailed geometrical characteristics of the surface are not very important for
VLF waves because the principal electric vector is largely perpendicular to the surface.
Howaver, if tha electric vector has an appreciable horizontal component, these charac-
teristics can be quite important (Galeis, 1972b). Conductivity has an appreciable
effect when the principal electric vector is perpendicular to the surface and little
effect when the vector iz horizontal (Westerlund, 1974).

The upper boundary of the VLF wvaveguide is considerable more complicatad than the
lower. The reflection of VLF waves from the upper boundary {(the D-region and lower E-
region} is generally accepted to be from about 70 km for daytise and about 90 km for
nighttime. The reflecting medium is a slightly ionized plasma, rendered anisotropic by
the geomagnetic field. Bacause of variable solar control, variations in electro-chemi-
cal processes and variations in thermal and mechanical influences, the medium is further
rendered highly inhomogeneous.

Reflection is quite a complicated process, of which not all aspects have basen fully
explained. Both the density gradients and collision frequencies are known to play a
major role (Budden, 1961b). Reflection at VLF does not occur at the altitude wvhere the
operating frequency is suitably related to the plasma frequency, as in HF ionospheric
propagation, but is controlled to a significant extent by the ratioc of the plasaa to the
collision frequency. It can be said, howaver, that the upper boundary of the earth-
ionosphere waveguide is controlled by ionization at heights below about 100 to 110 km.

The upper boundary is characterized by electron and ion density distributions and
colliasion frequency vs. height profiles. There are three procedures commonly used to
determine ionospheric density profiles appropriate for longwave calculations. One
method is to use profiles analytically defined with arbitrary cosfficients to calculate
signal strengths corresponding to observed signal strength data and to then use numeri-
cal methods to find the "best fit" coefficisnts for the profiles. In another method, a
compiled liet of observed (i.e. experimentally measured) profjiles is searched for a
profile that best corresponds to the requicite geophysical conditiona. A third wethod
uses an analytically specified profile wherein the cosfficients defining the profile are
deterained, parametric in geophysical conditions through an appropriate regression
analysis from the msasured profile data base. Nots that both of the latter two methods
are independent of longwave propagation characteristics, whereas the first method is
designed to specifically consider the propagation characteristics.

Because the ionospheric boundary region is not easily studied by ground-based
probing due to poor height resoiution or to insufficient sensitivity, our present knowl-
edge of the lower joncephare is basad in large part on rocket-borne ion sass
ter observations coupled with improved seasurements of electron concentration carried
out since 1963. The electron density vs. haight gradient, which is particulsrly impor-
tant, is not measurad accurately by ground-based radiowave probes. Electron concentra-
tions less than about 1000 cm™~ are particular important vithin the longwave regime but
are not very accurataly mesasured. The chemically active minor neutral constituents, and
the relatively high ambient pressures, which permit many-body interactions, provide for
the unique character of the lower ionosphere.

The lower ionosphere consists mainly of ions of the gases nitrogen, oxygen, hydro-
gen, and their compounds (Bowhill, 1975). Ions in the D- and E-regions of the iono-
sphers are primarily molecular and it happens that tha lifatime for molecular jonization
wvithin these regions is from a few seconds to a few minutes. Therefore, the solar
control of the D- and E-layers is very strong, causing them to disappear almost com-
pletely at night. In fact, much of the resicual ionization in the E-region consists of
atomic ions of metallic debris from meteors. In ths E-region, the chemistry of the
netallic ions is poorly understood, particular in regard to their disappsarance belov 90
kn, perhaps by oxidation.

It would be nice to be able to report that the D~ and lowver E-regions are vell

. Howsver, this is not the cass. It has been asserted, that many of the most

interesting unsolved problems of the ionosphere are related to the D-region (Bowhill,

1975). In a reviev of the D-region, Thomas (1974) pointed out, that although there have

been advances in theoretical models of the D-region in recant yaaxs, thars has not bean
a significant improvement in our understanding of the asronomical processes opersting.

Ionization below 100 kr is produced by a! xctrosagnstic and corpuscular radiation
that bombards the earth from a variety of sources. The principal ionization sources for
the gquiet-tine lower ionosphere are considered to be galactic cosmic rays, solar x-rays,
and solar Lyman-a, both direct and scattered. An additional soiurce only recently recog-
nized and not yet universally accapted involves precipitatidh of ensrgetic electruons.




The photoionization of nitric oxide (N0O) by solar Lyman-a constitutes the major
source of ionization during the daytime batwesn approximately §5- and 50-kms altitude.
Soft x-rays (31~ 100 dominate above 90 ka and galactic cosmic rays are most important
below &5 ¥xm. At nighv¥time jonization is usually assumed to be produced prigarily by
Lyman-a in the nightglow drizzle of energstic particles continually raining down onto
the mid-latitude atmosphare. According to Poteara and 2muda (1970}, thease alectrons are
the dominant nighttime ionization source above about 80 km. Additiopnal socurces of
nighttime ionization have been proposed, including cosmic x-rays and solar ultraviolet
ionization of metastable oxygen. Thess have, however, been discountsd or demonstrated

to be only of secondary importance.

The immediate effect of these ionization sources is the production of free elec-
trons and positive ions of atomic or molecular size. The electrons can combine with
neutral particles, forming negative ionas. Pos:itive ions and elsctrons, as well as
positive and negative ions, can recoabine forming neutrals. Balance equations describ-
ing these processes can be formulated and solved. However, the coafficients involved in
such balance equations are usually quite uncertain. Additional chemical and physical
procesges, such as the presence of ions of larger sizes than single molecules, further
complicate the balance, resulting in the frequent use of nominal working models of ths
ionosphara. Such models range from a homogensous conductor sharply bounded at an as-
sumed reflection height, to an electron only (positive fons assumed to be infinitely
massive) exponentially varying ionosphers, ‘o a lumped parametar model invelving elec-
trons together with positive and negative ions of a single mass.
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Figure 3.1.1 Daytime electron density profiles
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. Figqure 3.1.1 shows typical daytime profiles and Fiqure 3.1.2 shows nighttime pro-
files relevant to longwave propagation. Such density profiles are typically character-
ized by a saries of regions or larers:

1. A region above approximataly 85 ka, tlie d>ase of the
E~laywr, wvhich is the simplest part of tae region.

2. A regjon where the electron density increases
rapidly, the s0 - callad “"ledge™ regicn arocund
82~85 km.

3. A rejion between the ledge and 70 Xm, the D-layer.

4. A regicon between 50-7) km, the so-called C-layer,
where negative ions become appreciable.

S5. The region below 50 ka where there are no alectrons
under normal conditions.

The presence of the C-layer is most often inferred from ground- based radio wave meas-
urements although its existence is well accepted today (Belrose, 1982).

Also illustrated in the figures are some exponential gradient profiles obtained via
the firet method discussed in the previous section, that is, by "best fit" determination
of profile coefficients using radio propagation data (broken curves). These profiles
are discussed, along with the somewhat limited VLF/LF propagation data basas used to
obtain them, by Ferguson (1980) and Morfitt (1977).

In general, there are no marked differences hetween profiles measured at equatorial
and at middle latitudas. High latitude profiles, however, exhibit distinct characteris-
tics which are atiribvtable to the polar geomagnetic fiald effacts on solar particles.

In addition te the normal ionosphere, there are also a number of lowsr ionospheric
disturbances that can atfect longwave propagation. There is no doubt that changes in
lover ionosrhere ionization follow geomagnetic storms (Belrose, 1982). There are also
storm “"after sffacts®™ which have a seasonal variation with the winter season more
strongly affected. The most important ioncspheric disturbances are listed below:

1. Auroral events.
These avents are caused by precipitation of energetic
- alectrons and cover regions of several hundred kilo-
meters in extent and occur most freguently in the
auroral zone during nighttime. Rapid variations in
propagation result.

2. Polar cap Absorption (FCA) events.

These events ara caused by increased precipitation of
solar protons and occur over both polar regions
sinultanecusly and may extend over the polar caps
down to 50-60 degress latitude. The Ifreguency of
occurrence varies from a fev events pe¢ ¢ year during
sL spot minimum conditions to severa sr month near
sunspot maximum. A single event may . - from one to
ten days, with the greatest effects <. rzdio waves
during daytime.

3. Relativistic Electron Precipitation (REP) events.
‘These svent ars caused by electrons with energies
above about 100 keV. They occur mnost frequently at
subauroral latitudes in the early morning hours and
causs sxcess jonization at very low heights in the
D-region, vith rapid onset and a slow recovery during
the course of a few hours.

4. Sudden Ionospheric Disturbances (SID).
These result from a swdiden burst of solar x-rays and
ultraviolat radiation that cause excess ionization
and occur siaultanecusly over the entire sunlit hemi-
sphere during solar "flares." Normal duration is
from a fev minutes to sevaral hours.

3.1.1.2 Theoretiocal Considerations

One of the major formulations for consideration of VLF propagation to great dis-
tances, the VLF vave~hop theory, has been presented by Berry and Chrisman (1965), Berry
et al. (1969), and Berry and Herman (1971a). In this formulation, the solution for
propagation of VLF waves betweean a spherical earth and a concentric ioncsphere is de-
veloped in a rigorous complex integral representation and integrard is then expanded
in terms of a geomstrical-type series. W¥ith the order summation and integration

, evaluation of the complex integrals using saddle point approximations leads
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to identification of the series as the ray-hop series of geometric optics. The complex
integrals ars thus called wava-hops. For distances near or bayond thes caustic, numeri-
cal integration or appjication of residue theory wust be employed to evaluats the inte—
grals. The wave-hop formulation requires both azimuthal and longitudinal invariance of
the sarth and ionosphere, a situation which can exist only for short ranges.

Johlexr (1970) has prasented a theory for radiowvave propagation from VLF to MF in
terms of spherical wave functions. As with the wave-hop formulation, the spherical wave
formulation is not applicable to consideration of variations of the earth or lonosphere
in either the longitudinal or azimuthal directions. The spherical wave function formu-
lation has not been widely used bzcause of its complexity and daifficulty of numerical
implementation.

VLF propagation to great distances can be conveniently represented in terms of
vaveguide mode propagation, where the finitely conducting curved eartn and the anisa-
tropic, imperfactly conducting curved ionosphare vith dipping magnetic field form the
boundaries of a waveguide. The basic idea that the earth and lover ionosphera fora a
wavequide actually goes back to the work of Watson (1918, 1919), who postulated that the
Kennelly-Heaviside layer could be represented as a conducting shell concentric with the
spherical conducting earth.

The theory of VLF waveguide mode propagation has been presented in the literature
in two different formulations. One formulation, based on the pionsering work of Wataon
(19319) and more recently in the theory given by Schumann (1952, 1J)54) and developed
extenaively by Wait ({1970), treats the problem in spherical coordinates whersin the
fields are expanded In terms of azimuthal, longitudinal, and radial functions. In a
sequence of simplifying approximationeg, including the assumption of azimuthal and longi-
tudinal independence of both ground and ionospheric propartias, Wait (1970) develcped a
modal (eigenvalue) equation. The solution of the eigenvalue equation yields the propa-
gation characteristics of the VLF modes in the earth-ionosphere waveguide, and consider-
ation of orthogonality properties of tha radial functions yields excitation factors of
the modes. The excitation factor is a quantity that gives the amplitude of the wave
excited in a given mode by a given source.

Another simrlifying approximation involves the replacement of the inhomoganeous
ionosphere with an impedance boundary placed at the height where the bulk of the VLF
snergy is assumed to be reflected. A similar impedance boundary replacement is also
xade for the earth. The impedance boundary formulation permits specification of the
ratio of an electric field component to a magnetic field component at the boundary
without furthar consideration of the region beyond the boundary. The replacement of an
inhowogensous, isotropic ionosphere by an "equivalent® impedance boundary is a straight-
forward procedure. Such a rsplacement for an anisotropic ionosphere is greatly compli-
cated by the coupling of transverse magnetic and transverse zlectric polarizations.
Boundary conditions must then be formulated in terms of ai iaspedance matrix. Unfortu-
nately, the complication is sufficient to render many of Wait's results inapplicable to
the highly anisotropic nighttime ionosphers and to limit their application to the day-
time ionosphere, for which the effect of anisotrepy is slight. The theory has been
significantly modified and extended to anisotropic ionosphere by Galejs (1972b).

Another formulation of the sarth-ionosphere waveguide probles has been presented by
Budden (1961a). In this formulation, a modal equation is developed in terms of reflec-
tion coefrficients of the ionosphere and the sarth. Formulation in terms of reflection
coefficienta permits determination of propagation characteristica of wavequide modes for
essentially any ijonospheric or ground conditions, limited only by the ability to compute
reflection coafficients for the environment coneidered. Budden's formulation is essen-
tially planar, :ithough he doss point out how to include earth curvature in the direc-
tion of propagation in an approximate way by modifying the refractive index in the space
betweoen the earth and the ionosphere (Budden, 1962). A more rigorous technique was
introduced by Richter (1966) and has been employed in VLF propagation studies by Pappert
(1968) and Abbas et al. (1971). This technique assumes cylindrical stratification and
effects 31 conformal transformation from cylindrical to Cartesian coordinates. Modal
excitation values are determined in Budden's formulation by applying the residus theory
rather than by using the modal orthogonality properties of conventional wavequide theory
employed by Wait.

In the Budden formulation, each mode represents a resonant condition, i.e., for a
discrete set of .ngles of incidence of the vaves on the ionosphere, resonance occurs and
snergy will propagate away frosm the source. The complax anglas (8) for which this
occurs ars callsd tha eigenangles (or "modes”). They may be obtained using the "full-
wava®™ method by solving the determinantal equation (i.e., the modal equation):

F(8) = [Rq(8)Ry(9) - 1} = 0 (3.1.1)
vhere
Raa(9)  sRyg4(@)

(9) = (3.1.2)
" Rog(8)  LRq(@)

is the complex ‘onospheric reflection coefficient matrix looking \p into the ionosphere




from height "d* and

sRag (@) o
Ry(6) = : (3.1.3)
. 0 a Rad (8)

is the complex reflection matrix looking down from height "d" towards the ground.

The notation s for the reflection coefficients denotes vertical peclarization while
the notation i denotes horizontal polarization. The first subscript on the reflection
coefficients refers to the polarization of the incident wave while the second applies to

» the polarization of tha reflected wave.

[ 4 The individual terms of equations 3.1.2 and 3.1.3 are:

aRat the ratio of the reflected field in the plane of
incidence to the incident fiela in the sape
plane.

1 Ras the ratio of the ref.icted field perpsndicular
to the plane of incidence to the incident field
perpendicular to the plane of incidence.

«Ra: the ratio of the reflected field perpendicular
to the plane of incidence to the incident fiald
in the plane of incidence.

. LR, the ratio of the reflected field in the plane of
- incidence to the incident field perpendicular to
‘ the plane of incidence.

The ionospheric reflection matrix, Ry (equation 3.1.2) at height “d" is obtained by
numerical integration of differential equations given by Budden (1955). The differen-
tial equations are integrated by a Runge-Kutta technique, starting at some height above
which negligible reflection is assumed to take place. The initial condition for the

' integration, i.e., the starting values of Ry, are taken as the value of the respective
reflection coefficient for a sharply-boundad ionosphere at the top of the given elactron
density and collision frequency profiles. The method for obtaining this starting solu-
tion is described by Sheddy (1968). The term Ry is calculated as described by Pappert
et al. (1967) in terms of solutions to Stokes equation and their derivatives.

The modal equation, equation (3.1.1), is solved for as many modes (eigenangles, 6.)
as desired. From the sest of 6,'s so obtained the propagation parameters: attenuation
rate, phase velocity and the magnitude and phase of the excitation factor, can be come
puted (Pappert et al., 1967). These parameters are then used in a modal summation to
compute the total field, awplitude and phase, at some distant point. Because many VLF
transajtters in common use radiate a vertically polarized field, only the radial or
vertical component of the alectric field is usually considered. For a time-harmonic
source, the VLF mode sum for the vertical electric field may be written as

. "iks d
E,(d) = __ K(F. 1) EALG, (T)Gp (d) @ n (3.1.4)
(sin(a/a)}'/?

s where K(P,f) is a complex constant dependent on transmitted power (P) and frequency (f),
d is the distance from the transmitter on a homogeneous, gmooth earth of radius a, A, is
the sxcitation factor at the transmitter for mode n, normalized to unity for flat earth,
perfectly conducting boundaries, X is -he free space wave number, S = gin(e,) is the

, propagation factor, and GL(T), G,(d) represant altitude dependent hcfaht-gain ?nnction-
for mode n, normalized to unity at the ground. One height-gain function is needed for
the transmitter location (T) and one for the path point location (d). Generally, both
An, and S, are complex. The real part of S. detarmines the distance dependence of the
pﬂas. for a mode wvhile the jimaginary part oi‘sn determines the attenuation rate. Thus

ap = = KIn(S,) 3 )
. «1,5
Vp/c = 1/Re(S))

vhere o, is the modal attenua“ion rate, V, is the phase velocity, and ¢ is the speed of
light in free spaca.

Numercus assumptions ard approximations are implicit in equation 3.1.4. It is
aspumad that the propagatica environment is homogeneous in all but the vertical direc-
tion. Thus, the propagation factor 5. is independent of position. The influence of the
curvature of the sarth transverse to Phe propagation direction is approximately account-
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ed for in the spreading term, ﬁfp(d/a). The usual l/r‘/’ term for a cylindrical wave is
. replaced by the 1/{sin(r/a)]} term. A careful derivation of the mode equation in
spherical coordinates,, such as that presented by Wait (1970) and discussed previously,
yields the sin(d/a) term as a consequence of an asymptotic approximation to a legendre
function. The mode sum in equation 3.1.4 further assumes the "round the world® signals -
are absent, an approximation not valid when receiver locations are near the antipnde of
the transmitter - multipath focusing then occurs.

If significant variations occur along the propagation path, which is the usual case
in the earth-ionosphere waveguide, then homogeneous guide formulations require modifica-
tion. For such cases, there are two techniques for mode summation that are commonly
used. One employs a WKB, or "phasa integral® approach, and the other uses mode conver-
sion. In the WKB approach, an eigenmode is assumed to be uniquely and independently
identifiable anywhere alcng a propagation path. Furthermore, each mode iz assumed to
depend only on the local characteristics of the waveguide and to propagate independently
of the existence of any other modes. Only two medifications to equation 3.1.4 are
required in order to effect a WKB mode sum. One is the replacement of the single exci-

tation factor for the transmitter by the geometrical mean of the respective excitation
\ factors for the traﬂﬁpittlr and the local point on the propagation path. Thus A,(T)
becomes [Aqu)An(d)] vhere (d) denotes the local path point. The other -oditica%ion
is the replacement of the product of the propagation term, S, and the distance, d, by
the integral of the propagation term from the scurce to the current path point. Thus

XSpd ---> kfspax.

This integral is often called a "phase integral™ although the result of the integration
j accumulates attenuation as well as phase.

In the mode conversjon method, eigenmodes are assumed to be uniquely and independ-
ently identified only in a local sense. Even though the eigen characteristics of a mode
depends only on local characteristica of the waveguide, the propagation of each mcde
depends not only on the existence of other modea but also on the past and future propa-
gation history of itself and the other modes. Mode conversion is simple in concept,
although complicated for computer implementation. An inhomogenecus propagation path is
divided into many short homogenecus sections, and both forward and backward propagating
modes are calculated for each section. These modes are then combined in specific pro-
portion so as to provide the correct electromagnetic boundary "match® at the junction of
each section. One difficulty encountered when using mode conversion, which arises from

the necessity of knowing the future propagation history of each mode, is alleviated by
r ignoring the backward propagating modes within each short section. This is tantamount

t: ignoring reflections at each junction between sections, a very reasonable approxima-
tion.

4 3.1.2.3 VLP/LF Atmospheric Noise

Longwave systam performance is controllad not just by the radio signals but also
by noise. System noise is often assumed ignorable or at least removable in principle by
proper engineering so that performance is controlled by atmcspheric noisa.

One of the earliest VLF/LF atmospheric noise prediction models was the CCIR noise
model, initially presented in CCIR Report 322 (1964). This model is a set of global
atmospheric noise saps constructed from TM noise measurements made at 16 stations scat-
tered around the world, and extrapolated into all other areas. The extrapolation was
done using thunderstorm-~day contour maps prepared by the World Meteorological Organiza=
g tion (WMO) as guidelines. However, there was no reliable basis for quantitatively
relating atmospheric noise to thunderstorm activity, and in many parts of the world the
WMO maps themselves were based on fav directly mesasured data.

J The worldwide network of 16 noise measurement stations which supplied the data for

the original CCIR model continued to make measurements for 5 years (longer in a few

cases) past the completion of CCIR Report 322. Also, additjonal data becamse available

from other locations, primarily many years of noise data from 10 Soviet stations. All

3 these tdditional data have besn analyzed by Spaulding and Washburn (1985) of the Inati-

tute for Telecommunication Sciences of the National Telecommunications and Information

Administration (NTIA). The results of the analysis showv substantial "corrections® (on

the order of 20 dB for some locations) to the noise laval values given by CCIR Report

322(1986). This later noise map has bean relesasaed as CCIR Report 3122-3, however, for
H this report, it will continue to be designated as NTIA.

The originzl noise models were set up in local time and season because this made it s
J easier to interpolate from graphs of vorldvide noise. Hovaever, this procedure generated
discontinuities across the squator and across local time blocks when noise was displayed
for fixed seasons and Universal Time (UT). Modern versions of the CCIR/NTIA models
produce maps of atmospheric noise at 1 MHz which are continuous in location and are
paramstric in UT. However, the old style frequency interpolation models are still in
use. Thus, noise levels computed at frequencies far removed from 1 MHz, such as at VLF,
shov marked discontinuities crossing the equator. The discontinuities which arise in
going from one local time block to another ars removed by interpolating batween time
blocks. This latter procadure produces soma intarasting locking results when polar
v ragions are displayed in plots centered on the pols.

4
In responss to CCIR modal shortcomings, the Naval Ressarch Laboratory (NRL) spon-
sorsd work on an alternative approach to modeling atmospheric radio noise. The vork was
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carried out by tha Wastinghouse Georesearch Laboratory (Maxwell et al. 1970). This
model is known under the various names of DECO, DECO Westinghouse, WGL, and NRL. A
major portion of the ogxort was concentrated on producing an improved set of thunder-
storm-day contour maps. An heuristic approach was then daveloped for convarting thun-
derstorm-day data to flash density (mummbers of lightning.discharges per aquare kilose-
ter) and then astimating the powar radiated by all of the various currents in those
dischayges . : : :

All of the lightning discharge currents are modeled as vertical dipoles, which
therefore radiate only TM waves. The noise power at a receiver location is then calcu~
lated by using a propagation model for the earth ionosphere waveguide, and by combining
the contributions from all of the noise socurces. Other parameters, such as standard
deviation and voltage deviation, are heuristically modeled using the thunderstorm-day
data and various empirically derived relationships. With this approach, the DECO model
allows the predicted standard deviation and voltage deviation to be functions of receiv~
er location, as well as time and frequency.

There have boan a number of madifications of the original DECO model by NRL. The
DECO model computas the affactive transaitter powar for all thunderstorm canters for a
specific month. The original DECO model calcuiated the average vertical effective
radiated power (VERP) and the standard daviation of the VERP radiated from each 5" x 5°
area of the earth's surface for each month of the year. The averaga VERP was then
multipliad by a diurnal modifier to give the VERP for each hour of the day. NRL intro-
duced changes to the diurnal modifiers and added an additional set of modifiers to
adjust the average VERP.

The original DECO model made use of waveguide excitation factors and attenuation
rates for only the thres lowest order quasi-TM waveguide modes. The revised NRL versjon
uses the first three dominant modes as determined from the Naval Ocean Systems Center
WAVEGUIDE program (daiscussed in section 3.1.2) calculations. However, even with im-
proved propagation parameters, tha use of only three TM modes remains a major source of
concern with ragard to the accuracy of the model, particularly at LF frequencies. Yet
the propagation calculations, however approxisate, remain the most significant contribu-
tion to the long run times needed for this model.

The modifications made by NRL principally involve the global mapping of the VERP
and its temporal varjation. The DECO model alsc treats the power spectral density
(versus frequency) of the VERP, which is needed for the calculation of received signal-
to-noise ratio versus communication frequency. It was decidad to postulate specific
models for the discharge current moment waveforms from which radiated spectra could be
calculated. The assumed structure of the typical discharges, their component currant
monents, and their radiated spectra were apparently chosen to favor the data of Watt and
Maxwell (1957) for lightning return stroke spectra. Thesa data have since been discred-
ited. However, the model also contains many other parameters, and DECO was able, by
varying and adjusting their parzmeters, to obtain reasonably good agresment between
model predictions and measurements of atmospheric noise at 13 kHz at a number of global-
ly distributed receiving stations. Because these model data comparisons were made only
at one frequency, an important problem with the discharge waveforms and spectra went
unnoticed.

Recently, NRL has determined that VERP predictions of the DECO model do not agree
as vell with measurements at 51 kHz frequency as do its predictions at 13 kHz. The
current NRL version of the DECO noise program has therefore been heuristically modified
to give the user five different options for varying the frequency spectrum of the radi-
ated power.

3.1.2 Frediotion Techniques

Numarous computer programs have been written that are dezigned to provide calculat-
ed values of longwave fisld strengths in one form or anothar. Because many of these
programs fors subsets of others, or becausa many simply represent one working group's
adaptation of the three basic program types developed elsevhere, an exhaustive list of
these programs would be of little value. Rather, we will present the three basic pro-
g::: tyfcs, with reference to origination, and discuss their recognized strengths and

tations.

The first program type is based on the zonal harmonic (or spherical wave function)
formulation. This forsulation apd the programs supporting the formulation are discussed
by Johlexr and Berry (1962), Johler and Lewis (1969) and Johler (1970). The computation-
al capability extends throughout the entire longwave regims although it is best suited
for the lowest frequencies, i.e., for ELF. The formulation is as a summation of specif-
ic terms called zonal harmonics or spherical wave functions, which involve Legendre
polynomials and spherical Bessel functions of integer order. Although the teras are
quite simple in foram, the number of terms needed in the summation increases rapidly with
increasing fraquency, to be on the order of several thousand terms at VLF and as much as
100,000 at LF. The model is basically limited to azimuthal and longitudinal homogenei-
ty. Although recent discussions have indicated possible sxtension of this model to
include inhomogeneities in the propagation direction (Jones and Mowforth, 1982), thess
extensions have not been fully developed, nor have they been compared with propagation
data. They must stili be considersd as hypothetical.

Another program type is based on the wave-hop formulgpion. In this formulation,
propagation is modeled as & summation of a ground wave plus ionospherically raflected
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sky waves. This formulation and programs employing this formulation are reported by
Berry and Chrisman (1963), Berry et al. (1969) and by Barry and Herman (1971a,b). The
use of programs based on the wave-hop formulation is attractive because very little
knowledge of prop.gatﬂon theory is required of the user, =lthough the formalism is
strictiy applicable only to propagation with horizontal' homogeneity. Numervus reports
have been made of extensions of the basic theory to include horizontal inhomogeneity.
However, these extensions are based on geometrical interpretations of the homogeneous
formulation, and have not bsen demonstrated with cbservational data to be correct.
Early attempts to use the hop theory to explain propagation through the dawn/dusk termi-
nator, a persistently occurring horizontal inhomogeneity in the real earth-jonosphere
waveguide, met with complete failure (Yokoyama and Tanimura, 1933; Rieker, 1963). There

is no reason to believe that implementation of similar formulations on modern, high-
speed computars will be any more successful.

The two preceding progras types have fallen into disuse over the last decade and no
further discussion will be made of them. The third program form is based on the wave-
guide mode formulation. As pointed out previously, there are several sources for this
formulation. There are, however, three basic programs that vwill ba discussed.

The first mode program to be discussed, which is also the basic program from which
nearly all currantly usad wavequide mode programg wers derived, is commonly known today
as the WAVGUIDE Program. This program had its early foundation in the work by Pappert
et al. (1967). Some of the early programming efforts are reported by Gossard et al.
(1966), Pappert and Sheddy (1967) and Sheddy et al. (1968). The program allows for
ionospheres with arbitrary electron and ion density distributions and electron and ion
collision frequencies with height zlthough variation with range is not permitted. The
lower boundary has arbitrary conductivity and dielectric constant. Arbitrary values of
the strength and direction of the geomagnetic field may be used. The program is ap-
plicable for frequencies ranging from the lower ELF regime to at least the mid-LF re-
gime. This frequency regime is the entire range called the longwave regime in this
report. The codes allow for arbitrarily elevated and oriented transmitting antennas and
calculate both the transverse maqgnetic (TM) and transverse electric (TE) components of
the electromagnetic field at any altitude within the waveguide. The effects of jammers
are considered ags additional transmitters.

Many advances have been made in the capabilities of this program (Ferguson and
Snyder, 1980). Horizontal inhomogensities along a propagation path were taken into
account by segmenting the path into sections. The combination of the wavegquide program
calculation capability with path segmentation capability was first implemented in a
computing capability known as the Integrated Prediction Program (IPP). A sajor probles
vith use of the IPP has historically besn that of obtaining a complets initial set of
eigenvalues. A major advance in circumventing this problem is found in a computer code
called MODESRCH (Morfitt and Shellman, 1976), and its successor MODEFNDR (Shellman,
1987).

A significant limitation in the IPP was the difficulty in determining the appropri-
ate path segmentation required for any given analysis task. This limitation hazg subse-

quently been eliminated and is implemented in a set of computer codes known as LWPC
[Long Wave Propagation Capability (Ferquson and Snyder, 1989)].

There are thres general classes of programs in the set. The first class contains
WAVEGUID and MODESRCH. These programs calculate the solutions to the mode squation for
a horizontaily homogenecus vaveguide formad by the earth's surface and the ionosphere.
The orientation of ths earth's magnetic fiald with respect to the direction of propaga-
tion, the value of the grourd conductivity and dielectric constant, and the ionovepheric
particle densities and collision frequencies are specific geophysical inputs to these
prograns. The WAVEGUID code is a benchmark. It does all calculations in double preci-
sion and requires initial inputs for the mode solutions. These initial solutions are
refined Dy the program to be consistent with the geophysical paramsters. It is possible
for the user to input a set of initial scolutions that will not produce the completa set
of modes which are important to long wave propagation. As a result, considerabla expe-
rience is required to run the WAVEGUID program with confidence.

On the other hand, MODESRCH attempts to locate the solutions automatically by
following lines of constant phase of the mode equation. For most problems, MODESRCH
provides expert and novice users alike with reliably complete sets of modes. However,
it is still posaible to specify inputs to MODESRCH that will cause it to fail utterly or
to produce an incomplete sst of modes. Consequantly, it is recommended that the output
from this program bs carsfully examined at all times. Both WAVIGUID and MODESRCH are in
continuous development and have undergone many changes since their introduction.

T™he second class of programé ars mods summing programs. Such Programs Ars neces-
sary to computa alectric or magnatic field strength within the earth-ionosphare wave-
gquide. The original program only treated the horizontally homogeneous wavequide. In
wany problems, such a wa is an adegquate represaatation of realistic paths. For
sxanple, under daytime ioncspheres, the sffect of the gaomagnetic tield on propagation
ioc small. Thus, the ground is alsoc spatially homogenso@is, then a horizontally hamo-
gansous vaveguide model is reasonable.
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However, most problems of practical interest are not horizontally homogeneous. The
Segunented Wavequide (SW) program allows for tracing the variations of the waveguids mode
paramsters alcng paths phich have varying ground conductivity and ionospheric profiles.
SW uses the output froW WMAVEGUID or MODESRCH to provide initial solutions for the mode
parameters. Faths in vhich the mode parameters vary require more complicated mode

models. The bast mode summing models currently available employ mode conversion
across path boundarias (FULLNC or FASTMC). These mode summing models ailow for arbi-
trary nuabers of pcdes from one segment to the next and do not regquirs mode matching
across the boundaries of the segments. The FASTMC is an approximate code that runs
quite quickly and has been extensively compared to the FULLNC code.

‘‘he cutput from the mode summing models has been extensively compared to measure-
ments of VLF and LF transaissions. These comparisons are used to infar effectiva
(engineering lavel) iocnospheric models for predicting long path VLF and LF propagation.

In typical application of the LWPC to the VLF/LF regime, profiles are used which
are defined to have sxponential vertical gradionts. The slope paramster and some refer-
ence height value are determinad sc as to provide a "best fit" of calculatad field
strengths to measured field strengths. The exponential gradient profiles obtained by
this "best f£it" method are discussed by Morfitt (1977) and Ferguson (1980). Morfitt et
al. (1982) compared these profiles with profiles obtained in other ways.

Application of the LWPC to the ELF band requires nonexponential profiles due to the
desp panetration through the ionospheric D-region and reflection from the E-region. One
particular ionospheric model used at ELF is known as the Internatiocnal Reference Iono-
sphere (IRI), Raver et al. (1978). Behroozi-~-Toosi and Booker (1980) have applied a
simplified ELF propagation theory (Booker, 1980) to a simplified version of the IRI
model. The results of the union provide for the attenuation rate and phase velocity of
the single waveguide mode at ELF. They do not, hovever, provide for a measure of the
excitation factor for the mode. ’

The LWPC is capable of treating waveguides that are reasonable model representa-~
tions of the actual terrestrial waveguide. Modifications in any of the parameters
describing the guide can be made quite easily and the program is capable of handling
hypothetical conditions, such as might be expected for artificially induced conditions
typical to nuclear stress. The program does not allow for variations of the guide
perpendicular to the propagation path. Uniform conditions must, therefore, prevail for
distances extending a Fresnel zone or more to either side of the propagation path.
Shellman (1989) has recently developed an eigenangle mesh point formalism for ELF propa-
gation which permits arbitrary variation throughout the lateral extent of the waveguide.

In the LWPC, a propagation path is a gresat circle on the surface of the (spherical)
earth which passes through the transmitter. The path setup prograa determinaes the
ground conductivity and dielectric constant, the orientation of the geomagnetic field
and the solar zenith angle at the transmitter and at successive points along the path
separated by small, fixed distance intervals. The ground conductivity model is derived

from that of Morgan (1968). This model has 10 levels of conductivity with 0.5* resolu-
tion in latitude and longitude.

-+ +
+ + +

S0 91.8 93.6 95.4 97.2 99
Solar Zenith Angle

A: The ionospheric day to night transition.
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B: The ionospheric polar cap transition at night.

rigure 1.1.3 Tllustration of ionospharic trnsitions.
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The solar tenith angle is used to specify the ionospheric profile at each path
point. For nighttime paths, the geomagnetic dip angle is also used to specity the
ionospheric profile. There are twvo transitions in the ionosphere. One of these iz from
day to nignt. The othdr transition occurs along paths which are in night that pass from
low and middle geomagnetic latitudes inte or out of polar latitudes. The daytime ioneo-
sphere is specified for solar zenith angles lass than 90* and the nighttime ionosphere
for solar zenith angles greater than 99°. The nighttime latitudinal transition tr?n
middle to polar latitudes takes place between geomagnetic dip angles of 70° and 74°,
although the user has control over this range of values.

The jonospheric profile model is defiped by an exponential increase in conductivity
with height specified by a slope, 8 in km~ and a reference height, h', in km. A value
for § and h' is required from the user for both daytime and nighttime at two frequen-
cies. Linear interpolation is used to obtain two values each of g and h', one for day
and one for night, at the user specified frequency. These two values are used to define
5 horizontally homogenecus segments. Each segment is characterized by a slope and
reference height which is obtained by linear interpolation between the day and night
values. These 5 sagments define the basic dawn/dusk transition, as illustrated by
figure 3.1.3B. When the path is fully night, h' also depends on the geomagnetic dip
angle. This dependence is chosen so that h' for the polar nighttime ionosphere is the
midpoint of the intervals betwaeen the daytime and nighttime as illustrated in Figure
3.1.3B. These polar values will be denoted by the subscript 'P'. This somewhat sim-
plistic model is used in order to develop a reasonable set of ionospheric profiles to
handle all of the transitions. A more sophisticated model is currently not warranted
due to a lack of data. However, the parameters are easily modified by the user for
special studies.

A useful model of the jonospheric profile can be derived from Morfitt (1977),
Ferguson (1980) and Morfitt, Ferguson and Snyder (1982). This model defines the daytime
ionosphere by a 8 of 0.3 and an h' of 74. The nighttime ionosphere is more complicated
in that g8 varies linearly with frequency from 0.3 at 10 kHz to 0.8 at 60 kHz. The low-
and mid-geomagnetic latitude nighttime ionosphere is characterized by an h' of 87 while
the polar nighttime ionosphere has an h' of 80 km. Values of these transition parame-
ters at 30 kHz are found in Table 3.1.2. Figure 3.1.4 illustrates the two transitions

as they would be defined along a hypothetical path which traverses the pole from day to
night.

Solar Zenith -] h- Magnetic Dip
—Angle(x) Angle(D)
x<90.0 0.30 74.0 D<70
90.0<x<91.,.8 0.33 76.2 70<D<72
91.8<x<93.6 0.37 78.3 72<D<74
93.6<y<95.4 0.40 80.5 74<D<%0 (Pole)
95, 4<x<97.2 0.43 82.7 72<D<T4
97,2<x<99.0 0.47 84.4 70<D«<72
99, 0<x (Night) 0.50 87.0 D<70

Table 3.1.2 1lonospheric Profile Transition Parameters

]
Day Polar Cap | Night

i_______I
!
h'=74 76.2 78.3 80.5 82,7 84.8 87
| i | | !
X=90 91.8 93.6 D=Ta 72 70

Figure 3.1.4 Hypothetical trans-polar path crossing
the dawn/dusgk line.

Once the ground, ionospheric and geomagnetic parameters have been determined,
several tests are made on the parameters to determine if the path point should be saved
for further processing. A path point is always used if the ground conductivity or the
ionospheric profile changes from the values found at the previous point on the path.
Mditional points are used depending on the ionosphere and the direction and gecmagnetic
latitude of the point. Howsver, the minirum separation between path points is 100 kn.
The decisions to use any point depends in large part on how the waveguide mode solutions
vary under differing ionospheric conditions and from one geomagnetic condition to anoth-
sr. For example, propagation anisotropy is considerably diginished under daytime condi-
tions as compared to nighttime conditions. Therefore, the®ariation of the geomagnetic
parametars between points on the path is allowad to be larger in daytime than at night.
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Another modae program, which was developed by the Naval Research Laboratory (NRL),
» is called the Navy Coverage Prediction Program - 1974 (NCPP74, Hauser and Rhoads, 1981).
This wodal iz a 'uix-'q-ilxiul ‘tit to propagation of an eguivalent single mode to a set
of measurements made at fixed sites. Only the TH signal strength at the ground is
computed. This model does not predict the characteristic'modal interfersnce minima and
iz not dependent on specification of ionospheric parameters other than the gross change
between day and night. Based on the empirical data base, this model calculates the mean
and standard deviation of the signal strength at a fixed position. The output ias in the
form of contour plots of expected signal strength in a geographic display. Several
outputs are avajilable: specific hour, worst hour and 24 hour average. Contour maps of
signal to jammer ratio are also available. The program uses the Westinghouse Geore-
search Laborutory's atmospheric noise model. This model is based on using thundarstorms
as the center of noise transmissions. The signals (noise) from these centers are propa-
gated to the receiver point and susmed up to give tha total noise strength.

The third mcde type program has been developed by KAMAN-TEMPO and is known as
SIMBAL. It was developed specifically for application in a nuclear stressed environ-
ment. This code provides a fast-running computational tool for predicting the effects
of nuclear weapon induced disturbances on VLF, LF, and HF links. This code is designed
\ to operate efficiently when there are hundreds of links, tens of high-altitude bursts,
and thousands of near-surface bursts. The VLF and LF models include both horizontally
(TE) and vertically (TM) polarized signals.

At VLF, SIMBAL employs a wavequide mode model. This model attains computing effi-
ciency by using an extensive data base of precomputed mode parameters for parametric
levels of nuclear disturbance. At LF a wave-hop model iz employed. This model attains
computing efficiency by making extensive use of pre-computed reflaction ccefficiants for
parametric levels of nuclear disturbance. For both VLF and LF the signal strength is
computed using the rms sum of the modes or hops, whichever is appropriate. This at-
tempts to account for uncertainties in position of bcth transmitter and receiver by
eliminating modal interference in the signal strength results.

Noise is treated by propagating signals from up to 19 atmospheric noise sources.
This model allows for inclusion of the effects of nuclear weapons on the atmospheric
noise.
p SOURCE NRL NOSC KAMAN-TENPO
1 PROGRAM VLFACM LWPC SIMBAL
¢ - PROP. MODEL WAVEGUIDE WAVEGUIDE WAVEGUIDE - VLF
WAVE HOP - LP
) MULTI-MCDE NO YES (vector) YES (1)
FREQUENCY BANDS
ELF NO YES NO
VLF YES YES YES
LF NO YES YES
PATH VARIATIONS
CONDUCTIVITY (2) 1 deq 1/2 deg 3 deg
GEOMAG FIELD Rudimentary Arbitrary Fixed (3)
X TERMINATOR Abrupt Extended Abrupt
TE MODES NO YES YES
ELEVATED TX NO YES YES
RX NO YES YES
NOISE MODEL (4) WGL WGL/CCIR WGL/CCIR
‘ TIME AVERAGE YES NO NC
NUCLEAR ENVIR. NO YES (5) YES (6)
NOTES:
(1) RMS summation is normal, vector sum is optional.
(2) Ground conductivity map resolution in degrees of
longitude and latitude. ,
J {3) Approximatss actual values with a limited set of
ones.

{4) Noise models are CCIR-322, CCIR-322-3, WGL/DECO.

{5} Hapual input in general; spewcial codes exist for
autoaatic input.

{6) Muclear wsapons® alfects on the atmosphere is
integrated into the code.

Table 3.1.3. Summary of Long Wave Predicti€n Codes.
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Historically, the greatest veakness of this model have been its results under
benign conditions. Stesdy improvement has been made in this regerd, however, it shouid
be noted that the output from SINBAL is tested 2gainst the output from the WAVEGUID
codss and not against or LF data.

" A summary of the capabilities of these three prediction techniques is shown in
Table 3.1.3.

3.1.3 Assessment Systams and Operatiomal Use

One of the most limiting factors for all of the prediction techniques (computer
codes) discussed is tha nearly total lack of ongoing assesamant system application. The
NCPP74 jia based on a limited (in time, space and frequency) set of recorded VLF signals.
Application to other frequencies, geographic areas or times (i.e., different epochs
within the solar cycle) are difficult to justify. Acguisition of additional longwave
data for different solar conditions, geographic areas and frequencies and "refitting® of
the single mode paramstars is regquired.

The LNPC uses historically predetermined ionospheric profiles as input. There is a
capability to use arbitrary profiles but the operational applications rely on those
already determined. Although there is an ongoing effort to acquire longwave signal data
which will be used to deduce ionospheric profiles, the availability of such profiles for
operational applications is still far in the future.

Bacause the SIMBAL code depends on precoaputed propagation parametars, it has the
same limitation as tha LWPC. That is, the precomputation can only be as "good" as the
ioncapheric profiles used, but aven further removed from the present.

Typically, operational use of the prediction capabilities is to generate “"coverage®
displays vhich represent some parameter of system performance as contours superposed on
geographical maps of some "operating® area. Occasionally, intermediate displays are
also generated.

A sample case of coverage of the Mediterranean Sea at 10.2 kH: from the OMEGA
transmitter located in North Dakota, USA, is presented to illustrate the LWPC coverage
nodel. The date and time are chasan to give all day-time conditions betwveen the trans-
nitter and the Mediterranean Sea. Figure 3.1.5 shows the Mediterranean Sea and the
transsitter. The operating area is shown in the iower right hand corner of the large
area. The propagation paths which are used to span the operating area are shown in this
tigure. The dots which appear along each path indicate the boundaries of individual
segmants. These boundaries are chosen by the LWPC program on the basis of ionospheric,
geomagnetic and ground conductivity changes. In particular, for the problem being
considered here, the segmcntation is principally controlled by changes in ground conduc-
tivity. It is noted that Greenland has very low conductivity which produces dramatic
effects in the coverage maps to be shown later.
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Signal strength in 4B above 1 ,V/m as a function of distance along the most north-
erly path is shown in the top panel of Figure 3.1.6. The corresponding result for the
most southerly path is ghown in the bottom panel. Lines indicating the variation of
ground conductivity zlohg the path (the line nearest the bottom) and the ignospheric
height (the second line from the bottom) are inciuded for refarence. In the top panel,
the effect of the very low conductivity of Gresnland is seen in the rapid drop in signal
strength between 3800 and 4300 km.

The affact of tha low conductivity of Greenland ias even more dramatic in Figure
3.1.7, which shows contours of constant signal strength over the operating area. The
very close spacing of contours in the eastern half of the area is due to the large
signal logses caused by Greenland. Thesa closely spaced contour lines disappear vhere
the paths from the transmittsr to the operating area pass below Greanland. Incorpora~
tion of the noise data gives maps of signal to noise ratio. The map shown in Figure
3.1.8 wvas generated using the NTJA model. The time availability is determined by assum-—
ing Gaussian statistics.

3.1.4 PFuture Neads and Improvemexts

There are two main areas in need of improvement in the longwave prediction procedures.
Because "full wave® techniques must be employed in the determination of ionospheric
reflection elements, the general purpose LWPC, and any of the “"full wave" vaveguide
codes dexived from it, are computer intensive. The problem is being solved in a sense
by the advent of faster but still inexpensive computer chips. Work alsc continues by
the LWPC and other waveguide code developers to devise more efficient algorithms and
faster numerical procedures within the various computer programs.
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Figure 3.1.6 Plot of signal strength vs. distarce for two paths

Improvemént is also needed in the ability to specify the ionospheric profiles as a
function of geophysical and/or solar conditions. For example, it has been pointed out
before that the prediction capabilities are much more limited for night time conditions
than for day time conditions. Further, the LWPC is less capable of accurate pradictions
for nighttime westerly propagation than for nighttime esasterly propagation, at least at
wid latitudes. Presumably, a batter understanding of the propagation enviromment (i.e.,
\:liu ionospheric D-region and lower E-region) will lead to improvements in the predic-
tions.

VLF/LF signal data suitable for model improvamant have been gathered most abundant-
1y in mid latitudes and during low sunspot activity. Projects of limited scope are
currently underway to measure VLF/LF signals in polar regions. Improvements in the
VLF/LF propagation models avait analysis of ths data.

In addition to improvsmants in the prediction of radio signal strengths, improve-
ments in atmospheric noise prediction are also nesded, particularly in transition from
ths NI (CCIR) woise map technique to the DECO propagated noise technique. One feature
immediately noticeable about the noiss maps for the NTIA model is that there is a dis-
continuity across the equatar in January and July except at 1 MHs. In spitas of the fact
that the basic noise parameter, defined at 1 MHx, is continnous in UT and latituds,
interpolation with respect to frequency is done with f ons vwhich are definsd in
terns of local time and season causing the discontinuities.” In January, for example,
ths fregquency interpolstion functions are for Winter in the northern hamisphere and for



e

o

S

e

v og——

b d

e — - g ="

Bk &1

10

Isnpuptere File

39 Al My SRANDD HEO {.rene . sperd) ogere_pegitarreneen . pre

| Pxz € Al Denew

ks
Yy @ u:‘
[} SREVOSMNCS
upt,  Mems
24 —— — 32 23
-‘:‘_.m f‘, 46
i # 8
9 —— - 7 €6
6 — — 8 70
3 —— - [} 73
e .- - 85 75
-] ————— B 78
“f ——— G 8%
-G ——— 93 85
2 = - - 9 88
=15 - 96 89
-1 ———— 3 9

Figure 3.1.7 Plot of signal strength contours over the operating area
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Pigure 3.1.8 Plot of signal to noise ratio contours over the operating area

Summer in the southern hemisphere, hence, the discontinuity across the equator. This
discontinuity docas not occur with tha DECO modal bacause thae fraguancy interpolatien is
included in the initial calculation of the lightning power and in the propaga-
tion parameters. The figures for the DECO model show another significant difference
batwean the models. Propagation across the ice caps of Antarctica and Greenland pro-
duces a rapid drop in the noise strength in the DECO model but not in the NTIA model.
This drop in the noise levels is, intuitively, a physically satisfying resglt. The maps
of the differences betwesn the models shows values as 1 as 15 dB. The importance of
thess differences vith regard to systesms' svaluation can not be underestismated.
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The development of a propagated noise model such as DECO requires the determination
of the global distribution of sources of radiated energy. This source distribution
requires both a "matsarsjogical®™ model and an "slectromagnatic® model. The matsorologi-
cal sgdel is one that establishes the geographical distribution of lightrirg activity
with respect to frequency of occurrence and percentages of cloud-to-ground amd intra-
cloud flashes. The electromagnetic model is one which postulates the numbers and wave-
forms of the various discharqge currents of which a flash is comprised, from which the
radiated VLF/LF spactrum of either type of fiash can then be calculated.

In 1970, the principal meteorological data that was available on a worldwide basis
and over a long period of time was so called “thunderstorm day* data. The unit called a
thunderstora day is defined simply as a local calendar day on which one or more claps of
thunder are heard. These data are then used to construct monthly “thunderday maps® of
the world. Use must then be made of an empirical relationship to approximately convert
thunderstors days per wonth to lightning flash densities. The model is also supplement-
ed wvith monthly "diurnal modifiers® in an attempt to take into account the variation of
thunderstora and lightning activity with time of day.

Ideally, a global source distribution model should be constructed from actual
vorldwide data on the frequency of occurrence of lightning discharges. TIf extensive
enough, such data would provide also the monthly and diurnal variations of this quantity
versus location on the earth'a surface. The data base required for such an approach did
not exist during development of the DECO model. However, with the advent of earth
orbiting satellites, much useful data has already been collected, and the prospect for
accumulating a more complete lightning discharge data base within the foresaeable future
is promising.

The sources of VLF/LF atmospheric noise from thunderstorms are, of course, the
lightning discharge currents which occur during those storms. If thundsrstorm data are
to be used to construct a source-power model, a relationship must be established between
the chosen parameter and the lightning flash density. It must also be determined what
fraction of the discharges is cloud-to-ground and what fraction is intracloud, because
of the difference in their radiated VLF/LF spectra. Some comparisons have been made
which suggest a tendency in the DECO modal to underpredict flash density from thunderday
data. The DECO modelers compensated for the uncertainty in form and detailed parametri-
zation of flash density and ground versus intracloud discharge algorithms by adjusting
various parameters to achieve agreement vith measurements; however, it should be remem-
bered that this model is based on 13 kHz data only.

Improvements to the DECO meteorological source model are both possible and warrant-
ed.- It must be appreciated, however, that the DECO model predictions of TM VLF noise
already agree fairly well with a large body of time-season-location-dependent data at 13
kHz, and that this agreement has been obtained by independently adjusting the various
model parameters. Therefore, it is very likely that there are canceling errors within
the overall DECO model. Improvement to a specific portion of the mcdel may actually
worsen its ability to reproduce measured noise data unless other model paramsters and
features are readjusted simultaneocusly.

The original model results were able to conform fairly well to measured TM noise
data at 13 kHz; and, with certain obvious revisions to the originally assumed noise
Source spectra, reasonable agreament with data could also be obtained at other frequen-
cies. Thus, despite its many shortcomings as a physical, rather than purely empirical,
VLF/LF noise model, the basic DECO approach continues to provide a potentially useful
and rather unique framevork for implementing detailed upgrades and extensions of model-
ing capability.

The propagation wodel in the original DECO report is unzophisticated by present
standards. It contains a number of simplifications capable of introducing considerable
error into the calculated noise. Currently, the composite noise field from each noise
tranemitter is taken as the rms sum of the thres lowvest guasi-TM modes of the earth-
ionosphere wavegquide at VLF frequencies. The excitation factors at the transmitter and
receivar and the attenuation rates along the various path segments were computed using
the Navasl Ocean Systems Center's WAVEGUID computer program. A single exponential iono-
sphere is assumad for tha daytime part of any propagation path and another exponential
ionosphere is assumed for the nighttime pertion. The great circle propagation path
betwveen a source and receiver is divided into segments 4000 km in length, with the
properties of the geomagnetic field and the ground conductivity of a segment defined to
be those at its center. Mode conversion at the day- night terminator and at discontinu-
ities in ground conductivity are neglected.

The computation of the powar radiated by the thunderstera centers depands to a
great extent on the propagation model. In fact, the original modelers attempted to use
only thunderstorm areas with more than 2 thunderstorms per wonth. They found that their
calculations were not consistent with measursmesnts. Better agreement was achieved by
including all areas with more than 1 thunderstorm per month. The result of this is the
requiremsnt to use a larga numbar of thunderstora centers. This perhaps defeats the
original concept of noise centers in that the noise sources are broadly distributed.

'111:3. in turn, requires the aforementioned long running times for the propagation calcu-
ons .

The parametsrs of the noise centers need to be rcvi-a, especially thair numbers
and effective power. The obvious sources of imsproved data are satellites because they
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’ do not depend on the availability of humen observers of thunder. The Japanese have
. published a2 set of lightning flash distributions over the whole world for each ssason.
Thesa data should be gvaluated for use in updating the current data base.

The DECO model was developed by estimating the power radiated by the noise scurce
centers using detailed models of lightning spectra and current distributions. Another
approach is to find periods for which the noise measurements vere dominated by nearby
storms. The simple propagation model could be applied to these data to estimate the
effective power radiated by the storm cantars. This approach wouild simplify the noise
source data base and should reduce the total number of sources.

r>

Oonce the ovarall distribution of noise sources and their powers has been deter~

nined, it still remaina to determine the number required for a single place and time.

This should be done by fitting the available data. Howaver, the degree to wvhich a new

propagated noise model fits the data should be tied to the actual variability of the

* original measurements. It dossn't make sense to fit the median mearurement to vwithin a
dB when the variability is many dBs.

It is appropriate to say that propagation of ELF signals over great circle paths in
a homogeneous ionosphers, which has been studied theoretically for years, is vall under-
stood. What is not well understood, however, ars the sffects of propagation over non-
great circle paths and the effects of inhomogeneous ionospheres caused by energetic
particle precipitation, sporadic E, electron dansity ledges, etc. Davis (1974) and
Davis et al. (1974), pointed out several possible propagation irregularities. If ELF
signals are to be properly jinterpreted, an understanding of the irregularities must be
available. Table 3.1.4 lists the major irregularities in a convenient format.

Geomagnetic Nonreciprocity
Day~-Night Asymmeatry
. Transegquatorial Paths

[
. .

1. Anomalous High Attenuation
2. Dispersion

IQONOSPHERIC DISCONTINUITIES
1. Height Changes at Twilight Zone
2. Interposed Conduction Layers Such as Sporadic-E
3. Solar and Nuclear Perturbations

1. Solar x-ray Flares

2. Solar Charge Particle Flux
3. PCA Events

4. Maghetic Storms

Table 3.1.4. Some possible irreqularities in ELF
propagation

Bidirectional propagation is important because the low attenuation rate at ELF can
result in energy from both the direct and antipodal pathas (the so-called short and long
paths) to propagate to much of the earth. This can result in a spatial interference
pattern extended over thousands of Kilometers with field fluctuations of 1 to 6 dB.
Theoretica) calculations (Galejs, 1970, 1972a) using realistic layered ionospharic
structures have indicated propagation characterized by resonant absorption and strong
dispersion. Ionospheric discontinuities which occur over distances comparable to a
Fresnel zone can produce mignificant effacts on ELF signals. The moving dawn/dusk
terminator is one such discontinmuity, although integration times on the order of an hour
or more can obviate teraminator effects (White and Willim, 1974; Bannister, 1974). Field
and Joiner (1979, 1982) have derived expressions for the relative errors introduced by
neglecting both widespread and bounded ionospheric inhomogeneities. Lateral diffrac-
tion, focusirg, and reflection can cause the quasi~TEM mode to exhibit a transverse
pattarn of maxima and minima beyond the disturbance and a standing-wave pattern in fron:
of it. Both tangential propagation across the polar cap and obligue incidence on the
dawn/dusk terminator are examples.

Interposed conducting layers of large extent (thousands of kilometars), such as
by sporadic-E, can be expected to cause signal perturbations when they occur on .
propagation paths at night, when the ELF fields penstrate through the D-region. This
factor is particularly important becauss both equatorial and auroral zones are subjesct
to frequent sporadic-E. It should be noted, however, that measurenents of sporadic-E
conditions have not been made in conjunction with ELF signal recordings. Thus, explana-
tion of ELF signal fades in terms of abeorption due to sporadic-E cannot be considered
. cunclusive.

Tha nighttise ionospheric D-region ls strongly intluenced by snargatic alectron
precipitation, vhich tends to incresse ionization, making the ichosphears more sdaylikxe"
. for ELF propagation by lowering the effective reflecting height and iaproving excita-
tion. Thus, these precipitation events are expected tagproduce signal increases at
hight. The cheerved highttime fieid strengths in fact decrease.
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3.2 S8hoxrt Wave Propagation

Radio waves that aye transmitted at frequencies betveen about 1.6 MHZ and 30 MH:
are cosmonly called shott waves. Although radio waves at these fregquencies can propa-
gate via the ground vave, this section is limited to the propagation of these wvaves
within and through the ionosphere.

At these frequencies, all the regions of the ionosphere are isportant and must be
considered in predicting the operational parameters of communication systems. The upper
limit of the usable frequency spectrum is normally cdetermined by the maximum electron
density and its height in the controlling layer; whersas, the lower frequency limit is
set jeintly by the D-region absorption, by the noise level, and by interferance. The
bagic MUF (maximum usable frequency) is defined by the CCIR (1982b) to be the highest
frequency by which a radio wave can propagate between given terminals, on a specified
occasion, by ionospheric refraction alone. As an operating frequency is decreased below
the basic MUF, the likelihood that a specified signal-to-noise ratio is equaled or
exceeded also decreases. The minimum operating frequency is the lowest usable frequency
(LUF) and is the lowest frequency that permits acceptable parformance of a radio circuit
between given terminals at a given time under specified working conditions. Specified
working conditions may include guch factors as antenna type, transmitter powar, class of
emisgion and required information rate, and noise background. Acceptable performance
may be given in terms of maxiwum error rate or required signal/noise ratio.

The status of ionospheric modeling and prediction eftorts that are geared toward
radio wave propagation systam assessrpent is revieved. cCurrent jonospheric assessmant
systslRs and their oparational use is discuszed. Finally, future needs and improvesents
are indicated.

3.2.1 MNodels

The type of models included here are basic parameter models, profile models, trans-
mission loss models, radiv noise models, and reliability models.

3.2.1.1 Basic Parameter Nodels

The basic parameter models that fora the basis for ionospheric prediction methods
are mathematical fits to data. The process of fitting the parameters is called numerical
mapping and was developed by the Institute of Telecommunication Sciences and its prede-
cessor organizations over the last 25 to 30 years and describes the parameters and their

temporal and global variations in terms of Fourier harmonics and Legendre functions. The
coefficients determined depend on season and on solar activity and are computed from the
monthly median values for the 24 hours of the day. In this way, global maps of the
individual parameters can be produced showing contour lines of constant values for a
given universal time or local time as the case may be.

A representation of the monthly median value of foE, the E-layer critical fre-
quency, is available from Muggelton (1975). It iz based on data cbhserved at 55 loca-
tions throughout the world. A more complata representation of foE can be cbtained from
Leftin (1976). MNore simplified reprasentations for fok can be found in Davies (1965)
and Lucas and Haydon (1966). The latter model predicts foE during the twilight hours
(zenith angle of the sun > 90°) when the forser model fails to predict foE. The latter
model also has a value of 0.7 MHz during nighttime hours. For many prediction applica-
tions this model is more than adsgquate. An expression describing the diurnal, seasonal
and solar activity variation of foE is given by Rawer and Suchy (1967).

A representation of the critical frequency of the sporadic-E layer, fol,, is avail-
able (Leftin et al., 1968, that is cast in the form of numerical maps. Numerical maps
of sporadic-E blanketing frequency (fpE,) were derived as a psrt of a program to develop
an improvad method of estimating sporadic-B (E;) effects on radio propagation (Leftin
and ostrow, 1969). Maps showing the percentage of time for which foE, exceeds 7 MH:
are given by Smith (1976; 1978).

Numerical maps of the critical frequency of the rl region, foFl, have been de-
velopad (Rosich and Jones, 1973). Expressions have been derived for predicting foFi as
a function of geomagnetic latitude and sunspot number, based on data recorded from 1954
to 1966 at thirty-nine stations located in both hemispheres (DuCharme et al., 1973).
Fl-laysr M factors were derived from ray-tracing calculations by Petris and Stevens
{196%). The prediction method presented in CCIR Report 340-%5 calculates the monthly
median Fi-layer basic MUF as the product of these parameters, i.e. foFl at path mid-
point and the Fi-layer M factor for the appropriats gresat circle distance (CCIR, 1988).

Nodels of the critical frequency of the P2-reqion, fol2, are also available in the
foxrm of numerical coefficients (CCIR, 1966; Jones et al., 1965; Jones and Obitts, 1970;
CCIR, 1970a; CCIR, 1983). The first two references refer ts a sat of coefficients known
as the Oslo coefficients; the third and fourth referances rsfer to a set of coefficients
known as the New Delhi coefficients. Both sets of coefficients are available from the
Director of the CCIR (CCIR, 1983). A new set of coafficients vas developed that was
deduced using cbserved valuss of for2 and theoretically gensrated values of forf2 in
order to improve the representation of foF2 over ocean areas and other inaccessible
areas (Rush et al., 1984). Mora recently observations recdafded at ionosonde locations
Iram around the world over the last 50 years along with theoretical values used to fill
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in the ocean areas were used by the Australian Ionospheric Prediction Service to deveiop
a new set of coefficients (Fox and McNamara, 19B6). The sunspot cycle variation of foF2
at each ionosonde location was determined by employing the T-index which ias commonly
used in Australis for predicting HF propagation conditions (IPS, 1968). The maps were
produced in local time and gecmagnetic latitude and longitude. This model was used by
URS! Working Group G.5 to generate a new set of coefficients which were a function of
sunspot number (Rush et al., 1989).

Cosfficients rapresenting the monthly median M(3000)})F2 factor are available (Jones
et al., 196%; CCIR, 1988). Numerical maps of the minimum virtual height of the F2-~
region, h°F,F2 have been produced (CCIR, 1988). Lockwood (1983) has presented a nonit-
erative procedure for evaluating the distance factor M(D)F2 which allows for the varia-
tion in both tha peak height and changes in the underlying plasma. Use is made of the
Bradley-Dudeney (1973) model of the electron density profile.

The height of the maximum ionization in the F2-region, hmF2 can be shown to be
related to the M(3000)F2 factor (Shimazaki, 1955). The expression given by Shimazaki
can be used along with a correction term for E-region retardation (Kelso, 1964) to get
an estimate of hwP2. Bradley and Dudeney (1973) give an alternate expression for hwF2
vwhich also accounts for the underlying E region. Having obtained hwF2, the semi-thick-
ness of the layer YmF2 can be obtained, either from hmF2 in units of YmF2 mapped as a
function of geomagnetic latitude and solar activity (Lucas and Haydon, 1966), or from
numerical maps of monthly median h'F,F2 for solar cycle minimum and maximum (Leftin et
al., 1967; CCIR, 1988). Lockwood (1984) has developed an algorithm for the prediction
of the mirror reflection height . Sailors et al. (1986) provide & correction for this
expression for 0.75 < £/MUF < 0.95 for short paths.

3.2.1.2 Profile Models

In order to obtain a complete electron density profile, the results from the basic
parameter models must be combined with an assumed vertical distribution for the ioniza-
tion. Several approaches to achieving this are reviewed in the following.

Chiu Model

Here the height variation of the electron density is given by three Chapman func-
tions foxr the E~, Fl- and F2~layers (Chiu, 1975). The height of the maximum of the E-
layer and its scale height do not change with time or location, while the maximum densi-
ty is controlled by the solar zenith angle, the solar activity, and the geographic
latitude. Similar relations also control the Fl-region. For the F2-layer the height of
maximum density is variable with time and location, and the scale-height depends on the
height for the lower portion of the F2-layer and is constant for the upper part. The
maximum density and its haight are complicated functiona of location, orientation of the
earth's magnetic field, solar zenith angle, solar activity and season.

Bent model

This model uses an approach similar to that of the Chiu model by first formulating
the height dependence of the electron density by several functions, each one valid for a
given height interval (Bent et al., 1976). It paye little attention to the details of
the bottom side (assumed parabolic) and is more flexible for the topside of the iono-
sphere (segments of exponential functions), since it was designed mainly for transiono-
spheric propagation. The two peak parameters, maximum density and its height are taken
or derived from the ITS maps for foF2 and M3000. The half thickness of the bottomside
ym is a function involving Bolar activity, time of day and solar zenith distance. The
topside thickness parameter varies with foF2 and ym.

International Reference ionosphere (IRI)

This project was started in the mid-seventies as a joint URSI and COSPAR project.
Four ionospheric plasma parameters are defined in this model (Rawer, 1981): electron
temperature, ion temperature, ion composition and plasma density. oOnly the last one
affects the propagation of radjo wvaves.

The electron density rodel gives a detailed description of the bottom side of the
ionosphere including the D-layer, E-layer, E-F valley, Fl- and F2-layer. The different
sectiona of the height profile are given hy special functicns called LAY-functions. The
topside model is a modification of the Bent model.

The global variation of this model depends on a variety of variabdbles. The topside
formulation depends on dipole latitude, 10 cm flux and foF2. For the critical frequency
foF2 and the height of the F2~layer maximum either the ITS maps (foF2 and M3000), Bilit-
za et al., (1979) or the Australian maps (Fox and McNamara, 1986) can be used. The

parametars of the lower layers, F1, E and D, depend in some complicated fashion on
geographical and magnetic coordinates, the solar zenith angle and solar activity.

Bradley-Dudeney

4
The original program (Bradley and Dudeney, 1973} computed the electron density (or
plasma frequency) as a continuous tunction of the height with a set of standard parame-
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tars as input. This model was later isprovea {Dudanay 1978) to provide also continuity
of the slope of the profile, a property ssssntial for ray tracing studies. The input
paraneters are the critical frequencies of the E- and F2-layers, tha heights of their
maximum densities and tieir half-thickness. The inclusion of an Fi-layer is optional.
The layer is then dstermined by its critical fregquency, since its height of maximus
density and half-thicknesses is then computed from the other parameters with the conti-
nuity restrictions mentioned above. The model is very flexible and adjusts easily to a
given local situation (input parameters), but it implicitly assumes that none of its
paramaters changes over the distance of a ray path, if used for propagation studies.

Elkins-Rush Model

The model was designed mainly to describe the very complex polar ionosphere (Elkins
and Rush, 1973). Tha D-region profile consists of two expohnential segments, while the
E~ and Pl~-regions are given by a superposition of two Chapman layers. The alectron
density profile in tha height range betwesen hmF! and hmaF2 is based on a cosine function.
The F-region Leight parameters can be adjusted to an observed total electron content
{TEC). The electron density is a monotonic function up to the F2-layer maximum; the
topside profile is given by an exponsntial function. Tha coefficients for the temporal
and spatial variation of the individual segments depend on latitude, day of the year,
local solar time, solar zenith angle, solar activity and the magnetic activity index {‘,E
and are based on obsarvations of 50 high latitude stations during 1964 (low solar acti
ity) and 1958 (high solar activity).

Miller-Gibbs Model

This model started with the Elkins-Rush model and extended it for glebal coverage
using tha ITS foF2 maps in its F-layer model with the option of some adjustments for the
high latitudes (Miller and Gibbs, 1978). The height variation of the electron density
is continuous and is given by analytical exprsssion within each of three different
sections. At high latitudes the height of the E-layer maximum and its maxinum density
are a combination of solar and auroral effects, and foF2 becomes depandent on the mag-

netic index Kp. The sub-auroral trough and the auroral zone enhancement also modify the
foF2 model.

RADARC

The Naval Research Laboratory (Thomason et al., 1979) developed this model mainly
for the performance evaluation of HP radar systems. The model is based on the Elkins-
Rush concept and covers the D-, E-, Fl-, and F2-regions. The E- and F2- layers are
parabolic, and a linear or parabolic F1 layer can be included above a valley with a
minimum plasma frequency proportional to foE. The topside is defined by an exponential
function. The global variation of foE is given by the corresponding ITS map (Leftin,
1976); the height and half- thickness are kept constant. If the Fl-layer is included,
the maximum plasma frequency is given by the ITS map (Rosich and Jones, 1973); the
height of maximum and the half-thickness are given by empirical expressions. The maxi-
mum density of the F2-layer is given by an earlier version of the ITS foF2 map (Jones
and Obitts, 1970); the haight of maximum is derived from M3000 (Shimazaki, 1953); and
the half-thickness is taken from Lucas and Haydon (1966).

ICED

The Air Weather Service’s (AWS) "Ionospheric Conductivity and Electron Density"
wodel ICED (Tascione et al., 1987) is a combination of siveral earlier models. It is
designed to permit short term updating based on observations by the AWS ionosonde net~
work and total electron content measurements. Through the use of the Miller-Gibbs
modification of the high latftude ionosphere, the changes of the earth's magnetic field
can also be accommodated. Similarly, as in the Miller-Gibbs model, the ITS maps are
used for the global variations of the E- and F-region parameters except in the equatori-
al zone. In the eguatorial zone, cbserved data vere supplemented by some results of
theoratical work (Anderson «t al., 1983).

Penn State Mark III Model

This model is largely based on the physics of the upper atmosphere vwith boundary
values from obssrvations (Nisbet, 1971; Lews, 1985). It starts out with the CIRA model
for the neutral atwosphers with the dansity and temperature profiles of the most impor-
tant species. The models for the relative spectral intensity of tha solar radiation,
absorption and ionization cross section and reaction rates are based on empirical data.
Photo equilibrium is assuwed and dynsmic processes are negiected. The resulting rela-
tive slectron denspity distribution is then adjusted to obssrved data for the height and

maximum density of the ri-laysr. The seasonal variation is assumed to be sinusocidal,

and the solar activity dependenca is linsar with thae i10-ca flux. The saxizua dansity of
the P2-layer can be taken from che of the foF2 maps; the model for the height of maximum
is based on profile calculations for several midlatituds ionosonde stations. The model
includes probability estimates for sporadic-E occurrsncs.

3.2.1.3 Traasmission Loss Nodels

Por HPF propagation, the field strength of a radio uw:n:nmmul parameter
that is calculatsd. The field strength is depandant on the ttad powar, the gain
of the transmitting antenna, the transaitting frequency, the basic fres spacs loss, the
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loss dus to ground reflection, and the loss due to ionospheric attenuation effects. The

. primary lionospheric attenuation effects are D-region absorption, Aacroral absorption,
sporadic-E layer obscyration loss, and over-the-MUF loss. These losses are dependent
upon the wave freguency and the angle at which the radio wave enters the ionosphere.
The angle is dependent upon the form of the ionospheric profile model. The distance to
which a given frequency is found to propagate for a given incidence angle also depends
on the ioncepheric profile model used as well as the types of modes calculated.

In skywave communication, saveral propagation paths are cften posgible (e.g., a
single reflection from the F-region, a single reflection from the E-region, or multiple
reflections from the E- and F-regions). The field strength of each of these modes needs
eatimating. In addition there may be complete blanketing due to sporadic-E or at least
some obscuration for the higher layer modes due to sporadic~E. The resceived signal
astrength is also dependent on the particular antennas used. However, the treatment of
\ the subject of antenna gain is beyond the scope of this document.

D-region Abeorption

Absorption in the D~ and E-regions of the ionosphere is usually the major loss
{(after free space) in radio wave propagation via the ionosphere. The classic model for
D-region absorption is that due to Laitnen and Haydon (1962). The D-region absorption
3 in this model is a function of tha sun's zenith angle, the wave frequency, the gyro-
1 frequency at a 100 kilometer height, the number of ionospharic reflactions, the angle at

100 km height between the earth's normal and the ray path, and the 12-month running
average sunspot number. The loss equation was derived from F2 low~angle modes with
operating frequencies not greater than the FOT. Lucas and Haydon (1966) added a modifi-
. ] cation for frequencies below about 5 MH:. Schultz and Gallet (1970) used vertical
i incidence dsta to obtain a D-region absorption expression which was also dependent on
(1) seasonal variation with latitude effects, (2) latjitudinal variation, and (3) winter
anomaly effects. These models assume that the- deviative losses in the top layer and the
penetration losses in the lower layers together are small and negligible in comparison
with the D-layer loss.

Shepelavey (1969) has shown that although these assumptions result in a loss formu-
la that is very convenient for the user, the cost of this convenience is very high in
terns of the loss-prediction accuracy. Two different approaches have been developed to
improve the loss-prediction accuracy. Tha first approach is given in a series of papers
(George, 197)1; George and Bradley, 1973; George and Bradley 1974; Samuel and Bradley
1975). In this approach, the absorption in the D~ and E-regions is given in terms of
the integral of the product of the electron density and collision frequency 7 over the
vertical height; the result is a function of latitude and season. Deviative absorption
in these regions is included as are solar and diurnal effects. It is assumed that y <<
2x(f+fy) where f is the frequency and f, is the longitudinal component of the slectron
gyro-frequency. Deviative absorption for F-layer reflections is not included. It
includes a function which is discontinuous when the equivalent vertical fregquency at h =
100 xm is equal to the critical frequency of the E~layer. The second approach is that
given by Teters et al. (1983) wvho use the method of Lucas and Haydon (1966) with some
important modificationas. Tha absorption equation of Lucas and Haydon contains an aver-
aged value for F2-layer modes (i.e., the effects of E-region electron density on non-

deviative absorption, collision frequency, and magnetic field wave averaged in the curve
r' fitting process). Correctiors are provided for E-layer modes and deviative absorp-
tion. Since in this method an arbitrary electron density profile may be used, the true
height of reflection may occur below 90 km, resulting in lower abaorption. This has
beean accounted for by modifying the collision frequency factor in the denominator of the
absorption equation.

—y

After sunsst the absorption falls to a small non-zero value. Nighttime absorption
has basn studied extensively in Japan (Wakai, 1961, 1971; Wakai et al., 1971) using
sxperimental measurements of the field strengths of standard transaitters over a contin-
uous range of distances up to 14,000 km. These data indicate (Wakai, 1975) that the

residual nighttine absorption of the ordinary wave is a function of the smoothed sunspot

number, transmission range, and frequency.

H Sporadic-E Obscuraticn and Reflection Losses

The deteraination of sporadic-E obscuration and reflection lossas is made difficult
J because there are limjtations on both theoratical and practical approaches. Theoretical
asSessments are restrictad by the applicability of assumed modals of the structure of E-
region irreqularities; experimental data require sevaral assumptions for their interpre-
tation because sporadic-E losses cannot be directly measured independently of the trans-
mission losses. 1In addition, since the term sporadic-E refers to a number of different
types of jonospheric irregularities with separate physical causes, these ars likely to
have diflerent charscteristics and therefore, to yieid different ordurs of ios&es.

The term " obscuration loss* is used to denote ths loss suffered by scattering
or reflection from E, irregularities as ths wave penetrates this region. Even though
the wave psinetrates the layer, soms of its enargy is lost. This loss is the major
contributor to ths sxcass system loss used in predictions. Obscuration losses can be
taken into account using an empirical procadure developad by Phillips (Phillips, 1963;
Whesler, 1966). This procedure requires the detarminationgpf the probability of reflec-
tion P using £y and the zanith angle of the oblique ray (i.e chi) at a height of 110
kr. This me vas modified by Lloyd (Tetars et al., 1983) to use the available maps
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of £,E,. The probability of reflection P is detexrmined from a normal distribution; the

. normal standard deviate is a function of £.E.., chi at a height of 110 ka, and the
standard deviation of tb, spatial variations of maximum plassa frequency in the sporad-
ic-B layer. Sinno et al.’ (1976) determine the obscuration loss by determining the trans-
migsion coefficient of the sporadic-E layer. An empirical formala gives the loss as a
function ot £ _E; and chi at a height of 110 ka. An extansion to this formula also in-
cludes the b ing frequency fyF,.

Three methods are available for determining E. reflection loss. The first method
due to Lloyd (Tetars et al., 1983) follows the u&od for determining the obscuration
losses; the reflection loss is determined from the probability of reflection. This loss
is added to the basic free space loss and D-~region absorption to get the total loss.
The reflection losses can alsc be found from f,E; from the procedures giver by Sinno et
al. (1976) for determining the obscuration losses. Measured signal-strength data col-
lected mainly at VHF for a whole range of middle-latitude paths were analyzed for the
\ davelopment of a procedurs for estimating aporadic-E reflaction lossas (Miya and Sasaki,
1966; Miya et al., 1978). Assuming that antenna beamwidths are sufficiently wide that
there is no appreciable restriction of the area of sporadic-E cloud illuminated, the
attenuation can be found as a function of distance and £/I_E,. The attenuation includes
the attenuation dus to the shielding effect of the earth on the lower portion of sporad-
ic-E in long-distance propagation. When this method is used for HF, the effect of
ab::i'ggion in the D~ and E-reqgions must be taken into account, according to propagation
col Ons .

Over-the-MUF lLoss

ey

Strong signals are often received at frequencies above the instantaneous basic MUF.
Significant signal contributions can arise via paths other than direct line which in-
volve sidescatter from ground irreqularities. Damboldt (1975) indicates that the effi-~
ciency of the mechanisms responsible for strong signals above the MUF increase with the
length of the radio link and the width of the radiation patterns of the transaitting and
receiving antennas. As his method for determining the over-the-MUF loss is an integral
part of FTZ (Fernmeldetechnisches Zentralamt) prediction technique it is treated in
section 3.2.2,

patches of jionization with diffarent maximum electron concentrations, so that each patch
has its own MUF. The number of patches supporting reflection falls with increasing
1 frequency and there is no single frequency giving signal cut-off. Wheeler (1966) has
shown that for a wave frequency f greater than the bacic NUF, the median powver can be
4 taken as proportional to the number of patches of P-region ionization which support
transmission and the spatial distribution of the MUF of the patches can be taken as
normal. The standard normal deviate is given by the departure of the transmission
frequency from the median basic MUF divided by the standard deviation of the assumed
normal distribution of the basic NUF. The transaission loss curve dgenerated as a func-
tion of £/MUF for o=0.9 MHz is commonly used. Lloyd (Teters et al., 13831) datermines
the transmission loss using the probability times secant of the incidence angle. The
standard deviation of the MUFs is determined from the upper and lower deciles of the MUF
distribution.

F Wheeler (1966) has suggested that the F-layer is composed Of a number of separate

It is of great importance to note that only for frequencies below the basic MUF
"single-mode™ propagation cccurs which is needed for modern high-speed data communica-
tions. At frequencies above the basic MUF the propagation mechanisms involved cause a
multitude of time delays which spoil data transmissions completely, although the field
strength may be sufficiently high. The predicted field strength at frequencies above
the basic MUF, however, is of importance for the estimation of the strength of interfer~
ing signals, which may be at frequancies abhove the basic MUF.

Auroral Absorption Loss

Sky-wave signals which traverse the auroral zones can be subject to large addition-
al absorption. Auroral absorption is associated with increases in electron concentra-
tion produced by energatic electrons incident during magnetic substorms. The available

models assume the existence of an ensemble of absorption enLancemsnts associated with a
corrasponding ansamble of substoras. The number and intensities of substoras are as-
sumed to be such that, although the day-to-day absorption variability is greater than at
othay latitudes, the monthly sedian absorption shows statistically stable tamporal and
spatial featurses that can meaningfully be represented numerically. The simplest of the
auroral absorption models is that due to Lucas and Haydon (1966). In this document
thers are tables of valuss of excess system loss Yp Which are given as a function of
ssason, midpath local time, aidpath geomagnetic latitude, and for path lengths less than
or equal to 2500 km and greater than 2500 km. This is an additional trarsmission-loss
allowance to account collectively for saveral effects not specifically incorporated.
Assuming that the contribution to the ¥Yp from all sources axcept auroral absorption are
independent of time, geographic position, and path length; auroral absorption is deter-
mined by subtracting 9 4B, vhich is the mean value for lov latitudes, from all Yp

s values. Thase valuss apply to aach propagation wmode and are independent of the number
of hope involved.

Nost other models of aurcoral absorption make use of rigmeter data. Rismeters are
instrumants with upward directsd antennas, which detect ch in the incident cosmic-
noise flux (Little and Leinbach, 1959). These models give the diurnal and latitudinal
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variations of Q,, which is the percentage probability that the absorption msasured at 30
Mz axcesds i , for s riometer with an antemna pointing at the calestial pole. Each
nodel assumes a relstionship betveen Q, and median ricseter absorption in dB, A,. Agy
(1979, 1972) has fitted a model of Gy to data due to Hartz et al. (1963). Tha model
applies for sunspot number 100, but provides for adjustmsnt to other sunspot numbers.
The predicted can be adjusted to other months than ths squinox by use of a multiply-
ing factor. Methods for adjustment to other frequencies and obligue paths are provided.

The remaining two models are basxed on a net of riomster stations in the Northern
hemisphere. Mapping is in terss of a coordinats system of corrected geomagnetic lati-
tude ¢, corrected geomagnetic longitude €&, and corrected geomagnetic local time T. The
parameter Q, is the sum of two separate sums Q,y and . Thasa two tearas result from
absorption contributions from two different sorts of incident auroral particles, re-
ferred to as “drizzle® and "splash.* Each of these terms is a product of five factors;
each factor relates to terms which have a principal depsndence on latitude, time of day,
solar activity, longitude, and season, respectivaly. The firat of these models is one
due to Foppiano (CCIR, 1980; Foppianc and Bradley, 1983; 1984; 1985). This is a long~
term prediction scheme whose only dependence on gecphysical or solar indices is that on
the 12-wonth running mean sunspot number Ry,- In addition, a short-term scheme for
prediction of system performance during disturbed or substorm conditions is provided
which relies on the 3-hour geomagnatic index . An equivalent sunspot nusbar based on
the current value replaces R,,. In this ‘method the conversion from Q; to Ay has
changed from e original (CCIR, 1580) to one due to Foppiano and Bradley (’19!4). The
second model is one dues to Vondrak et al. (1978). The difference between this model and
the former is that this model has removed the dependence of Ry, in favor of a dependence
on Kp In addition, the conversion from Q, to differs in this model from ths for-
mer.” A comparison betveen thess two models by Davé (1986) indicates a preference for
the Foppiano model.

3.2.2.4 Radio Noise Nodels

The determination of the minimum signal level required for satisfactory radio
reception in the absence of other unwantzd radio signals necessitates a knowledge of the
radioc noise with which the wanted signal must compete. The types of noise that may
infiuence reception can be divided into two main categories depending on whether the
noise originates in the receiving system or externally in the antenna. Usually at HP it
is assumed that the noise originates externally in the antenna. The most usual types of
external noise are of atmospheric, cosmic, and man-made origin. Below about 30 MRz,
atmospheric noise usually predominates. It may change over wide limits as a function of
lecation, frequency, bandwidth, time of day, season and azimuthal direction. Although
in the presence of local storms, atmospheric noise may be an important factor at almost
any frequency, it is the ability of noise from distant thunderstorms to propagate over
long distances that makes it so important at HF and below., Because jonospheric absorp-
tion is high during the daytime, the contribution from distant sources is reduced, and
local sources become important. Because of the strength of propagated noise from dis-
tant storms at night, the diurnal maximum occurs at night, even for locations in the
earth's major source regions.

Until recently the internationally accepted method of predicting atmospheric noise
was outlined by the CCIR in Report 322 (1964). Report 322 presents the worldwide pre-
dictions of F, , the external noise factor in dB, and its statistical variations for
each seuon—ti‘-o block and is based on all the available me#asuremants to that date. In
1983, CCIR Report 322 was reprinted as CCIR Report 322-2 with a revised text and title,
but with the same atmospheric noise estimates. Report 322 gives worldwide maps of the
time block median value of F,, F,,, at 1 MHz. The F for other freguencies, 10 kiz to
30 MHz, is given by families of‘trequency depcnd-n? curvas for each season and time
block. The statistica) variations of Fa are given as a function of fraquency by D,, Dy,
opy+ °pyr and eppy. Other atmospheric noise parameters are also given.

The first numerical representation of CCIR Report 322 appeared in 1965 (Lucas and
Harper). The reprasantation of Lucas and Harpar vas obta‘ned by the nuserical mapping
of values obtained from the CCIR Report 322, 1 MHz saps, rather than by numerical map-
ping of the original data points (84 longitude by 100 latitude grid points) that wvere
used to produce the CCIR 322 maps (Spaulding and Stewvart, 1987). This procedurs gave
differences of over 10 dB occasionally being noted betvween the CCIR 322 maps and the
Lucas and Harper numerical repressntation. The numerical representation of the frequen-
cy dependence of F,, and D, and D variation given by Lucas and Harper is one used
to produce these parts of Report Jzi. Zacharisen and Johas (1970a) developed 1 NHz
noise maps in universal time (rather than local time as in Report 322) using the “origi-
nal® Report 322 data (i.e., the 8¢ x 100 grid points). Becauss mapping in universal
time produces quite high gradients, the Zacharisen and Jenes maps differ form thae CCIR
322 maps for soma times and locations. Also using the original data used to plot the
contour mapa in Report 322, Sailors and Brown (1982, 1933} developed a simplified atmos-
pheric noise nuserical model suitable for use on minicomputers. As this model is a
siwplified (fewer coefficients) version of the Zacharizsen and Jones maps, it sacrifices
accuracy for increased computs:r speesd.

The atmospheric noise data used to produce CCIR Repurt 322 were ths data from tha
worldwide network of recording statfons through 1961; that, is, tha data wers from July,
1957 through October, 1961. Since then, much additional®data bave becows available.
Data from the worldwide network through Novesber of 1966 and many years of data fros 10
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Soviet measurement sites becams available aslong with data from Thajland from Rarch, 1968
to February, 1968. All these data have been analyzed and an updated set of atmospheric
radio noipe estimstes at 1 MMz produced, =2ssentially in the CCIR Report 322 format. The
details of this analysis, nev 1 MHz noise maps, are given by Spaulding and Washburn
(1985]. These new and greatly Iisproved armospharic rioise eSTimaves arsa alsoc contained
in CCIR Report 322-3 (1986a). Note that as in earlier versions of Report 322, the 1 MHz
maps are split at the equator, so that the maps are for a given season, rather than a
given threa month period as in Spaulding and Washburn. All the data is identical,
however, all of Report 322-3 is available in numerical form, and uniike the earlier
versions of 322 and its numerical repressentation, ths numerical version of 322-3 is
exact. That is, the numerical version and the graphical version give precisely identi-
cal values for all the parameters. The numerical form of the 1 Mlz maps is in the form
of tha Lucas and Harper maps.

As noted above there are three principal types of external environmental noise:
(1) atmospheric from thunderstorms and other types of disturbed veather, (2) cosmic
(galactic noise), and (3) man-made. Models for cosmic noise and san-made noise are
discussed in CCIR Report 258-5 (1986b). Thare are four environmental categories of man-
made noise given. Most of the msasursments that wvent into the estimates wvere from
throughout the continental U.S. (Spaulding and Disney, 1974). The gquist rural curve is
from CCIR Report 332 and is based on world-wide measurements. Sailors and Brown (1982)
give a simple method for determining whether the operating frequency is below or above
that for which cosmic noise could be expected to be received at a receiving site below
the ionosphere. Spaulding and Stewart (1987) provide a means of summing the three noise
contributions and determining the overall noise distribution and its statistical varia-
tions.

3.2.1.5 Relisbiiity Models

The basic parameter given by most HF propagation prediction methods is the predict-
ed signal power or field strength. However, signal-strength data are not sufficient to
fully quantify the performance of a radio service. The expected performance of HF sky-
wave communication systems in the absance of interference from other transmitters (i.e.,
in the presence of atmoepheric, san-sade, and cosmic noise) can be estimated by coaput-
ing the likelihood that a signal level at the receiving terminals will sufficiently
excesd the summation of the expected noise levels at those terminals so =3 to provide
the type and quality of service desired (Sailors et al., 1977; Liu and Bradley, 1985).
CCIR Repoxrt 892 (CCIR, 1990a) defines several reliabilities which are appropriate to
peint-to-point, area covarage from a single transmitting source, or applicable to net-
work analysis.

The computation of the variocus reliabilities requires the following inputs:

{a) estimates of received power for each mode or the total received power that is
predicted to propagate at the specified hour at a given location for a given fre-
quency. This power is expressed as the monthly median of the hourly medians.
Methods to estimate the field strength are described in section 3.2.1.3;

(b) estimates of the received noise power at the given location for a given fre-
quency and bandwidth expressed as monthly median of hourly medians. Estimation
methods are given in section 3.2.1.4;

(c) estimates of the variability of signal and noise power. These are expressed as
upper and lowver decile deviations from the median values. Methods to estimate
these are contained in CCIR Reports 252 (CCIR 1970b), 258 (CCIR 1990b), 266 {CCIR
19%0c), and 322 (CCIR 1986a);

(d) estimates of the variability of the MUF about their monthly median. Thesa are
expressed as the ratios of upper and lower decile MUFs to median MUF for a given
season, a given solar activity, four-hour local time blocks at the path midpoint,
and for each 102 to 80°, north or south. These can be obtained from table 5.1 in
CCIR Report 252 (CCIR 1970b);

(e) estimates of the signal-to-noise ratio required to provide specified perform-
apce. This required signal-to-noise ratio is the hourly median taken under stable
conditions, CCIR Recoamendation 339 (CCIR 1986b) provides a tabulation of such

required signal-to-noise ratios;

(f) estimates of the signal-to-noise interferance ratio required to provide speci-
tied perforsance. This required signal-to-noise interference ratio is taken under
stable conditions. CCIR Report 525 {(CCIR 1986c) provides a tabulation of such
required signal to noise interference ratios.

3.2.2 rrediction Techmiques

In order to determine the parformance of an ionospheric-dependent radio systes
more than just an ionospheric model is nesded. Thae ionospheric model must be tjed to a
set of equations or a formulation that enables the aimulation of the propagation of
radio waves through the ionospheric model. The mat of squations or the formulation
chosan, together with the jonospheric modsl, iz often an ionospheric propagation
model. Whan the ionospheric wodel that is contained in propagation model can be
used to make predictions of the ionospheric structure, the propagation model is terwmed
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an ionospheric propagation prediction sodel. The propagation model must provide the
sathod for calculating the geomstry pertinent to ths radio system as well as methods for
handling information transaitter power and signal modulation, antenna characteris~
tics, receiver locat and noise environment, and required performance levels. The
degree to which each of these is incorporated into the propagation model often deter-
nines the complexity of the modal.

Most of the HF propagation models available assume that signals are reflected froa
the ionospheric E- and F-regions according to strict gecmetrical considerations. The
ionocspheric parameters at the reflection points are estimated from the ionospheric model
and are us.d as input into the formulation ralating to the reflection process. The
details of the method used to evaluate the reflection of HF signals from the jionospheric
regions (i.e., the evaluation of the modes) vary with the different propagation models.

Performance predictions are made for a variety of purposes: for systea design, for
fraguency managesant, and for operational improvemeants. Most of the propagation msthods
were originally intanded to provide information of a lopg-term predictive nature using
monthly median predictions of the ionospheric structure. However, a trand has emerged
in recent years to utilize propagation predictions on much shorter time scales. The
coaplexity of the long-term and short-~term propagation prediction methods is generally
very different as are ths approaches that are used.

The best known long-term performanca pradiction msthods involve the use of large-
scale computer programs. The work of Lucas and Haydon (1566) was the first long-ters,
computer-based program of its sort. The conCepts of service probability and reliability
ware introduced in this program. This program called HFNUFS was subsegquently replacsd
by that due to Barghausen et al. (1969). There vere four distinct versions of this
Program. Each program was given a slightly Aifferent name and was also color coded (Red
Deck, Blue Deck, Yellow Deck, etc.) according to the color of the cards on which it was
sSent out.

The final version, HFMUFES 4 (Haydon et al., 1976) gained international usage.
Since its introduction, the IONCAP program (Teeiers at. al., 1983) has also become
widely used. These programs provide ths means to calculate HF propagation parameaters at
any locatijion on the earth. Field strength, mode reliability, and the maximum usable
fraquency (MUP) are but a few of the parameters that are obtained from these programs.
They enable the user of the program to specify antenna gains as a function of take-off
angle and to specify required systea performance in terms of the signal-to-noise ratio
evaluated at the receiving point of the circuit. Both programs have common features
such as use of the same zets of numerical coefficients to reprasent the morphological
bghavior of the ionospheric structure and the atmospheric noise expected at the recep-
tion point. There are, hovever, significant differencas among HFMUFS, HFMUFES 4, and
IONCAP. The major changes from HFMUFS in HFMUFES 4 include

(1) all numerical coefficients representing the ionospheric characteristics were
calculated as functions of universal time;

{2) E-layer propagation characteristics were calculated from numerical coefficients
rapresentin; E-layer critical frequencies (Leftin, 1976);

(3) numerical ccefficients rspresenting the minimum virtual height of the E- region
vere included for calculating the semi-thickness of the F-layer (Leftin et. al.,
1967);

{4) revised values of man-made¢ noise and ita frequency depandance ware included;

(5) a method for combining two or more nhoise sources of nearly equal amplitudes wvas
added

.
»

(6) a new formula for estimating absorption including a vinter anomaly effect was
derived (Schultz and Gallet, 1970);

{7) the chi-square distribution was used to evaluate all distributionas (Zacharisen
and Crow, 1970);

(8) revised excess system losses were included;
{9) system pearformance predictions could bs made for sporadic-E propagation;
(10) the numerical maps of foF2 wers continuous in month and sunspot number;

(11) numerical cosfficients representing atmospheric noise as a function of univer-
sal time ware included (Zacharissn and Jonas, 1970);

{42) numerical maps of the continants for use in ground loss calculations were
added (Zacharisen, 1972);

{13) provision vas mads to use up to thres different transmitting and receiving
antennas over the HP band; and

(14) modifications were made to allov antenna pattsrng to be read in.
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The ioncepheric loss term in IONCAP differs significantly from that used in either
HFMUFS or HPNUPES 4. IONCAP uses the same set of foF: coefficients as doas HFNUFS as
vall as the same 1 MHz representation of atmospheric noise. The manner in vhich the
various sodes are cospeiad in thesa thres programs is differvent. Consequently, the
signal-to-noise ratic that is calculated by each of the programs for the circuit condi-
tions is different. The IONCAP program has & distinct advantage over the Barghausen et
al. (1969) program by enabling the user to incorporate into the calculation spacific
knowledge zbout the ionosphsre such as an electron density profile obtained from inde-
pendent information.

In utilizing a propagation prediction mathod, the user must specify the particulars
of the circuit such as transmitter and recsiver location, transaitter power, transmit-
ting antenna, and quality of service that is required. 1In addition, the universal time,
nonth, and sunspot number that are appropriats for the period for which calculations are
to be performed must be spacified. Thars are numercus output options that are available
including maximum usable freguency (MUF) for the zircuit, the lowest useful frequsncy
(LUF), and the field strength for any frequency that has been indicated by the user.
The mode, signal-to-noise ratio, pradicted signal reliabjility, and take-off angle for
each mode is likewise available. More detailed information about the various ocutput
options can be found in the user's manuals for each of tha programs.

The three prediction programs discussed above are complete HF propagation perform-~
ance prediction programs. There is a class of programse that exista that can be consid-
ered a subset of these. These programs are concerned primarily with evaluating the
field strength of an ionuspheric-dependent radio system. Models of this type are given
in CCIR Report 252 (CCIR, 1970b), the Supplement to CCIR Report 252 (CCIR, 1980), and
CCIR Report 894 (CCIR, 1982¢). The field strength calculations given in Report 252 are
congistent with the mathod of field strength calculation that was included in the Lucas
and Haydon (1966) propagation prediction program. The field strength calculations that
are given in the Supplement to Report 252 are ore complex than the method of calcula-~
tion of rield strength given in Lucas and Haydon (1966) or Barghausen et al. (1969).
The complexity is due in large wmeasure to a significant difference in the manner in
vhich the jonospheric modas are evaluated. In the CCIR Report 252 approach to iono-~
spheric reflection estimations and mode evaluation, the pertinent calculations are
performed at specific points, called control points, along the propagation path deter-
Rined by the path length. No account is taken of the change or gradient in the eiectron
density along or transvarse to the propagation path. The Supplement to CCIR Report 252
computer program does account for gradients at the control points. It thus provides a
more physically appealing calculation. This is, however, achjeved at an increased
computation time that often exceeds that of Report 252 by factors of 10 to 30.

The field strength prediction method given in CCIR Report 894 had as its roots, the
work performed by CCIR Interim Working Party 6/12 to develop a sky-vava propagation
prediction program for use in planning the HF broadcasting service (ITU, 1984). This
field strength model is actually a combination of two field strength programs: a sia-
plified version of Report 252 is used for path lengths less than 7000 km and the field
strangth model developed by the Deutsche Bundespost (FTZ) (Damboldt, 1975) is used for
path lengths greater than %000 km. An interpolation scheme iz employed for distances
7000 to 9000 km.

For the propagation models given above, the field strength is evaluated for each
mode that is determined according to the geometry incorporated into the program. The
salection of the modes that are chosen to determine the ovarall field strength for a
given fraquency is not the same for each of the programs. Generally, however, three or
four of the modes that are associated with the least amount of loss are chosen, and the
antenna gain is then incorporated into the field strength calculation for each moda.

The FTZ propagation program {(Damboldt, 1975; Damboldt and Suessmann, 1989) employs
a field strength calculation that is bassd upon obsarvations collected over a number of
HF circuits., most of which terminats in Germany. The data that have been gathersad for
mora thanh 10 years for certain circuits are related to predicted ionospharic critical
frequencies to obtain an empirical method for detsrmining field strength. In particu-
lar, the field strength recordings revealed a steady increase of signal strength from
the LUF (lowvest usable frequancy) to a maxisum value, following approximately an inverse
fraquancy depandence. This frequancy in called the “"LUP* in this mathod and a formula
for its calculation is provided. After the maximum value is reached, the field strength
decreases until it reaches the operational NUF. On the declining part of the curve is
the basic MUF (CCIR 1982b). The operational NUF can be substantially higher than the
basic NUF. This is the consequence of msveral mechanisas which are not taken into
account by prediction techniques basad on theoretical considerations of affective propa-
gation modes. The FTS method applies an empirical correction factor K which is applied
to every valus of the 24 hourly values of the basic NUP to obtain the 24 hourly values
of the operatiocnal NUF. This empirical corrsction factor is based on cbsarvationas col-
lected over a number of HF circuits terminating in Germany. Sprague (1987} has used an
alternate expression for the operational MUF in his implementation of the FfZ method.
In his implementation it is assumed that MUFs for a given hour of a month are statisti-
cal in nature and can be representsd by Gaussian distribution about the masn value, the
¥UF. Tha 99.1 ile value of the WOF distribution is used as tha oparational NUF.
'he method ts rapid caiculation of the field strength is usetul when time is a
erisary consideration (Rosa, 1981). The veaknass in the ma is that the paak of the
tield is dependent cn the oparationazl NUF and the "LUP" ussd to determine the field




strength. If thesa freguencies are well chosan, then the field strength is for the
sinimum hop wode and the antenna gain can be determined for it. oOthervise, the field
strength %ill be higher or lower than it should be at any given frequancy, and the mode
for which the fieid strength iz repressnted is unknown. This can severely limit the
usefulness of the mathod except for thoss instances where antenha gain is not important
{(such as the computation of the MUF} or wvhere the gain is effectively confined to a
limited range of radiation angles (such as long-distance, i.e., > 9000-km circuits).

Report 894 provides the basiz of yet another propagation model that was developed
in 1984 at the First Session of the HF Broadcasting Conference (ITU, 1984). This model,
referred to as HFBCS4, was developed specifically for planning the use of tha HF spec-
trum for broadcasting purposes. The primary difference between HFBC84 and the Report
894 model is the manner in which the antenna gain is taken into account in the computa-
tion of field atrangth. Before the selection of the modes that are to be combined to
determine the field strength of a given frequency on paths of less than 7000 km, the
antenna gain at the appropriate take-off angle for each mode is added to the field
strength. The resultant field strength is determined using the strongest E-mode and the
two strongest F-modes for paths up to 4000 km. Betwsen 4000 and 7000 km, only the two
strongeat F-modes are considered. For paths greater than 9000 km, the maxisum antenna
gain that occurs between O°* and 8° elevation angle is used in the field strength compu-
tation. The inclusion of the antenna gain in the field strength calculation prior to the
selection of the modes that are to be combined to form the resultant field strength
leads to the determination of a much improved estimate of the field strength. The HFBCB4
program provides an efficient means to determine the area serviced by an HF broadcast
transmitter and to assess the likely interference.

CCIR RepOrt 1013 lists references to a number of simpler methods for HF prediction
which have been implemented on microcomputers (CCIR, 1986d). However, due to rapid
advances in the capacity znd speed of microcomputers, most of the techniques degcribed
above can now be adapted to them without simplification.

There is a class of prediction programs wnhich differs considerably from the above.
Thesa programs are ccncerned primarily with tracing the rays through the icnosphere.
The scope of this report only allows the discussion of two of these raytrace programs.

The tirst raytrace program is AMBCOM (called AMBCOM for ambient ionospheric commu-
nication predictions at HF) (Hatfield, 1980; Hatfield et al., 1987; Smith and Hatfield,
1987). The ionosphere is modeled with three parabolic layers. Ionospheric tilts and
initial frequency gradients are taken into account by specifying the parabolic parame-
ters at as many as 41 points along the path. These parameters were derived initially
from the Institute for Telecommunication Science coefficients (Barghausen et al., 1969).
They ware then modified to incorporate a high-latitude ionospheric model (Elkins and
Rush, 1973; vondrak et al., 1978), an auroral absorption model (Vondrak et al., 1978),
and a sporadic—-E model (Phillips, 1963; Sinno et al., 1976; Kolawole, 1978). If de-
sired, actual measurements way be used in place of parawmaterz. The propagation analysis
consists of a rapid, semianalytic, two-disensional raytracing routine bazed on the Kift-
Fooks method (Westover and Roben, 1963). Both topside and bottomside reflections from
the normal ionospheric layers are allowed. AMBCOM computes propagation losses with a
homing feature for evaluation of gpecific point-to-point communication circuits along
with binary error rates and signal-to-noise ratic. Other options include:

(1) evaluating the area surveillance capability of over-che-horizon (OTH) radar;

(2) evaluating regional performance for a radar or broadcast station including the
effects of jammers;

{(3) evaluation of elevated, or ducted, modes of propagation across the auroral
zohe;

(4) homing from an elevated moving target; and
(5) plotting of ray paths and wave fronts.

The second raytrace program is a versatile computer program for tracing rays
through an anisotropic medium whose index of refraction variea continuously in three
dimensjions (Jones, 1966; Jones and Stephenson, 1975, Jones, 1968a; Jones, 1968b). The
ray paths are conputed by numerically integrating six differential equations similar to
those described by Hasealgrove (1954). The program integrates these six basic equations
necessary to calculate the ray path and computes several other supplementary informa-
tion, such as group pathk, phase path, absorption, and Doppler shift. Flaxibility is
provided by including several ionospheric models for electron density, perturbations to
the electron density (irreqularities), the earth's magnetic fisld, and electron colli-
slon frequency. The program can plot the projection of the ray path on any vertical

plane or on the ground and producss an cutput file of the main characteristics of each
ray path called raysets.

3.2.3 Assessmeat Systems aad Oparatiomal Use

The evolution of real time slsctromaghetic/el i¢c propagation assesspant
systems for the US Navy and applications of such systems to the development of Tectical
Dacision Alds {(TDAs) wvas described by Richter (1989) at a recent NATO/AGARD/EPP Symposi-~
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um on Decigsion kids for Expleiting or Mitigating Electromagnetic Propagation Effects.

The development of, a real-time propagation assessment gystem for HF and associated
TDAs was prompted by a saeries of high altitude (118 000 km) satellites desigred to
measure solar radiation characteristics. 1In the early 1970s it was decided to devalop a
computer terminal which would use both data measured hy these satellites (e.g., X-ray
flux, golar wind, magnetic data, etc.) and provide data useful to communications and
electronic warfare. The system developed was called FROPHET (pssudo-acronym for Fropa-
gation Forecasting Terminal) and became operational in 1976 (Richter et al., 1977; Argo
and Rothmuller, 1979; Rose, 1981; 1589). When the high altitude solar radiation satel-
lites were no longer available, other data sources for input parameters were substituted
(e.g. X~ray flux measured by GOES (Geostationar; Operational Environmental Satellite)).
PROPHET and a number of TDAs for communications optimization and intercept applications
have bsen successfully used in an operational environment for over 12 years.

PROPHET was primarily developed using simple, empirical models. It proliferated
inte many different versions. It is estimated that some 500 terminals have been and
still are in operation. Figure 3.2.1 shows a sample of a PROPHET display for signal
strength in the frequency band from 2-40 MHz as a function of time. The propagation
path is between Honolulu and San Diego and the systems and solar parameters are listed
on top of the figure. The dashed lines show the MUF (maximum usable frequency), FOT
(frequency of optimum transmission) and LUF (lowest usable frequency). This kind of
analysis and display has proven to be a very helpful decision aid for communicators and
has becomu an important part of frequency managesent systems. Numerous other decision
aids have been developaed and successfully used. An example of a secure communications
analysis is shown in figure 3.2.2. MUF and LUF are displayed for a specific propagation
path (Honolulu to San Diego). The operator can choose from his library a number of
hostile intercept sctations. The solidly filled areas indicate frequancy-time regions
for which a signal cannot be intercepted by any of the previously specified intercept
stations. The partially filled, lightar shaded areas indicate the possibility of a
hostile intercept kut no directional fix. Pinally, the vhite areas betwaen the MUF and
LUF boundaries indicate frequency-time regions for which the signals transmitted can be
intercepted by a sufficient number of specified intercept stations enabling a good
position fix. Based on this decision aid, frequency selections for secure communica-
tions can be determined. Further applications and implementations of HF propagation
assessment systems and associated tactical decision aids are discussed by Rose (1989)
and Goodman (1989).
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Figure 3.2.% 24-hour signal strength contours for a Honolulu to San Diego path

The accuracy of HF propagation predictions can only be checked against observed
data. comparisons with observed MOFs (Maxinus 0bserved Fraguencies; were made dy Roy
and Sailors (1987). They showed that the difference batwsen observed and predictad NUFs
is 1.26 MHz for MINIMUF-1.5 (Rose and Martin, 1978) and 1.28 MHx for MININUY 85 (Sailors
et al., 1986). The standard dsviation betwesn cbhserved and predicted MUFs is 4.44 and
4.:: Mz respactively. The data material used comprised 13,054 monthly median observed
path XUFs.
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Figure 3.2.2 24-hour secure communications display. Top curve represents the MUF,
bottom curve LUF. Solid shading indicates both no direction finding and no intercepts;
light shading indicates one or two intercepts; no shading indicates thres or wmore inter-
cepts (permitting direction tinding)

3.2.4 Puture Needs and INDIOVERORtSs

The most primitive model o the ionosphere requires at least thres paramsters, the
maximum electron density (or plasma frequency), the height of this maximum, and a thick-
ness parasetar (scale haight) for the layer, together with their temporal and spatial
variations. A reliable vorldwide description of the three pcramaters at any given time
would be a very useful model for HF communications. The parameters regquired for such a
simple empirica) wmodel can be derived from the presently existing data base, but they
are unfortunately of limited acocuracy.

The best documented ionospheric parameter is the maxisum plassa frequency of the F-
laysr, foF2, which is equal to the critical frequency or penetration frequency of the
ordinary mode. By its nature it is a well defined quantity and can be easily observed.
The average global variation as sxpressed in the monthly nmedian is relatively smooth.
This is also true for the average diurnal variation. On a shorter time scale, however,
this quantity can be highly variable especially at polar and aquatorial latitudes.

Similar remarks apply to the next important F-layer parameter, the height of the
alectron density maximum, hmP2. This quantity is not directly ocbaservable and has to be
computed from the ionogram. Unfortunately, this profile inversion process is not unique
mainly for tvo reasons, first the lack of information at low frequencies, second, and
evan more important, the existance of an electron density minimum, the so called vallaey,
batwesnn E- and F-layer. The third parameter listed above, the half-thickness of the F-
layer, yarFi, usually also results from the profile inversion and its accuracy is limited
for ths same reasons mentioned above.

Depending on latitude and other factors to be discussed later, the range uf ambi-
quity of profile inversion rssults can be reduced, if ordinary and extraordinary virtual
xtqhu are used in the computation process; this requires high accuracy of the input

ta.

Over the last dacade it bacane mors evident that short term changes taks placs vary
frequently and have significant efrfects on the accuracy of ionospheric measurements
(Paul, 19835). HNost of thoss changesa ars causdd by traveling acoustic gravity waves with
periods typically in the rangs from 10 to 40 minutes (Paul, 19899). The corrssponding
spatiali scales are than of the order of 200 to 700 ka. Connected with the spatial and
temporal variations are local tilts of surfaces of constant electron density. Since
almost all :lu?-r!.c data were oollected in hourly intarvals tha temporal variations
wvare undarsaspled ani any quasi-periodic phenonens derived from existing data are very
likaly to be aliased. Sinca distances between jonosphearic stations usually are larger
than 1000 kx, the spatial structure is also undersespled in the existing data base. The
spatial structurs of tha P-layer may have little affect on long-distance ground-to-
m:a:wauuutuummu frequency range is conosrned, but it increasss
the probabli'ity for multipath propagation and poor signal quality. The same structurs
by its tilcs may, however, have very sevare sffects ongiP-direction finding. This
situation is typical showing that the relative importance of a certain characteristic

B
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of a wodal depends to a vary high degres on the anticipated usage of such a model. No
a data are available qivinq inforsation about the cause and origin of such acoustic gravi=-
: -ty waves, very little is known about their velocities (mmgnitude and direction). Por
thexe reasons real t updating is presently ths only way to correct a model to include

short teram and small scale features, if they are required:

Electron density profile calculations may bs lesz accurate vhen the data vers
recorded during periods ot high gravity wave activity. In such a situation ths ray path
can significantly deviate from vertical propagation and the travel times of the echoss
overestisate the virtual heights leading to corresponding errors in the profile parame-
! ters. In addition, ordinary and extraordinary rays are affected in different wvays by a
1 horizontal gradient of the electron density and are in general not compatible anymore
for the reduction of tha valley ambiguity. Also, sstimates of the haif thnickness param-
atear ara not very accurate dus to the deformation of tha F-layer by gravity wvaves.
Similar effects can be very pronounced during sunrise and sunset periods. Modern digi-
tal ionosondes include thc capability of msasuring the effective angle of arrival as a
function of freguancy. This in principle parmits corrections of profile paramaters by
\ iterative ray tracing simulation which can ba a very tedious process. Mors practical is

dt;x:. use of angle of arrival data for error estimates of the slectron density profile

e

The three paramstars mentionsd above are alsoc neaded for testing of mors sophisti-
cated or more complex models, empirical and theorstical. For example, the guestion of
the response time of tha FP-layar ionizatiaon to a changs of the solar extrems ultravioclat

3 (RUV) emission, which is an important componant for short term ionospheric prediction,
b is still unresolved. The solar EUV flux controls directly the electron density and
: indirectly, through the change of temperature, the height of the maximum and the scale
height ot thn F-layer. Related to this problem is the question vhether the EUV flux
(not observable at tha ground) is closely coupled vith the 10-cm flux observad daily.
Generally it would be desirable to test against observed data the rslevance of second
ordar sffects (besides direct solar control) included in theorstical models, like rela-
) ti e densities of ionized and neutral species, circulation systams, electric fields,
' etc. The variability of the medium mentioned above makes such comparisons rather diffi-
; cult, sspecially if only hourly data are available, and very often the short-term varia-
tions (tans of minutes) are misinterprstad as day-to-day variability. Righer sampling

{ rates of ionograms (10 or mors par hour) and low-pass tiltering could provide a mors
: accurate data base for modal testing. If at the same time, at least in a faw arsas, a
s denser spatial sawpling could be accomplished, the velocities (direction and magnitude)

and wavslength of gravity wvaves could be determined. This information is required for
dynamic models of the ionosphere with temporal scales of hours and spatial scales of
hundreds of kilcustars. It appears that such dynamic models will be essential for the
improvament of HF direction-finding techniques.

) More complete models include not only the F-layer, but also the E-layer. The
' maximum electron density of the E-laysr is strictly solar controlled at least during the
daytime. The height of maximum and the half thickness are also well defined and do not
change much with time of day and season. Even the solar activity dependence is rela-
tively wveak. Two of the remaining problem areas are the valley betwveen the E- and F-
layer and sporadic-E. As mentioned abova the valley ambiguities can be reduced, it
ordinary and sxtraordinary componants are usad. Since the differences of the propaga-
tion properties of tha two components arv saall, high quality data are required for the
determination of the valley parameters. It is also important that ancie of arrival data
are available as a function of freguency, at lsast to make sure thec vertical propaga-
tion conditions are met befors two-component profile-inversion met)ods are applied. It
would be desirable to derive more high quality valley parameters and with thoss also
battexr F-layer parameters from lonogrzms at more ionospheric stations in order to sup-
Plemant the cbsarvations at the fev incoherent scatter sites.

There are strong indications that syporadic-E (Es) is a patchy phenomenon with
dimensions of tans of kilcmeters and very often tilted by 10 degrees or more. These two
propexties togather with its irregular appearancs pake it aven more difficult teo incor-
porata sporadic-E in a prediction modal (Laftin at al., 1968). In vertical soundings

thess patches ars often obsarved for very short tises only (minutes) and it is not clear
if this is dus to fast motions of small patchas vr to short lifetimes of the phenosena.
Again, Ltwm:nunamotmlwm-pnumtiumwm
the valus of the existing data base significantly. The existence of strong tilts also
Eeans that the so called virtusl heights are actuslly oblique distances and have to be
corrected for the deviation from vertical propagation which then will lead to a lower
average and narrover range of the height atatistics of this layer (Paul, 1990).

Tilts of sporadic-X-layers may cause large errors in direction fimding. Tilets
also provide a mechanisa for very long distance propagation by launching radio waves
into the vhispering gallery mode (CCIR, 1990d).

The presence of sporadic-E also has a strong influence on the effective absorption
for radic waves reflectsd from the E-region. The patchy structurs, if prevailing, will

::ko it very difficult to construct a resalistic -hoorpt.lon nodol for E-layer reflec-
m'

Again, more data have to be collected, including uun of arzival and Doppler
information, with battar tamporal and spatial resolution, in order to obtain a correct
(statisticai) description of this spacial feature of ths E-region.
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... A problem of a 4ifferent nature is the multidimensional reprasentation of the
models. The temporal variations of the models can be described by three diffsrent time
scales, the diurnal, the seasonal and solar activity cycles. The diurnal, and to some
extent the seasonal variations, are coupled with the global changes, but not in a simple
fashion, due to the influence of the earth's magnetic field on the formation of the
layers. Spatial scales can be quite different. In the vertical direction, the struc-
ture sizes follow closely the scals heights, e.g. a change of one order of magnitude
from the E-region to the F-region. In the horizontal direction the average scale size
depends mainly on latitude and can range from a hundred (not including small-scale
irregularities) to saveral thousand kilomaters.

All models require some aninimum ln;;ut of oburva;il:nal data, :hial‘x. are collected in

rregular geographic 14 with big gu over R OCeans. n other hand, one

:tvg :n-t i.mrzm goals ?:: modeling i.gtz. obtain a description of the ionosphere in

which all parameters are continuous in space and tims. The first modeling attempt, the

mapping of a single ioncspheric parameter (Jones and Gallet, 1965), showed that it is

not a trivial task to derive a smooth and physically realistic description of such a
quantity based on data collected by an irregularly spaced network.

Ray tracing requires not only the continuity of the electron density in space, but
also continuity of the electron density gradient. A variety of mathematical techniques
have been incorporated in different mcdels, polynomials, special functions, spline
functions etc., none of vhich appears to be fully setisfying: either the interpolation
procedurs is not flexible enough to fit rapid changes or there is some risk of arriving
at physically impossible valuas. Efforts to find a better interpolation procedure
should continue.

Most models describe the rasgular features of the ionosphere; some include the
option of superimposing special events or disturbances. A solar X-ray flare increases
the ionization (Sudden Ionospheric Disturbance, SID) mainly in the lowest portion of the
ionosphere (D-region), which leads to strong increase of the absorption for fraquencies
reflacted in the higher portion of the ionosphere. Such events can be as short as a few
minutes and rarely last for more that one hour. The only absorption data during such
events weres recorded with riometers for fregquencies far above the panetration frequency
of the F-layer. 1In absorption models the frequency depandence is then assumed to follow
an inverse square lav. Virtually no abgorption data exist for the reflection mode,
although such data could easily be recorded now with digital equipment.

The effect of a magnsetic storm on the electron density distribution in the iono-
sphere is another fsatures included as an option in some models. While the basic mecha-
nisa seems to be vell understood, predictions of the latitude range and the magnitude of
the ionization reduction based on magnetic indices are not very successful yet. Again
batter temporal and spatial resolution of the observations are necessary at least for
the improvement of empirical storm models.

Future effort for HF propagation assessment systems will concentrate on the valida-~
tion and improvement of models. Much of the past work has used empirical models whose
major virtue was simplicity (Sailors et al., 1986). In addition these models vere
genarally based on monthly median data. With increased computer capability, more com-
plex models can be exscuted fast snough for near-real time applications. Also, the
increasing use and availability of oblique and vertical incidence sounders make this
data source an attractive additional input for assessment systems. This would make it
possible to update ths various ionospheric paramsters used in the models which form the
basis of these assessment systems. In addition, the availability of computer networks
would allow ths developmsent of ragional, near-real time models based on a net of sounder
measuresents. Finally, HF systems like over-the-horizon radars and nav geolocation
techniques (time difference of arrival) require a much more detailed description of

ionospheric fine structure and need special attention from the modeling, sensing « 4
asgessasnt community.
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3.3 Transionospheric Propagation

- : A radio signal which penstrates the icncsphere, a partially ionized gas or plaswa
. which is rendersd anidotropic by the prasesce of the geomagnetic field, is modified by
the madiumn. Both large scale changes due to the variation of electron density as well
as smaller scale irregularities atffect the signal. The effects include scintillations,
absorption, variation in the direction of arrival, group path delay, dispersion, Doppler
frequency change, polarization rotation, refraction and phase advance. With the excep-
tion of scintillation affects, all the other mentioned effects are proportional, to
first order, to the total electron content (TEC) (or its time derivative) encountered by
the propagating signal. This chapter will be divided into two independent subchapters:
Ionospheric Total Electron Content Effects (3.3.1) and Ionospheric Scintillation
(3.3.2).

3.3.1 Ionospheric Total Electrom Content (TEC) Effects

The following are the ionospheric TEC effects on the propagating radio waves. In
all cases, the working frequency iz assumed to be much greater than the critical fre-
quencies of the ionosphere.

Group Path Delay

The excess time delay, over the free space transit time, in transionospheric propa-
gation is given by:

40.3 -
At = . TEC -3.1.
t -2 (s), (3.3.1.1)

where TEC is the total number of electrons in a column with a one m? base along the path

from transmitter to receiver, c is the velocity of light in m/sec and f is the operating
frequency in Hzl A pl of ti!c delay versus system frequency for TEC values for values
capable frcm 10 6 to 1019 el/w* is given in Figure 3.3.1.1 (CCIR, 1986).
RF Carrier Phase Advance
The phase ¢ of the carrier of radic frequency transmission is changed by the iono-
sphere; it is advanced with respect to ita phase in the absance of the ionosphere. The
L importance of this effect is manifested when determining space object velocities by
means of range rate measurements. The phase increase may be expressed as:
y , -
a¢ = 1.34X10  gpc (cycles)
£ (3.2.1.2)
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Doppler Shift -

With fregquency being the time derivative of the phase, an additional Doppler shift
(on top of geometric shift) results from the changing TEC, and may be expressed by:

-7
Af = 9_'.- - 1-34X10 - ATEC (HZ)
dt £ dat (3.3.1.3)

Faraday Polarization Rotation

when a linearly polarized radio wave traverses the icnosphere, the wave undergoes
rotation of the plane of polarization. At frequencies above about 100 MHz, the polari-
\ zation rotation may be described by:

K
a= s TEC (rad)
I 5 £3.3.1.4)
where K = 2.36 X 10'5, By is the magnetic field component parallel to the wvave direc-
tion, taken at a mean ionospheric height. Typical values of polarization rotation for
northern midlatitude stations viawing a geostationary satellite near their meridian are
given in Figure 3.3.1.2 (Jursa, 198S).

——*—‘v
a
o)
o)
r
I

g e—p—g——
FARADAY ROTATION (KACIANS)
S

(o]

0.
.ot

i
4

Mhz 200 300 400 500 1GHz FRE )
FREQUENCY

Figure 3.3.1.2 Faraday polarization versus frequency for various values of 1EC

. The Faraday effect has been widely used by the scientific community to measure TEC
with emissions from orbiting and geostationary satellites. The Faraday rotation say
produce no gsignal on a linearly polarized receiving antenna position to receive linesrly
polarized satellite-saitted signals, unless the receiving antenna is properly aligned.

Angular Refraction
The refractive index of the sarth's jonosphere is responsible for the bending of

radio wvaves from a straight line geometric path. The bending produces an apparent
slgvation angle higher than the geomatric alavation. The anqular refraction may bhe .

by:
AR = W AR (rad), (3.3.1.5)
hj (dr +hy ) +r “sin R

vhers 38 is the apparent elevation angle, R is the apparent range, AR is computed :rrom
aR = (48.3/f%) X TEC, r, is the earth's radius, and h; is the height of the centroid of
the TEC distribution, generally between 300 and 400 kum.

Distortion of Pulss Waveforms

Dispersion, or differential tima delay due to the ionosphare, produces a difference
in pulse arrival time across a bandwidth af of:

6
at = 80.6 X 10° .o 1pe (g Py (3.3.1.6)
cf?
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¥hen the difference in group delay time across the bandwidth of the pulss is the sase

- sagnitude as the width of the pulse, it will be significantly disturbed by the iong-
sphers. r
' Absorption
". In general, at a frequency greater than 30 Mz, the absorption on an obnqm path,
with angle of incidence at the ionosphera i, varies in proportion to sec(i) / £2. En-
t hanced 1onoomr¢dmtoincrnsndmhractivityanddmtopohrcapnndauo-
ral events. Table 3.5.1.1 estimates maximum values for jonospheric sffacts at a tre-
. quency of 1 GHz. It is assumed that the total zenith electron content of the ionosphere
is 103 qlectrons/a? column. A one way traversal of waves through the ionosphere at 30°
» elevation angle is also assumed.
¢ The ionospheric parameter comson to asll the above described effects is the total
nusber of free slectrons, TEC, or itm rate of change, along the path from satellite (or
' target) to ground staticn. A typical daytime mid-latitude, high solar maximum slectron
density profile is illustrated in Figurse 3.3.1.3 Most of the contribution to TEC occurs
nesar the peak of the F2-region, with the peak density N, corresponding to fof2, the
maximes
Effect Magnitude Fraquency
: - Faraday Rotation 108°¢ 1/:’
' Propagation delay .0.25 u8 :l/t2
Refraction < 0.17 mrad 1/t
variation in the direction 0.2 ain aof arc
,f of arrival
Absorption (polar cap 0.04 dB - 1712
absorption)
Abgorption {auroral + 0.05 4B - 1/12
polar cap absorption)
Absorption (mid~latitude) < 0.01 4B 1/¢2
Dispersion 0.4 ns/MHz 1/e3
Scintillation See Chapter 3.3.2

TABLE 3.3.1.1 ~ Estimated maximum ionospheric affects at 1 GHz for sleva-
tion angles of apout 30° one-vay travarsal (after CCIR (1986)])

frequency of reflection as routinely messured by a network of ionosondes for the past 50
or so years. Direct TEC measuresments, based on orbiting or geostationary satellite
slactromagnetic emissions, have become available since the launch of the first artifi-
cial earth satellite. However, the mmber of stations vhere data is routinely taken is
too small to form a sufficient data base for global modeling of the parameter. Models
of foF2 (ses chapter 3.2) may thus be combined with topside ionvsphere profiles (derived
from limited observation of topsjide sounders) and with bottomside ionosphere profiles
(derived from substantial bottomside sounder records) to produce a complete ionospheric
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Pivure 3.3.1.3 Typical profile of slectron density verBus height (logaritbmic scale
turl.cnth.httandum:mloanm:iqht)

S e B
o R P A S et R A T R B i ST T TP S s s




L ane ety

83

TEC UNITS i HAIFA ISRAEL 1980

S
A3 L A el i A M Mt | M AL LAY A7 A TA A AL
ARY august

(1A ER]

E A \‘
oy

—

3 6 *NHWAMNI YOI NN I Y IZIMUS IS YIZINNN

uT

Figure 3.3.1.4 Supsrpossed diurnal varijations of total electron content (TEC] in Haifa,
Israel, for January through December 1580. Ordinate: 1 TEC unit = 10" el m™°. Abecis-
sa: time in OT

density profile, the integral of which is the TEC.

At any one location, TEC is a quantity that is observed to vary diurnally, from
day-to-day, sesasonally, with the phase of the ll-year solar cycle, and in response to
ionospheric disturbances. Superposed diurnal variations of TEC grouped in monthly
intervals for the calendar year 1980, a solar maximum period, for a mid latitude station
{Soicher et al., 1982) are shown in Figure 3.3.1.4. MNonthly average values are shown in
Figure 3.3.1.5, and the ratic of the standard deviation about the monthly average to the
monthly average is shown is F re 3.3.1.6. Tha diurnal, day-to~day and seasonal varia-
bility of TEC is axhibited in Pigures 3.3.1.4 and 3.3.1.5. Figure 3.3.1.6 shows that
during the day the ratjo of the standard deviation of TEC to average TEC is < 25%, while
during the night the ratio is generally higher.

A comparison of TEC for reprssantative seasons during the miniwum/maximum phases of
the solar cycle is given in Pigure 3.3.1.7. A nearly four fold increase in maximum
values of TEC at saximum phase as compared to the minimum phase is evident. A represen-
tation of worldwids average behavior of TEC is illustrated in Figure 3.3.1.8 for 2000 UT
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Figure 3.3.1.5 Nonthly average variation of total slectfon content (TEC) in Haifs,
Israal, for January through Dacember 1980




> SD/MEAN (%) HAIFA ISRAEL 1980
. »
Py uw:" y rOARUAL 4 maASCH p APRE
iy N e - p A
“*j\’\_//\ ‘U ] --‘&f\__/—J
154 y _W ] \/
€ L hdd Ak Al it 2kl 2o XA L Addi idd Al L Lo hdk LA 3 bl hied Ak i Ak Adel A il ] b i Al R A d e A’y
[ ] MAY JUnNE LY AUSYUSY
as E g E
3¢ -.\’—’_/\- 4\/‘\/\ ‘\’\——N-
134 4 4 |
o ferrrerrerreerrerreTET— T TR TR TR T T e e e
. 73] sertEaann ] ocrosa | rOVEmstt ] PrcIMsta
' L B E 4
.,.l(\r/ U ’ 1
204 - 4 4
154 4 I~ «U
R Lt L L L) A e L L i R Lt D0 et e L LN R L Lo iad e a g o e ot R
® 3 6 Y2138 20 3 8 FITIIIETIIEE 3 6 9 2 IS T4 E 3 4 ¥ 13 15 38 2 2
ur

Figure 3.3.1.6 Diurnal variation of the ratio (in percent) of the monthly standard
deviation of TEC to the average TEC at Hairfa, Israel, for January through December 1980

(Jursa, 1985). To first order the TEC contours move westward along the magnetic coordi-
nates at the earth’s rotation rate.

The method by wvhich most TEC measurements have been made (Faraday rotation utiliz-
ing signals from geostationary satallitas) gives ijonospheric TEC values up to 2000 km.
Above that altitude, the plasmaspheric (or protonospheric) contribution to the total
content could ba assumed to approximately equal 15% of the ioncospheric TEC during the
day, when the absclute value of TEC is large (Scicher, 1977; Davies, 1980).

The time rate of change of TEC, in addition to the normal diurnal variations, has
periodic variation due to perturbations of the ionosphere from various sources such as
geomagnetic substorms, metsorological scurces, ahock vaves, volcanic explosions, rocket
launches, etc. Coamon periods of varjiations range from 20 to 100 minutes with ampli-
tudes of a few percent of the background TEC.

3.3.1.1 Nodels

Since tha total electron contant (TEC) is the integrated height distribution of the
ionospheric electron density, modeling of TEC may be based on height profiles of the
electron density or on transionospheric TEC measurements directly. Further, the slab
thickness parameter, the ratio of m,nnﬂrm “-Tx is tha maximum ionospheric elec-
tron density, may be an attractive parame to model since the two constituent parame-
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Figure 3.3.1.8 Contours of vertical TEC units of 10'® el/m’ column for 20000 UT, March

19890

ters (TEC, N_..} vary, to first order, similariy. KXersely (1980) has modeled the slab
thickness over Northern Europe from which TEC can be obtained from a model of foF2,.

The profile models have beéen mentioned in Chapter 3.2.1.2 with emphasis on bottom-
side ionospheric parameters. The emphasis here will be on TEC implications of those
models. Some of these models were evaluated by comparison to actual TEC data from a

; »
wide range of latitudes and longitudes for a complete range of solar activity (Brown, et
al., 1990). Integrated TEC models based on direct measurements of TEC will also be
discussed. -

The Bent Model p

The Bent Model (Bant et al., 1972; Llaewellyn ana Bent, 1973} is a ground-to=-satel-
lite link model. Its main purpose is to determine TEC in order to obtain high precision
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Figure 3.3.1.9 Schematic for exponential an bi-parabuligg distributions of electron
density with altitude for the Bent model
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valuew of the time deiay amnd directional changes of a wave due to rafraction. Since
operating freguencies are above the lonosphere critical frequency, the bottcmside as
well as topside electyon density distributions must be known. The model provides the
vertical TEC above a €ransmitter, the height distribution of electron density, and the
TEC along the path te the satellite. It also providec the refraction correction to the
elevation angle, the range, and the range rate.

The input parameters to the model - .« the date, universal time, lcocation of trans-
nitter/receiver (satallite}, orbital c .acteristics of satellite, operating frequency,
190.7 cm flux and sunspot number.

The data base of the meodal consists of 50,000 topside ionospheric soundings (from
1962-1966, geomagnetic latitude range 850 to ~75Y); 6,000 satellite (Ariel 3, from May
1987~April 1963) measurements of electron density which are linked with real time foF2
observations; 400,000 b8ttoms de aourly measurements of foF2 (American sector, geomag-
netic latitude range B5° to 0°). The parameters foF2 and h,F2 are determined from the
ITS-78 model, or modification of it.

The distribution of electron density with altitude assumed by the nmodel is as
follows: starting from the bottom it divides the profile into five sections; a bottom
pi-parabolic F2-layer, a parabolic F2-layer above the peak and three equal exponential
sections to cover the altitude above the half thickness of the F2-layer (to 1012 km).
The schematic for the electron density distribution with altitude is shown in FPigure
3.3.1.9.

The model can predict with an agcuracy of 75% to 80%. If the model is updated with
obgerved recent data within a range of 2000 km radius {(from the transmitter), the pre-
dictability is improved to 50%.

The International Reference Icnosphere (IRI)

IRI is an all-purpose nean ionesphere standard based on an international effort of
an URSYI-COSPAR working group {(Rawer, 1981; Rawer and Bilitza, 1989). Since 1963, IRI
was continuously improved and critically tested with a multitude of ionospheric measure-
ments. IRI is based on 2ll the major ionospheric data sources: lonosonde, incoherent
scatter, topside sounder, lLangmuir probe, retarding potential analyzer and rocket meas—
ursments. It produces not only electron density mean preofiles, but alsc elactron and
jon temperature and ion compeosition mean profiles. It allows predictions at specified
altitudes, gecgraphic/geomagnetic lccations, time, month and sclar activity.

Daveloprent of the IRY topside model has relied on topside sounders, satellite
radic beacons and ground-based incoherent scatter radars. The IRY model is an analyti-
cal representation of Bent's topside sounder compilation applying LAY (Epstein) formal-
ism (Rawer et ai., 198S). A global comwparison of measurad =lectron content data with
those calculated by the IRI underestimate the measured values by up to 50% (McNamara,
1984, 198%5). The disagreement was not caused by the CCIR foF2 model (used in IRI) as
comparison wath ionosonde measurements showed, but by the thinneass of the F-layer in the
model. This was confirmed by comparison with satellite and incoherent scatter data
{(Bilitza, 1985, 1986). The IRI-86, the latest versjon of ths modsl, includes the cor-
rected topside model. For the F-layer peak, the CCIR foF2 and M3000 models (see Chapter
3.2.1.2) are used applying an elaborate version of the anti-~correlation between the peak
height and M3000 (Bilitza et al., 1979). The plasmaspheric (protonospheric) profile is
included in IRI-86 based on diffusive equilibrium model (Rycroft and Jones, 1985).

TIonospheric ‘onductivity and Electron Density {(ICEC) Model

ICED profile model is a statistical model ¢f the large scale features of the north-
ern heaisphere ionosphere (Tascione et al., 1987). The model recognizes that different
physical processes exist in different regions of the iocnosphere and, as such, contains
distinct algorithms for low latitudes, mid-latitudes, sub-auroral trough,
squatorwvard/poleward regions of the auroral zZones, and polar cap. The low latitude
equatcerial anomaly region algorithm has recently been uparaded with the addition of the
semi-empirical low-latitude ioncapheric meodel (SLIM) (Anderson et al., 1987; Anderson
and Forbes, 1989},

ICED specifies the electron density from 90 km to 1000 km, every 1° in latitude
from the equator to 80°N and every 5° in longitude &8 & function of solar activity,
sclar zenith angle, geomagnetic activity and magnetic local time.

With geographic (and converted corrected geomagnetic) coordinates, time, solar and
geomagnetic activity as inputs the program identifies important physical boundaries
vithin the user specified analysis area. The boundaries include the sunrise-sunset
terminators (as a function of height), the polar cap, auroral zone, subauroral trough,
mid-latitude, and low~latitude regions. The solar activity index is usad to select the
appropriate F-region climatology which initislizes foP2 and hmF2 at required locations.
Layer parameters are given in termn of Defense Metcorological Satelli%e Program (DMSP},
ionosonde, 10.7 ¢m flux and magnetometer data. The program then builds a complets
electron density profile based upon calculated lonospheric parametars. Tha profiles
specify the electron density every 10 ka from 90 ka to 500 kw, and every 50 ke from 500
km to 1000 km. The integrated profile yialds TEC.

ICED is currently being modified to provida a truly‘global ionospheric specifica-
tion (90°'S ~ 90°*N) driven by a variety of near real-time™ata including digita’ iono-

sonde data, total electron content data, in situ plasma density, texperature, and compo-
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sition measurenments, and satellite-based ultraviolet airglow and aurcral emission meas-
urements. ICED is also being changed frow a primariiy climatological to a more physi-
cally based model {Danie}l st al., 1380},

SUMDIAL: The modeling and measurement of global-scale icnospheric responses to solar,
thermospheric, and msagnetospheric controls.

SUNDIAL is a global~scale modeling and measurement program focused on advancing
fundamental understanding and predictive capabjilities relevant to ionospheric phencmena
at all points and at all times (Szuszczewicz et al., 19687). While the program focuses
on the ionosphere, it requires solar and interplanetary inputs, and a detailed under-
standing of the interactive roles that the ionosphere plays with the magnetosphere and
the thermcsphere. Reduced to its most fundamental statement, the goals raquire the
pradiction of the ionospheric plasma density profile at all latitudes and longitudes,
and at all times.

Zero-order input requirements trace themselves to tha sun, but require only defini-
tion of the interplanetary parameters involving the sclar wind density and velocity, and
the interplanatary magnetic field and its vector direction. Coupling these primary
input terms to the required output are empirical and firyst principle codes, and coordi-~
nated measurements programs. The first principle codes treat the magnetospheric and
ionospheric domains, with the thermosphere as an intrinsic element. C¢des are not
rigorously founded on first principles, for they require empirical medel inputs to
include processes that go beyond current capabilities for a full-scale self-consistent
first-principle approach. This, however, .s considersd a realistic starting point for
establishing the predictive properties of the system.

The bassline magnetospheric model employed in the SUNDIAL program is generxally
referred to as the "Rice Convection Model” (Spiro et al., 1988}, It covers the jower
latituds part of the auroral zone, beginning roughly at the equatorward edge of region-1
Birkeland currepts, and extends out to about 10Rg in the equatorial plane.

The first-principle ionospheric model adopted for test and development in the
SUNDIAL program is that of Schunk and co-workers ({Schunk and Walker, 1973; Schunk et
al., 1975; Schunk and Raitt, 19898; sEhunk anQ_SOjka, 1982, 1989). It is a time-
dependent, 3-dimensional, multi-ion (NO', 0,%, N', He') model of the globul ionosphere
at altitudes between 120 and 800 km. The model takes account of the effects of field-
aligned diffusion, cross-field electrodynamic drifts both in the equatorial region and
at high latitudes, interhenispheric flow, thermospheric winds, polar wind escape, ener-
gy-dependent chemical reactions, neutral composition changes, and lon production by EGV
radiation and aurcral precipitation.

Parallel to the efforts of first-principle modeling is a SUNDIAL activity to test
and improve existing global-scale empirical models (e.g., Chiu, 1975, Rawer, 1981). The
models under study are based on statistical and/or numerical descriptions of the ijono-
sphere in terms of location, time, solar activity, and season (or month)}. By defini-
tion, empirical models represent large-scale averages and provide noc information on
irregqularity structure (see e.g. Szuszczewicz, 1986). Accordingly, they are intrinsi-
cally inaccurate in those ionospheric domains where irreqularity atructures are the
nerm. One such domain is the high-latitude ionosphere where empirical models have major
shortcomings and ionosonde data bases are of limited integrity in providing fundamental
height profile information (Schunk and Szuszczewicz, 1988). As indicated, the effort
combines theoretical and empirical modeling with measurements that include a global
network of 70 ionospheric monitoring stations. The ground-based ionospheric measurement
techniques used in the SUNDIAL investigation includes ionosondes, backscatter radars,
VHF polarimeters, scintillation receivers, and all-sky and scanning photometers. Solar,
interplanetary, wmagnetospheric, thermcspheric, and geomagnetic data are also obtained.
Campaigns, with around-the-clock meastrements for a minimum period of 8 days, are sched-
uled every nine months, covering the major ionospheric "seasona® twice in the ascending
phase of solar cycle 22.

3.3.1.2 Prediction Technigueas

Predictions of monthly average values of TEC are normally derived from elactron
density profiles vhich are constructed from models of foF2 and M{3000)F2. A discussion
of TEC prediction schemes and requirements is available ‘n the Solar-Terrestrial Predic-
tion Proceedings {(Donnelly, 1979).

Comparisons c©f wmedian observed TEC with predicted values at mid- and low-~-latitude
stations (McNamara and Wilkinson, 1983; McNamara, 1984} have shown that an error of 10%
is not unusual at mid-latitudes, with 20% to 30% often occurring at low-latitudes.

An algorithm designed for an approximate 50% correction to world-wide TEC, for use
in a single frequency advanced navigation (SPS) systex has bssn daveloped by Klobuchar
(1987) and evaluated by Feess and Stephens (1987). The model representation fits month-
ly average TEC at those times of the day where TEC is the greatest. The algorithm uses
the positive portion of a cosine wave during the daytime with a conrstant nighttime
offset to model the diurnal behavior. While nighttime and cosine phasing terms are held
constant, third order polynomials are used to depict cosine amplitude and period as
functions of geomagnetic latitude. Polynomial coefficientsgare chosen daily from sets
of constants that reflect the sensitivity to solar flux and seasonal variation. ©NNo
attexpt for update of day-to-day variability is made, though the represeatation can
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easily be adapted for this purpose. Only sight coefficients are uged io represent the
amplitude and period of TEC behavior on a giobal scale.

’

¥onthly mean time-delay values of TEC may not be sufficiently accurate for certain
systems or for some classes of users of systems. They may instead reguire near-real-
time measurements of the local ionosphere, either of foF2 or of TEC, to up-date median
models. Altarnatively, the use of two widely~spaced freguencies to actually ueasure and
corrset for the first crder ionospheric time-delay erroer in real-time should be consid-
ered. Up-~dating technigues include producing improved weekly or monthly =median values
to serve as a basis for predicting values for the following several hours.

studies of adaptive techniques that use real-time observations to reduce average
monthly r.m.s. errors in predictions have been conducted using TEC data (Donatelli and
RAllen, 1978, 1981; Leitinger et al., 1978). In order to appreciably reduce_the‘reszdual
error (about 50%) when using cbservations at the same location, the prediction intervals
should be less than the following:

- solar maximus
- day-time: 3h
- night~time: 1 h

- solar minimuom
- day-time: i1 h
- night-time: 30 min.

The intervals for useful updating during solar ngnimun should be shorter to gfgect
the same percentage reduction. The residual error is much less during sclar minimum
conditions.

Spatial projection of obgervations has been discussed in correlation studies using
TEC{Klobuchar and Johanson, 1977; Soicher, 1978, 1979). The work by Kleobuchar and
Jochanson (1977) indicates a latitudinal correlation distance that is approximately one~
half the longitudinal correlation distance. This correlation distance must be consid-
ered with the time effecta for any adaptive techniques in which real-time observations
are used for updating at a location other than that from which the obhservation was made.
This has been examined using TEC data frog mid-latitude stations (Allen et al., 1977).
The increased error growth rate represents a superposition of spatial and temporal
fluctuations. By reducing the spaca-time interval to an equivalent time interval, a
usable uypdating interval may be estimated. A good approximation for mid-latitude sta-
tions haz been derived by Kiobuchar (1979).

3.3.1.3 Assssauent Systems and Opsrational Use

Military systems requiring, for optimized performance, consideration of transicne-
spheric effects include satellite communications, single~frequency satellite navigation
and space and ground radar surveillance systems.

For communications systems' performance the main potential impact is data loss due
to signal fading caused by amplitude ecintillations (see Chapter 3.3.2). Polarization
rotation due to the Faraday effect may cause interference due to crogs polarization, and
thus make less effective the practice of fregquency “reuse® (using the sane frequency for
two orthogonal polarizations).

An effect that is important to navigation and ranging systems is the excess time
delay (due to TEC), above that encountered in propagation through a vacuum, that is
encountered in transionospheric propagation. The potential impacts are positioning,
range, orbit, or trajectory errors. The time rate of change of TEC as seen by the
obsarving system introduces range rate srrors. These depend on the diurnal rate of
change of TEC, upon tha structure of any large-scale perturbations in traversed TEC, and
upon tha motion of the line-of-sight through the ionosphere. Rapid changes in sigral
delay (phase scintillatjons), are due to rapid changes in TEC. Theas changes are causad
by temporal changes in TEC, or a combination of geometric changes of woving targets such
that the ray path moves through large gradients in TEC during the obsarvatjion period.
The impact of range rate changes and phase scintillations is degraded detection, track-
ing or iwaging of targets.

Some systeas' parameters that may be changed to partially offset soma of the above
mentioned transionospheric propagation effacts include: frequency increase to make the
ionosphere more transparent (less time delay and amplitude scintillation effects),
taking care not to introduce enhanced tropospheric effects (sees Chapter 2); introduction
of circular polarization to mitigate the Faraday Effect; decrease of dwell time to
minimize phase scintillstion; increazs of dusll time to minimize amplitude fading er-
fects; and system diversity.

The US Air Force (Bishop et al., 1989) is procuring a modern, robust, fully-auto-
mated transioncspheric sensing system (TISS), which will consist of a global network of
stations making real time measurements of the time delay of the ionosphars, its rate of
changs, as well as amplitude and phase scintillations along several viewing directions
from sach station. The monitored signals will le c¢xitted frxom the NAVSTAR/Global Posi-
tioning Systsa (GPS) {(Demaro, 1981). The ICED model (se® above} and the WBMOD Iono-
sphisric scintillation Model (See chapter 3.3.2), the currently used and evolving models,
*ill be provided with needed near-real-time data to allow greatly improved specification
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of the state of transionospheric propagation effects upon specific systems along appro~
priate geometric paths and will allow realistic forecasts to be made of the expeacted
ragnitude of the erfecyy. This future capability to generate near-reai-time reportcs
vill allow systex operators to adjust operating modes to nitigate transioncspheric
effects.

While TisS will be global in nature it has the capability of concentrating cbsarva~
tions in a region of the 3ky of more strategic significance. This is due to the fact
that typically more than 4 GPS satellites (needed for position fiwing} are visible from
any given site, and all visible satellites may be monitored from a site of interest.
Thus, if a wide TISS coverags detects a significant event (e.g., entry of auroral or
eguatorial disturbances into a given TISS coverage region), cobservation may be concen-
trated to determine the extert and motion of the disturbed region.

3.3.1.4 PFutucrs Nesds and Improvemsnts

The varicus TEC models and prediction schewes yield TEC values no better than
monthly means unless one is ..)le to make a near real tipe measurement of TEC within a
relatively small space-time cell (Klobuchar et al., 1980). Monthly values of TEC in the
near term can be predicted within : 20Y for ragions where a time history of TEC is
available. A large part of the uncertainty in making monthly mean TEC predictions is
due to the uncertainty of future solar activity. Even if monthly TEC valuea could be
predicted with 100% accuracy, the short term approximately 25% rms deviation from month-
ly mean values would still limit daily predictions. Much of the difficulty arises fiom
the results of effgcts of geomagnetic storms (Mendillo and Klobuchar, 1979}, traveling
ionospheric disturbances (Argo and Hunsucker, 1988), lunar and tidal effects (Bermhardt
et al., 1976}, and other temporal/spatial effects. The best and only major improvement
over monthly TEC climatology pradictions can be obtained by real data observations not
more than a few hours old taken where the TEC-time delay correction is required. Thec~
retical capabilities, to date, are not considered adeguate to predict these temporal
deviations from quiet ionospheric behavior, although efforts in this direction should be
encouraged.

To improve climatological medels used for transiocnospheric propagation predictions,
the primary need is for more and better data for better spatial resolution. In addi-
tion, there is a need to measure parameters from the neutral atposphere and the magneto-
sphere that may provide insight into the reasons for the complexity in the
spatial/tenporal variability of TEC. For the proper use of more spa“ially dense data,
future ground-based observation networks must have standard format, calibratieon, edit-
ing, processing and interpretation technigues.

As a corollary to the above mentioned need for the updating of nodels with appro-
priate data, it is recognized that the usefulness of any model or prediction tachnique
is dependent upon how far into the future (and in distance} the model may be applied
with accuracy. As such, it should be investigated as to how long data needed to drive
models/predictions car be considersd useful.

Finally, some predictions of TEC are derived from electron density profiles, which
are contributed from models of foP2 and M(2000)F2. TEC models, therefore, include the
errors inherent in both these models. Prediction errors may be reduced by a more real-
istic measure of solar activity which drives all models. For example, uge of 10.7 cm
flux and sunspot humbers may be an inadequate representation of solar activity, while
EUV may be a better indicator of sclar variation. Simultanecus chservation of EUV, TEC
and foF2 should be made to study possible correlation between them for future prediction
improvement.
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1.3.2 Zonospherie sointillations

sScintilistions as Jgiscussed in this chapter ars defined according to CUIR {1990) as
flaz tions of ampiit ., phase, poisrizetion and angle of arrival produced when a
radio wave pamses through electron density irregularities in the ionssphwrs.

The main interests in scintillation studies are twofold. O the ope hand, wodels
of seintillation are nseded to asweas or mitigate the scintiilaticn effects on transion-
ogpharic radic cowsunication, ranging and radar systems. On the other hamd, =cintilia-
tion experiments can bhe used as & diagnostic tool with the aim of gotting a better
understanding of the irrsgularity structure and dynamics of the upper atmcsphors.

Exparinental evidence of ionospheric scintillation wera first given by the chgerva-
tion of irregular fluctuaticns in the intensity of radio starx (Hey et al,, 19i5). When
artificial satellites becams available scintillatiuns were studied in a more systematic
manner using satellite radic beacons. The observation of a significant lavel of scin-
tillation at gigahertz frequencies in the 70s supported a continuing 2ffort in this
field. Satellite experiments using coherent multifrequency Dbeacons, suck as ATS~6
{Davies «t al., 1975) and the Wideband Satelliite {Fremouw et al., 1978}, provided a
large amount of scintillation data for modeling purposes.

Givan the statistical characteristics of the ioncspheric irregularities, theoreti-
cal msodels of the gointillation phencaeahon have been developed to predict the properties
of the fluctuating signals received at a2 ground station., Historicalliy, ioncspharic
scintillation was first studied by using the thin phase screen model (Buoker et al.,
1950). In this model, conly the phase of the incident wave is azssumed toc be affected by
an irregularity slab locatsd in the jonosphere. The signal received on the ground
results from the diffraction pattern produced by the distorted phase front of tha wave
at ioncspheric heights. Basically, this simple picture describes gualitatively the
amplitude scintillation phenomenon when the phase deviations are small. More exact
scintillation theories are bawed on the parabolic equation (PE)} method which has been
developed to treat problams of wave propagation in random media (Barabenenkov et al.,
1871). A review of ionospheric scintillation theories is given by Yeh et al. (1982).

Mean morphological models have been developed with the aim of predicting the occur-~
rence and strength of scintillations as a function of the fregquency, geographical loca-
tion, time of day, magnetic and solar activities. A review of the global morpholegy of
ioncspheric scintillation is given by Aarcons {1982).

3.3:2.1 Models
3.3.2.1.1 Ionospheric Irxrsgularitiss
Experimsntal Xvidenca

The scintillation phenomenon is produced by one of two cauges (Fang ot al., 1984):
(i) elactron density irreqularities at scale sizes coaparable to the Fresnel zone dimsn-
sion of the propagation path, or (ii) sharp gradients of ambient electron density,
especially in the direction trangverse to the direction of propagation. The irregulari-
ties producing scintillations are predominantly in the F-region of the ionosphere with
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Figure 3.3.2.1 High resclution in-situ measurements of election density showing the wai.
of an equatorial ionospheric bubble (McClure et al., 1977)

- Ay M'ﬂ'—" - 4

-

-




96

accasional contribution from the E-layer, particularly sporadic~-g and auroralil-E. Sever~
a2l technigues have besn used to study loncapheric irregularities. Thase incliude: (1)
in-situ measuraments by rooket and satellite probes, (ii) ground, aivborne and zatellits
based HF swept frequeficy vertical sounder, (iii} obligue HF sounders, (iv} cochevent HF
to microwave backscatter radars, {v} incocherent VHF and UHF backscatter sounders, and
{vi} ground scintillation observation of satellite beacons (from VHF to microwave).

Direct evidence for thae existence of slectron density irregularities in the F-
region capme from prohes carried on board low orbiting satellites {Mcllurxe and Hanson,
1972}, An example of such in-situ measuvements is shown in FPig. 3.3.2.i. In this
exanple the satelliite crossed the wall of an eqguatorial bubble {i.e., a largs scals
depletion of electron density in the equatorial ionosphere). It can be seen that the
dengity on the edge of the bubble is about six times that inside the bubble. Superims-
posed oh the background trend there arve also finger-like fluctuations which can be shown
to cauge radio wave scintijlations {(Wernik et al., 1980}). A review of the various
mechanisms producing irregularicties is given by Fejer et al. (1980). Results of irsregu-
larity studies in the high latitude regions is given in Bossy and Schunk (editor)
{1958} .

Historically, the first exparimental evidence of the irregular structure of the
ionocsphere came soon after the intreduction of frequency sweeping lonosondes. F-region
echoes were found o he blurred at times showing a phanomenon later called spread-F (see
Special Yssue in J. Atmos. Terr. Phys. {1974} for a historical account). Spread-P

echoes are usuaily classified into two categories: (i} “range spread-F* when a large
portion of the jonogram exhinits echoes frop many heights and (ii) “freguency spread-vF*
when the spread echoes ars predominantly located at the high freguency end of the
traces. Correlation studies of scintillation and spread—F occurrence seex to indicate
that at equatorial and middle jatjtudes, range spread is associated with strong scintil-
lation activity while frequency spread is not (Rastogi, 1980). Thus, available spread-F
maps cannot be used as an indicator of scintillation occurrence.

Spatial Spsotrum

The characteristics of transionospheric scintillating signals depend strongly on
the properties of the iocnospheric irregularities causing scintillations. As will be
seen in further sactions, the propagation problem is generally sclved by using a sto-
chastic agproach. The space spectrum of the density irreqularities can then be conven-
iently used to describe the statistical properties of the medium. Although a Gaussian
spectrum was assumed at first, a growing number of experimental observations -~ among
them scintillation measurements - accumulated in the early 1570s in support of a power
lav spectrum (Procello et al., 1968; Rufenach, 1972}. Experimental evidence indicats
that ionospheric irreqularities cover a wide spectral range {Booker, 1379). The sizes
of the irregularities causing scintillation range from sub-meters to tens of kilometers.

Experimental evidence from various sources generally agree to yield a one-dimen-
sional pover law spectrum of the forn K with m close to 2 (Elkins et al., 1969;
Rufenach, 1972; Dyson et al., 1374; 3haf§s et al., 1976}. However, a two-component
spectral index has been reported at eguatorial latitudes with a component around 1 at
low spatial frequencies and 3 for the high freguency part of the spectrum, corresponding
tc sxall structures (Rinc et al., 1%81; Kelly et al., 1981}.

Assuming isotropic irreqularities, current theories permit one to deduce a three-~
dinensjional spectrur from the one~dinensional power law spectrum., For m = 2, the three-
dinensional spectrum should have tiie form K™P with p = 4. This conclusion agrees well
with the bulk of scintillation data, although there are indications, from multitechnique
zmeasuremants, that the three-dimensicnil spectral index p may depend on the strength of
tha irreqularities {(Livingston et al. '98l). In the case of anisotropic irregulari-
ties, the calculation of the three- d;m&ns opnal spectrum can be performed by introducing
scaling factors along the three axes {Rinec et ai., 19%77).

It should be noted that thers exist both zathematical and physical reasons leading

Figure 3.3.2.2 Magnetic egquator cut through the gsneral %orn of the eguatorial patch
with typical dimansjons shown (Aarons, 1982)
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o the <opciusion that the power law spectrum ahould bLe valiid only betweeh some Infer
and outer scales {Yeh et al., 1382}. Shiarofsky (1%68] introduced & general irregulari~
ty spectrum valld for adl wave numbers and «hioh raduces ta E°P for a2 range of ¥ suen
that Ei<ai<eX,, viers X, and K; correspond €O the outer and inner scales rexpectively.
As pointed o3 abova, éﬂc innar scxjie is usually taken to be a few decinsaters and the
cuter scale, a few tans of kilometers.

structure and Norphology

As a rule, the structure of irregularities in the ioncsphere, especially at 7~
region heights, is controlled by the Earth's zagnetic fisld. For morphological studies,
it iz convenient to divicde the ionosphere into different regions depending on their
geosagrietic latitudes (see Aarons (1982} for a review):

The eguatorial region {typically in the interval ({~207,420"%) gecmagnetic latitude}
ic vhere irreqularities produce the most intense scimtillations. Irregularities in this
region appear essentially at night. The basic mechanise of irregularicy formation is
the devalopmant of bottomsjide instabilities of the Rayleigh~Taylor wype soon after
sunget. This resulis in large scale depleations of the elsctron density, called bubblesn,
whick rise above the FP-region peak. It has boen shown that theze bubbles can causs
scintillation (Yeh et 3l., 1979). A plume-like irregularity region thus develops,
tinaslly forsing a patch of field-aligned frregqularities which can be likened to an
orange sector as shown in Fig. 2.3.2.2, The elongation factor of the irregularities
2long the lines of force may be as large as 100 {(Xoster, 1%63}. The patch expands
westwards until it reaches an east-west dimension of a few hundred kxilometars, then
darifts eastwards with velocities ranging from 100 te 200 m/8. The decay of the patch
takes place in the midnight time period and is accompanied by a decrease of its velcci-
ty.

In the high latitude regicns {geomagnetic latitude > 60¢) the jionosphere can he
proken into zones that differ in their morpholegy as shown in Pig. 3.3.2.3. In the
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Figure 3.3.2.3 Depiction of high latitude irregularities in the local midnight secter.
Sheet-like irreqularities are seen in the auroral oval, rod irregularities at higher and
lower jatitudes (Aarons, 1982)
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auroral oval, sheet- like irregularities - presumably produced by F-region electron
precipitations - are aligned with the Earth's magnetic field and are extended in the
magnetic east-wast diraction. Form factors of the order of 10:16:1 have been reported
{Rino et al., 1978). Polewards of the auroral oval is the polar cap ioncsp@crc where
two kinds of irregularity structures coexist: (i) a background of saall-scale irragular-
ities drifting anti-sunwards, and (ii} kilo-meter-size irregularities within F-regioch
polar cap arcs which drift in the dawn-dusk direction.

At aid-latitude, scintillation is in general less intense that in other regions.
on some occasions, howsver, patches of strong irregularities produced in other regions
can extend to the mid-latitude ionosphere. A %mean elongation factor of 24 has besen
reportad for F-region fisld-aligned irreqularities (Kumagai et al., 1986). It ahoculd be
noticed that sporadic-g, although related to different phenomena, can alsc produce
scintillations that add to the elfects of F-region irregqularities.

3.3.2.1.1 Exparimenial Characteristics of sSciatillation
8igmal Charactaristics
Gensral Faatures
Scintillations of transionospheric signals have been ed on frequencies from

about 10 MHz to 12 GHz. Intensive measuramant campaigns have been carried out in the
past using the ATS~6 geostationary satellite (Davies et al., 1975) or the orbiting

~
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#ideband Sateliite {Fremouw et al., 31978). Sgintiilation data in ﬁha 4-8 GEx band have
3igo baen extensively studied by using telecommunications sateliites {¥ang, 1980).
Huitifrequency scintilldation measurssents in the high latitude rsgions hive bean provid-
ed by the HILAT mission (Fremouw et al., 1%85). XA typical sxasple of zcintililation
records for the amplitude and phase of VEF signals is shown in Pig. 3.3.2.4.
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Fiqure 3.3.2.4 Amplitude and phase scintillation of VHF signals from the ¥ideband satel~
1ite. Data were detrended at 0.1 Hz (Yeh and Liu, 1982}

The intensity at which scintillations are cbserved depends upon the position of the
sbgarver relative o the irregularities that cause the scintillation. Azmong tha rele-
vant gecmetrical facters are: (i) the zenith angle of the propagation path at the lopo-
spheric layer, {ii} the propagation angle relative to the Earth's pagnetic field, {(iii)

the distance from the irregularity regiocn tc the ssurce and to the observer.

Small-scale irregularities which produce amplitude scintillation also give rise to
angle of arrival scintillation. Angular deviations ars ©f the order of a few tenths of
nilliradian at VHF {BEramley, 1%74). Faraday polarization fluctuations are also associ-
ated to scintillation effects (Lee et al., 1982; Bhattacharyya et al., 1987;).

Dapth of Fading and Fading Periocd

For system applications, the depth of fading and fading period of the signal are
often sufficient to asseas scintillation effects. 2amplitude scintillation can produce
signal fluctuations reaching 20 dB peak-~to-peak in the VHF band and 10 dB peak-~to-peak
at nicrowaves {Dgawa et al., 198Q0). The statistical behavior of amplivude scintiliatjon
at 4 GHz is shown in Fig. 3.3.2.5 for the equatorial region. The fading period of
scintillation algso varieas cver a large range (typically froa 0.1 sec to several
minutes). The fading period depends both upon the apparent velocity of the irrequlari-
ties relative to the ray path and, in the case of strong scintillation, on its severity,
with strong scintillations being associated with shorter periods.

S8ointillation Indax 8,

A useful imex is the scintitlation index S, defined as the standard devxsticn of
thexracuaved power divided by the mean value of thq received power, i.e. -(cI >
<I>%)/<I>® with I, the signal intensity. Weak scintillation corresponds to ow values
of the scintillation index (e.q. o<s <0.3). Strong scintillarion i3.3. 54>6.56; is
ganerally associated with the presence of multiple scattering. In the case of saturated
scintillation (8421} . ultiple scattering becomes predominant.

. Experimental evidence shows that under weak scintillation conditionf, the scintil-
iation index S, bas approximately a frequency dependence of the form £ +°'5 /Pramouw et

al., 1978; Yeh ot al., 1980}. The frequency dependencs of s4is less stesp for more
intenss scintillarions, with S, attaining a maximum value spar unity for strong scintil-
lation conditions. In the equatorial region, spectral indices of 5, between -1.6 and
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Figure 3.3.2.5 Annual statistics of 4 GHz ionospheric s¢intillation in the equatorial
regicn. (P and I refer to different geostationary satellites). (Pang et al., 1981)

~1.9 have been cbserved at GHz fraequencies (Franke et al., 1984). These valies are
believed to be related to a two-component power~law irregularity spectrum (Basu st al.,
1980). The frequency dependence of S, may also vary with local time (Fujita at al.,
1982) and geomagmetic activity (Ogawa et al., 1980).

Amplitude and Phass Bpeotra

Scintillation indices, like S, only give an overall account of the scintiliation
intensity. A more precise description of the signal fluctuations can be achieved by
using temporal or spatial spectra (Rufenach, 1972). The basic phenomenon relating
spatial and temporal sigral spectra is the irregularity motion relative to the ray path,
which causas the signal to fluctuate at the receiving site.

An example of temporal power gpsctra for the phase and amplitude of scintillating
signals is given in Fig. 3.3.2.6. It can be shown that the amplitude spectrum peaks at
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Figure 3.3.2.6 Power spectra for amplitude and phase of VHF signals. The scintillation
index S, is 0.52 and the rws phaas fluctuation is 1.628 rad. The cuteff freguency of
the detrending process is 1 mHz (after Myers et al., 1379) &
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a transition freguency proportional to Epev,[dp, where v, is the relative velocity of

. the irreqularities normal ¢o the ray path and &; is the size of the first Fresnel zona
of the path. Both thg phase and loge~amplitude spectra decrease approXimately as f£7 at
the high freaquency end. The phase sSpectrum shows no marked peak as does the amplitude
spectrum.  For strong scintillations, the high frequency asymptote nay steepen (to as !
much as £~%) and the transition frequency may increase, a phenomenon known as spectral
broadening, which is due to multiple scattering (Umeki et al., 1977).

Closely related to the scintillation spectra ars the correlation functions for the '
amplitude and phase. The correlation distance and ccherence time, which can be deduced

from the correlation functions, are of practical interest for engineering applications. P
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Figure 3.3.2.7 Experimental intensity probability distributions of scintjillating sig-
nals and the corresponding Nakagami-m distributions (solid curves). Data sets corre-
spond to approximately 1 min (after Rino, 13%B0)

8ignal Btatistics

For periods having a constant scintillation index, the signal statistics amay be
described by the probability density function for the sigual amplitude and for its
phase. The experimental amplitude distribution of scintillating signals has baen exten-
sively studied (Wernik et al., 1969; Whitnay et al., 1972; Rino et al., 1976; Rino,
1980; Framouvw et al., 1980). It was eventually found that the phase distribution can gg
approximated by a normal distribution while the Nakagami-m distribution Hith.l = (8,)
yYields a good fit to the amplitude distribution (Fig. 3.3.2.7). The Nakagami-m distri-
bution is a Rayleigh distribution for m=1 (strong scintillation}, and is a log-normal

distribution for m>>1 (weak scintillation).

Horphology of Bcintillation

The occurrence and intensity of scintillation depend in general on the geomagnetic
coordinates, loca) time, season, and solar and geomagnetic activities. The same conven-
tions as in section 3.2.2.1.1 can be used to define ioncspheric regions depending on
their geomagnetic latitudes. A global picture of scintillation morphology is given in
Fig 3.3.2.8 for L-band signals. A summary of the dependence of scintillation on solar-~
geophysical and temporal parameters is given in Table 3.3.2.1.

3.3.2.1.3 Theoretical Scintillation Models
Statement of the Problem

The geomatry of the problem is given in Fig. 3.3.2.9. A siab of random irrequlari-
ties of elactron density (or equivalently of dielectric permittivity) is located from
z=0 to z=L. The transmitter is assumed to be at infinity and the receiver is located on
the ground at = distancs D from the center of the siab. Inside the irreqularity silab,

Y the electron density N(r) can be written as:

H(r,t) = <N>[1 + n(r,t))
where <N> iz ths average background density and n(r,t) the fluctuation in relative
dansity due to the irregularities in the medium. A simjilar relation holds for the

dielectric permittivity. The temporal variations of n ar used Ly either the irregu-
r larity motions or by the time evolution of the process causing irreqularities, or both.
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* PARAMETER EQUATORIAL NID-LATITUDE AURGRAYL POLAR
4
ACTIVITY Exhibhits greatest Generally very Generally modi:a:cly reat intansity in
LEVEL axtreves quiet to active to very active high sunspot years
moderately active
PIURMAL Kaxisum~night-tine Haxipum-night-time

Hinimum-day~-cime

Sporadic~day-time

Haxismum~-night-tine
Haximum—day-time
{not within poclar cap)

Haximum-night-time

Accra, Ghana
Qzcurrence decresases

with
Hyancayo, Peru

March equinox
Occurrance decreases
with K

Juns solstice
Occurrence increases
with K

saptﬂg.r equinox
Q000-0400 h{local time)
Occurrence increaces

it
with KP

SEASONAL Longitudinal dependent {(Haximum-spring Pattern a function Pattern s function
Peaks in squinoxes Minimum-~wiater of longitude sector of latitude sector
Accra, Ghane Tokye, Japan
Maximus-Novenber Haximum-suroer
and March Hinlmwe-winter
Minisum-solstices
Huancaye, Pearu
Maximum-October
to March
Minimum~-May to July
Kwajalein Islands
Kaximum-May
Minimum~Novesber and
Decembar
SOLAR CYCLE{Occurrence and intensity]Tokyo, Japan Occurrence and intensity!Cccurrence and intensity
increase strongly with (Occurrence in increase strongly with |increams strongly with
sunspot number night-time sunspot number sunapot numbar
decreases with
sunspot number.
Occurrence in day-
time has little
dependence
NAGMERIC Longitudinal depend Indep of RP Occurrence increass Occurrence increasss

Table 3.3 2.1 - Sclar geophysical and temporal dependence of scintiilation
{After CCIR (1990)).

The aim of theoretical scintillation
teristics of the received signal when the

are known.

cannot be

scintillation theories are

statistical
At the present time, analytical
sclution to the scintillation problen.

derive solutions appropriate to particul

complete statistical descri

ar gsituations.

models is to calculate the statistical charac-
properties of the irregularities
methods are not available to give a general
Approximate methods have been developed to
Even in these situations, 2
ption of the signal in terms of probability distribution

achieved and one has to be content with a few of its first moments, Most

based on the folloving assumptions:

(1) The tamporal variations of n are much slower than the wave period.

4
(ii) The characteristic size of the irregularities is much greater than the wavalength.

gy
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Figure 3.3.2.8 Global picture of scintillation morphology for L-band {1.6 GHz) signals
{after Basu et al., 1988)

(iii) n is assumed tc be a2 homogeneous random variable with zero mean, resalting from a
stochastic process (its spatial autocorrelation function C(r;,r;) = <n{ryin(r,}> de-
pends only on ry-ry}.

Phase Screen Model
Basic Assumptions

In the case of weak scintillation, the general properties of the signal can be
obtained qualitatively from the "thin phase screen model". 1In this model, the irregqu-
larity slab is assumed to produce only small phase perturbations of the wave, the wave
amplitude remaining unaffacted. A plane incident wave therefore emerges from the slab
with a randomly modulated phase front. As a conseguence, a diffraction process is set
up and the received signal results from the diffraction pattern produced on the ground
by the distorted wave front at the bottom of the slab. An equivalent interpretation, in
the frama of ray theory, is that parallel incident rays are slightly deviated by the
slab so that they produce fecusing and defocusing effects on the ground. It can then
easily be seen that two incident rays separated by a horizontg} distance d will inter-
fere destructively on the ground when d = d, = (wavelength.D} 2, This means that the
rajor contribution to the amplitude scintillation on the ground comes from irregulari-
ties of the size of the first Fresnel zone.

In the development of the thin phase screen theory, the following assumptions have
to be mada:

{iv) The phase perturbations introduced by the screen is a Gaussian random field
with zerc mean.

{v) Only small phase perturbations are introduced by the screen, i.e. the nean
square of the phase perturbations is negligibly small compared to 1.
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Fiqure 3.3.2.9 Geometry of the scintillation problem )
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R By using the Kirchhoff diffraction {formula, an expregsioh is found for the wava at
ground level as a function of the phase parturbations introduced by the phase screen.
various statistical chatacteristics of the received signal can then be deducad from the
wava expression, e.g. mean value, Rean-sguare fluctuations, correlation functions,
spatial spectrum, atc...

Spatial Spectra

The spatial spectrum of the signal can be seen tc be the product of the irregulari-
iy spectrum by a spatial filter function., This filter function results from the Aif~
fraction of the wave betwesn the irregularity slab and the ground. The filter functior
for the amplitude iz different from that for the phase. The filtering process for the
wave amplitude, known as Fresnel filtering, is Jescribed by an ogcillating filter func-
tion as shown in Fig. 3.3.2.10. 1Ip the thin phase screen approximation, the filtex
tunction for the log-amplitude is a sine square function of the spatial wavenumber. The ¢
first maximum of the filter function corsgsponds to dp. Since the irregularity spectrux <
is a decreasing function of X (e.g. K *), the product of the filter function by the .
irregularity spectrum presents a peak for K=Ky, corresponding to dp. This is consistent A}
with the above simpla picture that in the weak scintillation regime, irreqularities of
the size of the first Fresnel zone contribute most to the amplitude scintillation. By
contrast, the filter function for the phase shows no pronounced oscillation, thus imply-
ing that irregularities with scale sizes much larger than dp can also contribute to the
phase scintillation.

~g il - .

Frozen~field assumption

In general, ionospheric irreqularities are in motion with respect to the ray path.
This relative motion may be the consequence of the source motion as in the case of
signals received from an orbiting satellite, or it may result from drifting irregulari-
ties as observed with geocstationary satellites, or both. In the "frozen-field™ assump-~ -
tion, the time evolution of the irregularities is neglected with respect to the varia-
tions of electron density due to the irregularity motion. The frozen field assumption
can be expressed asg:

Ol s T e R e it

n(r,t+t') = n(r-v,t’,t}

with v, the relative velocity of the irregularities. The irregularity motion will
cause the diffraction pattern to drift, thus producing a temporal variation of the

signal received at a fixed position on the ground. Assuming Vo 0 be known, the tempo-

ral power spectrum of the signal can therefore be deduced from the spatial power spec-
trum.

B Read

r

Temporal Spectra

Assuming a power law irregularity spectrum with spectral index p = 4, the temporal
amplitude spe can_be shown to be flat up to the Fresnel frequency fp = v,/dp, and
te decrease as f “Paf=3 at the high frequency end. The phase spectrum, on the contrary,
shows a f dependence acrosg the whole spectrum. These theoretical predictions are in
agreement with the expsrimental observations as discussed earlier. They cenfirm the !
fact that for weak scintillations, irregularities larger than the first Fresnel zone do
not contribute much to amplitude scintillation while large-scale irregularities play an
important role in the phase scintillation. r

Parabolic Equation Method

For a guantitative description of the wave field, the parabolic equation method
must be umed which takes into account the effect of scattering inside the irreqularity
slab on the vave smplitude. The basis for the theory is the wave equation for the
electric field E:

Lap(E) + k.2 <e> [1 + e, (r)]E=0
where <e> is the mean dielectric permittivity, e; the fluctuating part of the permittiv- 3
ity in the irregularity slab and Lap, the Laplacian operator. In the case of normal
incidence, the complex amplitude of the wave u(r) defined by:

E = u(r) exp(-jkz) , ;

satisfies the folloving equations:
-23jkzu’, + Lapgp(u) = -x? e, (r) u for 0 < z < I,
-2jkzu'z + Lapp(u) = 0 for z > L.
whers Lap, is the transverse Laplacian.

In addition to assumptions (i) to (iii), the followin® assumptions are made i
development of the parabolic equation method: n& IREY e e in the
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{iv} The forward scattering approximation is valid, i.e. the wavae is scattered mainly in
the direction of propagation.
r

{v} The Fresnel appréximation is wvalid, i.e. the characteristic scale d. of ‘he irregu-
larities is such that: wavelength<<d.<< D.

{vi) The attenuation and the backscattered power are small, i.e. <e12>ko<<1.
Latting u = exp{-s), the eguaticn for s is:
-2jks', + LappZ(s) + [Lapp(s)]® = ~k%ey(r) for 0 <z <L

Since no general analytical solution has been found to this equation, approximate
solutions will be given in the following, corresponding to typical cases.

Kytov Solution for Weak Scintillation

Neglecting the term [La (s)]2 in the above eguation results in the Rytov solution
for weak scintillaticn. In is case, the solution s(x,y.2) can be gbtained for the
wave. This solution shows both phase and amplitude variations of the wave insida the
irregularity siab. The amplitude variations can be seen to be the result of diffraction
effects inside the slab. This formal scolution for the wave fiald is used to derive the
spatial spectrum of the signal on the ground.

As in the case of the phase screen model, the spatial spectrum is the product of
the irregularity spectrum by a filter function. Examples of filter functions under the
Rytov approximation are given in Fig. 3.3.2.10 for amplitude scintillation. fThe filter
tfunction for L = 0 corresponds to the solution for the phase screen model.

ey

r
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AMPLITUDE FHLIER FUNCTION
L L et K it

e

Figure 3.3.2.10 Fresnel filter function for log-amplitude scintillation

For the scintillation index, 542 appears to be also the product of the Freashnel

filter function for the amplitude with the irregularity spectrum. Since the latter is a
decreasing function of K (generally of a power law type), the scintillation index
presents a maximum near the Fresnel frequency. This is consistent with the picture
anticipated in the thin phase screen approximation that irregularities of the size of
the first Fresnel zone contribute most to a‘rl%ﬁﬂﬂf scintillation. The fregquency de-
pendence of S, is found ta be of the form f~ pt toi 3 power law irregularity spec-
trum with spectral index p. F¥or p = 4, S, varies as £74+7, a feature in agreemsnt with
experimental observations.

Assuming a power law irregularity spectrum with spectral index p and using the
frozen field approximation, the temporal spectra for the signal amplitude and phase can
be derived. As in the phaﬁ? scresn model, the amplitude spectrum is constant for low
frequencies and varies as f'”P at the high frequency end. The roll-off frequency is in
tne viciniiz of the Fresnel frequency fp = v,/dp. By contrast, the phase spectrunm
varies as t1 P in the whole frequency range.

The above results obtained at normal incidence can ke generalized tc the case of
obligque incidence. In this case, the relevant parameters for the irregularity sizes are
the irregularity dimensions transverse to the line of sight.

Basically, the Rytov solution is adequate to describe scintillation quantitatively
when single scattering prevails inside the irregularity slab, The Rytov sclution yields
correct quantitative results for the signal roments anqupectra in cases ¢f weak to
moderate scintillation (e.g. §;<0.3).
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Genaral Solution under Karksv Approximation

When the fluctuatipns in the ralative dislactric permittivity becows large (i.e.
when the density fluctuations are sufficiently large, or when the fIrequency is suffi-
ciently low) multiple scattering occurs and the Rytov scolution is no longer applicable.

The develocpment of a more general theory is based on the Markov approximstion. Let
4, denote the correlation distance of e, in the z direction. The Markov approximation
states that the wavs presents only small variations on d, as it propagates in the z
direction with respect to its variations on the same distance in the x-y plane. There-
fore, the correlation function for the irregularities can be approximated by:

Celx,¥,2) = Ag(x,y)delta(z)

where C, ig the spatial correlation function for the permittivity, A, a two-dimensional
correla&ian function and delta(z) the Dirac delta function.

Using the parabolic equation under the Markov approximation, closed sets of equa-
tions can be derived for the statistical moments of the wave field (Chernov, 1964;
Ishimaru, 1978). The signal characteristics of interest are deduced from these statis-
tical moments evaluated at ground level, Fig. 3.3.2.11 shows the acintillation index S,
vs. rms density fluctuations for various frequencies. For weak scintillation, Sy in~
creases linearly with the rms fluctuations in a manner consistent with the Rytov solu-
tion. As the fluctuations become larger, multiple gcattering appears - beginning with
the lowar frequencies -~ reﬁulgsvg in a saturatien of SQ: The frequency dependence of S,
then departs from the £ Pt lav given by the Rytov solution. In the saturation
regime, S, is unity, independent of the density perturbation level. 1In this reginme,
irreqularities with scale sizes far larger than the Fresnel zone dimensions can alsoc
contribute to amplitude scintillation. The underlying propagation mechanism is usually
referenced as “refractive scattering® (as opposed to "diffractive scattering”) and has
been reviewed by Booker et al. (1981).
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Fig. 3.3.2.12 shows an example of the spatial correlation distance for the inteansi-
ty as a function of the freguency. For tha highest frequencies, single scattering
daminates and irrcgvlar:ties with sizes equal to dy coéntribute most to the 1ntonsi7¥
scintillations. gbgralation distance is thus of the order of dp = (wavelength-'D)
vhich decreases as £ with increasing rrcquencies. ¥hen the frequency is decreased,
multipie scattering becomes important, causing a decorrelation of the signal. The
correlation distance then decreases with decreasing freguencies. Therefore, Fresnel
diffraction and multiple scattering act as two competing factors, causing the correla-
tion distance to have a maximum at some intermediate frequency. In the frozen field
approximatiocn, the correlation distance 1. can be airectly converted into coherence time
t. at a single receiving site by the relation: = 1./V,.

Numerical S8imulxtions

As pointed out prevzoualy, there exists no analytical general solution to the
problem of wave propagation in a random medium. Numerical simulation congtitutes an
alternate approach to this probles. Basically, numerical simulations are methods of the
Monte Carlo type: A sufficiently large number of realizations of the medium are first
generated numerically with the desired statistics. Fox each realization, the resulting
sign-l is computed at the receiving site. The set of signals corresponding to the
various medium realizations then permits one to derive the signal statisticg. The main
advantages of numerical simulations over analytical solutions are that (i) they can give
results for scintillation regimes for which analytical solutions are intractable, and
{ii) the data processing can be made similar for the conputed and for the exparimental
data, making thes comparable in spite of such problems as finite record lengths, window~
ing, detrending, etc...
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Figure 3.3.2.13 Multifrequency amplitude scintillation spectra (a) from experimental
data, (b) from numericai simulation (after Franke et al., NB83)
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Numerical simulation techniques have baen widely used to check the phase screen
nodel under the Fresnel approximation {Whalas, 1974; Rino, 1%82; Rino &t al., 1984}. An
interesting extansion of this model is the multiple phase scresn model {(Knepp, i%83) in
witich 2 nunsber of thin phage screens are used to simulate a thick irregularity slab. In
this wodel, the wave propagates through successive gscreendg with diffraction taking place
betwssn each scresn. It can he shown that aultiple scattering, as describad by the wave
equation, can be simulatsd by this process. This makes the multiple phass screen nmodel
appropriate for simulating signal propagation in the strong scintillation regine.

A reviev of numerical simulation results in the case of multiple scattering is
given by Yeh et al. (1985). It is shown that ramarkably accurate predictions can be
cbtained with these techniques as exemplified in Fig. 3.3.2.13. As can be saen from
this figurs, multifrequency data corresponding to a wide range of scintillation condi-
tions (from weak to saturated scintillations) can be successfully simulated.

3.3.2.2 Prediction Techniques

A glohbal amodel of scintillation behavior has been developed to assess scintillation
in practical situations (Fremouw et al., 1978}, The program, named WEMOD, permits the
user toc specify his operating scenarioc. The input pavaneters include frequency, loca-
tion, local time, sunspot number and planetary geomaynstic index . The user must alsc
specify the longast time the system needs phage stability. The code returns the spec-
tral index p for the power lav phase scintillation, a spectral strength parameter T (at
a fluctuation level of 1 Hx), the standard deviation of the phase, and the ecintillation

index 84

The program makes use of a descriptive irregularity model which is based on obser-
vations, mainly from the DHA Wideband Satellite. The irregularities are assumed to be
three-dimensionally anisotropic with a power law spatial spectrum. A modei of irregular-~
ity drift velocity is included in the program. The theory emploved for deducing the
signal characteristics is based on the phase screen model. Although the basic theory
does not include effects like finite irregularity outer~scale and multiple scattering,
means are provided in the program to deal empirically with these effects. Analysis of
phase and intensity scintillation data obtained from the DNA Wideband satellite from
sites at Poker Flat, AK, Ancon, Peru, Xwajalein Island and Stanford, CA and from the DNA
HiLat satallite from Ballevue, WA ware used to calibrate the WBMOD model (Secan et al.,
1987).

Various sets of fourmulas have been developed for cother regions. Forwmulas for the
high latitude regions along the 79* W maridian are given by Aarons et al. (1980). The
rorphology and characteristics of GHz scintillation in the Asian region have been de-
scribed by Fang et al. (1983, 1984). Formulas for predicting the scintillation index in
the 250 MHz rangs in the cquatorial region are given by Aarons (1985).

3.3.2.3 Assszanent Systems and Operational Use

Techniques for mitigating scintillation effects belong in general to the class of
diversity schemes. In diversity schemas, fading effects are mitigated by combining
signals presenting independent fadingas. For example, in the case of Rayleigh fading,
the combination of two signals with a correlation coefficient lees than 0.6 yields a
diversity gain better tban 8 AB. Diversity scheses can be classified intc frequency
dirersity, polarization diversity, space diversity and time diversity.

Por transionospheric radio systems, diversity schemes are generally regquired to
mitigate only intense scintillation. Weak scintillation can normally be overcome by
allowing a sufficient fade margin. It is widely recognized that polarization diversity
is ineffective since the sjignals are highly correlated. Frequency diversity is in
gensral impractical unless large frequency separation can be achieved (Crane, 1977).
However, if the ionosphere is highly disturbed, either naturally or by artificial modi-
fications (e.g. nuclear explosions, chemical raleases), frequency selective scintilla-
tions are likely to occur causing wide-band aignals to decorreslate at differant frequen-
cies within the transmission bandwidth. In such cases, adaptive egualization of the

transmission channel can be effective as demcnstrated by Bogusch et al. (1983).

Only space diversity and time diversity are viable techniques for mitigating iono-
spheric scintillation in gensral conditions. As an example, assuming an irregularity
drift velocity of S0 m/s in the equatorial ionosphers, a correlation coefficient of 0.§
(respeactivaly 0.3) can be achieved in space diversity for an antenna separation of 300 m
{reaspectively 1000 m ) (CCIR, 1990). It should be noted that in multiple satellite
systems, the space diversity resulting from the use of two satellites can provide sig-
nificant improvement at the cost, however, of system complication. Time diversity
appears to ha the most effective scheme for mitigating ionospheric scintillation in all
circumstances. In digital transmissions, large bursts of arrors are psricdically en-
countared as a result of relatively long fade durations. Bit interleaving car be used
to randomize these errors making forvard arror correction coding effective (Johnson,
1980). For space based radars, the influence of strong scintillations on the integra-
tion time is discussed by Dana et al. (1983, 1386).

&
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3.3.2.4 Future Neels znd Inprovemsnta

Randow slectron density irregularities are frequently produced in the ionosphere as
a conseguence of varibus plaspa ingtabilities. Waves propagating on transionespheric
paths are altered by these irregularities of the wedium, setting up diffraction patterns
at the receiving site. As a result of the irreqularity motions, the diffraction pat-
tarns evolve and the received signalc flnrtuate, producing a pbenomenon known as ®iono-
spheric scintillation®™. Approximate stochastic golutions to the propagation problem can
be found that describe guantitatively the scintillation phenomenon when the statistical
properties of the irregularities are known. Morpholiogical medels of scintillation have
been built to predict the scintillation occurrence and strength as a function of geo-
graphical, geophysical and solar parameters. Since iohospheric scintillation can be a
limitation to various space~bagsed systems, empirical models have been made available for
system design. However, the sclar and geomagnetic dependence of scintillation is still
not fully understood and would deserve more atteation in the future. Multi-technique
neasurements have proven very productive and should undoubtedly be the experimental
ground for future modeling efforts.
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£. GROUND MAVE FRURAGATION

At freguencias Lwaen about 10 k¥r and 30 ¥He, propagarion i85 possible by the so
called "ground wave®,’ The ground wave iz in principle vertically polarized and is the
total field observed at 2 point in space due o a radfating source a finits distance
away, exciuding any component raflected fros the ioncsphere or other discontinuities in
the upper atmosphere (Barrjck, 1970). These latter copponents are termed sky waves ang
are treated in section 3.

Historically, the Sommerfeid (1909) flat earth theory and the Watson transformation
{Watson, 1918} leading to the vesidue series (Bremmer, 194%; Walt, 1962} were the impor-
tant theorstical advances upon which much of the modern ground-wavae theory is stili
based. Howewer, it was not until the 1930s that these thesories were veduced to forms
suitable for practical caliculations by Norton, Van der Pol and Sremmer, and Eckersley
and Millington. ODescriptions of these theories are given in texts by Bremmer (1949} and
wait (1962).

4.1 Models

Avallable models for ground-wave field strength caloulation depend on whether the
path is an homogenecus, Smooth-earth; & non-hosogensous, smocth-earth or a non-howogene—
ous, irregular-earth path.

4.3.1 Smooth-BEarth, Hosogensous Path

Ground~wave field strength can be calculated using the curves in CCIR Recommenda-
tion 368~5 (CCIR, 1986a) for constant ground constants. CCIR Report 717-2 (CCIR, 19&86b}
is a world atlas of ground constants. In addition, it also contains ground-wave field
strength curves. Recommendation 363-5 and Repert 717-2 give results when both the
transaitting and the receiving antennas are on the ground. Of the tws ground constants,
conductivity and permittivity (dielectric constant}, the grsund conductivity is normally
the dominating factor when calculating the ground wave field strength; more information
about it can be found in CCIR Recommzndation 527~1 (CCIR, 1986c} and CCIR Reports 22%-5
{CCIR, 1986d) and 879%-1 {LCIR, 1986e). Supplementary information about ground conduc-
tivity msasurements can be found in works by Stokke {1978; 1984, 1385).

The phase of the ground wave is impertant for some navigational systems such as
DECCA and Loran-C. Sose information about the phase of the ground wave is given in CCIR
report 716-2 (CCIR, 1986f) and in articles by Wait (1956}, Levy and Keller (1358},
Jonler {1965}, Wait (1965}, Saether and Vestmo (1987) und Stokke (i988).

4.1.2 Smooth-Rarth, Mixed-Patk

The smocth-earth, mixed-path zethod by Millington (1949} is a specific sequence of
smooth~earth model runs over each of the seguents of a path that are then combinred in a
particular order. A height-gain function is then applied to the transmitter and receiv-
er antennas using the ground constants under each antenna and user-supplied heights.
The result is the propagation loss over a mixed path with compensation for antenna
heights.

Annex I to CCIR Recommendation 368-5 (CCIR, 1986a) describes how the field
strength curves presented in Annex I can be used in Millington's method. Also in Annex
II a graphical procedure based on the work of Stokke (197%) provides a rough and quick
estimation of the distance at which the field strangth has a certain value. The accura-
cy of the graphical method is dependsant on the difference in slope of the field strength
curves and is to an extent dependent on the freguency.

Furutsu has developed a theory of wave propagation over multi-section terrain
(Furutsu, 1957a; 1957b; 195%; 1982; Furutsu and Wilkerson, 1970; 1971). fach section
can have different electrical properties. The earth's curvaturs is taken into account
and one can model average atmcspheric refraction by using an effectiva earth's radius.
Each section can have a different height, and the tra.smitter and receiver can ba ele-
vated. By allowing the length of a section to tuind to zero, the effect of a simple
obstruction cr knife-edge on the path can be modeled. The theory can be used tc model
sixed paths, ridges, bluffs, coastlines with cliffs, and islamis. Purutsu's theory uses
a mixture of residue seriss and the Sommerfeld flat-earth theory. PFor short distances
the resjidue sseries for a given nection ia replaced by a form of flat-eirth approxima-
tion. Because the theory is restricted to boundaries with vertical sections, it can not
model a sloping beach. A practical limitation igs the rumber of sections that can be
sodelad before the method becomes too complex.

4.i.3 ITTeYular-garta yatas

Irregular-earth paths means here to inclrde such eflects as surface raoughness of
ths ocean and the problwms of ground-wave propajation in built-up areas.

Naarly all treatments on the subject of ground-wave field strangth calculations
take the earth surface as a parfsctly amooth (planar or spllerical) interface batwsen the
air and ground or air and water. Barrick (1970, 1971&, and 1971b) develcpad a mathod of
analyzing radiation and propagation abova a surfacs eaploying an effective surface
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. impadance to describe the effect of the boundary. The resualting effective surface

. impedance consists of two terms, the impedance of the lover medium when the surface is

i pexfectly smooth and a ferm accounting for roughness. The latter term can be complex in

s | general and depsnds o) the strengths of the roughness spectral components present.

; Using values of surface impsdance caiculated for the Phillips {1966) height spectrum of

the ocean wind-wave spatial spectrum, Barrick (1970, 1%71la, and 1971b) detexrmined the

difference betweea the basic transmission loss above rough sea and the value above a

smooth sea for standard atmospheric conditions. An input to the Barrick effective
surface impedance model is the wind speed in knots.

® The rough ocean surface also affects the delay dispersion of the ground wave
(Malaga, 1984). The rms delay spreads calculated for a Phillips isctropic spectrunm

. indicate that surface roughness does not increase the delay smearing of the transmitted
: impulse at distances greater than 150 km. A measure of delay spread which reduces the
“ effacts of the tail of the impulse response is the 90% delay spread, which is defined as

the time interval between the times at which 5% and 95% of the total received energy

arrives. The 90% delay spread increases with surface roughness for distances up to 200
.o km. At distances of 250 km or greater, a small amount of surface roughness actually
’ reduces the 90% delay spread. When wind directionality is considered, maximum disper-~
sion occurs for downwind propagaticn. Since the calculated delay spread of a narrow
pulse propagated over a rough ocean surface was found to be less than 200 nanoseconds
for distances up to 300 kr and wind speads up to 30 knota, the coherance bandwidth of
~he ground wave signal would be in excess of 5 MHz allowing the transmission of a 500
kHz signal with little distortion.

An investigation has taken place into the problems of medium frequency ground-~wave
propagation in built up areas (Causebrook, 1978). Measurements were made on paths
passing through London which showed that the fiald-strength/distance relationship is
often different from that expected on the basis of conventional theories. An integral
eguation is used to caiculate loss over an inhomogeneous earth which replaces the sur~
face impedance that would exist in the absence of buildings with cne that alsc depends
on the fraction of the area of concern which is covered with buildings., Close agreament
iz shown betveen the model and neasured effects. More measurements are needed in other
towns and at other frequencies to check the applicability of the model.

4.2 Prediction Techuigues

Compucer progrars can be used to calculate the ground-wave field strength. There
are three such programs for the swmooth-earth, homogeneous path use. The first is a
progran dsvelopad by Bexry (1978), The basis of this program is described in Berry and
Herman (1971) and Stewart st al. (1983). The computational technigue was modified in
1684 to reduce tha computational time (DeMinco, 1986). The sacond computer model was one
due to Rotheram (1981) called GRWAVE. This computer program is avajlable from the
Director of the CCIR and was used to generate the curves in CCIR recommendation 368.
This program utilizes an exponential atmosphera. Eckert (1986} has documented the FCC's
progras in the United States. He also conducted extensive comparisons among the FCC's
progran, Berry's program, and GRWAVE. Eckert determined that the three programs give
ground wave field strength predictions sufficiently close in value that they could be
considered identical for propagation purposes (Haakinson et al., 1988). However, Roth-
eram et al. (198%5) have shown that the use of the linear atmosphere in GRWAVE leads to
errors below 30 MHz at heights above 1 km. In the far field above 10 MEz, the important
height range for grourd-wave propagation is below 1 km. At lower frequencies he shows
that the impeortant height range extends up to tens or hundreds of kilometers.

Millirgton's smooth-~earth, nixed-path model has been implemented in a computer
program due to DcMinco (1986) using Berry's smooth-earth computer progran. This
smooth~earth, mixed path method will calculate the propagation loss over a mixed path
with as many as 50 seqments. At thes Marconi Research Center in the U.X., a‘conputer
” program called NIWBREM has been developed for ground~wave propagation over a mixed path
’ consisting of piece-wise continunus sections differing only in their electrical proper-

ties (Rotheram et al., 198%). bBrewmer's theory (Bremmer, 1949) is used for the homoge-
neous earth calculations required for Millington's mathod.

A computer program called FURUTSU has been developed at the Marconi Research Center
which uses Furutsu theory veferred to in Section 4.1.2. It can handle three sections of
gaomatry each with different elsctrical properties and diflerent heights. Comparisons
were made with NEWBMEM; considering the simplicity of Millington's method, NEWBREM
perforns very well compared with the elaborate theory used in FURUTSU.

If, along a particular path, the terrain irregularity is of the order of a wave-

) length or less, then smooth-Earth calculations are ad=quate (Knight, 1983). In moun-
- taincus conditions, the terrain irreqularity can be several wavalengths. In this case,
a user would use a irreqular-tarrain, mixed-path method to compute signal coveraga. In

GWVCA, DeMinco (1986) usem an integra. equation (Hill, 1982; Ott, 13971) to compute the

propagation loss of a vertically polarized eleciromagnetic wave over irregular terrain

that is covered with foresta, bujldings, or snow. WAGSLAD (Hill, 1982) is an extension

of program WAGHER (Ott, 1971) teo model a slab representing the terrain cover. The

irreqular-Earth, mixed-path method in GWVOA is & modified version of program WAGSLAB.

The terrain cover is modeled as a slab of user-specified ickness, length, conductivi-

ty, and dielectric constant. Antenna heights of the tra itter =znd receiver zantennas

without a slab are taken into account within the program using the height-gain functions
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Figure 4.1 PROPHET Surface/(round wave coverage

discussed previously for the smooth-earth, mixed-path method. When a slab is included,
a special height-gain function (Hill, 1982) is used for antennas within or above the
slab. The program car handle up to 50 different sequents over a mixed path. The choice
of the integration points is left to the user; some care nust be exercised because the
computation time increases as the square of the number of points but if too few points
are used the solution may oscillate or diverge.

4.3 Assesamsnt Systems and Operational Use

The assessment systems in use today were developed at a time when micro-computers
had memory sizes of 64,000 bytes to 256,000 bytes. The result is that these assesszent
Systems use approximations to the models of section 4.2. The use of these approxima-
tions resulted not only from the smaller memory sizes of thosa computers available then
but alsc from their slower computational speeds and from their compiler limitations.

The PROPHET system (Richter, 1989) is an example of an assessment system for which
approximation to the prediction techniques of section 4.2 are used. Because many of the
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rigure 4.3 PROPHET Surface/ground wave freguency versus propagation range for a given
effective radiated power of 5000.0 Watts

approximation models in PROPHET are valid only for a limited set of conditions, four
different transmission loss models are actually eaployed (Roy et al., 1987). For propa-
gation over a smooth sea for vertically pelarized signals and antenna heights less than
10 m, the Booker and Lugannani model (1978) is used for frequencies 3 to 30 MHz; the
levine model (Roy et al., 1987) is used for frequencies 30 to 40 MHz; the EPM 73 model
(Lustgarten and Madigon, 1977) is used for frequencies 40 MHz to 100 MHz; and a2 more
complex model from the Electromagnetic Compatibility Analysis Center (ECAC) (1975) is
used for freguencies less than 3 MHz. For propagation over other ground types, for
horizontally polarized signals, or for antenna heights greater than 10 m, the ECAC model
is used for freguencies less than 30 MHz, and the EPM 73 model is used for frequencies
greater or equal to 30 MHz. All these models assume a standard atmosphere.

Figures 4.1-4.3 are examples of PROPHET ground-wave displays. Figure 4.1 shows the
standard type of tabular output. The most important items in this display are the
required power for the desired range in the transmitter-to-receiver direction and th:
maximum range for the transmitter power. It is possible with this display to print
required power versus distance out to the required distance. The samples in figures 4.2
and 4.3 give respectively, the required power versus range for a given frequency and the
maximum communication range versus frequency for a given transmitter power. The re-
quired power includes a protection factor for communication 90 percent of the time.

4.4 Future Mseds and Improvements

in ground-wave assegsment systems, there is a need to replace the propagation
approximation models now utilized by the more complex and comprehensive prediction
models of section 4.2. The personal computers available today now have sufficient speed
to allow this upgrade and the available compilers now have the capability to allow the
software to be written. This would improve the accuracy of the assessment system dis-
plays and would aveoid the discontinuity at frequencies where a change in approximation
models is now made. New software should allow for a non-standard atmosphere and should
also allow at least for sections with different gqround electrical properties.




16

4.5 Refersnces

Barrick, D.E., “Theoryyof ground-wave propagation across a rough sea at dekametar wave~
lengths,* Battelle Memorial Institute Res. Rep., Jan 1970

Barrick, D.E., "Theory of HF and VHF propagation across the rough sea, 1, the effactive
surface'ixped;nce for a slightly rough highly conducting medium at grazing incidence,* ’
Radic Sci., Vol. 6, pp 517-526, 1971a

Barrick, D.S., "Theory of HF and VHF propagation across the rough sea, 2, application to
HF and VHF propagation above the sea," Radio Sci., Vol. &, pp 527-533, 1371 4

Berry, L.A., “User's guide to low-fregquency radio coverage programs,* Office of Telecom- \
munications Report 78~247, 1978

Berry, L.A. and J.E. Herman, %A wave hop propagation program for an anistropic iono-
sphere,® Office of Telecommunications Rep. OT/ITS RR1l, 1971

Booker, H.G. and R. Lugannani, ®"HF channel simulator for wideband signals," Naval COcean
Systems Canter Tech. Rep. 208, 1978

Bremmer, H., Terrestrial Radic Waves, Elsavier Publishing Co., Amsterdam, 13549

Causebrook, J.H., “Medium-wave propagation in built-up areas,® Proc. IEE, Vol. 125, pp
804808, 1978

CCIR XVIth Plenary Assembly, Dubrovnik, "Ground-wave propagation curves for frequencies
between 10 kHz and 30 MHz; Recommendation 368-5,% Propagation in Non-ionized Media,
Recommendations and Reports of the CCIR, 1986, Vel. V, Geneva, International Telecommun.
Union, 1986a

¢CIR X7Ith Plenary Assembly, Dubrovnik, World atlas of ground conductivities; Report
717-2, 1986, Geneva, International Telecommun. Union, 1986b

CCIR XVIt: Plenary Assembly, Dubrovnik, "Electrical characteristics of the surface of
the earth; Recommendation 527-1,% Propagation in Non-ionized Media, Recommendations and
Reports ¢f the CCIR, 1986, Vol. V, Geneva, International Telecommun. Union, 1986c

CCIR XVIth Plenary Assembly, Dubrovnik, "Electrical characteristics of the surface of
the earth; Report 229-5," Prcpagation in Non=-ionized Media, Recommendations and Reports
aof the CCIR, 1986 Vol. V, Geneva, International Telecammun. Union, 13%86d

CCIR XVIth Plenary Assembly, Dubrovnik, "Methods for estimating effective electrical
characterigstics of the surface of the earth; Report 879-1," Propagation in Non-ionized
Media, Recommendations and Reports of the CCIR, 1986, Vol. V, Geneva, International
Telacommun. Union, 1986e

CCIR XVIth Plenary Assembly, Dubrovnik, "The phase of the ground wave; Report 716-2,"
Propagation in Non-ionized Media, Recommendations and Reports of the CCIR, 1986, Vol. V,
Geneva, International Telecommun. Union, 1386f

DeMinco, N., "Ground-wave analysis model for MF broadcast systems," National Telecommu-
nications and Information Administration Rep. 86-203, 1986

Eckert, R.P., "Modern methods for calculating ground-wave field strength over a smooth
spherical earth," Federal Communjcations Commission Office of Engineering and Technology
FCC/CET R 86~1, 1986

Electromagnetic Compatibility Analysis Center (ECAC), "ECAC calculator program #1il-4,
ground-wave path-loss model,™ Oct 1973

Furutsu, K., "Wave propagation over an irregular terrain, part I," J. Radio Res. Labs.,
Japan, Vol. 4, pp 135-153, 1957a

Furutsu, K., “Wave propagation over an irreqular terrain, part II," J. Radio Res. Labs.,
Japan, Vol. 4, pp 349~393, 1957b

Furutsu, K., "Wave propagation over an irregular terrain, part 1IV,* J. Radio Res., Labs.,
Japan, Vol. 6§, pp 71-122, 1959

Furutsu, K., “A systematic theory of wave propagation over irregular terrain," Radio
Sci., V¥ol. 17, pp 1837-1050, is82

Furutsu, K. and R.E. Wilkerson, *"Obstacle gain in radiowave propagation over inhomogene-
ous sarth," Proc. Inst. Electr. Eng., Vol. 117, pp 887-393, 1970

Furutsu, K. and R.E. Wilkeraon, "Optical approximation for residue series of terminal
grin in radiowave propagation over inhomogeneous earth,® Proc. Inst. Electr. Eng., Vol.
118, pp 1197-1202, 1971 N

Haakinson, E., §. Rothachild and B. Bedford, "MF brold&astinq system performance l
modal,” National Telecommunications and Information Administration Report 88-237, 1988 |

;
;IlIIIIlllllllllIlIlllllllllllllllllllIIlIllIllllllIIIllIIIllIlIllllIllIlIIlIlIIIIlIIIIIIIIIIIIIIIIIIIIIIIII



117

Hill, D.A., "HF ground wave propagation over forested ang built-up terrain,* Naticnal
Talecommunications and Information Administration Rep. #2-114, 1982

4
Knight, P., "Medium frequency propagation; a survey," Research Dept., Britist Broadcaste-
ing Corp. Rep. No. BBC RD 1583/%, 1983

Johler, J.R., “Propagation of the low~Iregquency radio signal," Proc. IRE, Veol. 50, pp
404~427, 1965

levy, B.R. and J.B. Keller, "pPropagation of electromagnatic pulses around the earth, IRE
Trans. Antennas Propag., Vol. AP-6, pp 56-65, 1958

Lustgarten, M.N. and J.A. Madison, “An empirical propagation model (EPM-73)," IEEE Tran.
Electromagnet. Compat., Vol. EMC-18%, pp 301-309, 1877

Malaga, A., "Delay dispersion of wideband ground-wave signals due to propagation over a
rough ocean surface,®* Radio Sci., Vel. 19, pp 1389-1398, 1984

Millimngton, G., "Ground wave propagation over an inhomogenscous smooth-earth,"™ Proc. IEE,
Part III, Vol. $6,No. 39, pp 53-64, 1949

ott, R.H., “A new method for predicting HF ground wave attenuation over inhomogeneous
irregular terrain,® Office of Telecommunications Res. Rep. 7, 1971

Phillips, O.M., Dynamics of the Upper Ocean, Caubridge at the University Press, London,
PP. 109-139, 1966

Richter, J.H., "Propagation assassment and tactical decision aids," AGARD Conference
Proc. No. 453 on Operational Decision Aids for Exploiting or Mitigating Electromagnetic
Propagation Effecta, San Diege, CA, pp. 2.1-2.8, 1989

Rotheram, S., "Ground wave propagation, part 1: Theory for shert distances; part 2:
Theory for medium and long distances and reference propagation curves," IEEE Prac., Vol.
128, Pt P, No. 5, pp 275-295, 1981

Rotheram, S., J.D. Milsom, R.N. Herring, J.M. Pielou and R.S. Gill, "Ground-wave propa-
gation over irreqular surfaces," Fourth International Conference on Antennas and Propa-
gation (ICAP §5), pp S520~524, 19385

Roy, T.N., D.B. Sailors, and W.K. Moision, *“Surface-wave mocdel uncertainty assessment,*®
Naval Ocean Systems Center Tech. Rep. 1199, 1987

Saether, K. and E. Vestmo, "lLoran-C cignal stability study in North HNorway,* Telektro-
nikk Nr. 1, 1987

Sommerfeld, A., "The propagation of waves in wireless telegraphy,™ Ann. Physik, Vol. 28,
pp 665-736, 1909

Stewart, F.G., L.A. Berry, C.M. Rush and V. Agy, "“An air-to-ground HF propagation pre-
diction model for fast multi-circuit computation,™ National Teleccmmunications and
Information Administration Rep. 83-131, 1583

Stokke, K.N,, “Some graphical considerations on Millington's method for calculating
{g:gd strength over inhomogeneous earth,® Telecommun. J., Vol. 42, No. III, pp 157-163,

Stokke, K.N., "Problems concerning the measurement of ground conductivity," E.B.U.
Review Technical No. 169, June 1978

gggkkzéaf.n., "Ground conductivity measurements," Telecommun. J., Vol. 51, XI, pp 611~
t

Stokke, K.N., "world atlas of ground conductivities with particular emphasis on the high
latitude region,* AGARD Conference No. 182 on Propagation Effects on Military Systems in
the High Latitude Region, Fairbanks, Alaska, 1985

Stokke, K.N., “"Neasurements of signals from a radio bearon. Influence of the ground
conductivity,” Talelektronikk, Nr. 1, pp. 61-68, 1988

Wait, J.R., "Transient fields of a vertical dipcle over a homogeneous curved ground,"™
Can. J. Phys., Vol. 34, pp 27-35, 1956

Wait, J.R., Flectromagnetic waves in Stratified Hedia, Pergamon Fress, NY, 1962

Wait, J.R., "Pulse propagation in terrestrial wave gujdes,” IEEE Trans. Antennas
Propag., Vol. AP-13, pp 904-917, 1965

e gl ey < w4 -

ing



118

5. CONBULTATIVE COMMITTEER INTERNATIONAL RADIO (CCIR)

In the foregoing jext many references have been made to CCIR Reports and Recommen-
dations. It is the purpose of this gsection to examine in more detail the CCIR's contri-
bution to propagation medeling, prediction, and assessment. As guch, the only treatment
about the International Telecemmunication Union (ITU), the parent organization of the
CCIR, is a brief discussion of its history, its crganization and the role of the CCIR in
the ITU. Additional details can be found in several excellent treatises (Coding and
Rutkowski, 1982; Lewin, 1984; Matos, 1985; Rotkiewicz, 1982; Smith and Kirby, 1974;
Kirby, 1981; Bellchambers et al., 1984).

5.1 INTERNATIONAL Tsnzcouluuzcarxdxruutos BACKGROUND
§.1.1 History

The International Telegraph Union was the first genuine international, intergovern-—
mental organization. As a result, it was forced to achieve its own structure and method
of functioning that would permit it to meet the problems posed by nevw communication
technologies as well as the demands of its heterogeneous clientele. The Radio Taelegraph
Union, formed soon after the turn of the century to vegulate radio, drew heavily on the
structure and methods of the International Telegraph Union. Both Unions cocexisted until
1932 when the ITU was formed. At a radio conference in Cairo in 1938, the upper limit
of frequency allocation was 200 MHz. Great strides were made in the use of the radio
during World War II, particularly in radar and microwave communications. During the war
frequency usage was qguite active to 10 GH2 and occasionally to 30 GHz. The general
disruption in communicaticns during the war was very great and many countries were faced
with the need for rather complate overhaul of their compunications systers. In view of
both of widespread devastations and technology advancesg, it was falt that a complete
review of the raticnale for the future of the ITU in the post World War lI world was in -
order. This review took place in the discussions preceding and at the Atlantic City
conference in 1947.

- ia‘...'- il
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The pericd of the modern ITU begins with the 1947 Atlantic City Conference. This
conference was both an International Telecommunication Conference and a Radio Confer-
ence. The changes are a landmark in the history of the ITU, since maijor changes were
made in the ITU's structure and method of functioning which remain to the present.
Although the charactar of the ITU was permanently altered, it took more than a decade of

conferences to settle the changes set in motion in 1947. The changes in ITU membership

requirements and the single vote per menber rule, combined with the influx of scores of .
new developing nations, allowed & substantial shift in power and emphasis within the

ITU. The on~going revolution in communications and information technology has had the ’
most profound effect on the Union's work. The 1970s ended much as the 19408 had ended.
A major conference, the 1979 World Administrative Radio Conference puinted the ITU in
new directions. The stage was set for a series of important conferences focusing on a
wide range of telecommunication issues, and the future nature of many of the ITU's
institutional arrangements were unclear.

. gy~

5.1.2 Giganixation t

The structure of the ITU has five major components: (1) confzrences made up of
delegates from mamber states; (2) the Administrative Council, which is in effect 2
conferance of delegates but one of restricted membership; (3) the two international
consultative comaittees, which are similar to conferences except they do not draft
treaties but only make recommendations to member states; (4) the Internaticnal Frequency
Registration Beard (IFRB); and (5) a secretarijat.

There are two types of ITU conferences: Plenipotentiary, aid Administrative Con-
ferencas. The supreme body of the Union, the Plenipntentiary Conferance, has the exclu-
sive power to amend the basic treaty, the telecommunication convention, These confer-
ences take place on the average every 5 years, and the next is set for Japan in 1994. ‘
Plenipotentiary Confersnces are made up of delegations from all membsr states wishing to
be represented., Specific powers inciude elaecting the members of the Admipistrative
Council, the Secratary General, the Deputy Secretary General, the members of the Inter-
national Frequency Reuistration Board, the Directors of the CCIR and CCITT and astab-
lishing the budget of the Union and approving its accounts.

Administrative Conferences, which are convened to consider specific telecommunicaz- . J
tion matters, are of two types, world and regional. The World Administrative Radio
Canference (WARC) can take up any telecommunication gquestions of worldwide concern
including the partial or complete revicion of the radic, telegraph, and telephone regu-
latiens. The specific agenda is drawn up by the administrative council with concurrence
of a majority of the members of the union and must include any guestion that a plenipo-
tentiary conference wants placed on its agonda. WARCs also review the activities of the
IFRB and give instruction concerning its work. A WARC can be convened by a decision of
a Plenipctentiary Cenference, at the request of at least one gquarter of the members of
the union, or on a proposal by the administrative ceuncil. Regional Administrative
Confereances consider only specific questions for a given region. These conferences nmay
be convened by a decision of a Plenipotentiary Conferenceg on the racommendaticn of a
previous vorld or regional administrative conference, at the request of one quaster of
tlie members belonging to the region concerned or on a proposal of the administrative
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cauncil.

The administrative, council is made up of 35 representatives of the membars of the
union chosen Ly the Plenipotentiary Conference in a manner providing equitable represen~
tation of all regions of the world. The nmain task of the council is effective coordina-
tion of the work of the union between the Plenipotentiary Conferences. The Council does
noet deal with technical matters which are vithin the competence of the IFRB and the
Advisory lommittees. The work of the Council can be summarized in three major categoe~
riea: axternal rs=lations, coordination of the work of the permanent organs of the
Union, and administration.

Frow the point of view of direct organization of the work connected with managenent
and protection of the spectrum, the most important permanent body of the Union is the
IFRB, which has been in existence since 1%47. It consists of 5 members individually
elected by the Plenipotentiary Conference so as to provide equitable representation of
the regions of the weorld. The board acts as a corperate body whose members do not
represent their countries or regions, but act as "custodians of international public
trust®. The IFRB elects its own chairman and vice-chairman, who serve for one year, and
has its own specialized secretariat. One of the main tasks of the IFRB is to decide
whether the radic frequencies which countries assign to their radic stations are in
accordance with radio regulations and whether the proposed use of the frequenciss con-
cerned may cause harmful interferences to other radio stations already in operation.
The latter is determined purely on a technical basis. Hence, the Board's duties are
both legal and tschnical and reguire ahsolute impartiality.

In the structure of the union there are twoc international cunsultative committees:
(1} the International Radio Consultative Committee (CCIR) whose duties are to study
technical and operating questions related teo radic communications and to make recommen~
dations about them; (2) the Internaticnal Telegraph and Telephone Consultative Committee
{CCITT)} whose cuties are to study technical, aoparating, and tariff questions relating to
telegraphy and telephony and to make recomsendations about them. Rot only do members of
the union participats but also recognized private cpecrzting agencies ag well as scien-
tific or industrial organizations concerned with the study of telecommunication gues-
tions or the design or manufacture of telecommunication equipment. The supreme organ in
each consultative committee is its Plenary Assembly which normally meets every three to
four years and which is made up of delegates from all interested administrations and any
recognized private operating agency approved by a member of the union. The Plenary
Asgsembly chooses questions that it wishes to study and creates study groups to deal with
them. Questions can also be referresd to a consultative committee by an ITU Confarence,
by the IFRB, by the Plenary Assembly or another consultative committee, or by at least
twenty of itg menbers. The study groups organize interim and final meetings at which
raports and recommendations relating to the questions are presented. These are prasent-
ai to the Plenary Assembly whc adopt them or return them for furthsr study. Both CCIs
heve their own specialized sscretariat, and the CCITT has its own telephone laboratory.

The foundation on which the ITU rests is the Secrestariat which gives the ITU its
permanence and provides the support activities that make its existence possible. The
telecompunications convention provides for a general secratariat to be dirsctsd by a
secratary general, who'is assisted by a deputy secretary general. The secretary general
is the agent for tha administrative council. The secretary deneral is responsible for
the day-to-day operation of the union., Among other duties, the secretary general pub-
lishes numerous documents, reports and studies, the responsibility for which he has
accumulated over the years. A coordination committeae, composed of the sacretary general
as chairman, the deputy secretary general, the director of CCIR, the director of the
CCITT, and chalirman and vice chairman of the IFRB advises the secretary general on
administrative, financial and technical cooperation matters affecting more than ons
permanent organ and on external relaticns and public information.

5.1.2 Role of the CCIR in the ITU

The work of the CCIR is carried out in thirteen study groups (sea table 5.1). Some
of the work of a study group is accomplished by working parties between meetings of the
study gqroup.

CCIR recommendations and reports provide the main technical bases for ITU adminis-
trative radio conferences. CCIR propagation data suggest appropriate freguency bands
for varlous service requirements as long-range navigation, sound and tslevision broad-
casting, earth-space links, etc. Certain detailed propagation prediction methods become
an integral part of the coordination of frequency assignments laid down in the Radio
Requlations (ITU, 1588).

The WARC-79 set rhe stage for a number of further world and regional administrative
radio conferences to deal with problems of specific services. In view of the relatively
infrequant occurrence of WAKCs for general revision of the Radio Ragulations, a2nd the
continuing rapid development of radic communications, WARC-79 raferrad to tha CCIR a
nunbar of technical matters bearing dirsctly on radio requlation. Frequently the phrase
*in accordance with the ralsvant CCIR Recosmendations® is used or soms eguivalent.
There are perhaps a hundred such references (Kirby, 1981).
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study Group 1 Spsctrum Utilization and Monitoring

Study Group 2' Space Research and Radicastronomy

Study Group 3' Fixed Service at Freguencies below about 30 MHr
study Group 4 Fixed Services Using Communicetion Satellites
Study Group 5 Propagation in MNon-ionized Media

Study Group 6 pPropagation in Ionized Media

Study Group 7 Standard Frequencies and Tiwe Signals

Sstudy Group 8 Mobile Services

Study Group 9 Fixed Service Using Radlo-Relay Systens

- Prequency Sharing and Coordination between \
Systems in the Fixed Satellite Servica and
Radio-Relay Systems

Study Group 10 Broadcasting Service (sound)

Study Group 11 Broadcasting (television)

CMTT Transmission of Sound and Television
Broadcasting Signals Qver Long Distances
cuv Vocabulary 3

TABLE 5.1 CCIR S5TUDY GROUPS

5.1.4 198% Plenipotentiary Conferasnce

L

The 13th Plenipotentiary Conference of the ITU closed with the signature of the new {

copstitution and the new convention of the Union (ITU, 1989). This conference decided 3
£o set Up 2 new permanent organ - the Telecommunications Development Bureau (BDT) within

the ITU's federal structure, with the same status and level as the other permanent b

organs iGeneral Secretariat, CCIR, (CITT and IFRB). The functions of the BOT will be to
d}schargt the Union's dual role as the United Nations specialized agency for telecommu-— }
nications and as the executing agency for the implementation of projects of the United
Nations Devalcpment Program (UND2). Recognizing the need to adopt the Union's struc~
ture, management practices, and working methads to the changes in the world of tslecom~
munications and to the increasing demands placed upon it by the rapid progress in tele-
communications; the Conferance entrusted a high level committes with the task of review-
ing the structure and functioning of the Union in order to recomsend measuras to ensure
greater cost-effectiveness of all ITY organs and activities. Some of the reforms in
working ne;hods can be impleaented by the CCIR Planary Assemblies and the Administrative
Council within the limits of their coapetence, but fundamental changes going beyond o
competence will be submitted to¢ the next Plenipotentiary Conference.

5.2 CCIR TEXTS J

Mzking technical information available to its membership is one of the inpqrtant
functions of the ITU. The ITU is especially well known for the gquality and quantity of
its publications. The Secretariat of the ITU receives its authorization to publish from
the convention, the various service regulations, the Administrative Council, Plenipoten- ‘
tiary Confersnces, and Administrative Conferences. For instance, the prestigious Tele-
communications Journal, which appears monthly in three languages, is published by the
Secretariat to provide general information about the activities of the ITU and documen-—
tation concerning telecommunication. The Secretariat alsoc publishes the voluaminous
reports of the CCIR. The CCIR publications are of two types — those prepared as adviso-
ry texts to conferences and meetings and other advisory texts.

5.2.1 Advisory Texts to Confersacss and Messtings

Through the ysars, one of the most important activities of the CCIR has been to
support radio conferences by providing technical bases for decision making. There is a
long list of such conferences, both past and future. The CCIR has preparad axtansive
tachnical reports for each of thasa confarsnces. Tvwo more recent examples of such
reports are thae information provided to the WARC-79 by the CCIR 1978 Special Preparato-
vy Meating (SPM) (ITU, 1978) and the report to the second session of the HF Broadcasting
Conference (ITU, 1984).

L 3
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$.2.2 othur Agvizory Texts

The noermal work of ghe CCIR is carried ocut in a four-year ‘'study cycle', in which
sach Study Group has regularly scheduled Interim and Pinal Maeetings, and ending with the
Plenary Assembly. New and revised taxts prepared by ad hot working groups are approved
by each Study Group Plenary at its Final Meeting for presentation to the CCIR Plenary
Assembly. ‘The texts approved by the Plenary Assembly are published as “Recommendatjions
and Reports of the CCIR, (year),* which are commonly known in English as the Green
Books. The French and Spanish editjons are respectively hlue and beige. Numbers and
letters are used in the text number to indicate various levels of revision of a question
and the branch of a study program and/or report or recommendation; and sufrixes are
added to indicate the study group responsible for a text (details are set out in the

introductory pages for each volume). Some reports are published separately from the
Green Books.

There are several types of CCIR texts. Each type of text differs as to its purpose
and structure as follows:

- An answer to a guestion or study program which the CCIR
considers to be sufficiently complete to serve as a basis for international
cooperation;

Report - A provisional answer to a question or a study program, or a state-—
ment, for information, on studies carried out by a study group on a given
subject; a report may alsc be issued to provide information in support of s
recomsendation;

- A statement of a technical or operational problem, to which an
answer is required;

Studv_ Program - Text describing the work to be carried out on a technical or
cperational problem constituting the subject of a guestion;

opinion -~ A text containing a proposal or a request destined for another
organization (such as organs of the ITU, international organizations, ete.)
and not necessarily relating to a technical subject;

Resoluticn - A text giving instructions on the organization, methods or pro-
grame of CCIR work;

pecision -~ A text giving instructions on the organization of the work of a

_ study group within the framework of its terms of reference; in particular, a
text specifying the terms of reference of an interiz working party set up by
one or mora study groups.

There are two CCIR Study Groups whose texts relate to the subject of this report.
These are Study Group 5, propagation in non-ionized wedia, and sStudy Group 6, propaga-
tion in ionized media. <Table 5.2 lists most the relevant recommendations and reports of
Study Group 5; Table 5.3 lists the most relevant recommendations and reports of Study
Group 6. The latest version of these texts should be consulted.

The CCIR also publishes a number of handbooks separate from the Green Books of

which the most relevant to the current document is on satellite communications (CCIR,
1988).
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MEDIA CHARACTERISTICS

Atzosphere for refraction Rep 369

Earth's z=lectrical, charactaristics Rec 527, Reps 22%, 717

Noise emissions from natural sources Rec 6§77, Rep 720

Radio nmeteorclogical parameters 563

EXFROTS

Of free space ReC 525

0f the groungd
Earth raflection Rep 1008
piftraccion Rec 526, Rep 715
Irragular terrain and vegetation Rep 1145

0Ot the troposphere
Attenuation by atmospheric gases Rec 676, Rep 719
Attenuation by hydrometeors Rep 721
Cxoss~polarization Rep 722
Natural variability Rec 678
Refraction Rec 363, Rep 718
Scattering by hydrometacrs Rep 382

In buildings, tunnels, aetc. RepBEO

PROPAGATION PREDICTIOM

10 kHz=30 MHz (ground wave) Rec 368, Rep 714
30 MHz-1 GHZ (for terrestrial broadcasting services) Rec 370, Rep 239
Above 30 MHz (terrestrial maritime mobile services) Rec 616

30 MHz-30 GHz (aercnautical mobile and radionav

services) Rec 528

30 MHz-3 GHZ (terrestrial land mobile services) Rec 529, Rep 567
Abova 10 GHz (terrestrial broadcasting and

point-to~multipoint services) Rep 562

Above 900 MHz (terrestrial fixed line-of-sight service}Rec 530, Rep 338
200 MHz-4 GHZ (terrestrial fixed trans-horizon

services) Rec 617, Rep 238
Earth-space services Rec 618, Rep 564
Broadcasting-satellite service Rec 679, Rep 565
Maritime mobile~sat service (above 100 MHz) Rec 680, Rep 884
Land pobile-sat sarvice (above 100 MHz) Rec 681, Rep 1009
Earth-space aercnautical mobile service Rec 682, Rep 1148
visible and infrared attenuation Rep 883
Worst month and annual Rep 723
INTERFERENCE PREDICTION AND DATA FOR COORDINATION FPROCEDURES
Interference between stations on earth's surface Rec 452, Rep 569
Influence of terrain scatter Rep 1146
Interference between space stations and those on
earth's surface Rac 619, Rep 885
Coordination distance Rec 620, Rep 724
Bidirectional coordination Rep 1010

Table 5.2 Relevant Texte of CCIR Study Group 5: Propagation in Non-ionized Media

In Study Groups 5 and & thers are several resolutions that provide instructions to
the dirsctor of the CCIR or the relevant CCIR study group that relate to the subject of
prepagation modeling, prediction. and assesament. In Resolution 73-1, Study Group 5
(CCIR, 1990} decided that the Diractor of the CCIR should be requested to continue
further development of the World Atlas of effective ground conductivity values for use
in the VLF, LF, and MF bands and that the Atlas should continue to be published sepa-
rately. For frequencias above about 10 MHz, Study Group 5 decided in Rasolution 72-2
(CCIR, 1990b) that the Dirsctor of the CCIR should bs requested to calculate and publish
ground-vave propagation curves using a ground-wave computsr program GRWAVE for condi-
tions specified by the study group and to make available on request the GRWAVE computer
program to menber administrations. In Resolution 63-3 (CCIR, 1990), Study Group 6
decided that the Director of the CCIR should be requested to prepare computer programs
in standardized language {if they do not already exist), together with numerical data
and appropriate dccumsantation on their use, for thes prediction methods described in
Study Group & reports and recommendations, to make these available for distribution/sale
to member administrations and other, and to prepace and publish lists of available
computer programs and reference nuserical data in the Telecommunications Journal and in
appropriate CCIR documents.

.
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BASYC THYGCRMATIOR

Indices for prediction
bDefinitions ’
Computoar prograns

ENVIROMNENTAL CHARACTERISTICS

Rec 371
Rec 373
Res 63, Rep 1013

——

Ioncspheric properties Reps 725, 886
Ioncapheric models Rac 434, Reps 340, 398 .
Magnetic field models Rep 340, Suppl. to Rep 252 Y
Roise models Rec 372, Raps 258, 322, 342
t
PROPRAGATION MODELS i
ELV/VLF Rec 684, Rep 895 *
VLF/LF/WF Rec 684
LF/MF Rec 435, Rep 265, Rep 575
MF (500 kHz) Rec 633 »
HF Rec 533, Reps 252, 894, F
Suppl. to Rep 25¢
HP /VHF .
Sporadic E Rec 5234
Meteor-burst Rep 251
VHF
Ioncspheric scatter Rep 260
CIRCUIT PERFORMAMNCE
Reliability (HF) Rep 882
rading (HF) Rep 266 .
Ionospheric scintillation, absorption (HF -SHF) Rep 263 i
Table 5.3 Relevant Texts of CCIR Study Group 6:Propagation in Ionized Media '
ki
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6. Conclusions and Recosmendations

In the ares of trofospheric radioc propagation modeling, there is a clear need to
provide an fmproved modaling capability for horizontally inhomogensous conditions. The
parabolic eguation (PR} approximation has emerged as the modeling technique of choice.
User-friendly propagation codes which include radar clutter and surface roughness
{incliuding terrain} effects need to be further developed.

The mzjor problem of operational assgessment of propagation in inhomogenscus refrac-
tivity conditions is not the propagation modaling part but the timely availability of
the temporal and spatial structure of the refractivity field. There ars presently no
sensing capabilities available which could be used operaticnally and the cutlook is not
very good. There is some hope of success in two areas: use of satellite sansing
techniques to describe the threa dimensionzl refractivity field and improvement of
numerical mescscale models that are adequate for this purpose. Since entirely rigorous
solutions are unlixely te be availabie soon, empirical data have to be uged as well as
expert systems and artificial intelligence techniques. in addicion, improved
direct and remote ground-based refractivity sensing techniques need to be de-
veloped. Radiogondes and microwave refractometers will remain the major
sources for refractivity profiles. Profiling lidars may supplement tachniques
under clear sky conditions and their practicability for shippoard use will be
further investigated. There is, presently, little hopa that radiometric methods
can provide profiles with sufficient verxtical resolution to be useful for propagation
assessment. There is, however, some hops that radars themselves can eventually be
used to provide refractivity profiles.

Propagation of long waves cover great circle paths in a homogenecus ionosphare is
well understood. Less understood, howewver, are the effects of propagation over non-—
great-circle paths, the effects of inhomogeneous icnospheric conditions caused by ener-
getic particle precipitation, sporadic E, electron density ledges and noenreciprocal
propagation phenomena. Another arez in need of attention is the lmprovement of atnos-
pheric noise prediction codes. Finally, the often extensive computer time reguired by
longwave propagation codes should be shortened through more efficient algorithms and
faster numerical technigues.

Ewmpirical data bases are used in short wave propagation modeling and assessuent
work. These data bases need improvement in both accuracy and spatial/temporal covarage.
Profile inversion technicues vhich are used to derive electron dengity profile varame~
ters give non-unigue answerz ard need to be refined. Short-term ionospheric fluctua-
tions and tilts are becoming increasingly important for modern geolocation and surveil-
lance systexs. An intensive measurenent and modeling effort is required to understand
and predict such phenomena. Some of the physics of sclar-icnospheric interactions and
the time scales involved are still poorly understood and regquire rfurther research.
Existing short wave propagation assessment systems are based on sSimple models. Future
systems will need =more corplex models and extensive validation procedures. with
increased computer capability, more complex models can he executed fast enough for near-
real-time applications. Also, the increasing use and availability of oblique and verti-
cal incidence sounders make this data source an attractive additional input for assess-
ment systems. This would make it possible to update the various ionospheric parameters
used in the models which forx the basis of these assessment systems. In addition, the
availability of computer nstworks should allow the development of regional, near-real-
time models based on a net of sounder measurements.

Transionospheric propagation predictions arz limited by the accuracy of total
electron content values. Much of the difficulty arises from geomagnetic stora effects,
traveling ionospheric disturbances, lunarjtidal effects. and other terporal/spatial
phenonena. The best and only major improvement over monthly TEC climatology predictions
can be obtained by real data observations not more than a few hours cld taken where the
TEC-time-delay courrection is reguired. Present theories are inadequate to pradict
these temporal daviations from quiet ionospheric behavior, and efforts to improve those
deficiencies are recommended.

Climatological m-delis for transionospheric propagation predictions need more and
better data for better spatial resoclution. In addition, parameters from the neutral
atrosphere and the uagnetosphera may provide insight into the reasons for the complexity
in the spatial/tempnral variability of TEC. For the proper use of more spatially dense
data, future ground-based observation networks must have standard format, calibration,
editing, processing and interpretation techniques.

lonospheric scintillations are caused by various plasma instabilities. Approxi-
mate stochastic sclutions to the propagation problem describe gquantitatively the scin-
tiliation phenocwenon when the statistical properties of the irregularities are known.
Morphological models of scintillation have been built to predict the scintillatien
occurrence and strength as a function of geographical, gecphysical and sSolar parameters.
Since ionospheric scintillation can be a limitation to varinus space-based systams,
empirical models have been made availazble for systes design. However, the solar and
geomagnatic dependence of scintillation is still not fully understood and requirses =mors
attention in the future, Muiti-technigque measuresents have proved very productive and
should be ths experisantal aspproacia for rfuture modeling eftorts.
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For ground-wave propagation assessment, the approximata modals now utilized should
to be replaced by more complex and comprehenaive prediction models. This should improve
the acouracy of assesgsment and would avoid the discontinuity at freguanciss where a
change in approximation mcdels is now made. New software should allow for a non~stand-
ard atmosphere and for sections with different ground electrical propertiss.
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4 March 1992

[

TO: Recipients of AGARDograph AG-326

S/

FROM: Scientific Publications Executive 4[)/} 235 /9

3

SUBJECT: ERRATA

The Editor of AGARDograph AG-326, 'Radio Wave Propagation
Modeling, Prediction and Assessment' has prepared the attached
errata sheet, which contains mostly new information that has
come to light since the publication was prepared.

Please incorporate these changes in your copy of this
publication.

oMb
Gt

G.W.Hart
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ERRATA FOR AGARDsgraph No. 326

In the errata 10 foliow, underlined characters.or words indicate a change 1o be made 1o text of NATO AGARDograph
No. 326. The portions not underlined remain as they are now in the text, -

1. p.2, at the end of the 1st paragraph add: ..international agreement, Mwummm
and updaged version of Hitney ot al (1985),

2.p.26, 2od paragraph, 2nd line add: ...refractivity has to be measured at mmultiple locations.....
3. p. 32, the first reference should read: Ament, W.S., "Toward...
4.p. 32, the cleventh reference should read: Blake,L.V., Radar Range ...

5. p. 33, add the reference: meey H.V..].H. Richter, R A, Pappert. KD. Anderson and G.E. Baumgartner, *T) heri
Radio Propagation Assescment broc. IEEE. Vol 75 Mo 2. pp. 265-283, 1985 ¢ ropesphieric

6. p. 36, modify the 2nd paragraph, line 7 1o read: ...via the ionosphere. The prediction of the structure of the ionosphere...

p. 38, add the reference: Matsushita, S. and LG. Smith (Eds.), Radio Scl, Special issue on Recent Advances in Geo-
physics and Chemistry of the E region, Vol. 10, 3. 1975

8. p. 47, equation 3.1.4, £ should be a large sigma with hmits n=0 0 =,
9. p. 48, modify the 2na paragraph, line 11: ...on the propagation path. Thus s, becomes {an(T) Ay {d) ) '1* where ...

10. p. 63, insert the following in the 2nd paragraph, line 7: ....on a specified occasion, by ionospheric refraction alone

M1 ] Benningion, 195 and aoplj 0 Doth the ordinary and extraordinan Magnieloionic componen [h of the
et ‘hasic M 4 bout speqific e D 3 DAIuCUAr comoonent impli hat the quoted vz a105 10 the
otdmary wave, The operatiopal MUF, or simpls u( ] ie_Dighest frequency th would permit acceptshia nerform.
¥ : DIODaRation via i ionnenhy beovesn given ' ETTRIN A : a_Ziven om: der specified

N ool adio ciro by, ‘u-, 3 { e
porking conditons (CCIR, 1990f), The o ='|ml ‘a'l\l'"“'l’!' cx (MOF) s the hihe :QUEnsy at which ionogephanr.

ohseIvabie on an obligue-inadence lopogIam L 13 1€ _ODerational MUF o

oL " ” any 3 3 DL AS 2D operatin;
&aqueaqndeaeasedbelawmcbmcMUF the hikelihood that a spea.ﬁed i equaled or exce
also decrexses. The minimum operaung frequency is the lowest usable ﬁequncy (LUF) and is the lowest frequency that
would permit acceptable performance of a radio crcuit oy sigual propagation via the ionosphese between given terminals
ata given time under specified working conditions (CCIR. 1990f) Specified...

11. p. 63, modify the last paragraph, line 6 to read: ... Director of the CCIR (CCIR, 1988)

67, rev:sethe founhp h 1o xead Wheeler(l%é)

3aA whie Tan nu11|l<n 0o

bahility g -u‘ D nq‘l,l Ol 1oL EInED

Tajor o) PSS paisturbed condition

mmhssauvcgenemeduafuncuonoff/MF el
used : 084 -!. ‘.;l.

13 lvgd 67, modify the fifth paragra hto rcad Al frequencies above the classical MUF, the saatier mechanisms i in:_
tog d\% the Beld strength may be suﬁimenuy high (Bznmngron, 1959). The predicted feld strength at fre uenc:‘es
above the gassical MUF, however, s of P e

14. p. 68, 2nd paragraph under section 3.2.1.4, last line should read: °c + °p . ep . Other aunospheric...
u I am

13. p. 68, Section 3.2.1.4, third paragraph, line 9 should read: ... Zacharisen and Jones (1970) developed 1 MHz ..

16. p. 69, medify the second paragraph. line 4 to read: .discussed in CCIR Report 258-5 (1990b). There are four ...
17, p. 69, modify the second paragraph. line 6 to read: ...The quict rural curve is from CCIR Report 322 and is based on
- ral VA- S . \




18, p. 71, modify the third paragraph, line 6 to read: .. CCIR Report 894 (CCIR, 1982; CCIR, 199(¢). The fieid ...

19. p. 71, modify the {ourth paragraph, line 1 to read; ..in CCIR Report 894 (CCIR. 19908} had as it5 roots, the ... a
simplified version of CCIR Report 252 is used for .., -

26, p. 71, modify the last paragraph, line 11 1o read: .. The basic MUF (CCIR, 19%0}. The operational MUF can ...

21. p. 73, modify the seconc full paragraph, line 3 1o read: ..in operation. Sailors(1990) has iraced the history of the
ﬁn&mnxﬁxmndﬂuﬂ&ﬂﬁﬂﬂm&mMumumﬂnmm Figure 3.2.1 shows a sample ..

2. g 77, modify the CCIR (1982a) reference 1o read: CCIRth XVih Plenary Assembly, Geneva, "Propagation prediction
methods for high frequency broadeasting; Report 894," Propagation in lonized Media, Recommendations and Reports of
the CCIR, 1982, Vol. V1, Geneva, Int. Telecommun. Union, 1

23. p. 77, delete the CCIR (1982b) reference.
24, p. 77, add the references: Bennington, T.W., "How Many M.U.F.5?" Wireless World, Vol. 65, pp 537-538, Dec. 1959

Bradley, P.A., “Propagation at medium and high frequencies,2: Long and short term models.” AGARD Lecture Series
No. 99 on Aerospace Propagation Media Modelling and Prediciion Schemes for Modern Communications, Navigation, and
Surveillance Systems, 1979

25, pp 77-78, in references CCIR 1990a through CCIR 1990d change:  'Recommendations and Reports of the CCIR. 1990,
Yol. V1. 10 ‘Reperts of the CCIR, 1990, Annex to Vol. V1.

26. p. 78, add the references: CCIR XVIlth Plenary Assembly, Diisseidorf, "CCIR HF propagation prediction method;
Report 894-1." Propagation in lonized Media, Reports of the CCIR, 1990, Annex to Vol. VI, Geneva, Int. Telecommun.

Utuog, 1990¢

CCIR XVIlth Plenary Assembly, Dusseldorf, "Definitions of maximum and minimum transmission frequencies; Recom-
mendation 373-6," Propagation in [onized Media, Recommendarions of the CCIR 1990, Vol. V1, Geneva, Int Telecom-
mun. Union, 1990f

Crichlow, W.Q. D.F. Smith, R.N. Morton. and W.R. Corliss, "Worldwide radio noise levels expected in the frequency band
10 ilocycles to 100 megacycles,” National Bureau of Standards Circular 557, 1955

27. p. 78, he nineteenth reference should read: Goodman, LM, "Decision aid design factors in connection...

28. p. 78, the twenty-third reference should read: Hatfield, V.E., B.T. Bumbaga, KK Bailey und G. Smith, "AMBCOM...

29. p. 80, add tk= reference: Phillips, M.L., "F-layer radio transmission on frequencies above the convenrionally calculated
Md;-" Project EARMUFF (Engintering and Rescarch Maximum Usable Frequendes), RCA Serviee Company Final
Report, Data Analysis Contract DA-36-029-5C-72802, Appendix B, pp 137-161, Sept 1958

30, p. 79, add the reference: Joint Technical Advisory Commitee, "Radio wransmission tonospberic and tropospheric
saxgcr, Pt 1, lonospheric scatter transmission,” IRE Proc., Vol 48 pp 4-29, Jan 1960 b

3. ? 80, add the reference: Sailors,D.B., "A review of the history of field suength models in PROPHET,” The Effect of
the %= ~usphere on Radiowave Signals and System Performance Symposium, Springfield, VA, 1990

32.p &: -id the following reference: Systems Exploration, Inc. "Sounder update and field strength software modifi-
cations tc- the Special Operations Radio Frequency Management Systems (SORFMS),” Naval Ocean Systems

Tech. Doc. 1848, June 1990
33, p. 81, modify the following reference to read: Vondrak, R.R,, G. Smith, V.E. Hatfield, R.T. Tsungda. V.R. Frank and ...

34. p. 81, modify the first Zacharisen and Jones reference to read: Zacharisen, D.H. and W.B. Jcnes, "World maps of
atmospheric radio noise in uruversal time,” Institute for Telecommun. Sciences Res. Rep. 2, 1970

35, p. 81, delete the second Zachariser and Jones reference, a duplicate of the first,

36.p. 117, add the reference: Watson, G.N., “The diffraction of electric waves by the eanth.” Proc. Roy, boc. London, A,
Vol. 95, No. A 660, pp 83-89, Octaber 1918 7

7. p. 118, Section 5.1.2. modify the second paragraph, line 3 10 read: ..to amend the basic treaty, the |niarnationa!
Jelecommunication Constitution and Convention....

38 p. 118, Section 5.12, modify the second paragraph, line 8 to read: .. Kegistration Board and the Directors of the

v and establishing the budget...

39. p. 119, medify the second paragraph. line 10 1o read: ... with the Radic Regulations (ITU, 1988) and whether ...
40.p. 120, Section 5.1.4, modify line 2; ...constitution and the new convenuon of the Linton (ITU, 19393 aad 1989b). This ...

41.p. 121, Section 5.2.2, modify the third paragraph, line 3 to read: Table 5.2 lists the most relevant ...

42 p. 124, modify the minth reference o tead. ITU, "Umon activities: ihe

Vol. 56, pp 546-550. 1989a

43.p. 124, add the reference: ITU. [nrermational Telecommunication Constitution and  Conversion, Final Acts of the
13th Pleipotenuary Conference, Internauonal Telecommun. Urion, Nice. 1989

44 0. 124 the Lewin reference should read: .. Text. Artech House. Inc., Dedham...




