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AFOSR Report

I. Introduction

Work under this contract represents part of a major effort to bring the Schottky
barriers on GaAs and other 3-5 semiconductors under control through fundamental
understanding. The body of this report contains two major sections. The first is a chapter
for a book, Defects in Metal/I-V Heterostructures by W. E. Spicer, in Defects in III-V
Compound Semiconductors, Ed. Eicke R. Weber, Academic Press, Inc. This makes use
of the major advances made under this contract and puts these in the general context of
obtaining control of the GaAs/metal interfaces. The second part lists the important
accomplishments under the contract and gives references to the article(s) published under
the contract from which more details can be obtained. The purpose of this section is to give
overall focus on the work actually done under this contract.

Prior and ongoing work at Stanford (under DARPA and ONR support) apply the
newly developed techniques of photoemission spectroscopy (PES) and synchrotron
radiation to studies of surface and interfaces. The present contract was the result of the
realization that a closely coordinated program involving electric measurements on the same
interfaces was necessary in order to make contact between the PES studies and the electrical
properties of such interfaces. Thus, this program is distinguished from the original
DARPA-ONR program in that it utilized electrical rather than electron spectroscopic
measurements and was focused on the thick (1000A) metal layers necessary for such
measurements. The PES measurement requires much thinner films (order I-IOA). The
techniques developed in the PES work to provide atomically clean interfaces was also
applied in this work. This removes a set of unknowns which has historically plagued
studies of semiconductor/metal interfaces studies. In order to make contact with practical
work (which is not usually done on clean surfaces) we prepared contaminated (i.e. are
exposed) surfaces in a controlled way and studied the effects of such contamination of the
interfaces. In this way we can make good contact with practical studies. (The list of
publications contains a number of papers in which such results are reported.)

Since this overall study was motivated by a desire to understand GaAs (as well as
InP and other 3-5) interfaces on an atomic level , we recognized that the electrical
measurements vive information best described as macroscopic not microscopic. In order to
obtain more microscopic information on these interfaces we made use of electron-
microscopic techniques,particularly TEM and EDAX, i.e. chemical analysis, techniques.
This was done through collaboration with Dr. Z. Liliental-Weber at U. of California-
Berkeley.

The procedure for the electron microscopic studies was one in which we made
Schottky diodes with atomic control of the interface cleanliness. After diodes were formed
under ultra high vacuum conditions, very careful electric measurements (I-V and C-V) were
made on them. In some cases, the change of Schottky barrier height due to annealing was
studied. The were then given to Dr. Liliental-Weber for electron microscopy studies.
Results were studied by both groups and further experiments planned. Professor Eicke
Weber at Berkeley, as expert in semiconductor defects was also a key collaborator.

Out of this work and the associated work (DARPA and ONR support) come several
key concepts.

1. Defects play a key role in determining the electrical properties of metal/GaAs
interfaces (DARPA-ONR support).
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2. That the key defect for GaAs is the As antisite defect with the Ga antisite acting
as a compensating center (Principally AFOSR support).

3. That the interface properties of GaAs can be controlled and changed in a
constructive way not by making perfect interfaces; but by recognizing the nature of the
imperfection and controlling this (AFOSR, DARPA, and ONR support).

4. Through control of (rather than elimination) of the defects at the interface, one
has a possibility of controlling the electrical properties of such interfaces. (AFOSR,
DARPA and ONR support).

Tht key parameter in determining the electrical properties of the GaAs interfaces is
the position of the Fermi level at that interface. For this reason we will concentrate on this
parameter in this report.

For ohmic contacts one would like the Fermi level to be near the appropriate band
edge, i.e. the CBM for n- and VBM for p-doped materials. In the next section, we will
present evidence that such a condition may be approached for n-GaAs. Our analysis
indicates that this can be accomplished by properly manipulating the native defects and
impurity doping near the interface. This is supported by results of studies by others as well
as ourselves in which Fermi level motion as well as the GaAs/Pd/Ge ohmic contacts have
been studied.

Similarly but less definitive evidence is presented showing that similar manipulation
of native defects and impurities can produce ohmic contacts on p-GaAs.

Another key requirement for GaAs technology is optimum (usually large) Schottky
barrier heights and stability of Schottky barrier heights and dimensions with processing and
long term use (i.e. reliability), the experiments under this contract using thermal annealing,
demonstrate how conventional Schottky barriers can be expected to change with time and
also indicate how they can be stabilized so that such changes will not occur. Studies of
thermal aging of GaAs microwave devices using Ti Schottky barriers by Varian Associates,
Inc., will correlate with our studies of GaAs/Ti barrier heights with annealing.

For increased Schottky barrier heights on n- or p-GaAs, the same approaches as
those for ohmic contacts should apply. For example, the procedures outlined to give ohmic
contacts on n-GaAs would be modified to give large barrier heights on n-GaAs. Using
knowledge of the factors causing changes in Schottky barrier height with aging, reliability
of such Schottky barriers could be investigated and insured.

It is suggested that work under this contract has brought forward our understanding
and ability to beneficially control metal/GaAs interfaces. In order to fully exploit these
results more work is necessary.
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Submitted for publication to Academic Press, Inc.
Book entitled "Defects in III-V Compound Semiconductors"
Ed. Eicke R. Weber

Defects in Metal/II-V Heterostructures

W. E. Spicer

I. Introduction

Since Bardeen's 1947 paper I we have become accustomed to the thinking of Fermi

levels at metal/semiconductor interfaces as being highly pinned or fixed in energy. During

the 1970's and early 1980's a literature developed which established that for GaAs it was

difficult to move the interface Fermi level throughout the band gap (i.e. achieve inversion)

at the native oxide interface. All of this has tended to fix in our mind the idea of a highly

fixed and unmovable Fermi level at GaAs interfaces with either metals or insulators.

Similar but less extreme effects were found for InP. However, in recent years there has

been an increasing number of papers which report changes in the Fermi level position at

GaAs and InP interfaces with accompanying changes in interface parameters of importance

to devices and their application. These papers go back as far as ten years. Among the

pioneers in this type of work were Grant and Waldrop at the Rockwell Science Center and

Bachrach and Bauer at the Xerox Palo Alto Research Center. The purpose of this paper is

to focus on work in which the Fermi level position at GaAs interfaces has been changed,

and to provide a possible atomic level model as to what produces these changes.

It is not difficult to see the importance of Fermi level motion for device applications.

If some degree of control can be obtained in the Fermi level at the interface, Efi, this can be

applied to ohmic contacts as well as Schottky barriers. For non-metallic interfaces, it could

also lead to reduced surface recombination and even MIS devices. These are just some

examples; there are many more. Ohmic contacts would be improved by moving Efr to near

the appropriate band edge. For Schottky barrier gates, the height of the barrier is

important. If one can develop some degree of control of this height, devices and IC's can

be made more optimally. For such applications, stability and predictability are also



essential. This will be most easily obtained if we understand the interactions at the interface

which cause Fermi level motion. Another area of importance is the semiconductor/insulator

interface. At the lowest level of sophistication one may worry about surface recombination

where such interfaces form boundaries of active areas of devices. Very large effects on

devices performance have been demonstrated in specially designed devices 2. A more

sophisticated level would be the demonstration of a viable MIS device using GaAs. This

has never been done. On InP, such devices have been demonstrated; however, time

instabilities have kept them from being useful 3.

In the next section, several examples of Fermi level shifts due to various types of

treatment of GaAs will be presented. Other examples could be given (see, for example,

Ref. 4); however for brevity, only a few will be examined in detail here.

In many cases of Eft change, a correlation with changes in Ga to As stoichiometry

near the interface has been found. We also discuss this and interfacial metal/GaAs

chemistry in Section II. In Section [I we will discuss several models for Fermi level

"position" at the interface and concentrate on a model which gives reasonable qualitative

correlations with the changes in Efi position and changes in stoichiometry. This model is

based on a wide range of experimental data 4,5. For example, certain pinning positions

correspond almost exactly with the Asoa antisite defect energy levels 6. The model makes

it possible to make a connection between shifts in the Fermi level and the GaAs/metal

chemistry at the interface. Section IV touches briefly on recent work on GaAs insulator

interfaces. This article will close with a section giving a summary, conclusions, and

discussion.

IL Movement of the Fermi Level and Departures from GaAs Stoichiometry

A. Schottky Diodes

Newman and co-workers 7-9 have performed very careful experiments in which

reproducible changes in barrier height were obtained by thermal annealing. Results are

2



f t

indicated in Figures 1 and 2. In order to reduce the number of variables, the diodes were

formed on atomically clean GaAs surfaces formed by cleaving in ultra high vacuum

(UHV). The atmosphere in which the annealing was done was found to be important for

some metals. The usual procedure was to anneal the diodes in a N2 atmosphere. (For

Au/GaAs diodes different results were obtained when the annealing was done in vacuum.)

It also proved important to s-parate out electrical leakage effects at the perimeter of the

diode from change in the barrier height itself. This has been done for the data presented in

Figures 1 and 2. Careful studies were made of Au7 ,8 , Al 7, TiP0 , Ag 7 , and CrI1 . The

results are summarized in Table 1 12. Examining Figures 1 and 2, which are typical of

those published by Newman and co-workers, it is important to realize that the shifts in the

I-V curves (and thus in barrier height) are well beyond experimental uncertainty and that

they are highly reproducible. A detailed discussion of reproducibility and experimental

uncertainty is given in Reference 9.

From the Schottky barrier heights, gb, quoted in Figures 1 and 2, one can obtain

Efi. The zero for EfI is taken at the VBM. Figure 3 gives the relevant energy level

diagrams. The barrier height is the energy difference between the Fermi level at the

interface, Efi, and the conduction band minimum, (valence band maximum) for n-type p-

type). Thus for n-type material, as was used for the data of Figures I and 2 and Table 1,

Efi is obtained from the barrier height by the relation for

(n-type) Ef- g - % (1)

For p-type semiconductors, the relation is

(p-type) Efj - % (2)

Using these equations, the changes in 9b given in Figures 1 and 2 can at once be translated

into values of Efl.

The key point here is that the Fermi level can be reproducibly changed by a

processing step, thermal annealing, and that the details of movement depends on the metal
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used to form the Schottky barrier. Note that Al and Ti move Efi toward the VBM, whereas

Au moves it toward the CBM. No movement is seen for Ag and Cr.

What is the mechanism which determines this movement and how can the

movement be controlled? In the next section, we will explore the relationship between

interface chemistry, stoichiometry, and Fermi level motion. The purpose is to see if there

are systematics which might help us begin to answer these questions.

B. Interfacial Chemistry and Departures from GaAs Stoichiometry

There is considerable literature concerning equilibrium reactions between GaAs and

metals 13. This data is extremely important but is still insufficient because it is

thermodynamical data for the metal in equilibrium with the semiconductor. By definition,

an interface is the boundary between two chemical systems which may or may not be in

equilibrium. For example, living organisms (including human beings) are made up

principally of carbon and exist in a world where they are surrounded by oxygen.

Equalibrium thermodynamics tells us that the carbon should be oxidized to form C02. In

layman's terms, this means that each human being should become a flaming torch until all

of the carbon in our body is oxidized. Yet we are not unduly worried. The reason is that

there are kinetic barriers to this oxidation which keep it from occurring. One can think of

our skin as forming an interface with the oxidizing atmosphere surrounding us. There is a

kinetic barrier between the 02 molecules in the atmosphere and the carbon of our skin

which prevents equilibrium being reached at room temperature. If the temperature is high

enough, this barrier is overcome and we become, in reality, torches so that equilibrium can

be achieved.

In a similar way, it is important to look not only at the thermodynamics, i.e.

equilibrium chemistry, between metals and GaAs but also at the real interfaces and the

effects of kinetic barriers on the chemistry and intermixing which takes place.

Experimentally, it is well established that one can determine phase diagrams and the
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equilibrium chemistry by reacting the components to completion and analyzing the resulting

compounds. It is much more complicated to examine interfaces in situations where kinetic

barriers control the interface and equilibrium is not reached as is usually the case with

semiconductor interfaces. In this article, we will concentrate on two types of experimental

techniques to attack this problem: photoemission spectroscopy (PES) and electron

microscopy (EM).

To apply photoemission spectroscopy, one evaporates a metal onto a clean GaAs

surface in UHV and uses principally core level spectroscopy to follow the reactions taking

place between the metal and semiconductor. PES and related electron spectroscopies are

highly surface sensitive. Moreover, the depth probed can be changed by varying either the

energy of the photoelectron (this can be done by varying the energy of the exciting photon)

and/or by varying the angle of escape of the photoelectron with respect to the surface

normal14. Figure 4 gives curves of electron escape depth versus electron energy for

various solids. These data are for electrons emitted normally to the surface. The depth

probed is reduced with angle by cos 0, where e is the angle between the normal and the

direction of escape of the electron.

Using PES from the atom core levels, one can obtain quantitative or semi-

quantitative analysis of the chemical composition near the surface. Assuming an escape

depth of 5A (typical for 60 eV electrons in GaAs) one typically examines the first two or

three atomic layers at the surface. If there were no reaction and if the deposited metal

formed a uniform overlayer, one would exponentially decrease the electrons from the

semiconductor which escape as more and more metal is deposited. A first-order equation

for the probability of a photoelectron traversing uniform layer of deposited metal is:

P(x) = exp(- t) (3)

where P(x) is the probability of transmission through a thickness, x, of the overlayer.

By examining the core level energies of the metal and semiconductor atoms one can
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determine what chemical reactions have taken place. By measuring the intensity of the

various atoms as a function of the amount of metal deposited, one can determine the spatial

distribution of the various atoms involved and thus determine whether or not there is

diffusion, intermixing, surface segregation, etc. taking place. In this way insight can be

obtained into the reactions taking place even in non-equilibrium, i.e. kinetically limited

situations.

Figure 5 presents spectra of Ga and As 3d cores as a function of Ti coverage from

the work of McCants IS. Earlier studies for Ti can be found in the literature16. By

deconvoluting the core spectra into surface shifted (clean GaAs) or reacted (due to Ti on

surface) and bulk components, one can examine how the reaction goes with increasing

amounts of Ti deposited on the GaAs. One can see by the large amount of reacted As and

Ga produced that a strong reaction takes place even at room temperature. The amount of Ti

deposited is given in terms of monolayers (ML) in Figure 5. A monolayer is taken to be

5.2 x 1014 atoms/cm 2 or 1.3 A of Ti The core levels of the substrate can only be detected

with 5.3 ML (6.9A) or less of Ti deposited. For the next thickness of 10.7 UL (13.9A),

no signal from the substrate is detected. This is consistent with an overcoating (Ti plus

reacted Ga and As) which uniformly covers the GaAs (see Figure 4). Note that the amount

of Ga seen within the probing depth of the experiment decreases strongly with the highest

coverages; whereas, the As intensity does not. This indicates that the reacted Ga is being

buried below the surface of the overlayer, whereas, the reacted As is not, i.e. the As is

moving toward the free surface as the amount of Ti deposited is increased.

The deconvoluted As curves give evidence of two As-Ti compounds; however,

only one broad peak is obtained for Ga. This Ga peak is consistent with Ga alloyed with

Ti 17. Note that the ratio of Ga and As peak strengths vary with coverage. This argues

against the formation of stoichiometric compounds containing Ga, As, and Ti. Rather the

lack of correlation for the higher Ti coverages indicates that reacted As and Ga are not

distributed uniformly. Above all, one can draw the following conclusions:

6
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* On a monolayer scale, a very strong reaction takes place at room temperature.

" The reaction products are complex and not uniformly distributed.

* The non-uniform distribution of the As and Ga gives evidence that equilibrium

has not been reached within the reaction products.

These results are consistent with what might be expected from thermodynamics including

heats of reaction or alloying when it is recognized that equilibrium has not been achieved.

Much data exists from photoemission studies done before high resolution and

deconvolution schemes and other more sophisticated data analysis became available. To

illustrate what may be obtained even from such studies, we will next examine spectra from

several metals deposited on GaAs in Figure 6. These spectra are for the As 3d and Ga 3d

core levels. Core spectra are given for various metal coverages. Changes in binding

energy with metal deposition indicate As or Ga in a chemical site other than that for GaAs.

In many cases better data is now available; however, these spectra (all taken with

approximately the same resolution) allow a quick overview and illustrate the difference in

interfacial chemistry without the complication of deconvolution 1M-21. In the raw binding

energy PES data, there can be shifts due to chemistry and to band bending. Since we are

only interested in the chemical shifts, the band bending shifts have been removed from the

curves of Figure 6.

Ludeke et aL 22 have found that Ag does not react with GaAs. This is the only

metal studies to date for which this the case. From the data of Figure 6, there is clear

evidence of a reaction for each of these metals. For Au the Ga peak moves to a lower

binding energy as one would expect 17 if the GaAu alloying expected from

thermodynamics is taking place and the Ga is alloying with Au. Note that the Ga intensity

decreases faster than for As. This indicates that the near surface region of the deposited Au

is As rich. Thl, binding energy shift of the As peak is small but toward high binding

energy. This is consistent with the formation of elemental As and/or As weakly dissolved

in Au and suggests that the reacted As is segregating to the surface.
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From bulk thermodynamics 23, one would expect a saturated ternary solution (i.e.

Au saturated, with about 1% Ga and As provided that one has a closed system (i.e. no As

can escape). If As can escape then the Ga can alloy with Au up to about 10% or the AuGa,

and AuGa2 phases with higher Ga content can be produced. The PES data (open system

but at room temperature so that the As vapor pressure is below 10-12 torr) suggests the

presence of much more As than one would expect from thermodynamics. This is not

surprising, since with the room temperature deposition it is unlikely that equilibrium would

be reached.

Cu is similar to Au; however, Ni and Pd show strong shifts to higher binding

energy for the reacted As. This is suggestive of formation of strongly bonded Pd/A and

Ni/As phases as well as the Ga/Ni or Ga/Pd phases. Again, one would expect this from

bulk thermodynamics 23. However, the As density still has a tendency to be higher near

the surface than for Ga. This suggests phase separation with surface segregation of As.

For Al, the reaction with GaAs has been well characterized by PES 24. The

reaction may be written schematically as:

GaAs + AI -> AlAs + Ga (4)

i.e. the Al replaces the Ga in the lattice forming AlGa and liberating Ga. If any As is

liberated into the Al, it will quickly react to form AIAs. Operationally this means that the

GaAs near the interface is transformed into an alloy, All.xGaxAs, with either Al or Ga on

the metal sites in the covalent lattice. For our future considerations here the key point is

that free Ga but not As is produced at the interfaces.

Ti and Cr are included in the metals of Table 1. They fall into the class of Pd and

Ni in Figure 6, i.e. the class where both Ga and As compounds or alloys are formed.

Fortunately, Weaver's group has studied both Cr and Ti using PES. Importantly, they did

in-situ thermal annealing and found that Ga but not As is expelled toward the free surface

(UHV conditions) for Ti15 ,2 5 whereas both As and Ga are held in the metal near the

8



interface for Cr 25. Thus that Ga may move out of the reactive phase leaving excess As for

Ti but not Cr. For Cr, the annealing may not change the stoichiometry near the interface.

In Table I we have indicated whether excess As or Ga might be expected from the

reaction of each metal with the GaAs. This is based on the PES studies discussed above.

The reactions of Table I are those for the situation where one has a thick (order 1000A)

layer of metal on the GaAs. The condition of IOOOA metal layer plus the N2 annealing

gives a closed system. For Ag, Au, and Al the reactions are very clear cut and the

conclusions straight forward. For Cr and Ti they are much more tentative and should be

considered as reasonable possibilities until more data is available. If annealing were done

in an open system so that the excess As can leave different results would be expected for

Au. Such experiments were done and it was found that no change in the Fermi level

occurred.

Next it is necessary to relate the changes in barrier height with annealing to reaction

at the interface. The question is whether excess As or Ga at the interface is produced by the

annealing. Such excess could serve as a source to modify the GaAs stoichiometry near the

interface. Since we have a closed system, it will be the component which does not bind

strongly with the metal which will be available to effect the GaAs stoichiometry. This is

called the reaction product in Table L For example, since As doesn't react strongly with

Au it is the reaction product for Au/GaAs. Conversely the reaction product for AI/GaAs is

Ga since Al, reacts so much more strongly with As.

IlL A Model to Explain Fermi Level Movement

1) Introduction

There is no consensus as to the mechanism which gives rise to Fermi level

"pinning" and Schottky barrier formation. In fact, there is growing thought that more than

one mechanism may be important depending on the manner of Schottky barrier

formation5,26. The proposed mechanisms can be placed in two classes. In the first or

9



intrinsic class, the mechanism is operative for a perfect metal/semiconductor interface, i.e.,

it does not depend on defects or other departure from the ideal. A mechanism popularly

called "metal-induced gap states" (MIGS) is the most widely accepted intrinsic

mechanism 5,27,28 . In some cases it is reported that the original Schottky model 29 applies

for specific GaAs surfaces 30. This is also an intrinsic mechanism.

The second class of mechanisms 5,27 depends on a departure from ideality at the

interface, i.e. formation of interface levels due to a defective interface. The Unified Defect

Model (UDM) 31 and its recent embodiment, the Advanced Unified Defect Model (AUDM)

or Antisite Defect Model (ADM) 4,5,26, are based on native defects. The effective Work

Function Model (EWF) 32 depends on the work function of elemental As at the interface

determining the barrier height via a Schottky mechanism 29. Ludeke has emphasized

models which involve movement of the metal into the semiconductor forming doping levels

and/or the changes in extrinsic and intrinsic levels at the interface 33.

These various mechanisms will now be considered in order to see if they can

explain the observed changes in Fermi level pinning due to annealing. It is difficult to see

how intrinsic mechanisms could explain this if the interface remains perfect. To be

specific, the MIGS model as it has been presented to date does not appear able to explain

this. In fact, Tersoff 34 has argued that the pinning due to MIGS is so strong that it is

relatively independent of details of the interfacial region and depends mainly on the

semiconductor alone. In response to these assertions of Tersoff, Zhang et al. 35 have

shown theoretically that the MIGS are insufficient to screen out strong local interface

potential effects on Schottky barrier heights. In particular, using Si they showed that by

replacing the first Si layer at the interface with a layer of "donor" atoms (modeled on

column V atoms), they could move the Fermi level by 0.28 eV toward the conduction

band. In contrast, by removing the first layer of Si to create a potential barrier, they were

able to shift the Fermi level by 0.27 toward the valence band maximum. Note that the total

Fermi level motion by the two interface configurations is half the Si band gap. The work of

10



Zhang et al., to our knowledge, is the first which demonstrated that MIGS and extrinsic or

defect mechanisms could work together to determine the barrier height. It is also important

to recognize that it was the introduction of a non-ideal interface which caused the Fermi

level movement. This reinforces one's intuition in concluding that extrinsic mechanisms

must be introduced to explain Fermi level motion due to thermal annealing. In this paper

we will attempt to explain Efi movement in terms of defects. However, we do not reject the

possibility that MIGS may also be playing a role in conjunction with the defects.

As mentioned above, a Schottky model has been suggested for certain specific

GaAs surfaces. 29 However, to date this has not been found the case for practical GaAs

contacts.

Let us examine extrinsic models of Schottky barrier formation. The systematics

shown by the data of Table I are that the Fermi level moves toward the valence band when

excess Ga is produced and toward the conduction band when excess As is produced. With

this in mind let us explore the extrinsic mechanism discussed above.

First consider the EWF model 30. The basis of the model is the suggestion that the

barrier height is set by work function difference between elemental As and the metaL If

changes are observed due to changes in the As excess, we only explain them in terms of

changing the fraction of the surface covered by As. One would expect the reduction of As

to make the metal work function more important. Al and Ti have low work functions

compared to As 32. Thus, for these metals one would, in the spirit of the EWF model,

expect the barrier on n-type GaAs to be reduced on annealing (i.e. Efi would move toward

the CBM). This is the opposite of the experimental results. Since the work function of Au

used in this model is equal to or larger than that of As 30, it does not appear possible to

explain a decrease of barrier height for Au on n-GaAs due to annealing by this model.

Thus, the EWF model is not attractive to explain the annealing results.

11



The approaches of Ludeke do not, by themselves, seem capable of explaining the

data at this time. However, as they become more highly developed, they may become more

applicable, either independently or in conjunction with other models.

2) Native defects and the Antisite Defect Model (ADM)

Spicer suggested in 1979 30 that native defects determine the Fermi level at the

interface. Allen and Dow36, using a theoretical approach, first pointed out that the antisite

defects (i.e. an As or Ga atom on the wrong lattice site) had properties which made it a

strong candidate for being the dominant defects in the interfacial region. Independently,

Weber et al. 37 found the energy levels due to the Asoa (As on a Ga site) antisite defect and

reported that they corresponded remarkably well with the pinning positions found

experimentally by Spicer et al.30 using PES and associated with native defects. Later

M6nch 38,39 published a detailed analysis of GaAs pinning data and identified the

importance of the GaAs antisite. In 1987, Newman et al. 40 showed that annealing data for

Al/GaAs (see Section HA of this article) could be explained in terms of antisite defects.

This led to the Advanced Unified Defect Model (ADM) 4,5,31.

The energy levels of the ADM are given in Figure 7. Near mid-gap are the donor

levels of the AsGa antisite. In Figure 8 is given a plot of the pinning positions found by

Spicer et al. in 1979 31 and the AsGa antisite levels found by Weber et al. in 1982 37. As

can be seen, there is strong agreement between these sets of levels4. It should be noted that

these Asoa antisites are now generally accepted as the levels responsible for the El-2 center

in semi-insulating GaAs (see other articles in this volume). Just as for El-2, there must be a

compensating deep acceptor in order for the mid-gap donor to affect n-type GaAs. We

believe these levels to be the GaAs antisites near the interface. For the Fermi level to lie

near mid-gap, as is usually the case, the AsGa antisites must outnumber the GaAs antisites,

i.e. the GaAs must be slightly As-rich at the interface. GaAs is usually grown under As-

rich conditions 43, so that one expects the bulk to be As-rich and in fact there is notable

evidence that this is the case. Evidence for excess As in LEC-grown GaAs is given by the
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ubiquitous presence of the El-2 center 44,45. Evidence for excess As near the interfaces is

given by the As inclusion on cleaved surfaces as reported by Bartels et al. 46. It is also

interesting to note that clouds of EI-2 (and, therefore, of Asia point defects) form around

dislocations in GaAs 47. This suggests that the ASGa antisites find a lower energy state in

the distorted lattice near the dislocation and raises the question as to whether a similar lower

energy state exists near free surfaces where the lattice is also distorted. For practical

su-faces it should also be noted that As oxide is unstable in the presence of GaAs. In

equilibrium, the As oxide will be transformed into Ga oxide with liberation of elemental As

48. This can provide an additional source of As.

The difference in pinning positions of Al, In, Ga, and Cs found in 1979 (Fig. 8)

for n- and p-type GaAs (Figure 8) was important because it allowed the two energy levels

of ASGa antisites to be identified. In 1979 those pinning positions were thought to be

those under a metal since in each case they were found after enough metal to form a

monolayer had been deposited. However, in 1983 Zur et al. 49 found that the pinning

position must be the same for n- and p-type GaAs, and experimental work with thick

(order 1000A) metals on GaAs gave the same pinning positions on n- and p-type materials

40, 50. Spicer et al. 5 1 have recently argued that the pinning observed in 1979 for Al, Ga,

In, and Cs was that on non-metalized surfaces.

3) Fermi level movement due to excess As

One value of the ADM is that it gives a mechanism by which movement of the

Fermi level at the interface, Eft, can be explained. As can be seen from Fig. 7, the position

of Eft will be deternined by the relative number of Asoa double donors and GaAs double

acceptors. Based on this, let us examine how changing the ratio of Asra to GaAs antisites

densities can change the Fermi level position.

The probability that an available quantum state at energy (E) is filled with an

electron is given by the Fermi-Dirac function,
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1

P(E) = exp[(E - Ef) / kT + 1]

Note that Ef is the energy at which the probability of a state being filled is one-half. At

T = 00K, P(E) reduces to a step function with all of the states above Ef empty and those

below Ef filled (see for example, Ref. 52). Since the Fermi level will lay between the

lowest lying empty state and the highest lying filled state, we can easily find its

approximate position by counting states. For example, let us assume that the density of

GaAs antisites is just half of that of the Asra. The upper As0a donor will be empty and the

lower full. As a result Efi will lay halfway between them. If we increase the density of

Gas acceptors, electrons will move from the bottom Asra donor level into these acceptor

states, and the Efi will move toward the VBM due to the reduced occupancy of the ASGa

states. At 00K, Efi would move into the lower level since it would become partially empty

at higher temperatures, it would be above the lower level but closer to the lower than the

upper level. If the density of GaA became larger than that of the Asoa donors, the Eft

would move below the lower donor level at 0.5 eV. In contrast, if the Asca density

increased, the Fermi will move toward the CBM. Thus, the ADM gives a possible

connection between Fermi level motion and departures from stoichiometry of GaAs at the

interface.

One thing that led to the ADM 4,5,31,42, was evidence in the literature of a

correlation between Fermi level motion and departures from stoichiometry. For example,

Bachrach et al. 42,53, when studying MBE GaAs with PES, found a shift in energies of

approximately 0.5 eV toward the VBM when the conditions in their MBE growth chamber

were changed from As excess to Ga excess.

Svensson et aL 5 made measurements of Efi on MBE grown under the usual As-

rich conditions. Figure 9 shows the Fermi level positions they found on n- and p-type

samples. The n- and p-type samples have different pinning positions similar to those found

by Spicer et al. for Al, Ga, In, and Cs deposition [Fig. 8]. In addition, Svensson et al.
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found that by increasing the amount of excess As at the surface of the GaAs, the Efi could

be moved toward the CBM for both n- and p-type GaAs as the ADM predicts.

Workers at the Optoelectronics Joint Research Laboratory in Japan studied Schottky

barriers of LaB6 on GaAs 55 because lack of strong chemical reactions of LaB6 with GaAs

makes it of interest for self-aligned gate technology. Studies were made of LaB6 on both

MBE and chemically prepared (100) surfaces. In the case of MBE, in-situ measurements of

the Fermi level position at the surface were performed on thin layers (up to a few

monolayers) of LaB6 deposited and thermally annealed. Thick (1800A) films were

deposited on both the MBE and chemically prepared surfaces, and electrical measurements

were performed to determine the Schottky barrier height as a function of annealing. For

both the MBE thin fdm studies and the thick studies, the effects of annealing were related to

As loss.

The results of these studies are shown in Figure 10. Here the data on Eft is plotted

as CBM-Ef, Le. the reference point is taken as the CBM, not the VBM as in the rest of this

article. In the upper panel, one has EfI for the MBE samples. (CBM and VBM are the

conduction band minimum and valence band maximum, respectively.) As grown, the

surface is As-rich, and the Efi lies near the upper AsGa antisite level of Figure 7. When As

is removed, either by annealing and/or by deposition of the metal, Efi moves toward the

VBM (i.e. CBM-Efl gets larger). For thick LaB6 layers (1800A), the same effect was

observed on annealing for MBE (As-rich) or chemically etched samples, with the difference

that the MBE samples took mee annealing to produce the Fermi level motion than did the

chemically etched sample. This is reasonable since greater As excess would be expected in

the starting MBE than the chemically etched samples. The systematics of the Fermi level

moving toward the CBM with excess As and toward the VBM as this excess is reduced

was once again found.

Very important experiments have been performed by Waldrop and Grant SW7 in

which they were able to move Efi from below mid-gap to within 0.2 eV of the CBM. The

15



key was the evaporation of 6 to 14 A of Ge in a As4 atmosphere onto a clean GaAs(100)

surface held at elevated temperature (200*C to 325°(). If the Ge was deposited without the

As4 over pressure, the Fermi level movement did not take place. The rate of arrival of Ge

and As4 at the GaAs surface seemed to be comparable. A IEED pattern was obtained after

the Ge(As) was deposited showing that it was crystalline. In-situ studies were made of the

band bending using PES. Samples were also made with thick Au or Ni overlayers for

electrical measurements. PES results were compared to those obtained from I-V

measurements. Figure 11 shows the Efi position (E i in the terminology of Grant and

Waldrop) obtained by PES for various layers on GaAs. Without excess As (i.e. an As

over pressure) Efi is in a typical position for a GaAs interface, (i.e. near mid gap);

however, with As the Fermi level position typically rose to between 1.0 and 1.2 eV above

the VBM 56 . Once again we see a correlation with movement of Efi toward the CBM and

excess As. Here Efi gets much closer to the CBM than in the cases we have discussed

previously. A possible reason for this will be given presently.

Figure 12 reproduces the I-V curves obtained by Waldrop and Grant 56. The

curves for. Au - NiAs - 9 A Ge (As) and Au - 100 ATe - 7 A GeAs are believed to

correspond to the PES f'dms of Ge (As). The Te or NiAs layers were added to keep the Au

or Ni from reacting with the Ge. For these films the Schottky barrier height on n-GaAs

was approximately 0.25 to 0.4 eV, i.e. Eif was 1.0 to 1.15 eV above the VBM in

agreement with the PES studies. However, without the Ge(As) layer a much different Efi

position was found. Note the Au-GaAs case shown in Figure 12 where Au was deposited

directly on a clean GaAs surface, the barrier height was 0.89 eV corresponding to an Efi

0.51 eV above the VBM. Thus, the Ge(As) layer gives an Efi upward movement of over

0.5 eV.

An earlier example of Ei movement due to excess As and Ge is given by the work

of Chiaradia, et al.58. Using MBE techniques, the Fermi position on a GaAs(100) surface

was first studied as a function of As or Ga excess in the starting GaAs(100) surface. The
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results are shown in Figure 13. For a C(4x4) reconstructed surface (corresponding to at

least a monolayer of excess As) Efi, is approximately 0.7 eV above the VBM; whereas, for

a C(4x6) reconstruction (at least 3/4 of a monolayer of Ga) EfI is located at about 0.45 eV

above the VBM. Note that these positions are close to the upper (0.75 eV) and lower (0.5

eV) levels of the defect model and the AsGa antisite defect with excess As putting Efr near

the upper level and excess Ga putting Efi near the lower leveL

Also shown in Figure 13 is Efi for a C(8x2) reconstruction which has excess As but

less than the C(4x4) surface. As can be seen, the Fermi level on this free surface is near

but lower than that on the C(4x4) surface. The difference is in agreement with the

prediction of the ADM. There is also data in Figure 13 for a n-type GaAs(l 10) cleaved

surface. Here the original position of the Fermi level is at the CBM. This is because of the

perfection of this surface which contains few defects and the fact that it reconstructs so that

the dangling band surface states are swept out of the band gap 59 thus leaving insufficient

surface states to move EfI from the bulk position.

In Figure 13, the effect of adding Ge to the various GaAs surfaces is also shown.

For all GaAs(100) surfaces, the movement is toward the CBM; however, the more As

excess present in the starting surface, the greater the movement. These results are summed

up in Figure 14 which gives a band diagram for the GaAs/Ge interface including the Eft

positions for the three different starting GaAs(100) faces.

In Fig. 15 we show the Fermi level development for Ge deposition is an As4

ambient. The data in Figure 15 suggested to Chiaradia et al. that the Fermi level movement

with Ge deposition was associated with As moving into and doping the Ge. The work of

M6nch et aL 60 indicates that such As diffusion (and to a much lesser extent Ga) takes place

even without the presence of excess As at the original surface.

The material above gives additional strong empirical correlation between excess As

and movement of the Fermi level We suggest that this might be explained in detail by the

ADM; however, the reader should remember that these empirical correlations am
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experimental results which are independent of any model. Furthermore, even though I

show that these results can qualitatively be explained by the ADM, I do not show this

explanation to be unique.

Figures 16a and b indicate our suggestions for the interpretation of the data of

Waldrop and Grant 56,57 and Chiaradia et al. 58. Because of the lattice match between Ge

and GaAs, the defect density near the interface may be reduced. However, as long as GaAs

antisites or other low lying acceptors are present, the Fermi level can not move much above

the upper AsGa antisite level. Even, if the population of AsGa antisites is much larger than

that of GaAs antisite, there will be a density of holes in the upper (0.75 eV) ASGa antisite

level equal to twice the density of GaAs antisites (assuming that these antisites are double

acceptors). Because of this, it will be difficult for the Fermi level to move much above the

upper Asoa level (see Equation 5) unless there is a source of electrons to fill these states (as

shown in Figure 16a). For the free surface, a clear source of such electrons are the donors

which are emptied to produce band bending and the depletion, rd. In addition, if z n-doped

Ge layer is present as in the experiments just discussed, then it also may contribute

electrons, nd, to fill the empty interfacial states. The density of empty Asoa states, ne, will

be given by:

ne = 2N(GaAs) - nd- nl (6)

where N(GaAs) is the density of GaAs antisites and ni is the density of electrons donated

from the doped Ge overlayer.

nd- 2 qNdVbb (7)

in MKS units. Here eeu is the permittivity of the semiconductor, (en - Keo, where K is

the dielectric constant and eo is the permittivity of free space), Nd is the density of

uncompensated donors (for n-GaAs), q is the magnitude of the electron charge, and %'b is

the magnitude of the voltage drop across the depletion region, i.e. the amount of band

bending.
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If ne in Equation 6 is less than zero, it simply means that all of available defect

states have been filled with electrons, and Efi will move above the highest lying defect level

toward the CBM. In order to find the exact position of Eft, one would have to solve

properly Poisson's equation with the correct parameters. This situation is shown

schematically in Figure 16b.

Studies similar to those of Ge on GaAs have been performed by Mahowald et al.61,

64 on InP. There is an important difference, however. No P was added to the Ge for n-

type doping. Rather, the PES studies 55,6Z63 suggested that the Ge slightly attacked the

InP producing primarily P in the InP and In segregated to the surface. The P in the Ge is

believed to leave it highly n-doped. Experimental data for the Eft position as a function of

Ge coverage is presented in Figure 17. The starting InP surface was (110) cleaved. As

can be seen for both n- and p- InP, Efi initially moves to a position about 0.4 eV below the

CBM. Then, for higher coverages, Eft moves toward the CBM.

Mahowald et aL61-63 modeled these results in terms of Poisson's equation, charge

neutrality, and certain assumptions. We will now outline the principle assumptions. For

the first 0.sA of Ge deposition, the defect concentration in the hiP is assumed to increase at

a linear rate of 3 x 1013 defects/A of Ge. For Ge thickness greater than 0.SA, it is assumed

that no new defects are formed near the InP/Ge interface. For Ge coverages greater than

this amount, it is assumed that P donors are added to the Ge at a rate of 3 x 1013 donors A-

Icm- 2 , which is equivalent to 21.5 x 1020 donors/cm 3. The defects were taken to be a

donor at 1.1 eV and an acceptor at 0.9 eV above the valence band maximum. In the

AUDM this will be equivalent to column V antisites outnumbering the column [U antisites

by two to one so that the highest antisite donor state would be completely empty and the

lowest completely filled.

The shaded line in Figure 17 indicates the calculated Fermi level position as a

function of Ge coverage based on these assumptions. As can be seen, the calculated Efi

positions closely follow the experimental data. This at least demonstrates that such data can
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be modeled in terms of a defect model such as the ADM. Preliminary work indicates that

this model also works for GaAs.

4) Ohmic Contacts on n-GaAs

The reader has probably realized, as did the authors quoted, the importance of this

work to development of ohmic contacts on n-GaAs. We will now address this question.

Ohmic contacts on both n- and p-GaAs have always presented a problem. In recent years

this has become more serious for some GaAs IC's because of reduced dimensions.

Through most of the history of GaAs, the approach to ohmic contacts was almost solely

empirical. It is only in recent years that a more scientific approach has been taken for

ohmic contacts. The work of Waldrop and Grant56,57 referred to earlier is a good example

of this. The work of S. S. Lau and his co-workers 64 on the Pd/Ge/GaAs contact is

another example of this which has been carried forward to establish a new ohmic contact

technology on n-GaAs. The contact often being replaced by Pd/Ge/GaAs is the

Ni/Au/Ge/GaAs contact. One difficulty with that contact is that the metal/GaAs interface is

not atomically smooth but contains irregular protrusions which can extend 100's of

Angstroms into the GaAs. These protrusions not only can penetrate and thus destroy thin

device structures but they also make it very difficult to use electron microscopy and related

tools to study the interface. One of the advantages of the Pd/Ge/GaAs contact is that it

forms smooth interfaces without the protrusions. This makes it possible to analyze the

interface in detail (see Fig. 18). It has been established that the GaAs within about 40A of

the interface is regrown and is highly doped with Ge64,65 after the contact has been

thermally processed. The top panel in Fig. 18 shows the structure of this contact. There

are arguments against the Ge layer being highly doped with As64; however, we believe that

it is best to keep this possibility open for the purpose of this discussion.

The bottom panel in Fig. 18 gives a band diagram for this contact. The Schottky

barrier between the GaAs and the Ge is shown to be 0.3 eV, in agreement with the data of

Lau et al. and co-workers for the resistivity of the contact as a function of temperature (see
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the middle panel of Fig. 18 for schematic drawing of this). This means that the Fermi level

has moved from its typical position near mid gap to within 0.3 eV of the CBM. Thus, the

ohmic behavior is due to both the heavy doping of the GaAs giving a tunnel junction (see

the middle panel of Fig. 18) and o a reduced barrier height due to the Fermi level

movement. Previously, it has usually been assumed that the Fermi level was well pinned

near mid-gap and that the tunneling had to be thought a much larger barrier than that

reported for Pd/Ge/GaAs. The results and arguments given here indicate that this is not the

case and that Efi can be moved if the optimum conditions are achieved.

We would explain this contact in terms of the mid gap interface states being

completely filled by electrons from the strongly doped GaAs in the depletion region and As

doped Ge in accordance with Equation 6. On an atomic level, we would use the ADM to

explain this. Since Ge and GaAs have an almost perfect lattice match and the heavily doped

GaAs next to the Ge has been regrown in the process of forming the contact, we suggest

that the density of interfacial defects has been reduced, i.e. ne in Equation 6 has been

reduced, by lowering the density of antisites. Further we assume that enough electrons go

into these interface states from the depletion region, nd, and the doped Ge, region ni, to

completely fill the mid-gap interface states. As a result EfI moves up to near the Ge CBM

which is about 0.2 eV from the GaAs CBM. Note that in Equation 6, it is the density of

GaAs antisites, N(GaAs), not the total density of antisite defects which determine ne. One

would expect a reduction in this density if the GaAs regrowth took place under strongly As

rich conditions. This may be case here for two reasons. First, since the bulk GaAs is As

rich and, as discussed earlier, excess As seems to segregate to interfaces, this will also

produce a source of excess As. A second source may be produced because the Pd (which

is originally in contact with the GaAs thermal anneal) appears to react with GaAs releasing

As.

The reader's attention is also directed to the relationship of this contact to the work

of Waldrop and Grant and the Xerox group on the motion of the Fermi level due to As
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doped Ge on GaAs. This gives direct evidence that the Fermi level can be moved in a

closely related system. Note also that, in this previous work, one depended solely on the

doped Ge to provide the electrons to generate the Fermi level movement. However, with

the ohmic contact, one has not only this source of electrons but the electrons from the

highly doped depletion region which is formed during the thermal anneal (see Equation 7).

It is reassuring that so much concerning the Pd/Ge/GaAs contact is consistent with

the ADM; however, one must be always remembered that we have established consistency

and not uniqueness. Other studies are now underway to test the application of the model to

this ohmic contact more quantitatively and to test materials parameters critical to the

explanations given above.

The attractiveness of the ADM lies not in its ability to explain one contact or

observation but to explain a large range of behavior not only at metal-GaAs interfaces but

also at insulator GaAs interfaces. We will examine one such situation in a later section.

5) Fermi Level Movement Due to Excess Ga

The last set of experimental data we would like to discuss in this section is that

relating to Ga on GaAs. If Ga deposition could lead to an increase in GaAs antisite acceptor

density, it would move Efi toward the VBM. Strong movement of Efi toward the VBM due

to evaporation of the thin Ga-layers for PES studies has not been observed. However, the

studies of Cao show a trend in that direction 66. Bolmont et al. 67 has reported that new

states below the Ef are created by Ga deposition. This is consistent with GaAs antisite

formation. However, the situation is quite different for thick layers of Ga deposited in

various ways on GaAs. Table 2 summarizes results from five electrical studies of barrier

heights for thick Ga on GaAs. Four of these indicate Ef positions surprisingly close to the

VBM. This data is striking in that the barrier heights on n-GaAs are perhaps the highest

(about 1. 1 eV) reported for any metal on GaAs. In the past, changes in barrier with metals

have been found to correlate with electronegativity, i.e. Efi positions well away from the
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VBM for electropositive materials. On n-GaAs lower electronic negativity is found to

correlate with low electronegativity. Metals such as Al and In are very close to Ga in

electronegativity and have barrier heights of about 0.8 eV on n-GaAs. This is in contrast to

the values near 1.1 eV for the thick Ga/GaAs samples. The highest electronegativity metals

such as Au and Pd have lower barrier heights (0.9 - 1.0 eV). However, a word of warning

is necessary. Problems of leakage plagued I-V measurements for Ga/GaAs Schottky

barrier, and some of the results in Table 2 are from C-V measurements which are not as

reliable. The I-V curves of Reinke and Meming are excellent; however, there evidence for

excess Ga is not direct.

MBE techniques may be the best suited for such studies. In fact, the studies of

Svensson et al.68 are perhaps the most satisfying of those included in Table 2 because their

methods of forming the Ga/GaAs seemed most clean cut. However, in order to understand

Ga/GaAs more completely, it is necessary that well controlled experiments be done in

which both the electrical properties of the contacts and the arrangement of atoms near the

interface are sufficiently well specified.

The data presented in Table 2 and discussed above can be explained in terms of the

ADM (see Figure 7). If Ga is deposited in such a way that the population of GaAs antisites

is sufficiently enhanced, then it is reasonable that the Fermi level would move into the

vicinity of the GaAs antisite levels, i.e. near the VBM as observed.

In this section we have outlined the ADM and shown some of the data which seems

to be consistent with it. In the next section we will examine evidence for departures from

stoichiometry at the interface and see how this relates to "predictions" of the ADM. We put

predictions in parenthesis because some of the data in the next section played a role in

development of the ADM.

6) Measurements of Departures from Stoichiometry at the Interface and Their Relation to

the ADM
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The ADM predicts certain departures from stoichiometry at the GaAs interface. For

Efi to lie above approximately 0.5 eV, one needs a greater density of AsGa than GaAs

antisites and, thus, an As excess. In order for the AsGa population to dominate it is likely

that a much larger As excess exists at the interface than is represented just by the excess As

in antisites. This is a situation similar to the enhanced As and El-2 (i.e. As antisite)

densities at dislocations 69. Earlier in this article, changes in Schottky barrier height and,

thus, Efi on annealing have been correlated with changes in stoichiometry expected in terms

of interfacial chemistry. (See, for example, Table 1). It is important to test experimentally

whether such correlations actually exist. Liliental-Weber and co-workers have used Energy

Dispersive X-ray (EDX) analysis to examine the interfP"I., Ltoichiometry 11,70,71 for

several metals (see Table 3). Pallix et al. 72 have used a new technique, Surface Analysis

with Laser Ionization (SALI), to st'idy the stoichiometry of GaAs/Au interfaces before and

after annealing.

Let us first examine the SALI results. There is a great difficulty in examining

interfaces for excess As if that As is not firmly tied into the lattice. The reason for this is

the low vapor pressure of As combined with its high energy of ionization. As a result,

excess As which may be loosely bound to the GaAs is easily desorbed without ionization.

Unfortunately, the tools of surface analysis which might be used to detect the excess As

impart energy into the surface region which can cause such desorption. The key to the

SALI techniques is that it ionized any atoms which leave the surface by means of a laser.

Thus, it is peculiarly sensitive to loosely bound As. The SALI results for the GaAs/Au

system are given in Figure 19 72. As can be seen, a strong As build-up at the interface after

the annealing is found, in qualitative agreement with expectations from the ADM.

The EDX method used by Liliental-Weber is based on using a very fine high

current density electron beam to excite the core levels of atoms so that they emit

characteristic X-rays. It has a lateral resolution of about 100A. One would expect such a

beam to cause desorption of loosely bound As. In essence this was what was found.
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Excess As was found but this decreased as the electron beam was left on one spot. The

key parameter is the ratio of As to Ga X-ray luminescence intensity. When the beam was

placed at the GaAs/Au interface, an increase in the As/Ga ratio was seen over that for the

GaAs away from the interface. The excess As signal decayed with time until it returned to

the value seen from the GaAs away from the interface. As Table 3 shows, excess As was

always found at the interface after metal deposition (in agreement with the ADM). After

annealing, the increase or decrease of As excess was found to correlate with Fermi level

movement in a way consistent with the ADM (see Table 3). There is an unexplained

discrepancy between the SALI GaAs/Au and the EDX results. EDX showed an As excess

after Au deposition but before annealing. However, as can be seen from Figure 19, there

is no clear evidence of this from the SALI results. This may be due to detailed differences

in the two techniques. However, it emphasizes the fact that much more work should be

done in studying departures from stoichiometry at GaAs interfaces in order to be certain of

the results.

In this section we have shown an experimental correlation between departures from

stoichiometry at GaAs/metal interfaces and Fermi level movement This strengthens the

suggestion that Fermi level position and thus the electrical properties at interfaces may be

controlled by departures from stoichiometry. However, it must be recognized that the

presence of excess As or Ga at the interfaces alone is insufficient to explain Fermi level

movement in terms of antisite defects. One must assume that the excess leads to an

increase of Asroa or GaAs in the interface region of the GaAs crystal. This means that As or

Ga must be incorporated in the GaAs as antisite defects. The kinetics of this is an

important question which has not been addressed in this paper but which must be

addressed in the future. It is easier to understand how this incorporation can take place in

the annealing experiments rather than experiments in which Ga is simply deposited on a

GaAs surface held at room temperature. This may explain some of the difficulties in

studying such deposition of Ga on GaAs. MBE is very important since it provides a way
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of more directly incorporating excess As or Ga into the lattice. The limited number of

results with this method provide one of th-, best sets of evidence of Fermi level motion

associated with departures from stoichiometry. Much more work is needed on the kinetics

of antisite inclusion in the interface region.

IV. GaAs/Insulator Interfaces

Two types of interfaces are critical in order to bring GaAs device and integrated

circuit under control. The first, GaAs/metal interfaces, has been treated in the previous

sections. In this section we will touch on the second type of interface - the GaAs/insulator

interface. In this category we include all GaAs surfaces not covered by metals whether the

insulator is consciously deposited or is a result of GaAs oxidation. In the 1970's a strong

effort was made to develop a MOS technology for GaAs similar to that of Si. This failed.

It became clear that the chemistry between GaAs and its oxides did not lead to a chemically

stable, defect-free interface74. Due to this, the hope of a GaAs MOS technology was

abandoned and work concentrated on a field effect transistor (FET) technology in which a

Schottky barrier or a p-n junction provided the control element for the device. However,

even with these technologies, there are GaAs surfaces not covered by the control

structures. These surfaces plague GaAs devices and IC's for several reasons. For

example, they usually have a very high surface recombination which can degrade device

operations. In addition, it is hard to control this potential and this can lead to "side gating"

and other unpleasant occurrences which disrupt device and/or IC operation.

In recent years three new and promising approaches have come forward to provide

better control at such surfaces. These may also lead to MIS technologies. In the first of

these a heterojunction is made with a higher band gap semiconductor which has a

sufficiently good lattice match so that a good heterojunction is formed. AlxGal.xAs/GaAs

and GaAs/ZnSe are examples 75. Here, it has been shown that interface (surface) state
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density can be kept relatively low. The main difficulty with such an approach is the

difficulty in forming a sufficiently ideal heterojunction and the limitation due to the

relatively low band gap of the "capping" semiconductor. A second approach is just in its

early stages 76. This starts with the deposition of a Si layer on the GaAs. Then an

insulator (for example, SiO2 or Si 3N4) is grown. Again this shows promise but it is in the

early stages of development and testing. In the third approach, striking success in reducing

surface recombination has been achieved77 by treating GaAs surfaces with the sulfur

compounds Na2S • H20 or (NH4) 2 S. We will discuss this in more detail since a number

of measurements have been made of the Fermi level position and changes therein due to

such treatments.

Use of sulfur passivation approach has recently been reviewed by Spindt and

Spicer 76. As emphasized in that paper, the principal criteria for passivation by this

approach is the reduction of surface recombination by more than two orders of magnitude.

It was first suggested that the treatment removed interface states so that the Fermi level at

the interface moved from mid gap to the bulk Fermi level position75 near the CBM.

However, measurements of Fermi level position using a number of different techniques

showed that this was not the case 79483. Rather the treatment moves the Fermi level closer

to the VBM on n-GaAs. Spindt and Spicer84 have suggested a model to explain this

behavior. This model is based on the ADM and suggests that the sulfur treatment removes

excess As and thus AsGa antisites from the surface. As we established in a previous

section, if the Asca density is reduced relative to the GaAs antisite density, the Fermi level

must move toward the VBM in accord with the experimental observations.

Results from Besser and Helms 79 ,85 for the Fermi level position as a function of

surface treatment is shown in Figure 19. As can been seen the Fermi level moves from the

vicinity of the upper (0.75 eV) level of the As(a antisite level to the vicinity of the lower

(0.5 eV) AsGa antisite level due to the sulfur treatment. As Spindt and Spicer noted, this

results not only in the change in band bending but also in the AsGa antisites becoming
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positively charged. With the interface Fermi level near 0.5 eV, one has the bands bending

upward with a barrier of about 0.9 eV that electrons must overcome to reach the surface.

Holes will be swept into the interface by the band bending, but they will be inhibited from

recombining with electrons on the mid-gap AsGa states since this double donor is

compensated so that it has a single positive charge and will repel them. Thus, surface

recombination will be reduced.

Figure 21 shows the change in band bending found by a number of workers using

diverse experimental approaches 7 8 and indicates how this is explained in terms of ADM.

The key to application of the ADM is the assumption (supported by some experimental

findings 78) that the ASGa to GaAs ratio is reduced by the sulfur treatment's preferential

removal of As from the GaAs surface region. As explained in Section III, this will cause

the Fermi level to move toward the VBM because of depletion of electrons from the ASra

donors by the GaAs acceptors. The fact that Eft moves approximately to the lower AsGa

level at 0.5 eV indicates that the AsGa is a little more than half compensated. This results in

the AsGa defect having a positive charge which repels holes and thus inhibits the surface

recombination as discussed above.

Figure 22 shows surface DLTS results from Liu et a 8 0 before and after the sulfur

treatment. Note that before treatment there is large density of states centered near 0.85 eV.

This we associate with the upper AsGa level. After the treatment, the dominant levels are at

0.3 eV above the VBM. Thus we associate with the GaAs levels.

Much more must be done before the "free" and/or insulator/GaAs surfaces and

interfaces can be brought under sufficient control. However, the sulfur example illustrates

the importance of Fermi level movement in this. We would argue that one must measure

and understand the physical and chemistry driving Fermi level motion at the interface and

the consequences of such movement before control can be obtained of these interfaces. We

also note that interface properties such as recombination can be improved without obtaining

ideal passivation which includes a flat band condition.
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V. Conclusions and Discussion

This article gives strong evidence that the Fermi level at GaAs metal interfaces can

be varied by a good fraction of the band gap. For instance, Waldrop and Grant 56,57 were

able to move the Fermi level with about 0.3 eV of the CBM and Svensson et al. 68 were

able to move it to within about 0.3 eV of the VBM. Many other examples have been given

here of Fermi movement associated with special deposition conditions, thermal annealing

or other treatment. A surprisingly consistent thread runs through most of the work

described. This is a correlation in the change of GaAs stoichiometry at the interface with

the direction of motion of the Fermi level. When the Fermi level moves toward the CBM

an increase of As excess is found. Fermi level movement toward the VBM is associated

with an increase in the relative amount of Ga at the interface. Using this, the interfacial

chemistry between the metal and GaAs can be used to predict Fermi level movement due to

thermal annealing.

A model for the electrical properties of the interface, the Antisite Defect Model

(ADM)4 , has been introduced to explain the changes in Fermi level. This model is based

on the conclusions that ASGa antisites and GaAs antisites provide the energy levels which

are dominant in determining the Fermi level position (Figure 7). The ASra is a double

donor with levels at 0.75 and 0.5 eV above the VBM. The GaAs antisite is a double

acceptor with levels near 0.3 eV. By assuming that the relative numbers of these two

defects changed in accordance with changes of stoichiometry near the interface a large

number of experimental results can be explained.

Much more work must be done to fully test the correlations made here. The ADM

must also be tested further. However, the agreements with experiments are sufficiently

strong that one might use the correlations and/or the ADM to attempt to solve practical

problems. Ohmic contacts are one such problem for GaAs device and IC development and

applications. It is the ohmic contact which limits many devices. Most work developing
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ohmic contacts to date has been strongly empirical. Perhaps the ideas presented might be

applied in an attempt to develop better ohmic contacts. Usually ohmic contacts on GaAs

are thought to be tunneling, i.e., even though a large Schottky barrier is present, the doping

of the GaAs near the interface is so high that a narrow depletion layer is formed through

which the carriers can tunnel through. This demands very high doping due to contact

formation. However, if the Fermi level can be moved in a favorable direction, the ease of

tunneling will increase exponentially. Thus, a combination of Fermi level movement and

doping may be essentially for developing a better ohmic contact technology. This approach

does give the possibility for new ways to think about and develop ohmic contacts. As

indicated in Section 111-4, this approach seems to explain the Pd/Gd/GaAs ohmic contact on

n-GaAs.

Most of this article has concentrated on metal/GaAs interfaces. Another set of

systems in which better control is needed are the GaAs/insulator interfaces. These were

briefly discussed and it was shown that data on sulfur treated interfaces could also be

qualitatively explained by antisites and the AUDM. There is need of much more work on

such interfaces to bring them under control and stop them from limiting the usefulness of

GaAs. Above all there is a need to move from strongly empirical approaches to approaches

in which sufficient characterization is done to be able to understand and model these

interfaces.
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Table I: Fermi level Motion and Metal/GaAs Interfacial Chemistry

Fermi Level (Ef)
Position

Metal Before After Ef Interfacial Reaction
Anneal Anneal Movement Chemistry Product

with respect Expected (As or Ga)
to VBM for Annealing

Ag 0.5 0.5 none none none

Au 0.5 0.6 +0.1 Au + GaAs ->AuGa + As As

Al 0.65 0.55 -0.1 Al + GaAs -> AlAs + Ga Ga

Ti 0.7 0.6 -0.1 Ti + GaAs ->TiAs +Ga Ga

Cr 0.75 0.75 none Cr + GaAs -> GaCr + CrAs neither
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Table H: Various Reports of the Electrical Characteristics of Ga Contacts on GaAs

* Ohmic contact on P-GaAs

R. Z. Bachrach and A. Bianconi, J. Vac. Sci. Technol. .15, 525 (1978).

• Ohmic contact on n-GaAs

J. Woodall and C. Lauza, J. Vac. Sci. Technol. .15, 1436 (1978).

* 1.05 eV SchotUk barrier height on MBE, As Rich, (100) n-GaAs for thick Ga layers

S. P. Svensson, J. Kanski, and G. Anderson, Phys. Rev. B 3M. 6033 (1984).

* 1.15-1.2 eV Schottkv barrier height for electrochemical metal depositons on n-GaAs:

Related to metallic Ga which they believe is formed

R. Reinke and Meming, Surf. Sci. 12. 66 (1987).

- 1.0-1.1 eV Schottky barrier height forthickGaon GaAs (110)

A. B. McLean and R. H. Williams, Semicond. Sci. Technol. 21. 654 (1987).

A summary of published results on Ga/GaAs contacts

By comparison with other metals of comparable electronegativity, one would expect

a barrier height of only about 0.8 eV on n-GaAs [Ref. 69]. In contrat the reported barrier

heights are about 1.1 eV. This is higher than those reported for any other metal.
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Table Il: Arsenic Excess at the Schottky Barrier Interface and Changes with Annealing

Metal As Excess Changes in As Direction of
after Metal Deposition Excess Due to Movement of

EDX Result Annealing Fermi Level

Predicted Observed Predicted Observed

Au Yes Increase Increase Toward CBM Toward CBM

Al Yes Decrease Decrease Toward VBM Toward VBM

Cr Yes none none none none

TiSi2  Yes not done not done
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Figure Captions

Figure 1 I-V data from the thick-film:n-type-GaAs diode. All measurements were

performed at room temperature after annealing at various temperatures. The barrier height

and ideality factor are determined from the following equation (I = SA" T2 e4b/vt

(eV-IR/nVt - 1).

Figure 2 I-V data from the thick-film Al:n-type-GaAs(1 10) diode. These diodes were

fabricated on a clean cleaved GaAs(1 10) surface under UHV conditions. All measurements

were performed at room temperature after annealing to various temperatures. The barrier

height is determined from the equation in Fig. 1. It is a measure of the energy separation

between the Efi and the CBM at the interface.

Figure 3 Relationship between Efi position and Schottky barrier heights on n- and p-

semiconductors. Efi is measured from the VBM. See equations (1) and (2) in the text.

Figure 4 Experimentally obtained elastic scattering lengths in various solids. Data

points 1 through 28 see Lindau and Spicer 1974; 29 and 30 from Evans, Pritchard and

Thomas 1979; 31 from Jacobi and Hdlzl 1971; "Our Work" is derived from carbon ls

surface core level shifts of diamond (111) 2 x 2/2 x I as described in Section 1.7.

Figure 5a (1) As 3d core level spectra for the room temperature Ti/GaAs (110)

interface. The dots represent the raw data, the solid line through the dots is the curve fit to

the data, and the various components are labeled according to the shading: the wide cross

hatching represents the surface shifted component, the light and dark cross hatchings

represent the reacted components, and no shading represents the substrate component.

Photon energy is equal to 70 eV.
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(2) Ga 3d core level spectra for the room temperature Ti/GaAs( 110)

interface. The dots represent the raw data, the solid line through the dots is the curve fit to

the data, and the various components are labeled according to the shading: the cross

hatching represents the surface shifted component, the solid shading represents the reacted

component, and no shading represents the substrate component. Photon energy is 50 eV.

Figure 5b (1) As 3d core level spectra for the room temperature Ti/GaAs(l 10)

interface for higher Ti coverages.

(2) Ga 3d core level spectra for the room temperature Ti/GaAs(110)

interface for higher Ti coverages. No emission is observed for coverages higher than 17.3

ML.

Figure 6 Chemistry or lack thereof due to noble and transition metals on GaAs as

seen through the Ga and As 3d levels.

Figure 7 Energy level diagram for the Antisite Defect Model (ADM). The AsGa

antisite double donor with levels of 0.76 and 0.5 eV and the compensating acceptor

(probably the GaAs antisite) with energy levels below 0.5 eV are shown. Both defects are

located in the same spatial region near the surface. The surface Fermi level position, Ef, for

the free surface will be determined by the relative densities of the two defects in the near

surface region. In the usual case where Efi > 0.5 eV, the density of ASGa > GaAs.
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Figure 8 The diagram to the left is taken from Ref. 30. This energy level diagram

indicates the pinning positions obtained on n- and p-GaAs with very low coverages (order

1 ML or less) of the indicated element measured at room temperature (Eg - 1.42 eV). The

pinning positions are identical within experimental error to those obtained in the present

work for Al, Ga, In, and Sb. The vertical lines through those data points indicate defect

energy levels deduced in 1979. The right diagram indicates the energy of the AsGa antisite

levels from the VBM measured at 8 K (Eg = 1.52 eV) by Weber et al. in 1982 [37]. As can

be seen, the two sets of levels are found to agree.

Figure 9 The surface Ef of the free (100) surface grown by MBE for n-type and p-

type GaAs. The three surface reconstructions are indicated on the horizontal axis. All the

surfaces are As rich with the amount of excess As increasing from (4x6) to C(4x4). The

energy levels of the AUDM model are shown. Note that these are the same as the pinning

levels found on cleaved GaAs(1 10) surfaces due to metal or non-metal depositions.

Figure 10 Surface or Interrace Fermi level position, Efi for LaB6 on GaAs.

Up= panel - The Ga 2p core level position on MBE (100) GaAs due to

LaB6 deposition and/or annealing. The left hand scale was obtained by assuming a 0.9 eV

position after annealing. The arrows (1), (2) and (3) indicate changes due to LaB6

deposition on different starting surfaces.

L anel - The Schottky barrier heights as a function of annealing for

1800A or LaB6 on GaAs. Open circles indicate MBE and closed circles chemically etched

(100) GaAs surfaces.

Figure 11 Summary of several E i measurements. Overlayer characteristics are given

at bottom of figure. Unless noted otherwise, overlayer thicknesses are nominally ~ 10 A

and depositions intended to incorporate As or P in the overlayer were carried out in 10- 7
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Torr background pressure of AS4 or P2 : (a) Ge overlayers deposited in vacuum; (b) Ge

overlayers deposited in As4; (c) Ge overlayers initially deposited in vacuum but completed

with deposition in P2; (d) Ge overlayer deposited in P2; (e) Si overlayer deposited in As4.

Figure 12 Representative I-V data for a selection of contacts to GaAs that have a

variety of structures (contact area = 5.07x1O-4 cm 2 ). Multilayered contact structures are

shown schematically on the right.

Figure 13 Fermi level movement due to adding Ge along to the surface. The greater

the amount of excess As in the surface (see text), the greater the Fermi level movement.

Figure 14 Schematic of the energy bands and the Fermi-level position at the interface

on a 10-A scale. The valence-band discontinuity is the same at the interface between the

various surface reconstructions of GaAs(100) surface and Ge. However, the Fermi level

position at the interface depends on the surface stoichiometry. This observation clearly

demonstrates the independence of the interfacial Fermi level and the valence-band

discontinuity.

Figure 15 The evolution of the Fermi level during the interface formation with Ge.

The difference between this figure and Fig. 13 is that Ge is deposited with As. As source

was open. The figure when compared with Fig. 13 shows that the presence of As

influences the final EF position EF for the Ga-rich, (4x6) surfaces moved toward the

conduction band by over 0. 10 eV. El for the As-rich, c(4x4) only slightly moved toward

the conduction band because EF is already close to the top of the Ge conduction band in

Fig. 13 (Ref. 61).
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Figure 16 An explanation of Fermi level motion in terms of the Antisite Defect Model.

The upper and lower panels give band diagrams before and after adding a n-doped Ge

overlayer and strong n-doping of the GaAs adjacent to the interface. The Fermi level

moves upward due to the interfacial states near mid-gap being filled by electrons from the

new depleted region and the n-doped Ge. For simplicity the band bending in the upper

panel is not shown. The lower panel shows schematically the change in band bending.

Figure 17 The data (dots and heavy solid line) for the Ge/InP Fermi energy is shown

above. The shaded line is the model evaluated with the donor and acceptor energies

appropriate for InP (1.1 and 0.9 eV from the VBM). The defect density is 3 x 1013 cm-2

A-1 (same as for GaAs) and the doping donor density is 1013 cm-2 A-1. These values were

chosen to fit the data.

Figure 18 The Pd/Ge/GaAs ohmic contact. The upper panel shows the locations of

the various parts of this contact. The middle panel gives a schematic of the contact

resistivity data of Lau et al. This indicates a barrier height of about 0.3 eV. The lower

panel indicates the suggested band diagram for this contact.

Figure 19 SALI analysis of Pallix, Becker, and Newman [75] for IOOOA of Au on

GaAs. Note in particular the region at the Au/GaAs interface. The upper panel gives the

results for an unannealed sample. There is little As or Ga in the Au. Panel (b) gives the

results after thermal annealing. The most striking change is the large increase in As as the

sputtering approaches the Au/GaAs interface (indicated by the arrow). Ga and, to a less

extent, As are also seen in the Au and at the outside surface.

Fugure 20 Results for the Fermi level position as a function of sulfur treatment.

Surface Fermi level position (labeled "Surface Potential" in the figure) of GaAs after
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various treatments as obtained by Besser and Helms (see Ref. 79). As can be seen the

Na2S and (NH4 )2 S treatments move the Fermi level toward the valence band, i.e. increase

the band bending rather than produce flat band conditions).

Figure 21 Changes in band bending and Fermi level position due to sulfur treatment.

Note that the treatment produces about 0.2 eV increase in band bending. An explanation of

this in terms of the ADM is also shown. A decrease in the number of AsGa relative to GaAs

antisites moves Ef to near the lower AsGa level at 0.5 eV. This inhibits surface

recombinations by increasing the band bending and charging the AsGa recombination

centers positively so that it will repel electrons.

Figure 22 Surface DLTS for (100) GaAs after Liu et al. (Ref. 82). The untreated

sample shows a trap at about 0.85 eV (dashed curve). In the treated sample (solid curve)

the 310 K signal disappeared and a new, weaker signal at about 0.3 eV above the VBM

was found
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III. Accomplishment Under This Contract - References are to number of paper published
under this contract.

1. Excess of As at Metal/GaAs Interfaces. Using EDAX techniques it was
established that Excess As is present at GaAs interfaces. This is important in determining
that extrinsic (i.e. defect) mechanism are important in determining electrical properties
(such as Schottky barrier heights) at metal/GaAs interfaces. [Ref. 4,5,13,14]

2. Change in As Excess at Metal/GaAs Interface due to Thermal
Annealing and Correlation with Changes in Barrier Height. Using EDAX, it
was established that the As excess at the interfaces is changed by annealing. If As excess
increases, it was found that Schottky barrier height on n-GaAs decreased; whereas, if As
excess decreased, the Schottky barrier height increased. [Ref. 1,4,5,13,14]

3. Increase or Decrease in As Excess and Corresponding Change in
Barrier Height Correlates with Production of Excess As or Ga by
Metal/GaAs Chemical Reaction: An important part of the PES work under DARPA
and ONR support was establishing that chemical reactions take place between GaAs and
metals. A key result under this contract was establishing that the excess As or Ga produced
by such reactions, correlated with changes in Schottky barrier height. Thus, the interface
chemistry could be correlated with changes in electrical properties of the interface. [Ref.
1,4,5,8,9,13,14]

4. Development of the Advanced Unified Defect Model. This model
applies when native antisite defects dominate at the interface. Data obtained under this
contract played a key role in the development of this model. As section II shows, it
explains a wide range of metal/GaAs performance and gives a basis for optimizing GaAs
Schottky barriers and ohmic contacts. It appears to apply in most (perhaps all) GaAs/metal
contacts of practical interest. It gives a method for providing very stable, long lived
GaAs/metal contacts. [Ref. 1,4,5,8]

5. A Basis for Developing Schottky Barriers with very Stable Barrier
Heights Over Their Lives: Changes of Schottky barrier height with annealing agree
well with aging results of FET's obtained by Varian (Ti Schottky gates). Thus it appears
that results under this contract and the Advanced Defect Model can play a key role in
developing stable Schottky barrier heights. Strong insights have also been obtained on the
development of leakage currents during the life of a device. [Ref. 4,5,13,14]

6. Oxide at Interface Can Enhance Change in Barrier Height Due to
Stress by Electrical Current. Studies of changes in barrier height due to Electrical
aging of Schottky barriers show that, with some metals, the changes are strongly
increased.

7. A few layers of oxide at GaAs interface can massively effect the
morphology of Au/GaAs interface. For example, with a clean interface, an
atomically smooth Au/GaAs interface is formed. With air exposed GaAs (producing a few
monolayers of oxide), the interface is dominated by protrusion which extend a hundred
Angstroms or more into the GaAs. Such protrusions can destroy device performance with
closely spaced ohmic contacts (Ni/Au/Ge ohmic contacts or Au Schottky barriers. [Ref.
2,3,10]

8. Adhesion of Metallization on GaAs: Considerable understanding has
been obtained of the factors leading to poor adhesion of metallization on GaAs. Poor



adhesion was found to occur when oxide was present on the GaAs and the metal applied
did not react strongly with the oxide or the GaAs. [Ref. 12]

9. Basis for a More Scientific GaAs Metallization Technology: The .-..:.
work under this contract provides basic understanding which can provide a more scientific
approach to GaAs metallization. This, in turn, can increase production yields and increase
reliability of GaAs devices making GaAs more acceptable and economic. More work is
needed to systematize and provide additional information if the full potential of this
approach is to be realized. [Ref. 1-14]
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