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1.0 Executive Summary

This is the final report for the U. S. Army Research Office Contract, number DAAG29-
85-K0136, entitled Hierarchically-Clustered Structures: Formation During Colloidal Solidification
and Evolution During Sintering, which summarizes the work performed during the contract
périod May 31, 1985 through June 1, 1988 at the Department of Materials Science and
Engineering, University of Washington, Seattle, Washington.

Previous studies on the modeling of sintering processes have emphasized two-particle
densification and mass transport mechanisms at the micrometer scale. The research presented
in this report examined the formation and microstructural evolution of colloidally consolidated
systems during sintering. The microstructural evolution of a hierarchically-clustered system
was treated as a whole, and a three-aggregate phase diagram of colloidal systems was introduced
which illustrated that colloidally consolidated powder compacts always display a hierarchical
structure of clusters and voids. Our main goals in this program have been (i) to develop a
methodology for predicting the evolution of hierarchically-clustered structures during
densification and (ii) to develop experimental techniques for modifying the hierarchical structures
through colloidal consolidation techniques. In this report we summarize our results in both areas.

Our experimental and theoretical modeling studies showed that all powder compacts even-
tually approach 1 steady-state grain size distribution regardless of the original state of the
colloidally consolidated compact. Experiments were performed with nearly monosize colloidal
TiO, powders. Pore size distribution and the total pore volume of the colloidally consolidated
compacts were varied by controlling the particle interactions in the suspension stage. During
densification, all microstructures were found to follow unique paths dependent upon the initial
state of the colloidal dispersion, i.e., whether the suspension was dispersed or flocculated prior
to consolidation. But the final microstructure always approached an equilibrium distribution
independent of the initial state. This observation was important, cspecially in the subsequent
selection of powders for colloidal processing. Currently, it is thought that if monosized particles
are packed in an ordered structure, microstructures with a narrow grain size distribution will
result after densification. Our experimental findings illustrate that this is not possible due to
an eventual broadcning of the grain size distribution to a steady state.

To better understand and explain the experimentally observed results, theoretical modcling
was performed. The models predicted that in a densc compact, the initially narrow grain
coordination distribution will always broaden to an equilibrium distribution over time. The
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models also predicted that during densification the microstructural evolution will follow different
paths depending on the initial pore size distribution in the compact. These predictions parallel
the experimentally-derived results exactly.

If pore size distribution is the controlling factor in microstructural evolution, then modi-
fications to the pore size distribution should allow the evolution of a narrow grain size distri-
bution in the final microstructure. Pressure filtration experiments were performed to study the
relationship between pressure and void fraction in colloidal compacts. Changes in the void
fraction were monitored using rheological measurements. Significant reductions in the casting
rate were observed using pressure filtration. The void fraction was reduced when flocculated
suspensions were consolidated, but little effect was observed on dispersed specimens.

Since our micrnstructural evolution studies indicated that pore volume and pore size
distribution play a key role in determining the evolution path during densification, we next
examined the modification of the pore network during pressure filtration. These results will be
discussed in the following sections of this report.




2.0 Introduction

Hierarchically-clustered structures, developed through colloidal processing, contain first-,
second-, and third-generation voids.! First-generation voids are the voids within the first-
generation clusters of primary particles. Second-gencration voids are the voids between the
first-generation clusters of particles. Third-generation voids are the voids between the second-
generation clusters of particles. In order to determine an optimum processing route that is
also economical, it is necessary to understand the formation of hierarchically-clustered structures
during the consolidation of colloidal suspensions and the development of these structures as
the colloidal compacts are sintered into dense articles.

According to existing theories, a narrow grain size distribution will result from the sintering
of compacts composed of particles of a narrow size distribution.? However, the first phase of
the experimental portion of this work has shown that a narrow pore size distribution is
necessary to produce a narrowly distributed grain size; a narrow particle size distribution is
necessary but not sufficient. It is relatively simple, although usually time consuming, to produce
a narrow pariicle size distribution, even with spherical particles. However, packing imperfections
similar to the dislocations and vacancies found in crystalline solids lead to a broadened pore
size distribution. In addition, due to the formation of hierarchically-clustered structures, it is
impossible to form a narrow pore size distribution of any size. The hicrarchically-clustercd
structures that form during consolidation always result in first-, second-, and sometimes third-
generation voids, producing bimodal and trimodal pore size distributions causing further devi-
ation from ideal predictions.

The second phase of this work involved the establishment of theoretical models, developed
from a statistical mechanics basis, to describe microstructural evolution at the micrometer
scale. The first model dealt with the microstructural evolution of a fully dense structure, i.c.,
grain growth modeling. This model predicted that the initially narrow grain size distribution
of a dense compact will broaden during subsequent heat treatments. The sccond model exam-
incd the effects on microstructural cvolution in the presence of another phase, in this case,
porosity. The densification model predicted that thc microstructural evolution will follow
different paths which are dependent upon the initial state of the compact, but that the end or
stationary state will be the same. Ilowever, the cnd state may be metastable and not necessarily
in thermodynamic cquilibrium.




Developing processing routes which modify hierarchically-clustered structures and the ac-
companying pore size distribution will allow a narrow pore size distribution to be achieved
during consolidation of colloidal suspensions. Pressure filtration was shown to decrease the
void concentration in compacts formed from flocculated suspensions but had little effect on

o compacts formed from dispersed suspensions. It was also shown that increasing the particle
concentration effectively eliminated third-generation voids. Data on the rheological behavior
of the colloidal suspension was gathéred using dynamic oscillatory techniques and analyzed
using the theory of viscoelasticity. These studies will be explained in detail in the following

sections.




3.0 Summary of Resecarch

3.1 Preparation and Microstructure Evolution of Hierarchically-Clustered
Powders

Existing theories suggest that compacts consisting of monosized spherical particles will
produce uniformly-sized microstructures with a grain coordination of six; a hexagonal array.3
To test this hypothesis, spherical TiO, particles with a narrow particle size distribution were
prepared and sintered. This presentation is a summary of C. B. Martin’s Master of Science
thesis entitled “Preparation and Microstructural Evolution of Ilierarchically-Clustered Powders.”
(Appendix I).

3.1.1 Particle Synthesis and Characterization

Previous studies have shown that monosized spherical particles of latex and silica will pack
in regular arrays constituting colloidal crystals. However, sintering of these compacts does not
provide information regarding microstructural evolution since these particles are amorphous.
For this reason, crystalline TiO, particles were chosen as candidate materials for this study.
Crystalline particles will sinter via solid-state sintering mechanisms rather than through viscous
flow, and they produce grains and grain boundaries of particular crystallographic orientations
whercas amorphous particles sinter into single domain materials without grains or grain bound-
aries.

TiO; particles were produced from titanium salts through the use of ethoxy and chloride
ligands. Synthesis was carricd out in a dry nitrogen glove box.? The particles were washed to
remove any soluble species and then classified using centrifugation. A surfactant,
hydroxypropylcellulose, molecular weight 60,000, was added prior to filtering. The surfactant
was shown to reducc agglomeration of the particles. The mean particle size of the powders
before classification was 0.5 pm with the surfactant and 0.7 pm without.

The particles formed with the chloride ligands possessed a wide size distribution and were
not perfectly spherical (Figure 1). Ilcterogencous nucleation on the container surface surface
resulted in a flat surface on cach surface particle. This anomaly, coupled with very low yiclds

a  Model 11E-63-P, Vacuum Atmospheres Company, Hawthorne, California; purchased with contract monies.




! (a) !

(b)

Figure 1. SEM photomicrographs of 'Ti0, powder synthesized using TiCls route showing
(a) non-spherical particles (bar= 1.0 pm) and (b) broad particle sizc distribution (bar=35.0
um).
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(milligrams per liter of solution), ultimately eliminated the chloride route as a feasible method
of producing TiO, powders for this study.

The powders produced with the organometallic (ethoxy) ligands were characterized using
x-ray sedigraph and photon correlation spectroscopy (PCS). The chloride powders were char-
acterized with optical and scanning electron microscopy (SEM). Diflerential thermal analysis
(DTA) was used to determine when the particles crystallized and at what temperature the rutile
to anatase phase transformation occurred. X-ray diffraction was used to identify the phases.
a-alumina was added to the specimens to quantitatively determine the amount of rutile and
anatase in the specimens. The powders were shown to crystallize to rutile at 470°C and
transform from rutile to anatase at 700°C.

3.1.2 Particle Packing and Sintering
]

Dispersed suspensions were prepared using doubly distilled water adjusted to a pH of 8
with 0.1 M potassium hydroxide. Flocculation of the particles was induced by adjusting the
pH to 5. Both flocculated and dispersed suspensions were compacted by sedimentation with
forces of 1, 175, and 350 standard gravities (g’s). Figure 2 contains SEM micrographs of the
compact surfaces illustrating packing behavior similar to that observed by other researchers
for the packing of silica sphcres.4 The use of higher packing forces (175 and 350 g’s) decreased
the sedimentation times, resulting in the “quenching” of the colloidal suspension to produce
an amorphous packing state. Incrcasing the packing rate decreased the long-range ordering
and the domain size in the compact. This ordering was also shown to be a function of
double-layer thickness as predicted by the colloidal phase diagram.5

Image analysis of the SEM micrographs was accomplished by tracing the microstructures
represented on the micrographs. Figure 3 shows the porosity of a dispersed and a flocculated
compact represented as a “negative” image. Analysis of these compact surfaces showed that
the dispersed specimen contained first- and sccond-generation voids, with the second-generation
voids comprising approximatcly 10% of the total surface arca analyzed. The flocculated spec-
imen contained second- and third-generation voids, totaling approximatcly 20% of the total
area. These surface porc distributions accurately represented the bulk pore distributions.

Initially, the compacts were isothermally sintered at 1150°C for 5 min. Observation of the
compact surfaces showed surface grain growth, implying that the densification had entered the
intermediatc stage of the sintering regime. After 30 min at 1150°C, no remnant of the original
packing structure was observed. In order to obscrve the initial stage of sintering behavior, the
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temperature was reduced to 1050°C. Holding times for the sintering experiments were 0, 5, 10,
and 30 min. Shrinkage of the compact was determined through the use of microhardness
indents on the compact surface prior to heat treatment. The indents also served as markers
to study the microstructural evolution on the surface of the compact.

To observe the effecc of time during isothermal heat treatments on the surface sintering
benavior, specimens with indenter marks were placed directly in a tube furnace hot zone. The
specimens were removed after a predetermined time and rapidly cooled to room temperature.
These specimens were carbon-coated (using a sputtering technique) then observed with SEM.
After observation, the carbon coating was removed by low-temperature heat treatments in air
and the process repeated.

Particle coarsening occurred when the compacts were sintered at 1050°C in both the
flocculated and dispersed compacts. The coarsening was initially caused by the local particle
packing density and coordination; then, as the particle grew and approached the domain size,
by domain coordihation. As the sintering time was increased, the grain size distribution broad-
ened and tended to a bimodal distributiov.

Initial studies focused on the densification and grain growth behavior of the compact
surface. Both the dispersed and the flocculated specimens exhibited normal grain growth when
held at 1150°C for tires less than 10 h. After 10 h, abnormal grain growth began, splitting
the grain size distribution in dispersed specimens. In the flocculated compacts, grain growth
stabilized after 2 h due to the pinning effects of the intcrgranular pores (Figure 4).

Although the original particle size distribution was narrow, during densification the grain
size distribution always broadened. In addition, the grain size distribution did not reflect the
morphology of the grains. Figure 5 illustrates the large variation in grain shape on the sintered
surfaces, including the cquiaxed nature of abnormally large grains found in the dispersed
specimens. The exponential time dependence of grain growth during isothermal sintering was
determined to be 0.48 for the dispersed specimen and 0.54 for the flocculated specimen.

Comparison of the surface microstructure with the bulk microstructure showed the mean
bulk grain size to be slightly larger than the mean surface grain size for the dispersed specimen
and significantly larger for the flocculated specimen (Figure 6). Densification occured without

10
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‘Figure 5. SEM photomicroyraphs illustrating surface grain shapes for specimens consolidated at 170 g. The compacts
were sintered at 1150°C for (a) 10 minutes, (b) 2 hours, and (c) 10 hours.
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grain growth at lower temperatures in the ordered compact. The flocculated compact exhibited
grain growth and pore coalescence during similar heat treatment. This suggested that these
microstructures could not be compared until the porosity was eliminated and that microstructural
evolution followed different paths (IFFigure 7).

3.2 Evolution of Cellular Structures

Two questions have emerged which summarize microstructural evolution in real systems:
(i) Is there an equilibrium structure which all green compacts approach during heat treatment
regardless of the initial green state? and (ii) Do these microstructures evolve along separate
paths? In order to answer these questions, two calculation methods, the Cluster Variation
Method (CVM) and the Path Probability Method (PPM) were adopted. This section is a
summary of S. K. Fukuda’s Ph.D. dissertation entitled “The Evolution of Cellular Structures”
(Appendix II).

The CVM is an approximation method that models the interactions between particles more
accurately than the pair approximation method for determining the equilibrium state of the
system. The PPM is an extension of the CVM that calculates the most likely path the system
will follow to attain the equilibrium state. The CVM was first applied, with fairly good
agreement, to calculate the equilibrium (steady state) cell coordination distribution (CCD) for
a soap froth; the development of structures between particles was the critical issue of the work
on froths.

To keep these calculations within reasonable limits, certain restrictions were adopted.
Without these restrictions, the number of variables would have incrcased geometrically, exceed-
ing the hardware capacity and time limits of our computer system. The restrictions do not
negate the validity of the results in answering the proposed questions. The following restrictions
applied:

1) two-dimensional structures were analyzed, and

2) the analysis used the zero limit of cnergy over temperature, which reduced the principle
of minimizing free encrgy to onc of maximizing the systcm topologic cntropy.

The sccond restriction meant that the coordination of the grains would be analyzed rather
than the grain sizc distribution. It was shown in later rescarch that grain size distribution
alone was not suflicient to describe the microstructure. To fully describe the microstructure,

14
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Figure 7. SEM photomicrographs representing the microstructures of the (a) center and (b) edge of a flocculated
specimen and the (c) center and (d) edge of a dispersed specimen consolidated at 170 g and sintered at 1150°C for 20
hours.
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grain size distribution, pore size distribution, and grain coordination distribution were found
to be required.

3.2.1 Microstructural Evolution Modeling

Model 0 was developed to analyze grain growth starting from an initially dense
microstructure with a narrow grain distribution. Calculations were conducted to determine the
path the microstructural evolution would follow over time. To describe this evolution, two
processes must be considered: the neighbor exchange, termed a T1 process, and the cell
elimination process, or T2 process, illustrated in Figure 8. The T1 process conservcs the number
of vertices, edges, and cells and is symmetric in time. The T2 process erodes and eliminates a
three-sided cell by the three neighboring cells. This process results in a reduction of vertices,
edges, and cells.

Figure 9 shows the effect of time on the CCD distribution which started from an initial
narrow distribution of 6. As time increases, the CCD is shown to broaden. The development
of the CCD of a single phase structure (no porosity) undergoing only T1 processes was
described using the CVM and PPM. The calculations show that the cellular structures have
an equilibrium CCD and will develop the equilibrium CCD along one of two possible evolu-
tionary paths, as illustrated in Figure 10. Renderings of the structures along the evolutionary
path are iilustrated in Figure 11. The initial state of the structure is shown in Figure 1la.
Model 0 was then expanded to include both T1 and T2 processes (renamed Model 1) and
resulted, for all practical purposes, in identical conclusions: the distribution broadens over time.

3.2.2 Densification Modeling

Model V is a thrée-point approximation of a two-phase microstructure. The second phase
in this case, porosity, allows densification to be studied. This model only allows T1 processes
to occur. One of the variables is “chemical potential,” which is an undetermined multiplier
which sets the number d‘cnsity of cells in the system. Using this variable, the equilibrium
density of the structure can be calculated.

The CCD for the fully dense structure is identical to those obtained through Model 0.
Partially dense structures werc shown to shift from a most probable CCD of 6 to a CCD of
5, mainly due to the cffects of pores which have a cocrdination of 4 or more.




Tigure 12 shows the effective density of the structure as a function of time, similar to time
density profiles for actual sintered compacts. As time increases, the cell coordination distribution
broadens, as illustrated in Figure 13 where t=35.0 corresponds to the dense state.

This:model can also predict the pore coordination distribution at various densities. Figure
14 illustrates that as the effective density of the specimen decreases, the void number density
decreases, implying that the specimen is undergoing grain growth.

Finally, Model V predicts that the structures evolve along different paths dependent upon
the initial state of the specimen. This state is a function of pore coordination distribution and
pore number density. This also shows that structure density is not sufficient to fully characterize
the structure.

3.3 Modification of Hierarchical Structures

To further improve densification of colloidally processed materials, it is beneficial to un-
derstand not only the formation but also the modification of the hierarchical structure of
consolidated compacts. Our previous studies have shown that enhanced densification results
in compacts of a broad pore size- distribution when compared to compacts with second and
third-generation voids. The purpose of this work was to examine the modification of hierarchical
structures through plastic deformation and to study the rheological aspects of hicrarchical
structures in suspensions. The following is a summary of S. I. Kim’s Ph.D. dissertation entitled
“The Modification of Hierarchical Structures and Rheological Behavior of Aqueous, Ceramic
Particle Systems” (Appendix III).

3.3.1 Consolidation Through Pressure Casting

The cxcessively long times often required for the consolidation of ceramic articles from
colloidal suspensions can result in problems such as particle segregation, phase separation, and
a decrease in the stability of the suspension. Increasing the consolidation rate can reduce these
problems. This can be accomplished by the application of pressure during the casting process
itself. The most common filtration medium for consolidation is plaster of Paris which provides
a nominal pressure, through capillary suction, of 18 pounds per square inch (psi). Any pressure
greater than 18 psi will produce a decrcased casting time.




Neighbor Exchange Process
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Figure 8. T1 and T2 topological processes used for PPM and CVM caleulations.
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Figute 11. Computer-generated renderings of cellular structures at (a)
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Electrostatically-stabilized dispersed suspensions containing 40 volume percent aluminab
were prepared at pH 3.0. Sodium hydroxide was added to these suspensions to adjust the pH
to values of 7.0, 7.5, and 8.5 and force the system to flocculate. Flocculated suspensions
containing less than 15 volume percent alumina would segregate prior to casting, leaving a
clean water layer above the settled cake. Because of this, 15 volume percent suspensions were
always used.

Samples were cast using a pressure filtration apparatus, illustrated in Figure 15, consisting
of a Lexan tube,S a 0.1 pm Millipore filter,d and a gas-tight plug. The plug prevented the
pressurized gas from dissolving into the suspension during casting and forming decompression
bubbles upon the release of pressure. The Lexan cylinder allowed the suspension height to be
monitered during the consolidation process.

The casting rate for the dispersed suspension increased significantly as the filtration pressure
was increased (Figure 16). The casting time required to produce a given thickness was shown
to be inversely related to pressure (Figure 17), corresponding to theoretical models of casting
behavior.

Pressure casting of flocculated suspensions produced greater densities at higher pressures.
This was due to the loosely packed structure of the flocculated suspensions; compaction ends
when the applied pressure matches the strength of the colloidal structure. Figure 18 shows the
effect of increased pressure on compact porosity. Dispersed suspensions are not affected by
increasing the filtration pressure because the structure of the ordered compacts has already
obtained its highest possible packing density.

To provide detailed analysis of the microstructurc and the decay of voids at different times
during the pressure filtration, simulations of the compaction stages at different times were
prepared by varying the concentration of solids in suspensions. These specimens were freeze-
dried to preserve the structure and analyzed with SEM. Specimens containing only 5 volume
percent alumina contained third generation voids. Increasing the solids loading to 45 volume
percent was sufficient to climinate these voids.

b AKP-30, Sumitomo Chemical Company, Osaka, Japan.
¢ General Electric Company, Schenectady, New York

d  Catalog #¥VCWP 04700, Millipore Filter Company, Bedford, Massachusetts
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Confined compression tests were performed on the pressure-filtered compacts prepared
from the flocculated suspension having a pH of 8.5. After the initial consolidation at 20 psi,
the pressure was increased to 50 psi, the decrease in compact height recorded, then the pressure
was returned to 20 psi. This test was continued at pressures up to 500 psi. In each case, the
specimen remained at the final compaction height, i.e., the compact exhibited plastic behavior.

In order to understand the observed behavior and monitor the structural changes,
rheological measurements were performed. These measurements, described in the following
section, identify the onset of plastic deformation and regions of linear viscoelastic behavior,
helping to characterize the properties of the colloidal suspensions.

3.3.2 Rheological Behavior

Colloidal suspensions possess a very weak structure which can easily be modified with the
application of small stresses. These suspensions exbibit viscoelastic behavior through which
plastic deformation can occur.

The rheological properties of suspensions of a-alumina (0.4 pm) and boehmitee (150 A
mean particle size) suspensions were studied because they represent an idealized system of
similar chemical composition. The effect of particle size on the rheological properties could
also be quantitatively analyzed using dynamic testing. a-alumina has been extensively studied.
Boehmite exhibits viscoclastic, plastic, and viscous deformation and can casily form a gel at
relatively low concentrations.

The alumina was clectrostatically stabilized as described above. Bochmite suspensions were
prepared in concentrations from 1 to 10 volume percent with nitric acid, mixed, then classified
to climinate large agglomerates. The remaining suspension was adjusted to the desired pH with

sodium hydroxide solution to produce dispersed suspensions (pH 3.5) and flocculated suspensions
(pH 5.6).

Rheological measurements, in the form of dynamic oscillatory tests, were conducted using
a Rheometrics Fluid Spectrometer.f Lissajous patterns were constructed from the rheology data
to describe the stress-strain behavior of the suspensions. Stress relaxation was also studied

¢ Catapal D, Vista Chemical Company, louston, Texas.

f  Model 8400, Rheometrics, Inc., Piscataway, New Jersey.
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through the application of a fixed strain. The stress relaxation of the specimen was then
monitored as a function of time. In addition, the microstructure formed in the colloidal
suspensions was examined using SEM analysis of freeze-dried specimens.

SEM analysis of freeze-dried specimens of a flocculated (pH 5.6) 3 volume percent boehmite
suspension shows a three-dimensional network structure. At a fixed oscillation rate (0.7 radians/
second) and up to 3:75% strain, the specimen has a constant storage and loss modulus, meaning
the specimen exhibits linear viscoelastic behavior and no structural breakdown. At a constant
storage modulus, energy is stored and recovered during oscillations. A constant amount of
energy is dissipated through the suspension as heat, producing a constant loss modulus. From
these measurements, a Lissajous pattern (Figure 19) was constructed which illustrates the linear
relationship between stress and strain and no hysteresis.

Above 3.75% strain, the structure breaks down and the storage modulus decreases. This
structural breakdown results in the formation of smaller structures which become dispersed in
the liquid medium, increasing the loss modulus. This transition of strain-independent to strain-
dependent behavior marks the onset of plastic deformation and flow. Figure 20 is a Lissajous
pattern describing the stress-strain relationship and the energy dissipation of the specimen
during deformation. The large hysteresis indicates that the suspension has lost its characteristic
yield point and now exhibits plastic behavior. As strain is incrcased above 5.75%, the storage
modulus remains constant and the loss modulus increases and the specimen exhibits viscous
deformation behavior. At this point (above 5.75% strain), the original internal structure is
completely destroyed and a new equilibrium structure is formed.

The dispersed bochmite suspension (5 volume percent, pH 3.5) exhibits completely different
behavior. The stress required to destroy a network structure is below the detection level of the
rhcometer and the suspension simply behaves as a viscous fluid. The inability of the suspension
to support even a minutc strain suggests that the suspension lacks any network structure.

The behavior of the bochmite suspension was explained using a modificd scaling theory
which assumes that the system doces not act as individual particles but as a system composecd
of clusters. The size of the cluster decreases as particle concentration increases. As the cluster
size decreases, the yicld strain of the cluster (and of the specimen) decreases and the modulus
of the specimen increases. The predictions of the modified scaling theory satisfactorily explain
the experimentally-obscrved behavior and are in good agreement with other simulations.

The rheological behavior of the alumina suspensions is considerably different. Due simply
to the size difference between the alumina and the bochmite particles, the attractive energy
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Figure 19. A Lissajou figure for a bochmite suspension exhibiting fincar viscoclastic behavior denoted by the lincar
relationship between applied strain and torque response,
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between a pair of alumina particles is almost six orders of magnitude greater than the attractive
energy between two boehmite particles. But when the volume concentration of particles present
in a suspension is similar, the total energy of the boehmite suspension is much greater than
that of micron-sized alumina particles. This means the boehmite suspension will exhibit elastic
properties at much lower concentrations than the alumina suspension.

The micron-sized alumina suspensions do not exhibit any linear viscoelastic behavior was
observed in the boehmite suspension. The storage modulus increases rapidly and the yield
strain decreases with increasing particle concentration.
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4.0 Discussion

4.1 Summary

In order to evaluate existing sintering and microstructural evolution theories, narrowly-
distributed spherical TiOy powders were synthesized using established organometallic and in-
organic precursor routes. The powders produced through organometallic routes with an in situ
steric stabilizer possessed the ideal properties. Compacts were produced from dispersed and
flocculated suspensions and their densification behavior was studied. The grain-coarsening
behavior was a function of the packing configuration. Specimens were subjected to isothermal
heat treatments for various times to allow the observation of the densification behavior on the
surface of the compacts. After sufficient time, abnormal grain growth was observed in the
dispersed specimens. The flocculated specimens exhibited time-independent normal distributions
for the same heat treatments, apparently due to pinning of the grain boundaries by pores.

Contrary to theoretical predictions for sintered microstructures, TiOz will not produce
uniform microstructures even when starting with narrowly-distributed spherical powders. This
suggests that, from a densification viewpoint, the use of narrowly-distributed powders offers
no advantage in the colloidal processing of ceramics. This broadening of the distribution is
apparently due to the anisotropic properties of the particles themselves since they possess
crystallographic orientations. Ideally, the pore size distribution should be narrow and similar
in size to the grain size. This is very difficult to achieve because hierarchically-clustered
structures develop upon consolidation of the compact from the colloidal suspension.

Modeling of the densification and grain growth processes have shown that microstructures
evolve along different paths but approach the same equilibrium structure regardless of the
initial particle distribution. This implies that the final microstructures are essentially independent
of the processing route provided that the equilibrium structure can be obtained.

Maodification of the hierarchy of the structure to further narrow pore size distribution can
lead to enhanced densification. One method of destroying this structure is through the appli-
cation of pressure during filtration, which also results in substantial increases in the consolidation
rate. The void fraction of flocculated specimens can be reduced through pressure filtration,
but no advantage in terms of decreased void concentration was observed for dispersed specimens.

Boehmite suspensions exhibit regions of linear viscoclastic behavior at given constant
strains. Increasing the solids concentration decreasces this region exponentially. The rheological
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propertics of boehmite can be accurately described through the use of a modified scaling theory.
Unlike boehmite, micron-sized alumrina suspensions do not exhibit a linear viscoelastic region.

4.2 Conclusions

Preparing compacts from narrowly-distributed powders is not sufficient to produce a nar-
row grain size distribution in the final microstructure; a narrow pore size distribution is also
required. If a narrow pore size distribution can be obtained, it is still possible that a narrow
grain size distribution will result. Eveu if a narrow grain size distribution is obtained, the
distribution will always broaden if subjected to subsequent heat treatments sufficient to allow
grain growth to occur.

The implications of this work can be applied to the fabrication of ceramic whisker- or
fiber-reinforced ceramic composites. A multiphase material, i.e., a material containing inclusions,
will attempt to achieve the equilibrium size distribution. If the inclusions are chemically similar,
interactions between the matrix and the included phase may effectively eliminate the inclusions,
reverting to a single phase material. If the matrix and inclusion can be isolated, perhaps
through the use of a coating or diffusion barrier, the matrix and the inclusion will attain an
equilibrium grain size distribution independently, allowing subsequent use at higher temperatures.
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1.0 INTRODUCTION

Submicrometer powders are used in materials processing
to enhance sintering rates and to yield fine grained
microstructures. A question arises as to whether or not
submicrometer powders are the only prerequisite in the
evolution of the final microstructure. The unsintered
compacts resulting from the consolidation of powders always
consist of two phases, particles and pores. One school of
thought is that monosized particles are essential in the
development of microstructures with a narrow grain size
distribution and with a minimum degree of grain growth.
However, in a "monosized" particle system the, the pore size
distribution can vary. from a narrow to very broad width
depending upon the processing routes used. The relative
importance and effect of the pore size distributionsls2/3
and particle size distributions?/3/® on an evolving
microstructure would seem to be in question. Thus the goal
of the work presented in this thesis is to examine the
relative importance of a controlled pore size distribution
on a resultant microstructure. It will be illustrated that
in a monosized particle compact the pore size distribution
plays a key role on the evolution of a microstructure
during sintering.

Monosized particles can be synthesized and then packed
into various particle-pore configurations by manipulating
the particle-particle interactions’ and particle mobility
8. careful control of the system
parameters can yield colloidal crystals with well defined
narrow pore distributions or a broad spectrum of pore

sizes®?.

during compact formation

Pore size effects on microstructure during sintering
were illustrated by Exneri0 to be quite pronounced with pore




shrinkage and pore growth occurring in the same compact.
While some portions of a compact may exhibit pore shrinkage,
pores in other regions can grow resulting in anisotropic
strains and particle rearrangement. The densification and
particle coarsening are concurrent processes and as such the’
compact can exhibit inhomogeneous particle and grain growth
as a direct consequence of particle rearrangementll. By
extension of previous studies0.11 in to the models proposed
by van? it should be evident that the time evolution of
microstructure during densification is highly dependant upon
the initial particle-pore state.

After a critical relative density, a growth process
transition from particle coarsening to grain growth is
expectedlz. During grain growth in a porous compact two
scenarios are possible, normal or breakaway grain boundary

motionl3

. Normal grain growth is considered a process in
which pores remain at grain junctions and boundaries and
subsequently disappear by diffusion to vacancy sinks at
grain grain boundaries and dislocations. Breakaway motion,
or abnormal grain growth, is represented by intragrainular
_porosity. Grain boundary pinning by pores during the final
stages of sintering is a critical phenomena since a slight
inhomogeneity in pore distribution may result in abnormal
grain growth14. It is evident that fully dense
microstructures may vary substantially in their grain size
distribution dependant upon previous processing.

Grain growth models have been derived for single phase
fully dense metal and ceramic systems which should apply to
the evolving microstructure being followed in this
introduction. Grain growth models have evolved from that
first proposed by Harker and Parkerl® which considered
growth to be independent of size to that of Kurtz and
Carpay16 with it’s relationship between size and shape. All




models and subsequent observations show a time independent
grain size distribution as well as an approach to
equilibrium. However, what is not explained is the evolution
of the time independent grain size distribution.

As early as 1956, Kikuchil? illustrated that in
cellular structures, cell or grain size distribution is
determined by entropy considerations. Two recent models have
also been introduced in an attempt to explain the observed
distributionl®/1%, Both models resort to topological aspects
of polycrystalline grain arrays in the determination of a
configurational entropy term. The problem in experimental
confirmation is to start with microstructure of relatively
low configurational entropy and observe the evolution to the
time independent distribution.

The study presented in this thesis was initiated as
part of an Army Research Office supported project on the
development of a methodology for predicting the evolution of
hierarchically clustered colloidal structures. The
hypothesis of the work was that monosize particles, even in
colloidal consolidation, do not yield monosized grain
distributions in a sintered compact. Instead, the
microstructure evolution is mainly controlled by the initial
pore size distribution. the work presented in the following
sections attests to the validity of this hypothesis.




2. BACKGROUND

Spherical powders are produced from solutions by
several well established techniques all of which yield a
slightly different product in terms of size, size
distribution, shape, and thermal behavior. From these
powders the most appropriate can be chosen for fabrication
of particle compacts. Control of particle-particle
interactions and particle mobility can yield various
configurations of particles and pores ranging from colloidal
crystalline arrays to ill defined particle flocs.
Densification of the compacts will follow the three stages
of initial, intermediate, and final sintering concomitant
with particle coarsening and grain growth. The continued
stages of microstructure evolution will follow via the grain
growth processes.

2.1 Spherical Powders

Packing of powders will depend on their size, size
distributionszo, shape, structure21, surface chemistryzz,
and environment?3. In addition to packing considerations
behavior on drying and heat treatment is critical in terms
of densification and porosity, or chemical and thermodynamic
behavior.

An examination of systems yielding easily characterized
packing geometries spans both organic and inorganic
compositions. Synthesis of Latex spheres which can be
stabilized by both steric and electrostatic interactions are
well known 24/25 and a great deal of work has been done on
ordering such lattices, but no crystallization occurs in
these systems and hence no grain growth effects are seen on
heating3. Similar studies on Si0, by the Stobber?® process
are numerous; unfortunately these easily characterized and




producible spherical powders sinter via viscous flow with an
absence of grain boundaries. It is clear that crystalline
powders must be used; however, it is not necessary to have
as synthesized crystalline powders.

Phase transformation, from amorphous to crystalline, of
units in a packed lattice may be acceptable if drastic
rearrangement of the lattice does not occur. In the case of
wet chemical syntliesis of '1‘i025'27 amorphous precipitates
are formed which show three transformations?l and
substantial intra and interparticle shrinkage on heating;
but these particles do not indicate drastic rearrangement of
packing configuration. Hydrothermal treatment of the
amorphous TiO, powders in boiling water induces
crystallization?®, but also results in particle breakdown
and subsequent abnormal grain structure.

Insitu transformation may be avoided by working with
powders which are crystalline prior to packing. Matijevi029
investigated the formation of TiO, from ionic solution which
showed x-ray diffraction peaks in the as synthesized state.
However, yields were very small with a mean size of 1
micrometer and a standard deviation of + 0.3 micrometers.
Aerosols3? have also been produced by hydration of Ti salts
and alkoxides in a gas stream which have a wide distribution
and are amorphous in the as prepared state. Gold sols31 have
been produced in the submicron rang= (4000 A) which are
crystalline but are considered "globular" as opposed to
spherical.

Probable systems are reduced by the study parameters
to either the TiO, or Gold system. Both systems can be
electrostatically stabilized, show relative monodispersity,
can be crystallized, and have been shown to form colloidal
crystals32/30, g01id state sintering is expected in both




cases with subsequent grain growth behavior controlled by
similar processes.

Once powders are synthesized the particle-particle
interaction potentials can be controlled to yield a variety
2, In order to illustrate the
goals of this study a range of particle packings and pore

size distributions are needed.

of particle-pore configurations

2.2 Particle Packing

In order to attempt correlations between sintering and
densification stages an easily controlled green states are
desirable. Colloidal crystal or polycrystalline particle
packing is one extreme, where the structure consists of
domains, inter, and intra domain poreslfz. On the other
extreme is a highly flocced powder compact consisting of the
same monosized particles, but a substantially larger
hierarchy of pores. Therefore, a prime objective is to
control particle interactions and form both well packed
colloidal polycrystalline and flocced green bodies from the
synthesized powders.

2.2.1 Particle Interactions

Relative radial position of colloidal particles with
respect to one another is attributed to interaction
potentials between particles due to either steric33,
e1ectrostatic34, or electrosteric stabilization. Steric and
electrostatic interactions can be considered in terms of
trapping in potential wells in dilute cases3® or hard sphere
interactions for concentrated suspensions. Particle approach
distance in electrosteric interactions can occur in a
potential well or as a hard sphere interactions depending on
concentration and potential determining characteristics.



Electrostatic potentials result from adsorption of
potential determining ions on a surface with a concomitant
formation of a cloud of neutralizing ions. DLVO theory
describes the electrostatic forces arising from such an ion
cloud - particle configuration where both attractive and
repulsive forces are present. The total interaction forces
between two particles is represented by the sum of the
distance derivatives of the energies:

1) dU = dU,e +dU
dr dra drr

where U,y is the attractive energy, U, is the repulsive
energy, and dr is the differential distance.

Repulsive forces can result from steric, electrostatic,
or electrosteric interactions. For the case of spherical
particles energy of attraction is given by23:

2) Uage = —A 2a2 + 2a2 4+ 1n/R? - 4a2
6 |R2 - 4a2 R2 ( R2

‘where A is Hamaker’s constant, a is the partircle radius, and
R is the center to center particle separation. Electrostatic
repulsive energy is given by:

3) U, = ereoagz\(exp(-n(R-Za)z)
1 =-2a)/2a

where ¢ and ¢, are the dielectric constant of the medium and
permittivity of vacuum respectively, ¢ is the surface
potential, and x is the characteristic inverse Debye-Huckel
length. The above formula represents Ur for low ¢ and large
x(R-2a) values, where 1/« is an indicator of the counter-ion
cloud thickness given by:




4) 1/ = [eeQRT ] 1/2
2

2
F ZCiZi

where R is the gas constant, T is the absolute temperature,
F is the Faraday constant, c; and z; are the concentration
and charge number of the ions in the dispersion.

Steric repulsion results from entropic and enthalpic
changes in free energy due to polymer-polymer interactions
as particles with adsorbed surfactants approach one another.
As was mentioned previously a combined repulsion energy can
result from electrosteric interactions which is a
combination of the polymer and ion cloud interactions. The
shape of the radial electrostatic and electrosteric
potentials are illustrated in Figure 1 in which it is
apparent that a potential well is possible for the combined
case. Also shown is the presence of a secondary minimum in
the electrostatic potential curve the depth of which is
dictated by equation 1.

The critical point to be considered here is the
manipulation of parameters affecting both attractive and
repulsive energies to form desired particle packing
configurations. Long range ordering in electrosteric and
electrostatic interactions may occur by trapping in the
secondary minimums at low particle concentrations and low
potentials or by strictly repulsive potentials at higher
particle concentrations and steric interactions.

2.2.2 Colloidal Crystals

36

Hachisu”®, using colloidal latex suspensions, observed

order-disorder phase transitions (Figure 2) which varied
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with particle and electrolyte concentration. Models3’ and
further measurements38 relating the experimental results to
variables of pressure and particle concentration predict
essentially the same results for formation of colloidal
crystals. A critical volume fraction for the transition of
~0.50 was observed; however, pressure at the transition
varied with respect to electrolyte concentration. Pressure
variations with electrolyte concentration are reconciled by
an effective particle diameter:

5) a* = a+ A/«

where A is a parameter evaluated from measured lattice
parameters along the coexistence boundary and 1/x is the
Debye-Huckel length. As a* increases pressure will increase,
with fixed particle number density, proportional to gax3,
Pressure effects are also realized in terms of
polydispersity39 where it is predicted that structure is
disrupted in both the repulsive potential and secondary
minimum potential dominated cases. For repulsive potential
domination, i.e. high concentrations, pressure changes
depend on a* (effective diameter) which in turn is dictated
by the Debeye-Huckel length (n'l). Figure 3 indicates
relative pressure changes for a polydispersity factor §
and normalized double layer length xa. In all cases pressure
is increasing with polydispersity, but decreasing pressure
changes with increasing double layer thickness are predicted
due to a transition from hard sphere to soft sphere
particle-particle interactions. As xa decreases, the
effective particle of size a* becomes more and more elastic
and therefore able to take up strain due to particle misfit.
This double layer effect is fortuitous in that a finite
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amount of polydispersity is always present in real particle
systems. Qualitative work on nucleation and growth in
colloid systems has been carried out on the S5iO, system2'4°
in terms of particle size and applied centrifugal fields. As
the settling rate is increased by centrifugation, the domain
size of the colloid polycrystalline array decreases. For
constant settling rate the domain size increases with
particle size in the submicrometer range. Recently a model
has been proposed41 for sterically stabilized SiO, in
nonaqueous systems. Predictions based on this model tend to
follow the qualitative work and are explained in terms of
particle motion due to diffusion and applied fields effects.
The applied field in this case being gravity, or
centrifugal acceleration, and the driving force for
diffusion being the free energy gradient between the
colloidal liquid and colloidal crystalline states. In fact
crystallization in colloids is analogous to the same effect
in glasses where the mobility control is due to quenching
below a temperature where atom rearrangement no longer
occurs in a measurable time period. In the case of colloidal
crystallization quenching is achieved by increasing the
volume fraction of solids to a degree where particle
diffusion is retarded. Figure 4 shows the effect of volume
fraction solids on crystallization rate in the critical
fraction range where colloidal crystallization is known to
occur. If the particle system passes through this crystal
growth region quickly, via particle mobility in an applied
field, the final fraction crystallized is small. The
abscissa represents a particle velocity determined by the
product of a chemical potential difference and a self-
diffusion coefficient. In an ideal case the self diffusion
coefficient is dependent upon the volume fraction of solids.
Effective parameters for the formation of colloidal crystals
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are particle-particle interactions and particle
concentration. Fortunately processing of a flocced powder
compact follows along the same lines as the well packed
arrays.

2.2.3 Flocced Particle Systems

Similar to the colloidal crystal formation particle
separation is controlled via repulsive and attractive
potentials. In a colloidal suspension the particles exhibit
Brownian motion resulting in particle particle collisions.
By reducing the repulsive potential the particle system is
dominated by attractive forces causing extremely close range
particle contacts and a high rate of flocculation. Due to
the high rate of particleé contacts resulting in successful
trapping in primary minima particle agglomerates are
formed?3. Rearrangement of the particles within the
agglomerates is difficult and the loosely packed particle

agglomerates now become the packing units for powder compact

formation?2.

Once the particle agglomerates are formed they exhibit
increased size, with subsequent reduced self diffusion, and
increased gravitational forces. These affects yield a poorly
packed structure with a large variance in pore size and
agglomerate size distributions.

The two extremes of particle packing are producible
from the same monosized particles by the manipulation of
pairwise potentials and particle concentrations. Using the
particle compacts produced in both the flocced and ordered
states as starting points the role of both particles and
pores on subsequent microstructures during sintering and
grain growth can be observed.

2.3 Microstructure Evolution
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The stages of microstructure evolution during sintering
are described by pore and particle behavior. In fact powder
compacts can be considered two phase systems during
densification, one phase being pores and the other
particles. Sintering and growth processes occurring in the
two phase body will show a continuous change in dominance as
the relative amount of porosity decreases. Similar to other
two phase systems the spatial distribution and solubility of
one phase in another may have profound effects on the
microstructure. As the porosity approaches a critical
concentration a single phase system is approached in which
grain boundary movement is the dominant process in
microstructure changes. Several models and controlling
mechanisms have been proposed over the last forty years to
explain the grain growth observed in dense polycrystalline
materials. The main aspects to be addressed are pore affects
as well as particle and grain size distribution evolution.

2.3.1 Particle Coalescence, Grain Growth, and Pore Behavior
During Sintering

Coblel3 designated sintering as the pore shape change,
pore shrinkage, and grain growth in particle compacts during
heat treatment. The structure evolution was broken down into
three stages. Neck growth between particles represents the
first stage followed by an intermediate stage of equilibrium
dihedral angles between solid and vapor with interconnected
porosity. The final stage of sintering starts with the
advent of closed porosity and can occur in two scenarios,
that of abnormal grain growth due to uneven distribution of
grain junction porosity or normal growth by pinning of all
grain junctions by pores. Abnormal grain growth is indicated
by intragrainular porosity in the final microstructure.
Sintering was treated as a vacancy diffusion mechanism with
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the pores as the source and grain boundaries as the sinks.
Models based on an idealized grain shape of the
tetrakaidecahedron using both bulk and grain boundary
diffusion were derived for closed and interconnected
porosity. All models in the study indicated an inverse third
power relation of densification to grain growth.

Subsequent experimental data on grain growth during

-1/3 proportionality to

sintering supported the model’s t
grain size. The bulk diffusion model best fit the observed
results with a log time dependence and a variation in
densification rates with temperature which was dependant on
the diffusion coefficient. Also apparent from this study was
the grain size and distribution dependence on initial
porosity. The suggestion was made that grain growth was
dependant upon porosity.

Kingery and Francios!l derived a theoretical
relationship for pore growth and shrinkage with the
variables of equilibrium dihedral angle and pore
coordination number. Assuming a tetrakaidodecahedron grain
shape they related the number of grains surrounding a pore
with the pore:grain size ratio and extended this to pore
shrinkage and growth fields. They predicted, as shown in
Figure 5, that pore stability could occur over the
pore:grain size ratio ranges of 0 to 1.5 for equilibrium
dihedral angles of 80° to 160°. On either side of the
equilibrium pore growth and shrinkage regimes are predicted.
In addition to the grain growth in Coble’sl3 experiments the
observation of a constant pore-grain configuration was noted
which was used to related grain boundary motion to pore
motion and coalescence. This work emphasizes the importance
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of the size, coordination number, and dihedral angle of a
pore in a developing microstructure.

Exner et al%3 observed pore growth and shrinkage in a
planar arrangement of copper spheres. Exner’s conclusion
was that the initial packing of the uniform spheres will
dictate the evolution of pores during sintering. Smaller
trivalent pores in regions of regular arrangement were
observed to disappear, whereas the larger pores grew by

particle rearrangement stemming from inhomogeneous stress
distributions in the shrinking body. The specific perimeter
(=perimeter/area) of the larger pores formed upon particle
rearrangement were observed to decrease with time while that
of smaller pores increased which indicated smaller pores
shrink while pores of a certain size grow. Pore particle
arrangements were shown to approach an equilibrium angle :

6) a = 180 - 360/n

where n is the coordination number of the pore. This formula
is the one used by Kingery11 in the derivation of the pore
growth-shrinkage regimes. These observations illustrate that
the initial packing of a monosized spherical powder system
are of prime importance in the time~-temperature evolution
of microstructure.

Lange9 extended early work in the experimental
observation of agglomerated Al,04 powder systems during
sintering. The growth of pores with R > R, was observed
during the initial stages of sintering while pores with R <
R, shrank. R, is a critical coordination number which
defines the inflection point between convex and concave pore
surfaces for a given dihedral angle. As the compact
densified all pores were observed to decrease in size and R
(coordination number), but it was noted that this was not a
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smooth transition. Large pores were observed first to grow
in size and R due to particle rearrangement and local
densification of agglomerates, then to decrease in size and
R (coordination number). The decrease in R was attributed to
support of grain growth in relatively dense regions of the
compact.

Sintering studies of TiO, powders synthesized from
metallorganics yielded results showing three distinct
regimes of sintering which are discerned by changes in rates
of linear shrinkage44. Particle coarsening was shown to be
independent of temperature, but strongly dependant on
density as depicted in Figure 6. This behavior illustrates
the effect of a second phase inclusion, i.e. pores, on the
grain growth behavior during densification. It should be
noted that this behavior is dependant on the initial packing
of the compact45. The conclusion of this study was that
grain growth and especially abnormal grain growth was
suppressed and particle rearrangement was eliminated by the
use of a well packed, monosized, spherical particle system.

Yan’s? models for coarsening during densification of
electronic ceramics were based on three rate limiting
processes for particle growth and two rate limiting
processes for densification. Large variations in the
coarsening for similar densities were predicted for most
cases, but only in the evaporation/condensation and surface
diffusion cases were the initial pore and particle sizes
important.

Kimura et al%® followed the sintering and
microstructure evolution in Al,05 powders of different
agglomerate size, a well dispersed and a highly flocculated
state. Their results indicate that sintering is hindered in
the flocculated state, but the sequence of microstructure
development was independent of the initial packing state of
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the particle system. That is, a specific microstructure was
obtained at a lower temperature and time for the well
dispersed initial particle state, while the same
microstructure evolved at a longer time or higher
temperature for the flocculated initial state. As observed
by previous investigators an increase in grain growth
occurred as the compact reached 90% of theoretical density
in both the flocced and disperse cases and the standard
deviation of the grain size distribution increased with
average grain size.

After sintering the densification and particle growth gives
way to grain growth via grain boundary motion. In this
regime the system is single phase and the parameter usually
associated with the boundary motion is boundary curvature
related to surface tension and grain coordination number.

2.3.2 Grain Growth in Dense Compacts .
Various models in conjunction with experimental studies
have been applied to metal and ceramic systems. Initial
investigations followed grain shape or size related growth
and more recently relationships between grain size and shape
have been used. Computer simulations based on random jumps
on grid systems are the most recent additions to grain
growth studies. One prominent aspect of all models is a time
independent grain size distribution which is also observed

experimentally. In the following review the two dimensional

‘analogs of grain growth will predominate, but the transfer

of the two dimensional results to three dimensions has been
extensively covered and will not be elucidated upon.

2.3.2.1 Closed Form Models
In the last stage of sintering pores diffuse out
leaving a single phase polycrystalline body. A similar grain
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configuration is seen in metal systems after
recrystallization and it is in the metal systems after
recrystallization of cold worked specimens. Most studies on
grain growth have been carried out using this system. In
either system, ceramic or metal, the causality.of ‘grain
growth will be the same; the driving force for grain growth
in a polycrystalline arrangement is the minimization of
grain surface area.

Harker and Parkerl® attributed the ability of a grain
to grow as shape and not size dependant, where the triple
point angle was given as the measure of stability. The
stable configuration of grains in a space filling
polycrystalline material was given with the stipulation that
only three grains meet at an edge and four grains at a
corner. Figure 7 is a representation of a grain separated
from the matrix and illustrates faces, edges, and corners.
This requirement dictated one of two equilibrium grain
configuration , one a rhombic dodecahedron the other derived
from the first splitting and rotation of the former. The
correlation found between grain growth and triple point
angle in fact turned out to be a proof of the surface
tension affect, given as the initial stipulations, for an
equilibrium grain structure.

smith?7 introduced the relationéhip between grain shape
and surface tension and space filling requirements of a

dense, single phase, polycrystalline body. Euler’s law in
two dimensions

7) P~E+C=2
is used to describe space filling requirements of polygons

where P, E, and C are the number of polygons, edges, and
corners respectively. In this special case the area outside
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the array of polygons is considered as one polygon. An
illustration of Euler’s relationship is given in Figure 8
for aggregates of bubbles. A simplification results when
the requirement that every edge joins two corners and every
corner has three edges; therefore, a form of Euler’s law
is:

8) E = E(nP,)/2

for an infinite array where P, is the number of grains of n
sides. Considering the boundary as one grain leads to a
closed system equation of

9) E = I(nP,)/2 + Ep/2

where E, is the number of edges at the boundary. This
relationship when substituted into equation 8 yields

10) =(6-n)P, - Ep = 6.

This extends the ideas for the basis of grain growth to
include both topological and physical aspects of a
polycrystalline array.

The curvature of a grain boundary will result from the
topological and physical constraints. That is for polygons
with number of sides less than 6 a positive curvature is
imposed to obtain the equilibrium 120° angle at the grain
corner (in two dimensions). Similarly for more than 6 sides
a negative curvature is required for surface tension
equilibrium. The pressure difference leading to diffusion of
atoms across a grain boundary is inversely proportional to
the radius of curvature, and proportional to the surface
energy.

Since the earlier work of Harker and Parker did not
consider topological constraints the equilibrium grain,
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Rhombic Dodecahedron, fit the physical-space filling
criteria. Introducing topological constraints in addition to
physical constraints requires an equilibrium grain in the
form of a Tetrakaidecahedron. In this ideal configuration
grain boundary curvature still exists but is minimized and
the grain conforms to the basic requirements of space
filling, surface tension, and topology.

Beck?8 reported the time invariant standard deviation
of the grain size and shape distributions for the isothermal
grain growth of aluminum. Feltham?? showed that Beck’s data
followed a lognormal distribution and used this finding and
the time invariance of the standard distribution in his
model of grain growth. A third postulate introduced was the
linear relationship between grain size and shape which was

49

experimentally showr co be true for tin®” and has been known

to exist as Lewis’s Law in natural systems obeying space
filling and surface tension requirementsso.

The change in diameter of a grain was related to the
curvature of the boundary49 by atom movement from one grain

to another:
11) dDj/dt = (Ky/p)exp(-H/KT)

where K is a system constant, y is the specific grain
boundary energy, H is the activation eni rgy for dgrain
boundary self diffusion, and p is the radius of curvature.
Considering an equiaxed polygon and assuming some critical
grain side number n* such that grains with greater n will
grow and grains with n less than n* will shrink a function
of the ratios of n is:

12) f£(n/n*) = r;/p; = sin (/6 (1=-n*/n)]/sin [x6(n*/n)]




where r; is the radius of the equiaxed grain and p; is the
radius of curvature. Equation 12 should be recognized as the
same function used by Kingery and Franciosl! in the
derivation of pore growth and shrinkage regimes. The product
of 12, a rate or shape factor, and 11, a rate,. supplies the
first approximation of growth for grains of radius rj
(=D3/2).

13) dD;2/dt = Kf(n*/n)

The value n* is taken as the most probable number of sides
in a distribution which in an ideal planar array conforming
to physical, topological, and space filling requirements is
six. Using the linear relation between most probable grain
size and n, the number of sides, as well as the assumption
of a log normal distribution equation 13 can be rewritten as

14) dp;?/4t = K 1ln(D;y/D%).

For time invariance of the distribution and standard
deviation the ratio Dmax/D* is a constant which for Feltham
was 2.5. Integration of equation 14 and substitution of the
time invariant Dmax/D* leads to

15) (D*)2 - (Dy*)2 = Kt exp(-H/KT)

where K is the constant from 13, A is a variable of the
initial distribution at time t=0, Dy* is the most probable
gain size at time t=0, and D* is the immediate most probable
grain size.

Hillert®l started with the assumption that grain
boundary velocity was proportional to the size of the
grain:
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16) dR/dt = aMy(1/R*-1/R)

where M is the grain boundary mobility, « is a dimensionless
constant, vy is the grain boundary energy, and R* is a
critical radius defining the boundary between positive and
negative growth. Using the relationship

17) n = 6 + 6a(R/R* - 1)

where n is the number of nearest neighbors, and determining
the average value of n for an array :

18) fi=1/NTn =6 + 6x(R/R* - 1).

Recall that fi ~ 6; therefore it can be seen that R = R*. The
constant o« was determined as 0.5 by fixing a boundary
condition that R=0 for n=3, for two dimensions. When grain
growth approaches a steady state, the growth of R* was given
as:

19) d(R*)2/dt = KMy

and the limiting value of Rmax/R* was given as 2. A result
of this treatment is that abnormal grain growth may occur in
systems to reduce the standard deviation of distributions
which lie outside the limiting value of Rmax/R*. The
distribution of individual grain sizes was given as

20) P(u) = 2(e)? pu/(2 - W)P*? expr-28/(2 - u)]

where u = R/R*, g is given as 2 for two dimensions and 3 for
three dimensions. It should be noted that a distribhution is
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preordained by assuming the limiting value u=2 and that this
value is less than that given by Feltham as u=2.S5.

A model for grain growth in aluminum which is
completely devoid of a Euclidean base was introduced by
Rhines et al®2. Using topological factors or grain shape, it
was found that grain volume increased in direct proportion
with time and that the ratio corners:faces:edges was
constant. A "topological-Euclidean" expression is introduced
in the measurement 1/N;,, or average grain volume, but is
reconciled in that volume is independent of all other
parameters both Euclidean and topological. The approach of
grain shape to an equilibrium configuration of a
tetrakaidecahedron?’ is said to be a local response of the
system to surface tension forces, that is forming
coordinatio:s of three for edges and four for corner of
grains. Long range response is the term given to grain
growth in the absence of further significant shape change.

The driving force for grain growth, as has been
mentioned previously, is differential pressures across
surfaces caused by curvatures. Curvatures of faces and edges
will always occur for the equilibrium grain shape, or more
concisely for grains approaching this shape. Positive and
negative curvatures of grain faces have been shown to exist
as a direct function of grain shape (see equation 12), hence
defining positive and negative growth. A "structural
gradient" was introduced which related total grain curvature
My, grain surface area S, and number of grains/unit volume

Nv:

21) o = M,.S5,/N,

where it has been shown that both M, and S,, decrease with
grain growth. For the near equilibrium tetrakaidecanedron ¢
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would approach zero, i.e. M,->0, but in the experimental
portion of the study ¢ was found to be 1.33,

Grain growth was assumed to be the stepwise losses of
triangular faces, illustrated in Figure 9, in the system
causing changes in nearest neighbors and since the
distribution was observed to be time invariant the net loss
of grains must coincide with the constant ratios observed,
i.e. 6:7:12 for the features corners:faces:edges. The loss
of common triangular faces was shown to also regenerate
triangular faces, thus the number of triangular faces is
independent of time. A grain boundary movement rate can be
determined and the number of grains lost per unit volume
after each sweep of the boundary through the volume
determined. The number of grains lost per unit volume is a
constant 4.

Volume transfer on the loss of one average grain is
related to the grain boundary velocity and ¢:

22)  $uyMySy/Ny
where g and vy are the mobility and surface tension
respectively. Considering that the volume lost on

disappearance of one grain is transferred equally to all
others the volume increase in average grain size is

23) ¢7PMvSv/Nv2

and the volume increase per unit time is

24) ¢ypot/N,,
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where o is the structural gradient defined in equation 21.

Therefore, a grain growth law for volume increase in the
average grain is given as

25) 1/(Ny)g = 1/(Ny)g = Kt

where Nv, is the initial number of grains per unit volume, K

is a constant, and t is time.
Kurtz and Carpay16 used constraints of topology,

spacefilling, surface tension, and scaling used by previous

investigators47'49'52. By introducing the breakdown of
grains into topological classes, each with a lognormal
distribution similar to that of the overall grain shape

and

size distributions, a more rigorous analysis of grain growth
is obtained. They found that growth is controlled by rate of
loss of grains from the lowest topological class (n=3 for
planar and f=4 for spatial) and that to maintain the time
independent distribution the growth rate for each class is

different and is also time independent. Relationships
between the size and shape parameters is given:

26) Dp med/Pped = (n/nmed)b

where Dn,med and Dp.q are the median grain sizes in the
topological class n and the overall distribution
respeqtively and b is a dimensionless exponent (= 1 for
planar cases). The derivative result of equation 26 is

27)  dDp neg/dt = (n/Npeq)b dDpeg/dt.

Therefore, once a knowledge of median grain growth,
dDpeq/dt, is known class grain growth js determined. An
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equation essentially the same as those obtained by previous
investigators is given

2 2 _ -
28) D%edrt1 = Dmedrto = Cmed(ti — to)

where Gp.4q is a growth constant of the system.

Experimental evidence of the assumptions and results of
the theoretical work of Kurtz and Carpay was obtained by
observations in the Ni-Zn Ferrites. The proposed
lognormality of both size and topology parameters, as well
as their relationship, were shown to fit observed data quite
well.

Louat?3 proposed the random motion of grain boundaries
in grain growth where the change in grain size results from
fluxes from neighboring grains.: The assumpticn of a common
rate constant, irrespective of size, and fluxes which are
proportional to the populations from which they arise leads

to an equation which is analogous to the diffusion equation:
29) §f/5t = (BSx?) §2£/6x°

where Bsx? relates to the grain boundary mobility and f is
the distribution of grain sizes of linear measurement x.
Using a boundary condition of £{(C)= 0 the required solution
is:

30) f£(x,t) = cx(atl ) lexp(~x2/4at)

where C is a constant representing f(x,0) and A is a rate
factor independent of both t and x. The resultant grain
growth equation for linear intercepts is given as

31) N(t) = ct™0-5
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where N is the number of intercepts.

In all the models reviewed similar grain growth laws
were obtained, this is not surprising since most were based
on the time invariant grain size distribution and a shape or

size factor. Even Laout's53

results are dependant upon the
relative fluxes relating to the relative frequency of a
grain in a distribution. The question of grain boundary
motion due to the driving force represented by pressure
differentials across a curved boundary have been eliminated
in computer simulations of grain growth. Resultant grain
size distributions and growth equations are similar to those

already covered.

2.3.2.2 Computer Simulations

Computer simulations of grain growth have been carried
out based on relative free energy changes in a
polycrystalline array due to random element motion and
topological unit operations. The similarity in both cases
resides in assignment of relative energies to metric or
topological characteristics., Alterations are allowed to the
configuration followed by recalculation of the energy change
to determine the thermodynamic probability of the
alteration.

54 set out 2 dimensional structures

Fortes and Ferro
based on the topological and physical constraints previously
mentioned”’, They described two basic topological
transformations, or unit operations, which could occur and
still maintain the system within its configurational
constraints. The unit operations are neighbor switching and
triangular grain disappearance, which are illustrated in

Figure 10 for the three dimensional case. It has been shown
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that all topological transformations can be represented by
the two unit operations.

Thermodynamics of growth were addressed by defining the
surface free energy of a structure as:

32) A=1n + W

where L is the length of edges, V is the number of vertices,
n and v are the excess free energies, with respect to the
bulk, associated with L and V. Anisotropies in specific free
energies are not considered. For any configuration there
will be in general a neighboring configuration of a lower
energy, but still having the same topology restrictions. The
path of configuration change will follow the greatest rate
change of A, the free energy, which was shown to coincide
with the resultant force vector of trivalent vertices. The
driving forces for mobility in two dimensional arrays were
reduced to resultant vectors of the vertices by assuming
straight grain edges.

Using the basis laid down by Fortes and Ferrosz, Soares
et al13> produced a computer simulation of grain growth based
on the edge mobility and neglecting the driving force due to
curvature. Starting from a random planar network conforming
to the topological and physical constraints47, stepwise
movements of vertices and subsequent unit operations
produced a steady state regime of growth after an initial
incubation period. The distribution of n, number of edges to
a face, was not time independent as reported in experimental
work and closed form models, but the average grain area
growth was proportional to tl/2,

156

Anderson et a used a Monte Carlo, or random motion,

method to simulate grain growth. Grains were set out on a

lattice and each lattice point within the grain was assigned




v '*7“, NAZ)ae 2

38

a number corresponding to the grain orientation "QW.
Reduction of the number of nearest neighbors with different
orientations is the driving force for grain boundary motion.
The transition of a lattice point from one orientation to
another is given by a the probability W:

33) W= exp(-AG/kT) AG>0

{= 1 AG<O.
where AG is the energy change for the orientation range. A
resultant boundary velocity is:

34) v = C[l-exp(-AG/KT)]

where C is a grain boundary mobility. It was found that the
grain boundary energy was only weakly grain orientation
dependant and was treated as isotropic, but microstructure
evolution was strongly dependant on the number of
orientations when Q was less than thirty six.

Power law growth and a time independent distribution
occurred after an initial transient stage. The distribution
when normalized to a mean radius was not lognormal, but was
skewed to larger ratios and was in relatively good agreement
with Louat and Hillert. Lewis’s law relating topological and
metric quantities was found to occur in this simulation and
the distribution of grain edges was normally distributed. In
general it was found that large grains did not grow, but
some showed steady shrinkage while other fluctuated in size.
Grains below a certain size always shrank. Two regimes of
power law growth were given:

35) (D)3 - (py)®/3 = Bt

for short times and for long times
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36) D%/3 = mt.

A conclusion was drawn that the grain growth consisted
of both a directed grain velocity, i.e., small grains
shrink, and a random walk procedure which was exhibited by
larger grains driven.

For all models and experiments covered the main
differences are in the processes assumed to occur during
grain growth. There is a tendency for the time invariant
normalized distribution to change shape from investigator to
investigator, but the general consensus is that the curves
are very similar. Exponents of time, in the grain diameter-
time proportionality, tend to lie between 1/3 to 1/2.

The cause of the observed time independent distribution
is not covered by any of the grain growth models, but is an
intrinsic part in all of them.




3.0 EXPERIMENTAL

Particles were synthesized from solutions of titanium
salts with both ethoxy and chloride ligands. The route
yielding the most monosized particle in the required size
range was used to produce the powders for subsequent
investigation. As prepared powders were clarified for size
and purified to remove solubalized ions which would affect
particle-particle potential fields. Purified monosized
particles were packed under various centrifugal fields,
dried, calcined, and sintered. Resulting microstructures
from the treatments were analyzed for grain size
distribution on the surface and interior.

3.1 Particle Synthesis

3.1.1 Ethoxy Ligand

Reactions were carried out using both batches. All
reactions were carried out under prepure N,. A standard bulk
reaction concsisted of: preparing separate solutions of the
water (0.45 M) and titanium tetraethoxide (0.15 M) in dry,
200 proof, ethanol; filtering both reaction solutions
through a 0.22 micron filter; and simultaneously pouring
both solutionr into a stirred reaction vessel.

Powders synthesized in the presence and absence,
designated here after as HPC and H,0 respectively, of an
insitu steric stabilizer were compared. Insitu stabilization
was by the addition of Hydroxypropylcellulose, MW 60,000, in
a concentration of 3.5 mg /cc (based on the total solution
volume)27. In all the reactions the surfactant was included
in the titanium tetraethoxide-ethanol solutions prior to
filtering.
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The as produced powders were washed and partially
classified by four iterations of the sequence:
centrifugation, decantation of the supernatant and
redispersion in distilled water at pH 8. Doubly distilled
water with an initial pH of 5.6 was treated with 0.1 M KOH
to increase the pH to 8, initial ion concentration of the
water was not measured. Centrifugation was initially at
1700 g’s (g=acceleration due to gravity at the surface of
the earth) and the settled cake discarded to remove the
larger floccs. In subsequent centrifugations the supernant
was discarded to reduce smalier particles.

3.1.2 Chloride Ligand

TiCl, was dissolved in 12 M hydrochloric acid to a
concentration of approximately 1 M. Because of the high
vapor pressure of TiCl4 the concentration of the mother
solution was calibrated against a prepared standard. The
standard was made by dissolving 0.25 g of titanium in molten
sodium pyrosulfate producing titanium peroxide, cooling the
melt, and dissolving the fused mass in 2 M sulfuric acid to
known concentrations. Absorption of light in the 400-420 nm
range was plotted as a function of titanium peroxide
concentration. A sample of the mother solution was reacted
with hydrogen peroxide and the light absorption measured and
compared with the standard.

Solutions of 0.106M titanium tetrachloride in 5.76 M
HCl were prepared with the addition of H,SO, in the ratio to
give [8042']:[Ti4+] = 1.9. The solutions were placed in
teflon capped bottles kept at 98°C for 17 days (constant

pressure and volume). No further treatment of the products
was necessary.
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3.2 Particle Characterization

Particle size analysis on the as prepared
organometallic route suspensions was done by x-ray sedigraph
and photon correlation spectroscopoy (PCS) in the stabilized
suspensions. The usual requirement of approximately 2 v/o
suspensions were not enough to reduce x-ray transmission to
acceptable levels and a relatively high concentrations of
particles were needed. Size analysis on the chloride route
was by SEM observation of dried dilute suspensions. The
classified suspensions were sized by SEM and optical
microscope observations.

Differential Thermal Analysis (DTA) runs were carried
out on the as synthesized powders to determine the
tenper—tures for the onset of expected phase changes. Runs
were carried out in flowing air at heating rates of 25°C per
minute to 1000°C. X-ray diffractometry of the as prepared
powders, and at various heat treatments, was used to
determine crystallization extent and phases present.
Crystallization was by non isothermal heat treatment in air
at 780°C for times in excess of 3 hours2:39, Subsequent
changes in phases upon isothermal sintering were also
monitored. Synthesized powder was mixed at a constant weight
fraction with a-Al,0; powder of roughly the same crystallite
size to give approximate quantitiative data on phases
present.

3.3 Particle Packing

The washed ethoxy derived powders were classified using
centrifugation to reduce the width of the size dist»ibution
and the number of multi particle clusters. Particle
suspensions of approximately 5 v/o were prepared from the
tetraethoxide derived powders and were adjusted in pH and
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ion concentration using 0.1 M KOH and HCl solutions. If it
was necessary ion concentrations were adjusted using 0.1 M
KCl solutions and ion exchange techniques with H and OH
specific resins. Settling of the particles, to determine
the degree of dispersity, at an interface was observed using
a settling chamber on a metallographic microscope31.

Ccompacts for grain growth studies were fabricated by
gettling in tilted petri dishes for one week in the case of
1 g samples and centrifugation in centrifuge tubes for the
170 g and 350 g samples. Flocculated specimens were prepared
by adjusting the pH to approximately 5 followed byd
sedimentation at 1 g. The clear supernatant was withdrawn as
far as possible without disturbing the surfaces and the
remaining moisture removed by evaporation. In all cases the
compacts cracked into very small pieces with the cracks
running in planes perpendicular to the top of the cake.

No attempt was made at any time to control the carbon
dioxide content in the suspension or to monitor the pH
change over the period of settlement or drying.

3.4 Compact Characterization and Sintering

Pieces of the powder compacts were indented with a
micro hardness indentor using zero load. Arrays of indents
were used as gauges for shrinkage measurements and locating
marks during subsequent observations. The indented compacts
were calcined at 780°C for three hours, carbon coated (= 200
A), and the surface of the crystalline powder compact
microstructure observed using a Scanning Electron Microscope
(SEM). Carbon coated compacts were decoated at 750°C in an
open tube furnace and isothermally sintered, in the same
tube furnace, at 1050°C and 1150°C for time intervals from
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five minutes to thirty minutes, after the thirty minute
sinter nonisothermal heating with a 50°C per minute ramp
rate was used . At each time interval the samples were
recoated and observed with the SEM at the same position on
each sample followed by a similar decoating and sintering.
For times longer than thirty minutes non-isothermal heating
cycles were employed with a 50°C/min ramp rate to
temperature.

Unindented control samples were also prepared, in a
similar manner, using the same techniques as above, to
indicate possible transient thermal and carbon coating
effects in the 1150°C set of samples. Cross sections of the
control samples were prepared to observe and possibly
correlate surface and bulk microstructure evolution. Thermal
etching of the one micrometer diamond polished cross
sections was at 1000°C for one hour preceded by a ramp rate
of 50°C per hour and followed by characteristic furnace
cooling.

3.4.1 Image Analysis and Microstructure Characterization

High contrast images were produced by tracing
micrographs of the emerging microstructure onto
transparencies. These images were analyzed by a Cambridge/
Imanco unit for equivalent spherical grain and pore diameter
distributions as well as relative quantities of each
feature. Both grain growth on the surface and in the control
sample cross sections were analyzed for size and
distribution changes over the periods studied. The number of
grains sampled ranged from 400 to 1000 depending on grain
size. Total area sampled for pore size distributions was
restricted by resolution of the pores.




4.0 RESULTS AND DISCUSSION
4.1 Particle Synthesis -

The physical properties of the powders produced using
both the ethoxy and chloride ligands has been well covered
in investigation concerned particularly with particle
synthesiSZ7'29'32 . Only the variations between the

different routes will be discussed here.

4.1.1 Particle shape and size

In all cases where the ethoxy ligand was used the
predominate particle shapes were spherical; size, size
distribution, surface texture, and number of agglomerates
varied with the different processing methods. Figure 11 is
an x-ray sedigraph plot for the bulk reactions with and
without surfactants. A mean particle size of 0.5 micrometers
is seen for the HPC surfactant particles as well as a shift
to an almost lognormal distribution. The particles produced
without surfactant show a mean particle size of 0.7
.nmicrometers in a normal distribution. In the case where no
surfactant was used time between reaction and washing was
found to be critical in the sense that the continued
presence of unreacted species caused particle agglomeration.
On the other hand stable suspensions were established by
surfactant additions and did not require the immediate wash
due to the stabilization of all the precipitated species by
the surfactant.
Hydrolysis using the chloride ligand yielded spherical
particles with a relatively wide distribution when compared
to the organic precursor powders. Figure 12 is a
representative sample of the powder produced at 17 days at
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Figure 12. TiO, powder derived from TiCl,.
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=98°C illustrating the width of the size distribution. Also
apparent in this figure are the flat faces, one per
particle, which is indicative of heterogeneous nucleation on
the reaction vessel wall. In most cases it was noted that
liquid removed from the bulk contained little or no
particles and that most of the particles adhered to the
vessel wall. Reasonable explanations are an inordinate
number of nucleation sites on the vessel wall or a
disproportionate ratio of reaction vessel surface to volume.
The wide size distribution observed could result from either
of the above in that a small number of nucleation sites
which were not of equal potential would cause simultaneous
growth and nucleation. At this stage of the experimental
procedure the ¢hloride precursor route was dropped as a
possibility due to very low yields (milligrams per liter),
large size distributions, and the characteristic single
facet spheres.

4.1.2 Densities

The literature sources give the densities of the ethoxy
precursor powders as 3.1 gm/cc for the bulk reaction and
2.56 gm/cc for the insitu stabilized powders. This
discrepancy would lead one to think that the surfactant
becomes an inherent part of the growing particle, as opposed
to allowing reactant species to diffuse through a surfactant

27

layer to the core“’. Evidence for surfactant inclusion is

seen in the continued FTIR (Fourier Transform Infra Red)
absorbance peak peak at 1050 cm™Y, illustrated in Figure 13
after repeated washing in distilled water.

32 reported a particle shrinkage between dried

amorphous and crystalline state of 0.34 micrometers diameter

Barringer

to 0.3 micrometers diameter, while Jean and Ring?’ reported
a size change of 0.35 to 0.23 micrometers in diameter. This
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Figure 13. FTIR absorbance peak of HPC
surfactant on TiO2 powders.
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Figure 14. Intra and interparticle shrinkage on top ordered
surface of 170 g compact during heat treatment at
780°C a) green amorphous compact and b)
crystalline powder (bar = 10xm).
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variation in the particle dersities was observed in the
calciningvof settled po&der compacts. Figure 14 illustrates
the difference in the dried and crystallized powders
produced by the inclusion of an insitu stabilizer. In view
of these discrepancies it is highly probable that the two
powders are not similar at all in their initial state nor in
their thermal behavior.

4.1.3 Calcindtion

’ Differential Thermal Analysis runs on the insitu
stabilized and unstabilized particles showed no variation in
the onset temperatures of crystallization and
transformation. Figure 15 is a comparison of the DTA runs of
the two powders showing the crystallization temperature of
470°C’and anatase to rutile transformation of 700°C. Both
powders have essentially the same transformation onset
behavior, but a variation in the rate of transformations
apparent. The downward slope of the differential scan is due
to machine calibration, but it also indicates a change in !
heat capacity and thermal conductivity of the sample which
follows from increasing crystallite size and intra particle
sintering. Comparison of the curves in Figure 15 shows a
relatively different slope between the HPC stabilized and
unstabilized powders.

Sullivan and Cole57, in their study of colloidal
titania, showed that it is possible to have substantial
variance in the unit cell and crystallite size for powders
processed using the same precursor, but slightly different
routes. X-ray diffraction carried out on the insitu
stabilized powders at 780°C for three hours and six hours
showed no Anatase phase or change in relative peak
intensities between the two times. No change in peak
intensities were observed for a sample heat treated at 780°C
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_ordering in either classified powders was not observed, but
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for 3 hours followed by an isothermal heat treatment at
1150°C for 10 minutes. Relative peak shifts which would
indicate the presence of an expanded or well formed lattice
were not evident.

Other than the change in relative densities between the
stabilized and unstabilized particles the powders are
essentially the same.

4.2 Particle Packing

Settling observations, using a metallographic

31, of the unclassified particle systems showed

microscope
that the number of particle agglomerates in the powders
synthesized without surfactant was far greater than those
synthesized with surfactant. Complete elimination of
agglomerates by the classification procedure was observed
only in the stabilized powders. Classification of the
unstabilized powders resulted in the elimination of large
agglomerates, but the presence of doublets, triplets , and a

slightly wider distribution were still evident. Long range

a large number of particle coordinations of 6 were noted in
the particle plane parallel to the cover slip. The lack of
long range order in this portion of the work was due to
immediate adsorption of some particles to the cover slip.
When similar experiments were repeated with 0.7 micrometer
diameter SiO, and 0.3 micrometer diameter latex particles no
absorption occurred and long range ordering was okserved.
Differences in the degree of packing between stabilized
and unstabilized particles were not readily discernible, but

the amount of time required to reduce the size variance for
nonsurfactant powders was far greater than that for the in
situ stabilized powders. This is expected from the
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observaéion of a log normal curve for the size distribution
of the HPC powders as opposed to the normal distribution of
the H,0 powders. From these continuous distributions it is
expected that the 'HPC powders will show a smaller variance
in the classified powders. Based on the ease of synthesis
and seemingly very similar thermal behavior subsequent
experimental work was solely on the insitu stabilized
powders. -

Variations in particle packing by applied centrifugal
fields and particle size effects have been noted for the
monosized silica sphere system1'41'42. By increasing the
applied field the domain size has been shown to decrease and
the amorphous like packing of the suspension becomes
quenched into the final particle compact. This behavior is
represented in Figure 16 for 1 g, 175 g, and 350 g settling
fields, where the crystalline nature of packing becomes most
evident at the intermediate force of 175 g. In fact domain
size is controlled by the rate at which the particle éystem.
moves through the density regimes which support crystallite
nucleation and growth4l. That is by increasing the original
concentration the time that the compact in the centrifuge
tube experiences a particle density less than that of a
critical density for growth is decreased. Or similarly by
increasing the settling field (g force) the time the compact
experiences a particle density less than a critical density
is also decreased. Therefore, it is possible to quench a
particle system into an amorphous state by passing through
the particle density regimes in which the particle exhibits
a the mobility required for nucleation and growth of a
crystalline configuration.

Packing observed at the intermediate gravitational
force of 170 g could be the result of a large 1/« which is
not substantially depressed under the centrifugal
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Figure 16. Relative degrees of colloidal crystallinity for
the applied grav1tatlonal fields of a) 1 g, b)
170 g, and c) 350 g (note that sample (c) is not
heat treated as are the others) (bars = 1lOum).
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acceleration. In such a case the particle suspension is
brought quickly into the high crystallization regime (Figure
2) and the time spent in the high high crystallization range
is greater than either the 1 g or 350 g compacts. Past
theoretical work has indicated that polydispersity in a
particle system will also lead to a packing disorder over
certain ranges of size variance??. It was found that the
effect of polydispersity was to increase the osmotic
pressure of the ordered phase, or a tendency towards
disorder. Decreasing the double layer thickness for constant
polydispersity also increased the osmotic pressure. When
dealing with a polydisperse system it would therefore make
sense to work in the low electrolyte concentration range
where lower pressure changes with polydispersity are
predicted. Barringer32 found that the higher electrolyte
regimes reduced the volume of ordered phase and gave a §
value of = 0.13.

In line with experiment32 and established theoryzo our
observation was that ordering took place only in systems
which were extensively washed with distilled water in the
low electrolyte, basic pH range. The particle systems will
never approach flocculation in the primary minimum due to
the irreversible absorption of surfactant causing short
range repulsive potentials?3. Jean and Ring27 estimated the
steric barrier to be = 200 A, while the position of the
electrostatic primary maximum is estimated at 2000 a32,
Hence, flocculation may occur in a secorndary potential well
formed from electrosteric interactions.

In order to illustrate the green microstructure effects on
sintered microstructure evolution, a flocced specimen and a
relatively well ordered specimen are compared. The top and
fracture surfaces for the two compacts are represented in
Figure 17 where the relative packing and hierarchyl'2 of
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voids becomes most evident on the top surface of the dried
powder compacts. In this case the particle size and
chemistry is identical between the two cases; however,
number and distribution of void sizes is substantially
different. Figure 18 is a comparison of the microstructures
in Figure 16 in which the voids are represented by the black
areas and dense particle packing units are white. The
equivalent spherical diameter distributions vs. the percent
frequency per total area are given in Figure 19 and are
representative of a hierarchy of voids in the two compacts.
At represents the total area of the sample used in obtaining
the data in Figure 19. Based on the total area A it was
found that 10 area percent of the ordered compact is in
second generation voids and over 20 area percent of the
flocced sample is in voids of the second and third
hierarchy. Smaller first generation pores are common to both
packings and are not represented in the pore size
distributions, similarly not all the second generation voids
appear in the negative of the flocced case. At this stage
it was assumed that these surface packings were
representative of the relative packing, this is
substantiated in subsequent sintering studies.

Insitu crystallizaticn of the powder compacts yielded
similar packing as observed in the green amorphous state.
The expected intra-particle densification is illustrated in
Figure 14 which shows a substantial increase in porosity,
but no rearrangement of particles relative to one another is
observed. Edelson?l reported a bulk shrinkage of 87 volume
percent on sintering to full density with only 40 volume
percent due to inter particle sintering. This indicates
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Figure 18. Negative of top surfaces in Figure 17 showing
enhanced voids a) ordered b)flocced (bar = 1gm).
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Substantial intraparticle densification during the
crystallization and initial low temperature sintering.
Packing densities on the order of 60 volume percent in the
ordered case and 45 volume percent in the flocced case are
estimated from the area under the curves in Figure 19. This
estimate is made with the assumption that first generation
voids will account for approximately 25 to 30 volume percent
of the total porosity and that there is direct mapping from
area to volume fractions.

4.3 Sintering
Measurements of the microhardness indents indicated a
linear shrinkage of 16 % in the first 5 minute isothermal

sintering at 1150°C. The linear shrinkage is related to the
relative volume change by

37)  Mp/pgp = ([1-8171173 - 1)

where Al/1l is the relative linear shrinkage and Ap/py) is

.the relative volume change. Using equation 37 a volume

change of 31 % between the initial crystalline packed and
the sintered compact is obtained. For sintering times
greater than 5 minutes large variations in relative linear
shrinkages were obtained, including linear expansion. Due to
the anamolous results only the jnitial measurement can be
used to indicate that a large proportion of the sintering
occurs in very short times for the ordered compact.
Shrinkage data on the flocced compact were not taken due to
indent collapse upon sintering.

Surface grain growth was observed to occur within the
first 1150°C sintering time period (5 min) in all compacts;

hence the intermediate stages of sintering has been well
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established. In the case of the 1 g and 175 g ordered green
structure no remnant of the original packing was observed
] after an initial sintering time of 30 minutes at 1150°C. In
{0 order to observe what occurred in the original stages of
‘ sintering the temperature was reduced to 1050°C and similar
samples run for the same time periods. Considering the work

58 and others in which similar

of Barringer44, Vergnon
'® processes are seen to occur over the sintering regimes for
different isotherms the 1050°C samples should be
representative of the intermediate sintering at higher
temperatures. Since the initial phase of sintering had

® already been fairly well established during the
crystallization step the microstructure observed cover the
transition from initial into and partially through the
intermediate stage. Figure 20 illustrates the breakdown of
® the packed particle units by particle rearrangement over a
period of 30 minutes for the flocced and dispersed samples.
The particle coarsening in each case is obvious as is the
evolution of a particle/grain size distribution which is

® wider than the original. This illustrates that the
coarsening is not uniform in the well ordered compact even
though the initial green packing would be expected to give
areas of homogeneous particle growth resulting in an area of
® uniform hexagonal grains. .

From Figure 20 it becomes clear that particle
coarsening occurs in both the flocced and ordered cases and
is of the same magnitude in each case. The micrographs
o) indicate that the overall densities of both compacts cannot
' be the same. Based on these two observations it can be said
that the particle coarsening is dependant upon local
particle densities and coordinations. Coarsening and grain
") growth will be dependant on domain coordination as the
particle/grain size approaches the domain size.
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Work by Exner>?

on planar arrangements of copper
spheres indicates that only the higher coordination number
voids grow and the ordered regions remain intact which is

b contrary to the phenomena observed here. Anisotropy in
sintering in the vicinity of the free surface of the compact
could be used to explained particle rearrangement on the

60 on surfaces of 3

D dimensional compacts did not show a substantial

surface. However, similar experiments

rearrangement of surface structure by bulk movement during
: the initial stages of sintering.

é An explanation for the rearrangement of a titania

b system similar to the present study was given by Edelson?!
in terms of particle substructure in which the initial
particles were not single domains. These polydomain
particles give rise to interparticle grain growth in

ﬁ isolated regions which in turn cause further particle

; rearrangement. Interparticle grain boundary motion, as
covered by Exnersg, in porous ceramics will only occur at
: times when the vapor-solid equilibrium surface tension

‘ requirements of the boundary are energetically less

- favorable than the change resulting from boundary motion.

A further point should be noted in that the porosity
and pore sizes between the ordered and flocced samples are
b quite different through intermediate sintering as
: illustrated in Figure 20. In the initially ordered compact
the pore size distribution grows, but remains fairly evenly
distributed over the range studied. The flocced sample also
exhibits pore growth on the same order of size, but the
initially wide distribution of sizes increases. In addition
to the wider pore size distribution in the flocced case the
presence of relatively large areas of high density domains
are also noted. The advent of pore growth in the

intermediate stages -of sintering has been covered by various
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9,60,61 using mercury porosimetry with the

investigators
conclusion that intra-agglomerate sinterinjg causes inter-
agglomerate pore growth. As the coarsening and grain growth
occurs the coordination number of the pores decreases to the
point where the pore shrinks and densification, is completed
or the pores become stable?. b
Both compacts, flocced and ordered, during intermediate
sintering can be envisaged as consisting of domains. Only
the relative size of domains, the coordination number, and
the pore size between compacts is different. As pointed out
by Lange9 and Han®2 the size of these dense domains and
their growth rate is of prime importance in subsequent
microstructure evolution in that these dense volumes can now

support normal grain growth by grain boundary movement.
4.4 Grain Growth

4.4.1 Surface

All compacts illustrated normal grain growth on the
surface over the first 10 hours, but as the normalized grain
size distributions, depicted in Figure 21, indicate there is
an evolution of a second mode throughout the total observed
period. The most prevalent secondary growth is observed in
the 175g sample at times in excess of 10 hours. When the
mean grain size is plotted vs time for the three compacts it
can be seen that the initial surface evolution follows the
same trend in all cases (Figure 22). However, at 2 hours the
initially highly ordered compacts show continued growth
while the flocced compact tends to stabilize.

In the literature reviewed two investigations dealt
with observations of thin sections®2/83 in which almost
planar grain boundary motion was used in the evaluation of

growth parameters. Ikegami64 reported a t1/3 for Mgo
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relationship for grain growth while Hott®3 found t1/2
behavior in BeO. In addition the Be( was observed to
stabilize after a period of 20 hours. Two different

-exponents in the grain growth equation are observed for the

initially ordered state that of 1/5 for times less than 10
hours and 1/3 for times greater than 10 hours. A time
exponent of 1/5 applied to the flocced case over the range
of time studied. In most investigations the possible edge
effects, or free surface effects, are circumvented by
sampling bulk regions which are deemed independent of free
surfaces. It has been mentioned in passing that a time
exponent on the order of 1/2 is expected for regions close
64 | There is evidence of slight porosity on the
surface of the flocced state up to 2 hours which does not

to surfaces

occur in either of the ordered cases. A period of pore
stabilized grain growth would explain the evidently
restrained growth for up to 2 hours, but the continued low
order growth should not occur. This behavior indicates a
restraint of boundary movement by other than local forces,
i.e. pore pinning in the bulk.

Most grain growth models, as mentioned in section
2.3.2, are based on the time independent normalized
distribution which for the most part is represented here. It
should be noted that models predict a maximum size grain
which vary from 2.0 to 2.5 times the mean grain size ‘Dm’

whereas some experiment565

, including the present one,
exhibit largest grain sizes on the order of 3Dm. Table I
lists the arithmetic mean grain sizes, standard deviations,
and number of grains sampled for the distributions in
Figures 21 and 22.

The distribution shapes are similar to that given by
Hu®® for bulk grain growth, that is they are not lognormal

but skewed to larger normalized sizes when plotted on a log
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scale. One substantial deviation from the time independence
is for 10 minutes in the flocced compact which moves back to
the expected behavior over the next time interval. As time
proceeds the advent of a second mode is observed in all

Table I
Normalized Surface Grain Distributions

© 10 min 30 min 2 hrs 10 hrs 20hrs
1lg ord
Dm 0.61 0.84 1.02 1.94 2.3
c 0.47 0.49 0.48 0.55 0.55
N 694 789 526 556 308
170g oxd
Dm 0.66 1.00 1.06 1.90 2.2
o 0.55 0.46 0.42 0.62 0.64
N 590 479 570 447 379
flocced
Dm 0.8 1.03 1.12 1.40 1.52
g 0.6 0.50 0.52 0.45 0.48
N 360 595 727 433 348

D, is the mean grain size in micrometers, o is the
standard deviation, and N = number of grains.

powder compacts, which represents the only other deviation
from the expected distributions.

To illustrate the grain shape, which is not evident in
the distributions, Figure 23 consists of micrographs taken
at various times for the flocced and 170 g ordered case. The
deviation of the flocced microstructure from a time
independent distribution at 10 minutes is apparent from the
grain shape. At longer times the abnormal shapes are not
encountered in the flocced case, but abnormally large
equiaxed grains appear in the 170 g compact. Hillertd1l
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Figure 23. Micrographs of surface grain shapes for the 170 g

ordered and flocced compacts sintered at 1150°cC

for a) 10 minutes, b) 2 hours, and c¢) 10 hours
(note scale changes).




e T

-

b Ly

“10%m150KkU” 250E3 0353405 BRIZAlA




74

hypothesized an abnormal growth followed by a return of the
microstructure to the observed time indepéndent
distribution. Whether or not the observed behavior is a
result of departure and return to an equilibrium
distribution in shape or size has not been determined beyond
doubt.

It is well known that surface phenomena are not
representative of the bulk behavior of a material. This is
due to the predominance of the vapor-solid interface at the
surface as opposed to the solid-solid interface in the bulk
as well as a possible insoluble intrapore gas. For the case
of grain growth an additional aspect of the area available
for flux should show a considerable effect on the variations
between growth on the surface and in the bulk. Since the
surface and bulk are not separate entities, nor is fracture
indicated between the surface and bulk, the characteristics
of the surface and bulk must be interdependent to a great
extent. In this case an apparently unprecedented stable
grain system on the surface will be shown to result from
bulk microstructure effects.

4.4.2 Bulk Microstructure

As was mentioned in the previous section the
relationship between surface and bulk microstructure has
rarely been addressed. With the advent of as-formed non-—
machined surfaces, thin substrates, and surface treatments
of ceramics relationships between bulk and surface
microstructure should be considered critical in design.

Comparison of the control specimens surface
microstructure with that of the characterized surfaces
showed a fairly good correlation. A slight increase in size
for the resintered surfaces as compared to the control can
be attributed to a slight nonisothermal period which is
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inherent in any "isothermal" process. Due to the size of the
specimens the transient heat transfer effects are deemed to
be negligible and as mentioned previously the transient time
is relatively short.

Mean grain size vs time is represented in Figure 24 for the
170 g ordered and flocced compacts. Depth of the 1 g ordered
specimens was small enough so that edge effects could not be
ignored; therefore, 1 g crossections were not characterized.
Curve fitting yielded a time exponent to the simplified
growth equation:

Dp = Kt©
where n is 0.48 for the ordered case and 0.54 for the
flocced case. In essence the time exponent is 0.5 for both
cases.

Gradients of porosity and grain size were evident in
the cross-sections with the flocced compact exhibiting the
greater of the two. Figures 25 and 26 illustrate the grain
size gradients for the 170 g and flocced cross-sections
where it is obvious that there is a substantial difference
between the two cases. These figures are extensions of
Figures 22 and 24 in that the diameter of the spherical
equivalent mean grain size is given with respect to time at
various positions in the cross-section. Grain growth on the
ordered compact surface is only slightly retarded when
compared to the bulk. However, there is a large grain size
decrease from the center to the surface for the flocced
case.

What is not evident in the figures is the porosity
existing in the flocced compact. Figure 27 is a set of
micrographs through the flocced and ordered compact for 20
hours at 1150°C. The far left edge of the left micrograph is
the edge of the compact represented previously in Figure 23.
It is evident that pore pinning is a dominant process in the
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flocced case over the periods of time covered in this study.
Crossections of the ordered compezct after sintering for 30
minutes at 1150°C show that all porosity has been
eliminated. In order to determine relative microstructures
evolution between the two cases this porosity difference
must be eliminated.

At lower temperatures the ordered compact will not
densify even for long times. Figure 28 represents this
behavior for 2 and 10 hours at 1050°C in the ordered case
and at 1150°C in the flocced case. At 2 hours the
microstructures are very similar in terms of porosity and
grain size. Upon further heat treatment to 10 hours the pore
size and grain size of the ordered compact has remained
relatively constant; porosity in the flocced compact has
remained constant while the grain size has doubled. Image
analysis on the crossections in Figure 28 indicate a
difference in relative density of only 2%, but the grain
size in the flocced case in on the order of 2 times greater
than the ordered compact grain size.

In the ordered case densification without grain growth
appears to occur at low temperatures while the flocced
sample shows grain growth with pore coalescence. The degree
of pore shrinkage and pore coalescence are exhibited in
Figures 29 and 30 where the pore size distribution vs. time
for the two compacts in Figure 28 are illustrated. It is
seen that the pores in the ordered compact shrink while
those in the flocced case shift the mean to larger sizes and
also broaden the distribution. Since this type of behavior
would indicate that the temperature range lies within two
regimes. In one regime densification occurs without grain
growth, in the other regime pore coalescence takes place
with little densification. Therefore, it is questionable as
to whether of not the two microstructures can be compared at
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The equivalent spherical grain size distributions,
normalized to the arithmatic mean (D), are illustrated in
Figures 31 and 32 for the ordered and flocced compacts
respectively. It is evident that the initially ordered
structure does not follow a time independent distribution
while the flocced grain size distribution appears very time
invariant. The microstructures at 20 hours are illustrated
in Figure 27 where it becomes apparent that the porosity
plays an important role in stabilizing the distributions.
Pores in the flocced compact show a tendency to coalesce and
do not appear to separate from grain boundaries and
junctions indicating sufficient pore mobility, but also
substantial pore control of the microstructure. Table II
summarizes the data for the distributions in Figures 31 and
32 and illustrates the steady increase in the standard
deviation in the ordered case. '

Table II
Normalized Bulk Grain Distributions

30min 2hr 6hr iohr 15hr 20hr

170g ordered

Dp 0.63 0.88 1.81 - 2.40 -
o 0.57 0.79 0.90 - 0.94 -
N 300 445 619 - 450 -
flocced (center)

Dp - 0.79 - 2.15 - 2.72
o - 0.42 - 0.53 - 0.64
N - 400 - 1000 - 500
flocced (edge)

Dpy - 0.79 - 2.05 - 2.26
o - 0.42 - 0.48 - 0.48

N - 400 - 1000 - 708




85

*3oedwod 6 QLT poaspao
9Y3 JO SUOCTINQTIAISTP 32TS urteab )Tnd °T€ 2anb1d

. (wg/a) ez|g u|big pez| [DWIoN

y € 2 | oc
LS TN .
0oygy
o 2 6 o o
V o s o
v O 2
o7 "2
<
° q 4ot ©®
o X o B
(1]
o | g
v
"SJy g| * o8 x
Siygo o5V =
siy 2 v Joz ©
“ujw gg o
B0os1 psasp4Q
o7
MR . A ¥ Z A .. D el P




86

*3oedwos padooTT
2Y3} JO SsSuoT3InqrIIsTp 92Ts utrexb qrng °Z¢ aanbrg

wg/ag) ez|S ujblg pez| |DULION

14 € é i of
 § u& m m ¥
o v
Q
] a
4G
Q
o Q
= 40l
Q o
g o
o 0 Gl
sy g2 o o
siy O} v o7y O
Siy 2 o 402
‘paooo|y
74

0o} X% Fouenbeuj eajypisy




87

B e

Dm is the mean grain size in micrometers, ¢ is the standard
deviation, and N is the number of grains sampled. Howev'er,
it should be noted that this is not unimodal broadening but
) is a shift to the bimodal abnormal grain growth stage.

——




5.0 SUMMARY AND CONCLUSIONS
5.1 Summary

In theory particle packing consisting of isotropic
packing of perfect spheres and iso-coordinated voids will
yield a stable monosized size distribution of grains upon
sintering. Real systems approaching a narrow size
distribution of particles and pores have been prepared with
colloidal latex, silica, and recently titania. During
sintering the presence of a slight deviation in isotropy of
either pores or particles distributes itself through the
microstructure by stress gradients which yields a finite
grain size distribution as an end product.

Submicron titania powders were synthesized by
precipitation techniques from both organic and inorganic
metal ligand solutions. Inorganic precursors produced a
particle distributions which were unusable in subsequent
portions of the study. Routes using organic ligands produced
particles which were of narrow size distribution and in
usable particle concentrations. Irsitu stabilized synthesis
routes yielded the best distribution and size results of the
organic ligand precursor processes.

Powder compacts were prepared in both the well
dispersed and flocculated states by varying the
electrostatic interaction potentials. Presence of steric
stabilization was still apparent in the relatively dense
packing of the "flocced" particle systems. Colloidal crystal
formation was observed on the surface of the dispersed
cakes; contours of packing indicated that this particle
configuration extended into the compact.

Small samples of the compacts were first crystallized
and then sintered by both isothermal and nonisothermal
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techniques. It was found that abnormal grain growth occurred
in cases where isothermal sintering was not used for the
initial sintering periods. Further, it was deduced that the
abnormal growth was instigated by growth of nuclei formed
during the low temperature (1000-1100°C) transient times and
that the nucleation - growth sequence was particle packing
dependant. Reproduction of specific nucleation - growth
sequences was difficult.

Evolution of surface microstructure was observed, in
the absence of the abnormal growth), by a reiteration:
sintering, carbon coating, observation, carbon sublimation,
and resintering. Short time observations of the surfaces
indicated the evolution of areas exhibiting short range
hexagonal grain structure which were disrupted or included
in larger grains at slightly longer times. After full
surface density was attained a time’ independent normalized
distribution was observed for short time periods with the
advent of a bimodal distribution at longer times. Very
stable normalized grain size distributions for the flocced
case were observed.

Bulk microstructure evolution was characterized by
sectioning of control samples sintered to the same total
time as the reiterated surface samples. Evidence of pore
stabilized and pore controlled microstructure evolution
regimes were observed and linked to the surface
microstructure. Time dependant normalized distributions were
observed in the bulk due to growth of the large size tails.
Conversely time independent bulk normalized distributions
were apparent in the flocced case over the time periods
observed. The regions of normalized distributions time
dependence can be linked to the dominating mechanisms
regimes of pore drag, grain boundary motion, or breakaway
grain boundaries.
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5.2 Conclusions

In theory, monosized spherical particles arranged in
manner resulting in monosized pores should yield a narrow
grain size distribution upon sintering. The breadth of the
grain size distribution is expected to broaden with time to
an equilibrium distribution which is then time independant.

The particle and pore size distribution required for
experimental validation of the proposed equilibrium grain
size evolution are hard to attain in normal practice. Hence,
a narrow grain size distribution in solid state powder
processing is extremely unlikely due to the inherent
hierarchical clustering in the green state. In this study it
was observed that a broad distribution of grain sizes
evolves during sintering and is well established upon
complete densification.

Particle rearrangement, pore growth, and particle
coarsening during sintering are dictated by local particle
density, not by compact bulk density. If the pore
distribution cannot be controlled as closely as the particle
_distribution throughout a compact any benefit of "monosized"
particles is largely negated during sintering.

Particle-pore systems with initially different
hierarchies do not follow the same microstructure evolution
path during sintering and grain growth. It has not been
substantiated in this study whether or not the evolution
paths converge at some point in the time-temperature domain.
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7.0 APPENDIX : Abnormal Grain Growth

It was hoped to arrive at an activation energy for
grain growth by using 1200°C and 1100°C samples as well as
the 1150° data. However, extensive abnormal grain growth was
observed in the 1g and flocced samples when sintered at
1200°C, as illustrated in Figure Al. While working with the
insitu stabilized powders this type of sintering phenomena
was noted in a variety of circumstances. If the initial
crystallization and isothermal sintering steps are replaced
by non isothermal sintering of the amorphous powders
abnormal grain growth as illustrated is guaranteed. In fact
by the methods attempted in this study the absence of
isothermal sintering results in these flowing type grains
regardless of powder state. Possibility of impurities have
been discounted by resynthesis of powders using new
precursors and slightly different processes. From initial
work on the unstabilized powders it would‘appear that the
insitu stabilization manifests itself in some structural
aspect of the powder. The powders processed without
surfactant yielded normal microstructures during
preliminary work. As stated previously no difference in the
DTA runs is apparent, neither is there a difference in the
stabilized powder structure caused by the isothermal
sintering step.

The original work on Hpc27 powders indicates that high
grain boundary mobility was observed. Hiestand?® found the
same type of microstructures when the unstabilized particles
were hydrothermally treated. Upon hydrothermal treatment the




Figure Al.

Fracture surface of 170 g compact after
nonisothermal at 50°C/min to 1150°C followed by
cooling. Note the large grain (arrowed) in a
small grain matrix (bar = 10um).
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spherical agglomerates broke down to the primary particle
size; when sintered the extremely fine powders yielded large
textured grains. From the observations of Hiestand and the
fact that the abnormal growth does not exist in
nonstabilized particles, a plausible explanation of the
abnormal growth lies in the initial processing.
Observations of fracture surfaces indicate that only
certain sites in the compacts, nuclei, give rise to the
abnormal growth in an otherwise normal microstructure.
These nuclei are not apparent in the 170g microstructure at
any temperature after the crystallization and isothermal
sintering steps. In the case of the remaining powder
compacts the concentration of nuclei are in the bulk, not at
the surface of the samples and growth tends to be along an
interface, as seen in Figure Al, in an otherwise submicron
size grain structure. Large grains with a surface texture
resembling the initial particle packing occurring at short
times, after long periods the texture disappears the grain
surfaces flatten out.
All qualitative observations indicate a nucleation and
.growth behavior which is highly dependant on particle
packing. The insensitivity of a well packed system to this
abnormal growth is probably due to the high number of
nucleation sites for the process which in the growth regime
impinge on each other and hence do not grow. In a less well
packed system the number of nuclei are less and there is no
hindrance to growth through the microstructure. There is
also a dependence on the physical state of the particles,
i.e. crystalline or amorphous. It would be a difficult task
to isolate a nucleation point prior to its growth to
ascertain if in fact it were crystalline, phase and lattice
constant, or amorphous. Evidence that the nucleation is at a
lower temperature than 1150°C is seen in the presence of
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nuclei at 1050°C in a fracture surface of a flocced compact
sintered for 5 minutes. By passing through the nucleation
range at a sufficiently high rate abnormal growth is avoided
as is seen in the microstructure studies. Conversely, by
residing in the nucleation regime for even a very short
period areas of abnormal growth are seen. The time
variation in sintering between 750°C and 1150°C was on the
order of 15 seconds with a probable variation of 5 seconds.
Whether or not an amorphous phase or an abnormal crystalline
phase present was not discernible by x-ray diffraction.
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Abstract
THE EVOLUTION OF CELLULAR STRUCTURES
by Steven K. Fukuda

Chairperson of the Supervisory Committee:  Professor Ilhan A. Aksay
Materials Science and Engineering

This work extends the application of the Cluster Variation and Path Probability
Methods to the description of cellular structures. Both methods are used to describe
how 2-dimensional cellular structures develop a common stationary cell coordination
distribution.  Although all structures develop to a common stationary state, the
evolution of each structure to the stationary state is unique. The results for both fully
dense and partially dense cellular structures are presented. The fully dense system is
relevant to the development of the cell coordination distribution prior to normal grain
growth. The partially dense system is relevant to the densification (sintering) behavior

of partially dense ceramic compacts.
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CHAPTER 1. INTRODUCTION

-

1.1 Motivation

The goal of ceramic processing is to produce a product with the most desirable
properties in the most efficient manner. Desirable properties and efficient processing
can be viewed as external constraints by the processor, and both parameters are
usually determined by the product’s targeted market. The processor takes a list of
desirable properties and uses his/her materials science background to translate these
usually macroscopic properties into a list of candidate materials and desirable
microscopic properties. The problem is now more clearly defined and is reduced to
moving in an efficient m.anncr from starting materials and a set of possible processing
techniques to a final product that has the most desirable microscopic properties.

- Althoixgh several processing routes are available, one of the most widely
followed paths is particulate processing. This processing path has thrce major steps
where the starting materials, usually in the form of small particles, are mi;cgd,
consolidated, and heat treated. Since these steps are sequential, the processor would
like to understand how each step affects the final state. Then we can cl.oose the
appropriate processing techniques in order to meet our objectives. For example, if the
heat treatment step erases the effects of the previous steps, then the processor can

choose the most cost effective route for the first two steps and concentrate on




2
optimizing the heat treatment. More likely is the case where all three steps affect the

final state and the choice of the processing route becomes more difficult since we
must now find a route that gives us the desired final state while retaining the desirable
properties from the previous step. An example of this is the processing of a dense
alumina body from a bimodal distribution of alumina particles. If the mixing step is
incomplete, ‘the consolidated compact will undergo differential densification during
heat treatment and the compact will warp or will generate microcracks in the final
structure. If the mixing is complete but the consolidation is poor, the effect of mixing
may be negated because the particles segregate during cors ‘idation resulting in a
poor final product.

Figures 1 and 2 show microstructures that are typical of the colloidal
processing rout.. 1 Figure 1 presents silica particulate compacts consolidated from
flocculated (Fig. 1a) and dispersed suspensions (Fig. 1b) and illustrate the range of
green microstructurss that can be engineered in the mixing and consolidation stage of
the processing path. Figure 2 presents alumina microstructures for two consolidated
compacts as they evolve from a particulate structure to a fully dense monolithic body.
The left column of Fig. 2 shows the evolution of a compact that was consolidated
from a dispersed suspension whereas the right column of Fig. 2 shows the evolution of
a compact consolidatec from a flocculated susper;sion. The micrographs of Fig, 2
appear to support the hypothesis that the initial structure of the compact affects the
densification behavior and may also affect the "final" structure attained by the
compact. Although Fig. 2 cannot quantitatively support or reject the hypothesis that
different structures evolve along unique paths, it leads us to the central question of this

work. Specifically, we attempt to answer two questions about the heat u.atment step:

1) is there an equilibrium (or steady state) structure that all green compacts approach




Micrographs of silica spheres consolidated from flocculated (a) and

Figure 1.

dispersed (b) suspensions illustrating the range of initial structures prior

to densification.
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Figure 2. Micrographs of alumina sections at various stages of densification
illustrating the structural evolution of particulate compacts from partially dense
structures to fully dense bodies. The left column of micrographs began with a

compact consolidated from a dispersed suspension while the right column

began with a compact consolidated from a flocculated suspension.
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dﬁring the heat treatment step, and 2) are the paths followed by the microstructure
distinct? ' |

The work presented in this dissertation hopefully contributes to the
understanding of how the heat treatment step affects the final structure and the
structures produced by the mixing and consolidation steps. In addition, the results of

this work is relevant to the discussion of the effect of grain size distribution and initial

.green density on the final density of the ceramic body. For example, Barringer et al.

demonstrated that monosized spherical submicron powders could produce fine grained
fully dense structures at substantially lower temperatures than is common in
practice.23 Yan et al. also concluded that monosized particle distributions are
required to produce dense fine grained structures by deriving the conditions for pore
separation from grain boundaries.4 Occhionero and Halloran concluded that the
initial (green) density affects the pore size distribution and also affects the density
where grain growth commences. 3 The discussion of the relevance Gif this work to the

literature cited above is postponed until Chapter 6.
1.2 Method of Attack

The questions posed above require a calculational technique that can determine
an equilibrium structure and that will provide the path that a structure will follow to -
that equilibrium structure. The calculational methods chosen for this work were the
Cluster Variation Method (CVM) 6 and the Path Probability Method (PPM). 7 The
CVM is an approximate method that takes into account the interactions more
accurately than the pair approximation in determining the equilibrium state of a

system. The PPM is an extension of the CVM that allows one to calculate the most

likely path that the system will follow toward the equilibrium state. The CVM was




- 6
first applied to cellular structures in 1956 by Kikuchi 8 where he was able to calculate

for a soap froth the equilibrium cell coordination distribution (CCD) that was in fairly
good agreement with the available experimental data. The results of Kikuchi’s soap
froth analysis indicated that the answer to the first question posed in the previous
section was affirmative. Kikuchi asked the second question but left it unanswered due
to the lack o} a method to analyze it of how these structures developed in time. This

question provided the starting point for our investigation.

1.3 Scope

Although the motivation for this work stems from very practical needs, several
restrictions have been applied that require more care in the application of the results to
real systems. However, these restrictions do not in any way negate the validity of the
results in terms of answering the questions posed previously. The restrictions applied
to this study are as follows.

First, only two-dimensional cellular structures are considered in this study.
This restriction was used to keep the problem focused on the goal of this research
while minimizing the mathematical clutter associated with an additional dimension.
Although the CVM and PPM are capable of handling three dimensional systems, it is
at the cost of a geometric increase in the number of variables and equations that must
be solved. Fer reasons argued below, this additional cost is not warranted since the
two-dimensional analyses presented in the following chapters satisfy the questions
stated previously.

Second, the analyses use the zero limit of energy that reduces the principle of

minimizing free energy to one of maximizing the system "topologic" entropy. This

restriction does not affect the validity of our amalysis because the topological
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properties of a cellular system are independent of the metric properties of the system.
The interaction energies depend on the geometry of the system but the CCD is purely
topological and should be independent of the system geometry. This is supported by
the very similar structures exhibited by two-dimensional soap froths, polycrystalline
planar sections, columnar basaltic formations, and undifferentiated cellular
anangementé in cucumbers.9 These structures span several length decades and
operate under different growth mechanisms but exhibit similar CCDs.

A simple dimeénsional analysis of the boupdary energy and the entropy terms
show that the topologic entropy is of order 1 while the grain boundary and surface
cn;:rgy terms divided l,)y temperature are many orders of magnitudes larger than the
entropic term and provides the driving force for densification of particulate compacts.
Since the boundary energy terms are much larger than the topological entropy of
mixing, why do the systems mentioned above develop similar CCDs? This interesting
question is not addressed in this work, but the approach by Rivier described in the
next chapter offers the most promise toward understanding how the system topology
affects the system free energy. 10

By restricting ‘this study to the topological behavior of cellular structures, we
give up the possibility of predicting direct grain growth and densification rates since
both are metric dependent quantities. This trade -off is serious in tenns of practical
applications of microstructural development but does not affect the question of unique
evolution paths, If the topological evolution of cellular structures is shown to be
distinct, then the question is answered regardless of the geometric considerations. ‘

The remainder of this dissertation is arranged as follows, Chapter 2 is a brief
summary of the grain growth and densification the-ries in the current literature. The

CVM and PPM are described in Chapter 3, and the analysis for the first model
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(Model-0) is presented and is used to illustrate how CVM and PPM are applied. The

densification model (Model-V) and the full grain growth model (Model-VI) are

E

ir

|

? presented.\in Chapters 4 and 5, respectively. The CVM calculations for Model-0 and . ;

| Model-VI are essentially the same as Kikuchi’s 1956 calculations. The PPM

E calculations for Model-0 and Model-VI are the extensions to Kikuchi’s work. The
densification model (Model-V) is original and was developed while debugging
Model-VI. Chapter 6 concludes this dissertation with a short discussion- comparing

FE the results of the PPM anz;lysis with available e:iperimental data and also discusses

some of the unresolved and "curious" questions uncovered during the-course of this

work.




CHAPTER 2
BACKGROUND

A short review and summary of the various grain growth theories found in
current literature is included for two reasons. First, two of the three models that are
the core of this dissertation represent fully dense systems, and the evolution of these
systems is interpreted as the initial behavior of systems undergoing grain growth.
Second, this review of material allows us to place this dissertation into its proper

context with respect to the existing body of knowledge.
2.1 Classical theories

The "classical" theories of grain growth are .contained in the papers by
Feltham,!1 Hillert,12 Louat,13 and Rhines and Craig.14 The first three papers are
mean field theories in that the growth rate of t'he "average" grain is calculated and
grain size distributions (GSD) are examined. Feltham assumed a log-normal grain
size distribution that was time-invariant and concluded that the grain growth exponent,
n, was 0.5. He also found that the maximum normalized grain size (ratio of the
maximum grain radius to the average grain radius) was 2.5.

Hillert and Louat both used the continuity condition of the grain size

distribution function, f(R,t), of the form

: (df/dt) + (dj/dR) =0 ¢y
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v'vhere’ j is the flux of the grain distribution. Hillert used a flux that was proportional to
the velocity of the grain boundary motion which in turn was proportional to the
curvature of t.he grain boundary. Louat used a flux of the form of Fick in which the
grain boundary diffused. Both methods produced a grain growth exponent of 0.5 but
obtained different grain size distributions and maximum normalized grain sizes.
Hillert obtained a GSD that peaked at a normalized grain size (NGS) of 1.0 was
skewed toward a NGS of 0.0 and had a maximum NGS of 2.0. Hillert also observed
that a 5-7 coordinated grain pair acted similar to a dislocation in a perfect hexagonal
lattice and that the rate of the dislocation climb was related to grain growth. This also
resulted in a parabolic growth law assuming that the defect concentration was
constant. The defect concentration, ¢, was defined to be the number of defects
(average coordination difference from 6) per grain and was determined to be 0.75.

Louat obtained a GSD that was similar to the log-normal distribution assumed
by Feltham but which fit the experimental data closer than the log-normal distribution.
Louat’s GSD did not exhibit a cutoff but rapidly went to O for large sizes.

Rhines and Craig focused on three-dimensional topological features of
polycrystalline aluminum and developed a rate equation for the average volume per
grain. They found a grain growth exponent of 0.33 based o'n true volume and a value
of 0.43 based on mean intercept measurements which agreed with- the values of the .
Exxon simulation described in section 2.2 below. In their reply to a comment by
Louat and Morral, Rhines and Craig made two points that are still valid today. First,
they pointed out that the soap froth model did not behave like the observed
polycrystalline growth. Second, they observed that the grain radius determined from

the grain volpme was fundamentally different from the grain radius tak~n from planar
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sections in that the latter was shape dependent while the former was shape

independent.
2.2 Simulations

Monte Carlo simulations of grain growth were reported in a series of papers by
Sahni-et-al. (referred to-hereafter as the Exxon group).15-17 Their simulation used 200
X 2(50_ square and triangular lattices with periodic boundary conditions to model two
dimensional grain growth. Each iattice point was assigned a number between 1 and Q
which represented the "grain orientation" of the lattice point. A Monte Carlo time step
(MCS) was defined as N microtrials where N was the number of lattice points in the
simulation. A microtrial consisted of randomly choosing a lattice site and the new
trial orientation, calculating the energies of both configurations (using the Potts
Hamiltonian), and choc;sing the configuration with the lowest energy (T=0). The most
important findings of the Exxon group with respect to this work are as follows. First,
they found that the grain size distribution was time invariant and was not log-normal.
Second, the grain growth exponent, n, was 0.42 instead of 0.5. Third, the grain size
distrioution had a maximum cutoff around 2.7R where R was the mean grain size,
Fourth, the grains appeared to obey a perimeter law, R = a(n-2), where n is the grain
coordination and a is a constant. Finally, they obtained the cell coordination
distribution (CCD) for the simulations and observed that the CCD was also time
invariant.

The Exxon group extended their simulations to three dimensions 18 and
reported that the normalized grain size distributions were time invariant. The

distributions obtained from the simulations fit the experimental distributions better

than the log-normal or Hillert’s distributions and were in agreement with Louat’s
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distribution. The group also reported that the average growth exponent, n, obtained
from three different technique§ (volume, cross-sectional area, and cord length
measurements) was identical to within a standard deviation. The growth exponent
was smaller (n=0.37) than the exponent derived in the two-dimensional case (n=0.41)
but both were within the range of growth exponents determined from experimental
data. The similarity of the growth exponehts obtained from different methods
indicates that the simulated structures were compact and could be assumed to be
spherical. This last result seems to contradict the results that Rhines and Craig
obtained via serial sectioning in which the growth exponent derived from volume
measurements was different from that derived from chord length measurements.
While thése three dimensional simulations are not directly applicable to the present
research, it is encouraging in terms of using planar section measurements to estimate
three dimensional quantities.

Weaire and Kermode 19-21 also simulated a two-dimensional soap froth but
used a different method than that used by the Exxon group. Their work was motivated
by the work of Smith22 and Aboax 23 in which opposing conclusions were drawn
from the same data set. Smith concluded that the CCD evolved to a time-invariant
distribution and thar-the average cell area grew linearly in time. Aboav used a larger
portion of the data set generated by Smith and concluded that there was no stable CCD
and that the average linear intercept, d, and the second central moment of the CCD, y,
increased linearly in time.

The simulations of Weaire and Kermode involved a two step process
consisting of a.diffusion step in which the cell areas were adjustéd by allowing thé
diffusion of gas across the cell boundary followed by a local relaxation of-the vertices.

D;n-ing the relaxation step, the boundary length was tested for a T1 or T2 process.
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The T1 and T2 processes are the basic topological processes in a two-dimensional
space and are described more fully in the next chapter. The simulation consisted of
100 cells with periodic boundary ’conditic'ms and was-allowed to proceed until only 40
cells remained. The results of the simulations seem to agree with Aboav’s findings in
that increased with time and the CCD also changed with time. They also concluded
that Lewis’ law (an experimental correlation between cell area and cell coordination)
did not hold for the soap froth. 'fhe qucstion of the asymptotic behavior of the soap
froth was left unanswered because of_the small simulation size.

Wejchert, Weaire, and Kermode 24 also reported the results of a Monte éarlo
sitaulation of a two-dimensional soap froth. The simulation was e;ssentially identical
to the Exxon simulation with the excéption of an additional term-in system energy.
The additional term weighted the cell energy such that each cell grew to its "target
area". The target areas were calculated for each.cell using von Neumann’s growth
equation 25 at each time step. They were able to reproduce the Exxon results by
neglecting the target area term. When the target area term was included, they
calculated a grain growth exponent of 0.49 and a stable CCD in accordance with the
conclusions of Smith.

Soares, Ferro, and Fortes 26 (hereafter referred as the Portuguese group)
simulated two-dimensional grain growth based on a driving force different from that
used by the Exxon group or by Weaire and Kenmode. The Portuguese group assumed
straight grain boundaries and allowed the grain vertices to relax under the action of
line tensions that acted along the grain boundaries. The simulation was initiated on a
random Voronoi network a;ld the vertices were allowed to relax. A T1 process

occurred when a shrinking edge reached a critical length, at which time the edge was

replaced by an edye perpendicular and at the midpoint of the initial edge. A T2
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process occurred when one edge of a three coordinated cell dropped below the critical
length,'at which time the cell was replaced by a vertex. Tl.1c direct use of the
topological unit processes in the simulations by the Portugal group also made the
simulatiox;s distinct from the Exxon and Weaire and Kermode simulations.

Although the simulation was complzsted for a very small number of cells (48
grains), the)} observed the following results. First, the CCD broadened with time.
Second, the second moment of the CCD increased with time with no indication that it
would reach.a stationary value. Third, the grain growth exponent was estimated to be
near 0.5. The strength of the results should be reduced because of the very small
simulation size. The Portuguese group also noted that the stationary second moment
observed by Weaire and Kermode was probably due to the balance between the two
topological processes where the T1 process increases the second moment, whereas the
T2 process decreases the second moment. This is incorrect since the PPM
calculations presented in later sections show that the second moment reaches a

stationary point with the T1 process.
2.3 Metric-Topology Correlations

Beenakker published two analyses of soap froth evolution that focused on
.trying to understand the correlation between the cell area and the cell coordination. In
his first theory, 27 Beenakker used a mean field theory approach in which he
inimized the free energy of the froth assuming regular polygons, and used the'
constraint that the average cell coordination was 6. The results of this analysis
indicated that the correlation between normalized cell area and cell coordination did

not follow the:linear behavior according to Lewis’ law but increased very rapidly for

large coordination. A second result indicated that the scaled distribution of cell areas
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-dgainst the cell coordination alternately broadened and collapsed. Beenakker

attributed the behavior of the distribution to the assumption that the cell surface
energy was the dominant mechﬁnism in the development of the area-coordination
correlation. \ ‘ .

Beenakker’s second analysis 28,29 used von Neumann’s cell growth equation
with additional terms to account for the diffusion process. Beenakker also generalized
the growth equation to a distribution that depended on the cell area, coordination, and
time. The results of his second analysis indicated that the cell area-coordination
correlation was not fully described by the Lewis or-by the perimeter law. He did find
that the scaled normalized cell area distribution was time independent in the long time
limit and was very similar to the distribution obtained by the Exxon group. He also
showed that the grain growth exponent was 0.5 and that topological constraints did not
modify the mean field value. He attributed the Exxon group’s lower grain growth
exponent to be due to-the small grain size relative to the ‘spacing of the simulation
lattice. The CCD obtained from Beenakker’s analysis was sharply peaked at
coordination 6.

Marder 30 also used von Neumann’s growth equation with a distribution
function dependent on cell area, coordination, and time. He modified the equation to
account for the rate that a cell of a given area would gain or lose an edge. His results .
showed a linear increase of cell area with time, an area-coordination correlation that
did not follow a Lewis or a perimeter law, and a stable CCD at long times. The
behavior of p is curious in that it increased rapidly to 5 (corresponding to the

beginning of the scaling regime) and then decreased to a value of around 4.
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2.4 Topological Theories

Rivier and Lissowski 10 showed that Lewis’ law relating the average area of an
n coordinated cell was a result of maximizing the entropy of the coordination
distribution under the constraints of fixed total area and topology (i.e. average
coordination is 6). Rivier and Lissowski concluded that structures that did not exhibit
Lewis-type behavior must be under constraints in addition to the space-filling
requirement. In a later .pap‘er, Rivier 31 incorporated an additional correlation between
cell perimeters and coordination and found that the perimeter law resulted in a higher
entropy than the Lewis law. He also showed that the grain size distribution obtained
from his CCD and the perimeter law matched the GSD generated by the Exxon group.

Mocellin and his coworkers in Switzerland 32,33 (the Swiss group) also used
topological arguments to derive the CCD for two-dimensional cellular structures.
Their analysis followed the effect of the T1 and T2 processes on the CCD and they
were able to generate a CCD that was very similar to Kikuchi’s results. Their analysis
also produced condition;s for the stability of the CCD that related the T1 and T2 rates
to the CCD. The model had one adjustable parameter (the ratio of the T1 to T2
process rates or the probability of the three coordinated cell) and had defect
concentrations in the range from 0.7 to 0.75 and second moments of the CCD in the

range from 3.0 to 4.0.

2.5 Stochastic Theories

A recent paper by Pande 34 used a stochastic approach to model grain growth.

This paper presented a very clear explanation of the distributions used to model the

GSD and gave the clearest perspective on the current confusion of comparing
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experimental data to derived distributions. Pande began with a Langevin type
equation containing a "deterministic" term that modeled the drift of the bouncary cue
to curvature and a "noise” term that represented the randomness (or, our lack of
knowledge of the details) of the system. This resulted in a Fokker-Planck partal
differential equation that was solved and found to be a modified Rayleigh distribution.
This distribution rc;,sults in a grain growth exponent of 0.5. The distribution can be
generalized by a transformation of the grain size variable in order to recover grain
growth exponents less than 0.5 (to match experimental data and recover tl}e Ostwald
ripening case). However, the physical motivation for choosing the appropriate
transformation was not clear.

Pande’s most interesting comments concemned the comparison of grain size
distributions. First,-he concluded that the modified Rayleigh distribution derived from
a stochastic approach to grain growth was very similar to the log-normal distribution.
Second, and most important, the experimental data fit the log-normal distribution as
well as the modified Rayleigh distribution, i.e. the "noise" in the data completely

swamped the minor differences between the two distributions.
2.6 Summary

The current state of grain growth theories can be characterized as confused.
The grain growth exponent is predicted to be 0.5 although most experimental data
show values for n to be less than 0.5. This difference should not be taken seriously
since the problems associated with obtaining an experimental value of n (i.e. obtaining
a large enough sample size over several decades of growth) prevent a final
experimental judgment of the various grain growth theories. This also applies to the

predicted shape and asymptotic behavior of the grain size distribution. Of the research
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presented in this section, ;he work of Pande and Rivier are the most significant in that
they represent the £w0 most general approaches to thé problem. Pande’s work is
significant because he explicitly treated grain growth as a stochastic process. Rivier’s
work is significant because he-started from the topological requirements of a space
filling netw;)rk and used maximum entropy to produce a GSD. He was also able to
attach a physical motivation f_or the occurrence of either Lewis or perimeter
correlations. A

Figure 3 shows the CCDs produced by the Exxon and Swiss groups along with
the CCD produced by Marder. Two CCDs obtained from expeﬁmcntal data an;. also
shown in Fig. 3. The first experimental distribution is from Aboav’s paper that was
based on Smith’s soap froth data on 1372 cells. The second experimental distribution
was obtained by the author and was based on 277 grains from a planar section of
polycrystalline alumina. The final distribution in Fig. 3 was from the results of the
Ernie-VI calculation described in chapter 5.

The research described in this section was concerned with the behavior of a
fully dense cellular structure in the scaling regime where the CCD was stationary and
the structure increased in size in a’self-similar f.atshion. The research presented in the
following sections attempts to describe how structures develop the stationary CCD

prior to self-similar growth.
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Figure 3. Comparison of Cell Coordination Distributions




CHAPTER 3
CVM, PPM, AND MODEL-0

The Cluster Variation Method (CVM) and Path Probability Method (PPM) are
described in this chapter. The general description of the CVM is given in Kikuchi’s
1951 paper 6 and the PPM is described in Kikuchi’s 1962 paper. 7 Both methods are
approximate calculations; the accuracy of the calculation is dependent on the size of
the largest cluster used in the calculation. Occurrence probabilities of the cluster and
subcluster configurations (called state variables in CVM and path variables in PPM)
are combined to form an entropy expression that counts the number of ways of
distributing the clusters and subi:lust.ers onto a lattice of the user’s choice. The
entropy term is incorporated in the free energy of the system and the free energy is
minimized under a set of constraints including cluster normalization, subcluster
relations, and cluster topological restrictions. In the analyses presented below, only
the entropy term is maximized (zero limit of the energy to temperature ratio). The
discussion rationalizing the maximum entropy approach is postponed until Chapter 6. .
The CVM performs this maximization once on the state variables to calculate the
equilibrium distribution of clusters within the system. The PPM performs this
maximization on the path variables at each time step in ozder to calculate the most
probable path that the system will follow. The path variables are integrated to

calculate the state variables at each time step. The analysis for Model-0 is presented
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in this chapter in order to illustrate how the CVM and the PPM are applied to cellular

structures. Before presenting the Model-0 calculations, the next two sections discuss
the dual representation of cellular structures and the possible two-dimensional

topological processes.

3.1 Dual Space

' _ A cellular structure is represented by a graph consisting of a set of points and
edges. Each edge is terminated by a point at each end and each point can have an
arbitrary number of edges terminating at the point. Each edge represents a boundary
separating two adjacent cells and the number of edges that enclose a cell is the
coordination of that cell. For cellular structures of interest here, each point (or vertex)
has three terminating edges and therefore represents a triple point where three cells are
adjacent to each other. Figure 4 is taken from Kikuchi ! and shows a cellular structure
represented by the solid lines.

The structure outlined by the dashed lines in Fig. 4 is called the dual
representation.of the cellular structure and is used by the CVM and PPM. In the dual
representation, each point represents a cell, each edge represents a boundary, and each
triangle (3-point cluster) represents a triple point. The number of edges terminating at
a point in the dual space rcprc.scnts the coordination of that cell. This dual
representation contains all the topological information of the real cellular structure but
does not contain any information about the geometry of the real structure. This is
because the mapping of the real space edge length to the dual space edge length is
undefined. In the real cellular structure, the edge represents a boundary and its length

represents the physical boundary length, whereas in the dual representation, the length
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5
Figure 4. Example of a cellular structure (solid lines) and the dual representation
of the structure (dashed lines).
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of the edge has no physical interpretation and the edge merely indicates the existence
of adjacency.

Since the dual represcnénion is used by the CVM and PPM, this work is
restricted to the topological evolution of cellular structures as was mentioned in the
introduction. 'Ijhe choice of the dual representation was not arbitrary but is actually
required due to the current limitations of the CVM and PPM. The limitation arises
because cellular structures are, in' general, random structures, but the CVM and PPM
are lattice calculations. The choice of the dual representation enables us to deform the
structure into a regular lattice an'angé:ment and thereby use the power of the CVM and
PPM to calculate the behavior of the cellular structure. A more dc;ailed discussion-of
the CVM and PPM calculations is delayed until section 3.3 on the CYM/PPM entropy

formulation.
3.2 Topological Unit Processes in Two-dimensions

This section describes the unit processes by which two-dimensional cellular
structures topologically transform. We can describe the topological evolution of a
cellular structure by the change in the number and arrangement of tht;. vertices, edges,
and cells that compose the graph. These changes can be accomplished :by two
primitive processes called the T1 and T2 proccsées,'as shown in Figure 5.

The T1 process is a neighbor exchange process whereby two adjacent cells
become separated by the two cells that were previously adjacent to both cells. This is
illustrated in Fig. 5a where initially adjacent cells B and D become separated and
initially separated cells A ar;d C become neighbors. The T1 process conserves the

nurrker of vertices, edges, and cells in the graph and is symmetric in time.
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T2 Process: Cell Elimination

Figure 5. Mustrations of the two topological process in the 2-D plane.

24




25
The T2 process erodes and eliminates a three sided cell by its three

neighboring cells. This process is shown in Fig. 5b by the elimination of cell D. The
process results in the reduction of 2 vertices, 3 edges, and 1 cell. The reverse process
results in the creation of a three sided cell and the addition of 2 vertices, 3 edges, and
1 cell. Both the forward and reverse process are included since they are valid
topological processes. The physical interpretation of the forward and reverse T2
process introduces a bias that favors one ;iirecdon over the other but this discussion is
postponed for a later chapter.

Mitosis (cell division) can be considered a generalization of the T2 process
since the change in the number of vertices, edges, and cells are the same as the T2
process but the restriction of operating on a three sided cell is relaxed to include cells
with more than three edges. Cell division is not considered in this work since the
resulting structure produces a triple point configuration with a very large turning angle
(180°) and is energetically unfavorable for structures such as soap froths and
polycrystalline planar sections.

We should also note that if the graph covers the plane, we know from Euler's
Rule that the average number of edges per cell is exactly 6. This is shown by noting

that each edge is shared by two cells, each vertex terminates 3 edges, and each edge is

terminated by two vertices. If the graph does not cover the plane (i.e. the graph .
contains interior holes or is finite and we do not consider the space external to the

}P graph to be a large cell), the average number of edges per cell will be less than 6.

3.3 CVM & PPM for Model-0

The major steps in both the CVM and PPM are 1) the definition of the state

(path) clusters and subclusters, 2) the formulatdon of the entropy (path function)
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appropriate to the order of the calculation and the chosen lattice, and 3) minimization
of the free energy (maximization of the entropy). An additional step in the PP3 i the
integration of the path variables to determine the trajectory of the system in state
space. Each of these steps is-described below using Model-0 as an example of the
procedure.

Model-0 is a 3-point approximation of a single phase structure on a'tn’angular
lattic;q and is équivalent to Kikuchi’s first model. 1 The PPM calculation of Model-0,

F-0, restricts the topological evolution of the structure to the T1 process. In order to

distinguish the CYM and PPM calculations for each model, F-? is used to refer to the

PPM calculation of Model-? and E-? is used to refer to the CVM calculation of
Model-? where ? represents the specific model ie., 0, V, or VI. The 3-point
approximation means that the largest cluster used in the calculation is a 3-point cluster
(triangle). The term single phase means that there is only one type of point variable
represented by the cell and that every lattice position is occupied by that point
variable. Remember that in the dual representation, the point represents a cell. The
triangular lattice was chosen for the cal.culations since it automatically satisfies

Euler’s theorem for two-dimensions.
3.3.1 Model-0 State Variables

The state and path variables represent the probability of occurrence for that
particular cluster. Only two 3-point state variables are required for Model-0 and are
shown in Table 1 by the full triangle, z1, and the partial triangle, z2. The two types of
2-point (pair) state variables are the full pair, y1, and the broken pair, y2. Model-0 has

only one point state variable, x1, that occupies every lattice point. For the remainir 3

discussion, state variables are identified by lower case letters and path variables are
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Table 1. Model-0 state variables

State | Degeneracy . Dual
Variable Representation
z1 1 A

|
z2 3 . !
vl 1 e
yz 1 o @
x1 1 ]

Table 2. Model-0 reduction refations

a) yl = z1 + 2z2
b) y2 = z2
c) x1 =21 + 322 =1
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identified by upper case letters. Three-point clusters are represented by the letter z, 2-
point clusters by the letter y, and point clusters by the letter x. Table 1 summarizes the
state variables used in model-0. The name and the dual representation of the variables
are shown along with the degeneracy of each variable. The degeneracy of the variable
represents the number of ways of placing the cluster on the triangular lattice. For
example, the z2 variable can-be placed on the triangular lattice in three equivalent
orientations and therefore has a dc‘:gcncracy of 3. |

The subcluster variables are related to the cluster variables through a set of
reduction relations shown in Table 2 for Model-0. These relations connec.t the
configuration of the cluster to its subclusters and ensure that the clusters and its
subclusters maintain the normalization condition. These relations reduce the number
of independent variables to the number of cluster variables. The normalization
condition that the sum of the cluster probabilities equal 1 reduces the number of
independent variables by 1. For Model-0, this results in only 1 independent variable
which is arbitrarily chosen to be z1. These relations are used to eliminate the
dependent variables in the entropy term in preparation for the maximizing step.

Although the reduction relations are used to describe the subcluster state
variables in terms of the 3-point state variables, the state variables are defined
following a procedure that starts with the l-pxoint state variables and generates the
higher order (i.e. 2 and 3-point clusters) variables from the lower order variables by
enumerating all possible combinations of the lower order variables. These
configurations are checked for topological consistency and only clusters that are
consistent are retained. For éxamplc. Model-0 has only 1 type of 1-point cluster since
the model assumes a fully dense lattice with each point representing a cell. Two typ-s

of 2-point clusters (yl and y2 in Table 1) are required to describe the neighbor
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exchange process on the CVM lattice and these clusters represent interactions between

the nearest and next-nearest neighbors on the CVM lattice. All possible combinations
of the y1 and y2 clusters are enumerated to form the possiblé 3-point clusters but only

the z1 and =2 clusters sho'vn in Table 1 are topologically consistent.

3.3.2 Entropy

The kernel of both the CVM and PPM is the elucidation of the entropy of the
" system. For the systems considered in this work, the entropy represents the number of .
ways of arranging the clusters on a lattice such that the "equilibrium" distribution of
the subclusters is also satisfied. The entropy for the 3-point approximation on a

triangular lattice is given by Eq. (1) below:
2
sre_ {11 0¥zt {11 qvx; )t}
3
{mavyt)

where N is the number of lattice points, and the products are taken over all possible

(1)

clusters. The entropy term depends on the order of approximation and on the type of
CVM lattice used. 6 The exponents in the entropy expression are derived by
successively correcting the lower order expression for the correlations that arise from
the higher order cluster. 35 For example, the 1-point entropy expression assumes all
points are independent. The 2-point expression adjusts the 1-point expression by a

correlation factor that includes information about nearest neighbor information.

3.3.3 Maximum Entropy

The reduction relations are used to express the enwopy in terms of the

independent variables and the entropy is then maximized with respect to the
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independent variables. Model-0 has only one independent variable and the
maximization of S in Eq. (1) leads to Eq. (2) below:
| 0;10212+zl-2. ' )

The two solutions to the quadratic equation are 0.4 and 0.5, but the 0.4 root is
chosen because the 0.5 root results in a negative value for the y1 variable which is not
allowed since all state variables must be in the interval of 0 to 1. The solution shown
above is identical to Kikuchi's solution of the soap froth problem.

The solution method shown above is simple and concise for problems with a
single indepeadent variable but becomes very cumbersome for problem§ with more
than ox;c independent variable. The natural iteration method (NIM) developed by
Kikuchi 36 is used for more complicated problems. As the name implies, the solution
is obtained by an iterative process between the cluster and subcluster variables. The
pi'ocess begins with an initial guess for each of the cluster variables. The reduction
relations are used to calculate the values for the subcluster variables from the initial
guess of the cluster variables. New values for the cluster variables are calculated from
the subcluster variables using the set of CVM equations. These equations are derived
by setting the derivative. of the entropy expression with respect to the cluster variables
to 0 and solving for the cluster variables in terms of the subcluster variables. The new
set of cluster variables are compared to the ch‘xstcr variables from the previous -
iteration to check for convergence. If.the cluster variables have not converged to a
specified level, the cluster variables are used as the initial guess for the next iteration
and this procedure is repeated until the convergence criteria is satisfied. The NIM

procedure is more amenable to computation and is used for Models -V and -VI.
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3.3.4 Calculation of the CCD

The CCD is obtained from the state variables by enumerating all possible
lattice point coxifiguratiox}s and calculating the approximate probability for each of
these configurations. Table 3 lists the 30 possible lattice point configurations that can
be placed on the CVM lattice along with the degeneracy associated with each 7-point
conﬁgmdon. The configuration degeneracy is the number of equival;nt
configurations that can result from permutations of the six 3-point clusters in the
configuration. The table is partitioned into 10 classes that correspond to the
coordination of the central point (cell) in the 7-point configurations. The coordination
of the central cell is obtained by céunting the number of nearest neighbor (solid lines)
and next nearest (dashed lines) bonds terminating at th; central cell.

The probability of the configuration is approximated by a superposition of the
six 3-point clusters in the configuration with an adjustment for the six 2-point clusters
that are "counted” twice by the 3-point clusters. The equilibrium CCD calculated for

Model-0 is shown-in Section 335 describing the results of F-0.

3.3.5 F-0: Model-0 PPM

F-0 is the extension of E-O (the CVM calculation of Model-0) and is the
starting point for the original work presented in this dissertation. The PPM is very
similar to the CYM and consists of the following steps: 17 identifying the cluster and
subcluster path variahles, 2) maximizing the path function to obtain the cluster path
variables, and 3) integrating the path variables to obtain the state variables.

Table 4 lists the path variables and the path reduction relations.for F-0 and are

similar to the E-O state variables and reduction relations. The notation for the




Table 3. Coordination configurations for Model-0
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Table 4. Miodel-0 path variables
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Path Degeneracy Dual Representation ‘
Variable t t+At
211 1 A A
222 3 i :
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path variables follows the notation used for the state variables and are of the form Aij
where A denotes the order of the cluster (i.e., 1, 2 or 3-point cluster). The indices i
and j denote the specific state. variables at time t and t+At, respectively. For example,
Z12 is the path vasiable-denoting the probability of finding a triangle which is the z1
configuration at t and the configuration 22 at t+At.

The 'path function is given below as Eq. (3) and is similar in form to the
entropy expression of Eq. (1): |

2
INZ® (TIINZ ;5 )0 ) {TIONX; ;) )

§ = (84t) 3)

3
(TINY; ;) )
The products over the path variables are taken over the number of possible

path variables. The first term on the right side of Eq. (3) represents the probability of
a T1 process occurring in time At. Theta is the T1 process rate so 6At is the
probability that a T1 process occurs at each lattice site. The process rates, 8, must be
supplied to the PPM calculation and contain the local physics that control the
transitions of the specific cellular structure. We use the dimensionless time variable,

6t, tc keep the calculations general.
3.3.6 State-Path Equations

The path variables are related to the state variables through the state-path

equations shown below for Model-0:

z1(t+A) =Z11(t) +3Z21(0), (4)
22(t+At) = Z22(t) +3Z12(1), (5)
z1(t) = Z11(t) + 3Z12(v), (6)

22(1) = Z22(1) + 3221(1) . 0
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The time derivative of z1 is obtained by subtracting Eq. (6) from Eq. (4) and

taking the limit as At goes to zero resulting in Eq. (8) below:
dz1/dt = 3(Z21-Z12)/(6At) . (8
The path reduction relations are used to eliminate the subcluster path variables
from Eq. (3) and we use the state-path equations to eliminate the TO path variables
(which represent the state variables that remain the same during At). We take the
natural logarithm of Eq. (3) and maximize it with respect to the path variables Z12 and
Z21 resulting in Egs. (9) and (10) below: _
Z12 =z120Ayy1 , &)
Z2]1 = z26At . (10)
Substituting Egs. (9) and (10) into Eq. (8), we obtain Eq. (11) which describes
the evolution of the two-dimensional cellular structure that is due to a series of
neighbor exchange's only:
dzl/dt = 3(z12/y1 - 22) . (11)
Equation 11 is integrated to describe the behavior of the cellular structure, The
result is shown in Fig. 6 which shows the state variable, z1, as a function of time. The
cell coordination distribution is calculated from the state variables using a
superposition approximation that was described previously. The cell coordination

distributions (CCD) at several times are presented in Fig. 7.

3.3.7 F-0 Results and Discussion

There are two points of interest in Fig. 6. First, the long time behavior of zl1
calculated by the PPM is consistent with the CVM analysis presented above (shown as
the dashed line in Fig. 6). Second, the state space of the dual network ‘s partitioned

into two regions, 21<0.4 and z1>0.4, and within each region, the evolution of the
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Figure 6. Evolution of the Model-0 state variable, zl, toward the CVM

calculated stationary value of 0.4 (dashed line).
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structures is identical. This behavior is not surprising since the simplicity of Model-0
is such that a single state variable is sufficient to topologicaliy describe the structure.

Figurc.7' shows the calculated cell coordination distribution for three values of
zl. The times indicated in Fig. 7 correspond to the time axis in Fig. 6. The initial
distribution is very sharp with almost every cell adjacent to six other cells. The
distribution broadens rapidly but slows as it approaches the equilibrium distribution.
The distributions shown in Fig. 7 indicate that cellular structures always evolve
toward the equilibrium (steady state) distribution of cell coordination and that
structures with narrow distributions are in nonequilibrium states unless additional
constraints are applied to the system.

We can render the evolution of a cellular structure from the state variables with
the following procedure. The number of lattice points for the rendering, N, is chosen
and the distributions of the various clusters are determined from the state variables
calculated by the PPM as a function of time. A site on the CVM triangular lattice is
chosen at random and a randomly chosen cluster (weighted by its probability of
occurrence) is placed on the lattice at that site, This step is repeated until all the
clusters have been placed on the dual lattice and all inconsistencies between
neighboring clusters have been eliminated. Once the dual lattice has been generated,
the real cel. “lar structure is rendered by placing a triple point within the dual space
triangle and connecting the triple points with real space boundaries such that each
boundary intersects one dual space pair. The real structure renderings at different
times are determined by the PPM generated state variables and represent a portion of
the "typical" structure as calculated by the PPM. The successive renderings do not
represent the same area of the real structure since the real structure is rendered

independently from the previous rendering. However, we can link successive
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renderings by using the path variables generated by the PPM to weight the random

picking of the state cluster. The advantage of using the path variables to determine the
renderings is that the evolution of a specific area of the cellular structure can be
followed through each topological transition. A second advantage of this method is
that it attaches a scale to the temporal evolution of the structure via the specified
process rates.
. ~ Model-0 allows-a simpler procedure due to the small number of cluster types.
In the Model-0 renderings, the dual lattice is initially occupied by only zl
configurations and corresponds to a delta CCD at coordination 6. The y2 pairs are
placed on randomly chosen sites until the number of y2 pairs satisfies the y2 state
probability calculated by the PPM for a particular time. Each placement of a y2 pair
represents a single T1 process occurring on the real structure. Figure 8 shows (a) the
dual lattice and (b) the real structure rendering for z1=0.86 (t=0.05) on a 16 X 16
lattice. Figure 9 shows the real structure renderings for z1=0.64 (t=0.2)and 0.4
(t=2.0), respectively. The three renderings shown in Figs. 8-9 are correlated to each
other and can be interpreted as the evolutic?n of a specific area of a cellular structure.
The renderings are correlated because the rendering procedure uses the previous
rendering as the starting point for the next rendering. The series of renderings do not
represent a true sequence since c.mly the Z12 path variable is used to render the
structure and therefore the structures do not exhibit the reverse T1 process that would
be expected to occur in any structure. The renderings shown in the figures used only
the Z12 information since this simplified the manual procedure used for the
renderings.
The structures shown in Figs. 8 and 9 are similar in appearanc- to the cellular

structures found in soap froths and polycry:talline planar sections. Figure »a, in
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a) Dual rendering

b) Cellular structure
Figure 8. Model-0 structural rendering at t = 0.0 showing a) the’ dual

representation and b) cellular structure.




b)t=2.0

Figure 9. Model-0 Structural renderings ata) t=0.2, and b) t = 2.0

41




42

particular, appears to exhibit the trend that the size of the cell increases with
coordin.ation. Since our analysis is purely topological, this coordination-size
correlation should be suspect. The suspect trend is due to the arbitrary placement of
the triple point during the real space rendering. The triple point is placed within the
dual triangle such that the cells remain as equiaxed as possible. The equiaxed

criterion extends our purely topological approach to partially include the effects of

geometry but since we do not know the cost function for nonequiaxed cells, we cannot

include this directly into the CVM or PPM.

- Tanemura used a similar approach to extend the CVM calculation of Model-0
to partially include geometry. 37 He assigned an "energy" to the two 2-point state
clusters, minimized the free energy, and showed that the equilibrium distribution
could be adjusted to produce a sharper distribution. The justification for this was the
equivalence of the 2-point state cluster in dual space to the cell boundary in real space.
Assuming that the 2-point clusters also represented different lengths of cell
boundaries, Tanemura was able to include a grain boundary energy term along with
the structural entropy term to form the free energy of the cellular structure. Although
this resulted in a parametric model, it exhibited the expected behavior in that by
increasing the ratio of the y2 to y1 bond energies (R12), the CCD became sharper. In
addition, for values of R12 between 1 and 2, the CCD calculation followed the
perimeter law ( see list of terms on p. vii) exactly. However, the slope of the
perimeter correlation was much smaller than the slope obtained from experiments.
The small slope in the comrelation is in keeping with the assumption that the dual
lattice does not require large deformations to produce the dual representation of the

structure.
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Incorporation-of Tanemura’s assumption in the PPM calculation would require
different process rates for the Z12 and Z21 path variables. Since the process rates are
left unspecified in this work, the PPM calculations using an adjustable parameter were

not considered important.
3.4 Summary

The deveiopment of the CCD ot a single phase structure undergoing only
neighbor exchanges was described using the CVM and PPM. The results of the
calculations show that cellular structures have an equilibrium CCD and will develop
the equilibrium CCD along one cf two possible evolutionary paths. The detailed
description of the CVM and PPM presented in this chapter serves as a background to

the next two chapters where more complex models are siudied.
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r CHAPTER 4
' DENSIFICATION: MODEL-V
£ ‘ " Model-

V is a three-point approximation of the two phase problem. Since the
model allows two phases, we can study the densification process (sintering) by
identifying the second phase as voids. Model-V allows the T1 (neighbor exchange)

process and the elimination and creation of voids.
4.1 E-V Description

The equilibrium formulation of Model-V is named E-V and contains 7 3-point
state variables, 6 2-point smtc'vari.ables, and 2 point state variables. The point state
variables represent a ccil (or grain) and a void. Table 5 lists the 7 triangle variables
and the 6 2-point variables along with théir degeneracies. Table 5 also shows the
energies assigned to the 2-point variables and represent the grain boundary (e1,e3) and
free surface (€2) energies. Table 6 lists the coefficients, aj, used in the reduction
relations for the subcluster ;tate variables. The reduction relations have the form
given below:
yi=.aij zj . (12)
The CVM calculation of Model-V requires two additional variables due to the

addition of the second phase. One of these variables represents the “"chemical

potential” of the cell. This variable is provided for the calculation and sets the
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Table 5. Ernie-V state variables

State Degeneracy Dual
Variable Representation
z1 1 A
1
22 3 /\
23 '3 / °
!
z4 6 /{ )
®
z5 3 o ©°
?
z6 3 010
°
z7 1 o o
yl 1 —e €l
y2 1 o] o €3
y3 2 ¢ O €2
y4 2 °]0 £3
v5 1 0O 0
y6 1 olo €3
x1 1 ® cell
x2 1 o void.
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Table 6. Ernie-V reduction relations for state variables
zl z2 z3 z4 z5 z6 z7
yl (1) 1 2 1 1
y2 (1) 1
y3 (2) 1 1 1 1
vd  (2) 1
¥y5 (1) : 1 1
yé6 (1) 1
x1 (1) |1 '3 2 4 1 1
x2 (1) 1 2 2 2 1l
NOTE:

The coefficients shown in the table are used in Eq. (12) to obtain the state
variable reduction relations. For example, the reduction relation for the y!
state variable is given below:

yl=z14222+23+2z4 .




- 47
equilibrium density of the structure. The second variable is used to-distinguish the
pairs that represent a free surface from the pairs that represent a cell (or grain)
boundary.

The "bond energies" of the 2-point clusters are combined with the CVM
entropy term to form a free energy of the system. The free energy is written in

dimensionless form in Eq. (13) below:

F
=EN‘=3BUE (& yi)+ 22, £z + Y, £(x;) - 3D, £(y;) , (13)

where P has the usual meaning of (kT)~1 N is the number of lattice points, and £(x) =
xIn(x)-x, represents Stirling’s approximation to the factorial function. The coefficient,
U, in front of the energy summation has the dimension of energy and contains the
geometric information of the system. The coefficients in the energy summation, &,
are dimensionless and represent the relative energies of the pair bonds with respect to
the energy of the system. The first term represents the “internal energy" of the system
and the sum is taken over all 2-point clusters. The second sum represents the
topological entropy of mixing and is the log of the entropy term shown in Eq. (1).

Eq. (13) has the same structure as the Helmholtz free energy for
thermodynamic systems when the first term is identified with the grain boundary and
free surface energies of the system. We have written the internal energy summation in
a slightly different form where the summation is over dimensionless variables. This is
done in order to decouple the geometric behavior of the system from the topological
behavior of the system. The decoupling is accomplished by assuming that the
variable, U, in Eq. (13) represents the system-averaged energy per cell (or grain)

boundary face and is a function of the average cell (or grain) size. The variable, U,
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contains most of the geometry of the system since it represents the absolute lengths
(area) of both the free surface and cell boundaries. Since the cell boundary faces
(edges in 2-dimensions) are much larger than atomic dimensions, U is very large

compared to the entropy term in Eq. (13) and is identified as the driving force for

densification. We set U =1 in our calculations since we can not handle the interaction
of geometry with topology in the PPM.

The pair bond coefficients in the energy summation describe the energies of
the different types of pairs relative to the yl pair energy. The choice of the y1 pair
energy as the reference level is arbitrary but the ratios of the other pair energies to the
yl pair energy.is important in determining the probabilities of occurrence for each
[ type of pair configuration. The most important coefficient is R31 which is the ratio of
{ the y3 pair energy to the yl pair energy. The y3 configuration represents a free
surface whereas the y1 configuration represents a cell boundary. This ratio therefore
f‘ affects the y3 state variable in the partially dense system. A value of 1.5 for R31 was
| used in the base calculations for Model-V and corresponds to a dihedrial angle of 140°
; We can also crudely model the cell (grain) size distribution by assigning values to the
E other puir energy coefficients. This is accomplished by using Tanemura’s assumption
[: that the pair lengths in the dual lattice correspond to the lengths of the cell (grain)
i boundaries in the real network. The assumption is valid when the dual representation
of the real cellular structure can be placed on the CVM lattice without excessive
t distortion of the dual representation. Although the topological description of the
cellular structure remains invariant under distortion, the geometric (energy)
description of the structure changes with distortion. “Therefore, Tanemura’s
assumption is most a~nlicable to structures with very narrow cell (grain) size

distributions but as the size diswaibution broadens, larger distortions of the dual
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representation will be required to fit the dual representation onto the CVM lattice and
his assumption will not be applicable to these broadened structures.

The "chemical potential,” CHM, of the Model-V system is identified as an
undetermined multiplier that sets the number density of cells in the system. This is
accomplished by adding to Eq. (13) the term, (CHM)(x1) to form the grand potential
of the system. THM is determined by the partial derivative of the grand potential with
rcsp;:c_t to the cell number density, xi, and is given in Eq. (14) below:

S e | K

yl e P!

do
CHM=-m=ln

4.2 E-V Results and Discussion

The equilibrium state variables are determined by the natural iteration method
discussed in the previous chapter. The source listing of ERNIE-V that performs the
NIM for Model-V is presented in Appendix A.

Figure 10 show; the equilibrium CCD at 3 different densities. The CCD for
the fully dense network (x1=1.0) is the same as the CCD calculated in Model-0. The
CCD:s for partially dense networks show a shift in the most probable coordination
from 6 in the fully dense case to 5 in the partially dense case. The shift is caused by
voids that have a coordination of 4 or more. The 3 coordinated void does not reduce
the coordination of the three adjacent grains but the 4 coordinated void rc'duces the
coordination of 2 of the adjacent cells by 1. The sccom-i central moment of the CCD,
U, decreases in the partially dense systems,

Figure 11 shows the effect of R21 and R31 on the equilibrium CCD for the
fully dense network (x1=1.0) and the partially dense network (x1=0.8). R21 is the
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Figure 10.  Effect of the input variable, CHM, on the Model-V calculated
stationary CCD. The reference calculation used CHM = 100 which

produced a stationary cell number density of 0.997 (solid line).
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Figure 11.  Effect of the input variables R21 and R31 on the Model-V calculated
statonary CCD. R21 is the ratio of the second nearest neighbor
interaction to ‘thc nearest neighbor interaction on the CVM lattice. R31

"is the ratio of the free surface interaction to the cell bou dary

interaction on the CVM lattice.
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ratio of the y2 bond energy to the yl bond energy and is identical to Tanemura’s

approach. As noted previously, the equilibrium CCD is sharper for values of R21
greater than 1.0; Fig. 11 shows this behavior. R31 is the ratio o.f the y3 bond energy
(free surféce) to the y1 bond energy (cell boundary). The R31 ratio has no effect on
the CCD for the fully dense case since there is no free surface. In the partially dense
systems, increasing the value of R31 shifts the CCD slightly toward the fully dense
CCD. This behavior is reasonable since values of R31 greater than 1 give more
weightto the x1 (cell or grain) and y2 (cell boundary) state variables than to the y3 .
(free surface) state variable. This moves the system in the direction of the fully dense

case and therefore shifts the CCD toward the fully dense distribution.

4.3 F-V Description

The path variables for Model-V are shown in Table 7. There are 16 3-point
path variables and 14 2-point path variables. Table 7 shows only the forward path
variables since the reverse path variables change only the order of the state variables
in time. Figure 12 shows the relation of the 7 state variables and 8 path variables,
The state variables are enclosed in circles and the arrows linking the state variables
represent the path variables. The horizontal links between the state variables represent
the T1 path variables and the vertical links indicate the path variables that correspond
to the densification step. The numbers in parentheses indicate the degeneracy of the
path variable. Table 8 lists the coefficients for the subcluster reduction relations for
the path variables and have the same form as the state variable reduction relations in
Eq. (12). Table 9 lists the coefficients, Gij, for the state-path equations which have the
form given below:

Az; = @i SZ; , (15)



Table 7. Felix-V 3-point path variables
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Path Degeneracy | Process Dual Representation
Variable . t t+At
. 212 3 N.E A A
234 6 F.S.E ./ o /l' o
. i
256 3 F.S.E o o olo
213 3 V.F A / °
N4
224 6 V.F ! )
°
/! !
246 6 V.F ' o 0lo
° o
257 3 V.F o o o o
NOTES:

N.E. Neighbor Exchange
F.S.E. Free Surface Elimination

V.F. Void Formaticn
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Figure 12. Relation of state variables to path variables
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Table 8. Felix-V reduction relations for path variables

212 pACY ) Z256 213 224 235 Z46 257

Y12
Y34
Y56
Y13
Y24
Y35

Y46

X12

(1)

(2)
(1)
(2)
(2)
(2)
(2)

(1)

NOTE:

The coefficients shown in the table are used in the same manner as the state

variable reduction relations shown in Table 6 and Eq. (12). For example,

the reduction relations for the Y35 and Y53 path variables are given below:

Y35 =235+1257 ,
YS53=253+275 .
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Table 9. Felix-V state-path equations

- 8212 8234 SZ56 SZ13 SZ224 Sz35 SZ46 Sz57

Azl -3 ' -3

Az2 1 -2

Az3 -2 ) 1 -2

Az4 1 1 -1

Az5 -1 2 -1
Az6 1 2

Az7 3

NOTE: ,
The coefficients shown in the table are used with Eq. (15) to obtain the
state-path equations. For example, the state-path equation for the z2 state
variable is given below:
Az2 = 22(t+At) - 22(t) = SZ12 - 257224
where SZ12 = 212 - Z21, etc.




57

where SZ; is the difference between the forward and reverse path variable. Table 10

lists the TO state-path reduction relations. The TO process is the null process where
the state variable remains unchanged during At.

The F-V calculations required two input variables to describe the process rates.
The first rate variable, RT21 was the ratio of the neighbor exchange rate to the
densification rate. This variable controlled the rate of densification with respect to
neighbor exchanges. The calculations used a dimensionless time variable that was
normalized to the T1 process rate. The second rate variable, CHM, was the ratio of
the void elimination rate to the void production rate. This ratio is similar to the
variable CHM in the CVM calculation since this ratio controlls the final density of the
system.

An additional complication of F-V over the F-0 calculation was that an inner
iteration was required during the calculation of the path variables. The inner loop is
typical of multi-variable PPM treatments and was required to simultaneously solve for
the 3-point path variables and the subcluster path variables. It was used to maintain
coherency between the cluster and subcluster path variables. The inner loop did not
significantly add to the computational burden after-the first few time steps since the
small time steps used in the calculation kept the cluster and subcluster path variables
coherent during the remainder of the calculation. The source listing of FELIX-V

which performs the PPM calculation for Model-V is shown in Appendix A.
4.4 F-V Results and Discussion

Figure 13 shows the behavior of the point state variable, x1, for two different
initial structures. The state variable, x1, is the probability of occurrence of a cell

(grain) on the CVM lattice and represents the cell number density. If we assume that
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Table 10. Felix-V Reduction relations for the TOQ process

z12 234 Z56 zZ1l3 Z24 Z35 Z46 257
z1il zl -3 -3
222 z2 -1 -2
233 z3 -2 -1% -2%
z44 z4 -1* -1% -1
Z55 z5 -1 ~-2% -1
266 z6 -1% ~2%
z217 27 -3%
Y11 vl -1 -2 -2 -2 -2
Y22 |y2 | -1* -2
¥33 |y3 -1 -1%  =1x  -1#  -1x -1
Y44 |y4 -1% -1% -1
Y55 |y5 -1 -2% -2%
Y66 |y6 ~1% ' -2%
X111 x1 . -1 -2 -2 -2 -1
xX22 |[x2 Lo=lk 2% 22k .2% o1k
NOTES:

* Denotes coefficient for the reverse process, i.e. Z21 instead of Z12

# Denotes coefficient for both the forward and reverse process.
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Figure 13. Model-V calculated cell number density, x1, as a function of time for
two initially different structures. The reference calculation is shown by
the solid line and the structure with an initial cell number density of

0.75 is shown by the dashed line.
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the cells (grains) and voids have roughly the same size, then x1 also represents the

density of the structure. The time axis is in dimensionless units normalized to the T1
process rate, The ratio of the cell elimination to T1 process rate, RT21, is set to 1.0
for both calculations. Both calculations used a CHM=100 resulting in a nearly fully
dense system (x1=0.997). Three-point state variables were specified such that initial
structure densities of 0.6 and 0.75 were provided to the calculations. The base case is
shown by the solid line and starts with an initial density of 0.6 while the dashed line
shows the behavior of the structure that has an initial density of 0.75.

Figure 14 shows the CCD for the base case at three points along its evolution
path. The initial CCD at t=0.0 and x1=0.6 shows a peak at coordination 5 and has a
CCD u of 1.99. The CCD at t=1.0 and x1=0.84 still exhibits a coordination peak at §
but is very close to the equilibium CCD shown at t=5.0 and x1=0,997. The
coordination peak at 5 was explained in a previous section and the broadening of the
CCD is in keeping with the results obtained with the F-0 calculations. The significant
featare in Fig. 14 is the very similar CCDs for the t=1.0 and t=5.0 structures. The
CCDs are so close that the differencss are completely swamped by the statistical
uncertainties of available experimental data sets but these structures are characterized
by number densities of 0.84 and 0.997 which can be easily determined.

Figure 15 shows the behavior of the CCD . for the structures shown in Fig, 13,
The CCD y for both structures develop to their stationary values and are essentially
indistinguishable by t=2.0.

Figure 16 shows the void coordination distributdon (VCD) for the base
calculation at t=0.0, 3.0, and 10.0. The VCD is calculated from the state variables in a
manner similar to the calculation of the CCD described in the previous chapter.” The

VCD evolves to an equilibrium distribution indicated by the t=10.0 curve in Fig. 16.
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Figure 14.  Model-V calculated development of the CCD toward the stationary
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Figure 16.  Development of the Void Coordination Distribution (VCD) toward a

stationary distribution (solid line).
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The initial VCD starts as a broad distribution peaked at coordination 3 but narrows its

distribution at t=1.0 before developing the equilibrium distribution with a coordination
peak at 4 and VCD H of 3.69 at t=10.0. The VCDs shown in Fig. 16 are normalized to
1.0 and does not show the effect of densification on the deasity of the voids. Figure
17 shows the \}oid density for the base case at t=0.0, 1.0 (x1=0.85), and 2.0 (x1=0.95).
The void density distribution shown in Fig. 17 is obtained by multiplying the VCD by
the \}_o_id number density, x2. The void density distribution is the probability of
finding an n-coordinated void in cellular structure whereas the VCD describes the
relative frequency of an n-coordinated void with respect to the void population only.
Figure 17 has 2 important implications. First, during the majority of the densification
process, the VCD is peaked at 3 coordinated voids and does not reach a stationary
distribution until well after the system has reached its stationary state. This indicates
that different measures of structure such as density, the CCD, or the VCD develop to
their respective stationary states with different characteristic times. Second, the decay
of the void density distribution shown in Fig. 17 implies that the void distribution is a
useful measure of partially dense structures but as the structure approaches full
density, the void distribution becomes morc. difficult to experimentally determine due
to the low probabilities of occurrence of the voids.

Figure 18 shows the behavilor of the normalized system entropy (Sk), chemical
potential (BMU), and grand potential (BGP) for the base calculation (initial density =
0.6, CHM=100). Figure 18 indicates that the entropy attains its stationary value early
in the densification process and that the grand potential is-dominated by the chemical
potential as the structure approaches full density.

Figure 19 shows the state trajectories of several structures projected cnto the

z1-x1 plane. The state space for Model-V has 7 dimensions (corresponding to the 7 3-
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Figure 17. Model-V calculated Void Density Distribution (VDD) for the same
times as in Figure 16. The decay of the VDD indicates increasing

density of the structure.
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Figure 18.  Behavior of the dimensionless structural entopy (S/k), "chemical
potential" (BCHM), and "grand potential” (BGP). The entropy and

chemical potential are given by Eqs. (1) and (14), respectively.




67

0.5

0.4

y4|

0.‘

0.0 : ' '
0.4 0.8 1.0

0.8
Cell Density, xI

Figure 19.  State mrajectories of several structures with different initial conditions
projected onto the zl-x1 plane. Although initial structures may be

different, all structures develop to the same stationary point (circle).
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pbint cluster variables used in'Model-V) so the projection of these trajectories onto the
z1-x1 plane rt.:sults in a loss of information. The solid line in Fig. 19 indicates the
stationary value of the zl state variable as a function of density (x1). The 5
_ trajectories shown in Fig. 19 start at 3 different initial densities but approach a
common stationary point at a density of 0.997 which is determined by the value of
CHEM prov;ded to the calculation. This behavior is consistent with the E-V
calculations and the results of the Model-0O calculations. The significant feature
illustrated by Fig. 19 is that structures with the same initial density evolve along
distinct paths. This also shows that the structure density is not sufficient in

characterizing structure.




CHAPTER 5
MODEL-VI

" Model-VI is a three-point approximation of the single phase problem that
incorporates both the T1 and T2 processes. The CVM analysis is essentially the same
as the second model presented in Kikuchi’s.soap froth paper. 3 The model represents
a fully dense structure but allows for the elimination of a cell via the T2 process and
can therefore be interpreted as following the initial stages of grain growth. As
mentioned previously, the PPM calculations do not directly address the geometric
evolution of the structure, so thp experimental grain growth exponent presented in
Chapter 2 cannot be verified by this calculation. The PPM calculations of Model-VI
should be interpreted z;s the initial behavior of the structure prior to the onset of

normal grain growth where the CCD is stable.
5.1 E-VI Description and Resulis

The model.-contains 13 triangle variables but topological restrictions in dual
space reduce this set to & variables. The thirteenth variable (Kikuchi's model
contained only 12 variables) was required to allow for ali possible T1 processes on the
dual network but this variable was found to be of second order in time in the PPM
formulation and was therefore neglected in both the. CVM and PPM calculations.

Table 11 lists the 12 3-point state variables along with their degeneracies and indicate




Table 11. Ernie-VI 3-point state variables

State Degeneracy Dual
Variable Representation
zl 1 A
z2 3 A
z3 6 ‘/: o
z4 6 As)
25 12 /;\ (6)
/{ P (6)
4
27 3 0 : o
z8 12 0 :\Q (6)
' ’
o] i 2 (6)
zA 12 c/: é (6)
N o
!
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the variables that are equivalent. The first 2 3-point state variables are identical to the

3-point state variables used in Modz1-0 and the additional 3-point variables result from
the incorporation of the 2 additional point state variables discussed below. Table 12
lists the subcluster state variables and Table 13 lists the reduction relations for the
point and pair variables. Although the model is still single phase (i.e. fully dense), we

now have three point variables because of the incorporation of the T2 process into our

r model.

represent a cell that was eliminated by a T2 process. Figure 20 presents the élual

The two additional point variables are required for the T2 process and

representation of a T2 process followed by a T1 process and show the three 1-point
state variables. The two additional point variables should be interpreted as "not-cells"
instead of voids as was done in Model-V since Model-V1 is single phase. The not-cell
.rcprescnts an unoccupied lattice point in the dual lattice and represents the elimination
of a cell via a T2 process. The not-cell is distinct from the void cell in Model-V in
that the void cell represented a "hole" in the real structure while the not-cell represénts
a "vacancy" in the dual lattice. The densification process in Model-V was
accomplished by r‘cplacing the void with a cell while the "growth" process in Model-
V1 represents a cell elimination.

P Model-VI used the natural iteration method (NIM) described in Chapter 3 and
| essentially followed the Model-V calculational procedure. The source listing for
ERNIE-VI is presented in Appendix B. The bond energies for the 2-point state
P variables were all set to the same small value for the calculatons described below.
This was done to keep the “calculations purely topological in character since the

Tanemura assumption underlying bond energy assignment was very restrictive.




Table 12. Ernie-VI subcluster state variables

State Degeneracy| Dual State |Degeneracy| Dual
Var. Rep. Var. Rep.
yl 1 *~———e y2 1 o | o
y3 2 e o© y4 2 )
ySa 2 * 1 ¥ y5b 2 o g
y-6 4 o g y7 2 —0-
y8 1 o} 0 y9 4 o #
vA 4 gig
x1 1 L x2 1
x3a 2 Y o x3b 1 ]
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Table 13. Reduction relations for Emie-V1I state variables

z1 22 23 =24 z5 =27 z8 zA

Tyt (M j1 2 2 2 4

y2 (1) 1

y3  (2) 1 1 2

vd  (2) 1

y5a (2) 2

y5b (2) 1 1 2
y6 (4) 1

y7 (2) 1 1 1 2
y8 (1) o1

yd (4) ‘ 1

yA  (4) 1
x1 (1) | 1 3 4 4 8 1 4 4
x2 (1) 2 2 4

x3a (2) 1 1 . 1 2
x3b (1) . 2 2 4

NOTE:

; The coefficients shown in the table are used in the same manner as the Model-

V coefficients shown in Table 6.
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Figure 20. Illustration of the T1 and T2 process and the point state
variables used in Model-VI




75
Model-VI also required a “"chemical potential" to set the equilibrium cell
number density. The “chemical potential" for Model-VI is shown without the bond

energy adjustments in Eq. (16) below:
1.5

= B

The "grand potential" for the Model-VI system was formed and several
calculations were performed with different CHM values in order to find the systé:m
with the maximum entropy. ‘Thc maximum entropy system was identified as the
equilibrium state for the Model-VI system. Figure 21 presents the entropy as a
function of the cell number density (with respect to the CVM lattice), x1. The curve
shown in Fig. 21 is the locus of points representing the maximum entropy given a
value of xI. The maximum of these points is then taken as the stationary state of the
system and is located at a cell number density of 0.86.

The CCD produced by the CVM calculation of Model-VI (solid line) is
presented in Fig. 22 along w:ith the Model-0 CCD (broken line). The CCDs from the
two models are very similar and indicate that the T2 process does not greatly affect the
CCD. This differs from the results of Kikuchi in which ixc found that the CCD of his
model 2 was more sharply peaked at coordination 6. This difference is due to a

counting error that Kikuchi made in the CCD generation from the state variables,
5.2 F-VI Description

The 3-point path variables are listed in Table 14. There are 30 3-point path
variables but only 18 are distinct. The Z7D path variable (and its reverse variable,

ZD7) is second order in time and was neglected reducing the number of distinct 3-
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Figure 21. Model-VI CVM calculated (ERNIE-VI) entropy as a function of cell
density, x1.
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point path variables to 16. Figure 23 shows the relation of the 9 state variables and 18
path variables. The horizontal links between the state variables enclosed by circles
represent the T1 path variables and the vertical links represent the T2 path variables.
The direction of the vertical links indicate cell elimination (downward direction) or
cell creation (upward direction). The numbers in parentheses indicate the degeneracy
of the path variable. Table 15 lists the subcluster reduction relations for the path
variaial_cs and Table 16 lists the state-path equations. Table 17 list the TO state-path
reduction relations used to eliminate the TO path variables.

The F-VI calculations used a dimensionless time variable that was normalized
to the T1 rate process. The ratio of the forward T2 rate (cell elimination) to the T1
rate and the ratio of the reverse T2 rate (cell creation) to the forward T2 rate was
provided as input to the calculations. The reverse T2 rate represents the creation of a
three-sided cell and is included in the calculation since it is a valid process although
unlikely in reality. As in Model-V, the first ratio behaved as a scaling factor for the
dimensionless time variable and the second ratio set the equilibrium cell number

density. The listing for FELIX-VI is presented in Appendix B.

5.3 F-VI Results

Figure 24 shows the behavior of the cell number density for several initial
configurations and is similar to Figs. 6 and 13 for Models -0 and -V, respectively, The
significant feature in Fig. 24 is that initially different structures develop to a common
stationary state.

Figure 25 shows the evolution of the CCD at t=0.0, 0.1, 0.3, and 50.0 for the
path depicted by the solid line in Fig. 24. The development of the CCD shown in the




Figure 23. Relation of the state and path variables for Mode-VI




Table 15. Reduction relations for Felix-VI path variables.

z12 234 235 278 2Z8A 223 237 258
Y12 (1) 1

¥35a (2) 1

¥35b (2) 1 1 2

Y37 (2) 1 1 2

Y46 (4) 1

Y47 {2) 1

Y89 (4) 1

YOA (8) 1

Y13 (2) 1 1 2
Y24 (2)

Y13  (2) . 11 2
Y24 (2) 1

Y48 (2) | 1
Y69 (4) . : 1
X23a (2) 1 1 1 2

X23b (1) 2 2 4

X12 (1) 2. 2 4
NOTE:

The coefficients shown in the table are used in the same manner as

the Model-V path reduction coefficients shown in Table 8.




Table 16. Felix-VI State-Path Equations

SZ12 SZ34 8Sz35 Sz78 SZ8A S223 Sz37 S258

Azl -3
Az2 | 1 -2
Az3 -1 -2 1 -1
Az4 1

"Az5 | . 1 -1
Az7 -4 2

Az8 1 -2 1

AzA 2

NOTE:

The coefficients shown in the table are used in the same manner as the

Model-V state-path coefficients shown in Table 9.




Table 17. Felix-VI Reduction Relations for the TO Process

z12 235 278 28A 223 237 258
z11 | z1 | -3
722 | z2 | -1* -2
z33 | 23 -3 -1 =2  -1% -1
z44 | z4 ~1%  -1% =2
255 | 25 -1% -1
277 | 27 -4 -2%
z88 | 28 -1*x -2 -1%
ZAA | za -2
vi1 | y1 | -1 -2 -2 -4
¥33 | y3 -3 =3 =6 =1k 1% 2%
Y55 | y5 -1%  ~1x  -2%
717 | y7 —2%  -2%x 4%
x11 | x1 -2 -2 -4
x22 | x2 -6 =6 =12 =2% 2% 2%
x33 | x3 -2% 2% 4%

NOTE:

An asterisk following the coefficient denotes the reverse path

variable, i.e. Z21 instead of Z12. For example, the path reduction

relation for the Z22 path variable is given below:

222 =22-721-27223 ,
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figure is similar to the behavior of Models -0 and -V shown in Figs. 7 and 14,
respectively.

Figure 26 presents the state tréjectories of several structures projected onto the
x2-x1 plane._ Model-VI describes an 7-dimensional state space and projection onto a
2-dimensional space necessarily compresses some of the trajectory information. The
important fe;uure of Fig. 26 is the convergence of the different structures to a common
stationary point indicated by the circle in the figure. Figure 26 is similar to Fig. 19 for
Model-V. The difference between Fig. 26 and Fig. 19 is in the determination of the
cell number density in both models. In Model-V, the cell {or grain) number density
can be directly measured by counting the number of cells (grains) and the number of
voids. In Model-VI however, the cell density, x1 represents the occupation density of

the dual representation on the CVM lattice and cannot be easily determined by

experimental methods.
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State trajectories of several structures with different initial conditions
projected onto the x2-x1 plane. The trajectories show that structures

evolve along distinct paths but develop to a common stationary state

(circle).




@

®

' CHAPTER 6

; SUMMARY

L

: This chapter summarizes the results of the CVYM and PPM calculations

presented in this work. The results of the calculations are compared with available

f-. experimental data and the implications of these results to ceramic processing are
briefly discussed.

; Figure 27 presents the CCDs calculated by the CVM and the Monte Carlo

:. simulations of the Exxon group. These distributions are compared to the experimental
data set of Aboav on soap froths and to data gathered from an alumina microstructure.

; As discussed previously, both of the calculated CCDs are in reasonable agreement

f‘ with the data, Both data sets have a sharper peak at coordination 6 than that exhibited
by the calculations. In the case of the CVM calculations, the CCD can be sharpcn;:d

by assigning different bond energies to the 2-point state variables but the CVM

,. calculations do not produce CCDs wit}} a maximum at coordination 5, as indicated by
the Exxon simulations and the alumina data. The agreement between the Exxon and
the CVM result is interesting since this agreement indicates that boundary energy may

not be the determining factor in the shape of the stationary CCD. The Exxon
simulations are performed on the real space structure and incorporate the effect of
boundary energies on the structure. Since the simulation is on the real structure, the

topological restrictions of space filling are avtomatically satisfied by the simulations.




s o

T TR TS

89

0.3} °
e
/‘\\ A
- /
o * .
c 0.2 A Alumina
=
o o Soap Froth
L.
g.!
n.ul )

8 7 8 g 10 1 12
Caell Coordination

Figure 27.  Comparison of the CVM calculated CCD (solid line) to computer

simulations (dashed lines) and experimental data.
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The CVM calculations use only topological information about the structure but predict
a stationary CCD in good agreement with the simulations.

Figure 28 shows a comparison of the CVM calculated void coordination
distribution to the VCD obtained from an alumina microstructure. The agreement
shown in the figure may be misleading since the data sample is v;ary small (less than
100 voids) and subject to large statistical uncertainties. Furthermore, the size of the
voids are smaller than the grains which invalidates the assumption that void and grain
sizes are roughly equal. This should result in a higher void to cell ratio which is
exhibited by the alumina structure.

Since this work takes a novel approach to the evolution of cellular structures,
the lack of existing direct experimental confirmation is not surprising. The
comparison to real structures is further complicated by the inability of the present
models to predict the grain size distribution which is the usual format for the
description of cellular structures. In addition, it is extremely difficult to prepare an
experiment that could directly show the broadening of the CCD prior to grain growth
in a fully dense system. 38 The difficulty is due the rapid development of the CCD
which is usually completed before the system is fully dense. Experiments with soap
froths can be inidalized in the fully dense state and with a narrow CCD and Aboav’s
analysis of Smith’s soap froths does show that the CCD broadens with time. 23 The
growth of the soap bubbles (and the reduction of the number of bubbles) terminated
the experiment before a stationary CCD was attained. This result is not predicted by
the PPM calculations since the calculations indicate that the development of the
stationary CCD is very rapid. The reason for this discrepancy is due to the inability of
the present models to handle the changing geometry of the cellular structure. Since

the CVM and PPM calculations use only the topological informaton of the structure,
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the implicit assumption is that the geometry does not change. In the soap froth, the
bubbles grow rapidly and therefor change the geometry of the system.

Ceramic particulate systems do not show rapid grain growth until the final
stages of sintering so these systems may be more appropriate for comparison to the
PPM calculations. Since Model-V models densification, we should be able to
compare the’PP'M calculations to real systems. The most direct comparison would be
the behavior of the CCD with time and the ratio of the void density to cell density.
Both comparisons must make assumptions on the size of the voids and cells so the
comparison with experiment is pr;)bably valid for only a narrow range of densities and
is not justified in light of these assumptions.

The critical limitation of this work that prevents direct comparison to real
systems is the inability of the CVM/PPM formulation to describe the geometric
evolution of the cellular structure. As discussed previously, this is a result of
describing a random cellular structure by a method that requires a lattice stucture.
The lattice structure required by the CVM/PPM imposes nonuniform deformations on
the random cellular structure which results in the loss of information on the actual
geometry of the system. Unfortunately, the continuum formulation of the CVM/PPM
which would allow the direct description of a random cellular structure does not exist.
In spite of this limitation, this work does have implications to ceramic processing and
are summarized below.

First, the CVM/PPM calculations indicate a stationary CCD which is in

agreement with the existing body of knowledge discussed in Chapter 2. In addition,

the PPM calculations are consistent with the CVM results.
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Second, the PPM calculations show that structures develop along unique paths
and depend on the initial structure. All .structures asymptotically approach the

common statioﬁary state described by the CVM resullts.
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APPENDIX A
MODEL-V SOURCE LISTINGS

This apbendix contains the FORTRAN source code lis;tings for the model-V
calculationsl Listing 1 shows the code for the model-V CVM calculation, ERNIE-V.
Listing 2 shows the code for the model-V PPM calculation, FELIX-V. Both programs
call GCNSF, shown in listing 3 to calculate the CCD from the state variables. Listing
4 shows subroutine where the VCD is calculated. The programs were compilied with
the Microsoft FORTRAN v4.01 compiler using the /FPi87 option and the code was
edited with Solution Systems’ BRIEF v2.0 editor.
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Listing 1. ERNIE-V

PROGRAM ERNIEV
c
C ERNIE~V IS THE 3 POINT CVM CALCULATION WITH SECOND PHASE
c
IMPLICIT INTEGER*2 {(I)
IMPLICIT DOUBLE PRECISION (B,D,F,H,Q,T,X,¥,2)
CHARACTER*3 MTHS), MTHE
COMMON /STATE/ Z1,22,23,24,25,26,27,Y1,Y2,Y¥3,Y4,Y5,¥6,X1,X2
COMMON /COORD/ GCN{13),GNTOT,GCNAVE, GCNVAR, GCNCTOT
COMMON /VCORD/ VCN(10),VCNTOT
COMMUN /THERM/ TEMP, SK, BE,BEN, BMU, BPV, BE1,BE2, BE3, XNPG, X1IN
COMMON /TMARK/ ISH,ISM,ISS,ISF,ISY,ISN,ISD,MTHS,
+ IEH, IEM, IES, IEF, IEY, IEN, IED, MTHE, IDM, IDH, ELS
CHARACTER*60 ATITLE
CHARACTER*20 FIN,FOUT
CHARACTER*2. FF /’'\£'C/
XSQ(X,Y) = (X~-Y)*(X~-Y)
BOLT2K = 1.380662E-16
PI = 3.141592654
Al6 = 1,0/6.0
Al3 =~ 1.0/3.0
XGROW = 1.0
ALAREA =~ 1.0E-19
XDELTA = 999,959
IEND = 0
IPRT = 0
WRITE (*,2000)
READ (*,2002) FIN
WRITE(*,2001)
READ (*,2002) FOUT
.OPEN (9, FILE=FIN)
OPEN (1.0, FILE=FOUT, STATUS=' NEW')
CALL TIMARK(0)
ICOUNT = 0
READ (9, *) ATITLE
READ (9, *) MAXSTERS,IPRINT,EPS
READ (9, *) TEMR,E1l,R21,R21,GSIZE,CHM
READ (9, *) 2P1,2P2,223,2P4,2P5,2P6,2P7
IF ((EPS .GT. 0.1) .OR. (EPS .LT. 1.0E~10)) EPS = 1.0E-7
IF ( CHM .EQ. 0.0 ) CHM = 1.0
CHM2 = CHM*CHM
ZNORM = ZP1l + 3,0%(ZP2 + 2P3 + 2.0*2P4 + ZP5 + 2P6) + 2P7
ZN = 1.0/ZNORM
2P1 = 2N*2P1
ZP2 = ZN*2P2
ZP3 = 2N*ZP3




2r4
ZP5
ZP6
Zp1
YP1
YP2
YP3
YP4
YP5
YP6
XPl
-Xp2
BETA

ZN*ZP4
ZN*ZP5

ZN*2ZP6

ZN*ZP7

ZP1 + ZP3 + 2.0*(ZP2 + 2P4)

zp2 ,

ZP3 + 2P4 + 2ZPS + 2P6

2p4

ZPS + ZP7

2p6

ZP1 + 3.0*%*2P2 + 2,0*ZP3 + 4.0*2ZP4 + ZPS + ZP6
ZP3 + 2P7 + 2.0*(ZP4 + 2P5 + ZP6)

= 1,0/ (BOLTZK*TEMP)

BEl = BETA*E1*0,5
BE2 = BETA*E1*(Q,5*R21
BE3' = BETA*E1*(.5*R31

X1IN = XP1
XNPG = PI*GSIZE*GSIZE/ (3.0*ALAREA)-
X1l = XP1l
X2 = Xp2
Yl = YP1
Y2 = YP2
Y3 = YPy
Y4 = YP4
Y5 = YPS
Y6 = YP6
Z1 = 2P}
22 = 2P2
23 = Zp3
Z4 = 2P4
25 = ZP5S
"% = ZP6
2 = ZP7
CALL CALCTH
CALL GCNVF
CALL VCNV
IPAGE = 1

WRITE(10,1000) FF,ATITLE

WRITE (10,1001) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE(10,2010) FIN :
WRITE(10,1002) MAXSTEP5,-TEMP,BEl

WRITE(19,1003) IPRINT,CHM,El

WRITE(10,1004) EPS,R21,GSIZE

WRITE(10,100S5) R31,XNPG

WRITE(10,1010) ICOUNT,YP1,GCN(1),XDELTA,VCN(3),YP2,

+ + 4+ +

GCN (2)-, BFN, VCN(4) , YP3,GCN(3) , SK, VCN (5) , Yp4,
GCN (4) ,BE, VCN(6) , YPS, GCN(5) , BMU, VCN (7) , YP6,
GCN(6) , BV, VCN(8),GCN (7) , GNTOT, VCN (9) , 2p1,
GCN (8) , GCNAVE, VCN(10), 2P2, GCN (9) , GCNVAR, ZP3,

99




100

+ GCN (10) , GCNCTOT, 2P4,GCN (11) ,VCN (1), ZP5,
+ GCN(12),VCN(2) ,XP1,2P6,GCN(13) , VCNTOT, XP2,2P7
ICOUNT = 1
99 ‘CONTINUE
X16 = 0.0
X26 = 0.0
[ IF(XP1 .GT. 0.0) X16 = XP1**Al6
‘ IF(XP2 .GT. 0.0) X26 = XP2**Al6
Ll

SR A “‘:'”'"i'r‘f"""r's

X171 = X16*X16
IF(XP1 .GT. 0.0) THEN
Z1 = YP1*DSQRT (YP1/XP1)
g Z2 = YP1*DSQRT(YP2/XP1)
f ELSE
Z1 = 0.0
| z2 = 0.0
s ENDIF
® IF (X26 .GT. 0.0) THEN
23 = YP3*DSQRT(YP1l)/(X13*X26)
24 = DSQRT (YP1*YP3*YP4) / (X13*X26)
z5
26
27
ELSE
z3
Z4
25
Z6
27
r. ENDIF
} - Z1 = Z1*EXP(—~(1.5*BEl) ) *CHM2*CHM

YP3*DSQRT (YPS5) / (X16*X26*X26)
YP3*DSQRT (YP6) / (X16*X26*X26)
YPS*DSQRT (YP5/XP2)

OO0 OO OoO
e o o o o
OO0 00O

22 = 22*EXP (-0.5*(2.0*BE1+BE2) ) *CHM2*CHM
23 = Z3I*EXP (~0,5* (BE1+2,0*BE3) ) *CHM2

24 = Z4*EXP (~0.5* (BE1+BE2+BE3) ) *CHM2

: 25 = ZS*EXP (-BE3) *CHM

26 = LE*EXP (-0,5*% (BE2+2.0*BE3) ) *CHM

: ZNORM = 21 + 3,.0%(22+23+2.0%24+25+26) + 27
| ZN = 1.0/ZNORM

; 21 = 2N*Z1

% 22 = ZN*Z2

3 23
z4
25
26
27
Y1
Y2
Y3
Y4
Y5

ZN*23

ZN*24

ZN*25

ZN*Z6

ZN*27

21 + 23 + 2.0%(22 + 24)
Z2

23 + 24 + 25 + 26

24

25 + 27
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Y6 = 26
X1 = 21 + 3.0%22 + 2.0%23 + 4.0*24 + 25 + 26
X2 =23 + 27 + 2.0%(24 + 25 + 26)
XDELTA = XSQ(21,2P1) + X5Q(22,2P2) + XSQ(23,2P3)
+ + XSQ(24,2P4) + XSQ(25,2P5) + XSQ(2z6,2P6)
+ + XSQ(27,2P7)
IF ( (XDELTA.LE.EPS) .OR. (ICOUNT.GE.MAXSTEPS)) IEND =1
IPRT = MOD (ICOUNT, IPRINT)
IF((IEND .EQ. 1) .OR. (IPRT .EQ. 0)) THEN
CALL CALCTH
CALL GCNVF
CALL VCNV
IPAGE = IPAGE + 1
IF ( MOD(IPAGE,3) .EQ. 0) WRITE(10,1000) FF,ATITLE
WRITE(10,1010) ICOUNT,Y1,GCN(1l),XDELTA,VCN(3),Y2,
GCN(2) ,BFN, VCN (4) ,¥3,GCN(3),SK,VCN(5), Y4,
GCN(4) ,BE,VCN(6),¥5,GCN(5) ,BMU,VCN{7), Y6,
GCN (6) ,BPV,VCN (8),GCN(7) ,GNTOT,VCN(9},21,
GCN (8) ,GCNAVE,VCN (10) ,22,GCN (9) ,GCNVAR, 23,
GCN(10) ,GCNCTOT, 24,GCN(11),VCN(1),25,
GCN(12) ,VCN(2),%X1,26,GCN(13),VCNTOT, X2,27
IPAGE = IPAGE + 1
IF(IEND .EQ. 1) THEN
CALL TIMARK (1)
WRITE.(10,1099) IDH,IDM,ELS
GO TO 9999
ENDIF
ENDIF
ICOUNT = ICOUNT + 1
IF ( ICOUNT .LE. MAXSTEPS ) THEN

Ww.www—mw w,..wmmvﬂ -

+ 4+ 4+ + + +

XP1l = X1
XP2 = X2
YP1 = Y1
YP2 = Y2
YP3 = Y3
YP4 = Y4
YP5 = Y5
YP6 = Y6
ZPl = 21
2P2 = 22
ZP3 = 23
ZP4 = 24
ZP5 = 25
ZP6 = 26
z2P7 = 27
GO TO 99
! ENDIF

1000 FORMAT(A,/,T10,A60,//)
1001 FORMAT(T20,’ESF RUN STARTED ON ‘,I2.2,’:7,12.2,
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4 r:1,12.2,2%,12.2,A3,14)
1002 FORMAT(T1S,’MAXSTEPS =’/,15,T35,/TEMP =',0PF7.2,
+ 753,’E1/kT = ’,1PE12.3) )
1003 FORMAT(T15,’IPRINT =’,15,T35,/CHM =’/,0PF7.2,
+ T53,’El = /,1PE12.3)
1004 FORMAT(T15,’EPS =/ 1PE7.1,T35,/R21 =1/,
+ 0PF6.2,T53,'GSIZE = /,1PE12.3)

1005 FORMAT (T35,’R31 = ’,0PF6.2,T53,'XNPG = ’,1PE12.3,//)

1010 FORMAT(T10,’ N FREQUENCY’,T25,’/ ICOUNT =/, IS,

+T46,’ N VOID FREQ’,T61,1PE1ll.4,/,

+T10,’ 0 *,0PF9.6,T25,'DELTA =',1PE10.3,T46,

4+’ 3 ’,0PF9.6,T61,1PE11.4,/, .

+710,’ 1 ’,0PF9.6,T25,’F/kTN =’,1PE10.3,T46,

4+’ 4 ’,0PF9.6,T61,1PE11.4,/,

4+710,’ 2 ’,0PF9.6,T25,’S/k =/ ,1PE10.3,T46,

+ 5 ’,0PF9.6,T61,1PE11.4,/, .

+T10,’ 3 *,0PF9.6,T25,’E/KTN =’,1PE10.3,T46,

+' 6 ',0PF9.6,T61,1PE1l1.4,/,

+T10,’ 4 /,0PF9.6,T25, 'mu/kT =',1PE10.3,T46,

+¢ 7 *,0PF9,.6,761,1PE1l1.4,/,

+710,’ 5 ’,0PF9.6,T25,'pV/kT =',1PE10.3,T46,

+¢ 8 *,0PF9.6,T64,'Y" 2./,

+710,’ 6 ’,0PF9.6,T25,'G TOTAL =',0PF9.6,T46,

+’ 9 *,0PF9.6,T61,1PE1L1.4,/,

+T10,’ 7 *,0PF9.6,T25,'GCN AVE =’,0PF9.6,T46,

+10 ’,0PF9.6,T61,1PEL11.4,/,

+T10,’ 8 ’,0PFY.6,T25,/GCN VAR =',0PF9.6,

4+T61,1PE11.4,/,

+T10,’ 9 ’,0PF9.6,T25,’DEF CON. =’,0PF9.6,

+T61,1PE11.4,/,

+T710,710 *,0PF9,6,T25,’VCN RVE =',0PF9.6,T52,'% ',

+T61,1PE11.4,/, -

+710,’11 *,0PF9.6,T25,/VCN VAR =’ ,0PF9.6,T47,1PE1l.4,

+7€1,1PE11.4,/,

+710,712 ’,0PF9.6,T25,'VCN TOT =’ ,0PF9.6,T47,1PE1l.4,

+T61,1PE11.4,//) )

1099 FORMAT (T2, **x**xxxxx% Flapsed Time is ’,12.2,’ Ho
+urs 7,12.2,! Minutes ’,0PF5.2,’ Seconds, ***x¥xaik«/)

2000 FORMAT(T5,’ INPUT FILE NAME: 7,\)

2001 FORMAT (TS, OUTPUT FILE NAME: ’/,\)

2002 FORMAT (A20)

2010 FORMAT(T30,’INPUT FILE: ‘,A20,/)

9999 STOP 'ERNIE V FINISHED OK’

1

.
.
-
.

END
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Listing 2. FELIX-V

PROGRAM FSF

IS VERSION F OF FELIXV

IMPLICIT REAL*8 (S-Z)

IMPLICIT INTEGER*2 (I)

INTEGER*4 JCOUNT

CHARACTER*3 MTHS,MTHE

COMMON /STATE/ 2(7),Y(6),X(2)

COMMON /PATH/ YP13,YP31,Y¥YP35,YP53,XP12,XP21,
+SZ(8),2P (16)

COMMON /RATES/ DT,RT1,RT2F,RT2R,RT4F,RT4R
COMMON /RUNINF/ MAXTS, IPRINT, IPSW, IPGC, INMAX
COMMON /PRTIN/ JCOUNT, ICTIN, ICTINM

COMMON /STNORM/ IG(7)

COMMON /THERM/ TEMP,SK, BE,BFN, BCP,BPV,BE1,BE2,
+BE3, XNPG, X1IN

COMMON /GCORD/ GCN(13),GNTOT,GCNAVE, GCNVAR, GNCTOT
COMMON /VCORD/ VCN({10),VCNTOT

COMMON /TMARK/ ISH,ISM,ISS,ISF,ISY,ISN,ISD,MTHS,
+IEH, IEM, IES, IEF, IEY, IEN, IED, MTHE, IDM, IDH,ELS
DIMENSION SDELTA(7),FRAZ(7)

INMAX = 20

EPS = 0.00001

Fl6 =1.0/6.0

CALL FSSET

RT2F6 = RT2F**F1l6

RTI2R6 = RT2R**F16

RT2F3 = RT2F6*RT2F6

RT2R3 = RT2R6*RT2R6

JCOUNT = 0

CONTINUE

X16 = X(1)**Fl¢

X26 = X(2) **F16

X13 = X16*X16

X23 = X26*X26

2P(1) = 0.0
ZP(2) = RT1 * Z(2)
ZP(3) = 0.0
ZP(4) = RT4R * Z(4)
2P(5) = 0.0
2P (6) = RT4R * Z(6)
Z2p7 = 0.0
2D8 = 0.0
Z2D9 = 0.0
2D10 = 0.0
Z2D11 = 0.0
ZD12 = 0.0
zD13 = 0.0




|
|
®
|

S e e e @ e
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2D1

2D15

Z2D1
IF(

CIF(

Ir(

4

0.
0.
0.

(=2~ =]

6
Y(1) .GT. 0.0 ) THEN

ZP(1l) = RT1 * 2(1)*2(1)/¥(1)

Z2D7 = RT2F6 * Z(1)*X16 /Y(1)

ZD9 = RT2F3 * 2Z(2)*X13 /Y (1)

IF( Y(3) .GT. 0.0 )

. 2ZD11 = RT2F6 * Z(3).*X16/DSQRT (Y (1)*Y(3))
ZD13 = RT2F3 * 2Z(4)*X13 /Y(1)

ENDIF

Y(3) .GT. 0.0 ) THEN

ZP(3) = RT4F * Z(3)*2(3)/Y(3)
ZD8 = RT2R6 * Z(3)*X26 /Y(3)
2D10 = RT2R3 * Z(4)*X23 /Y(3)
2ZD14 = RT2R3 * Z(6)*X23 /Y(3)
ZD15 = RT2F6 * Z(5)*X16 /Y(3)
ENDIF

Y(5) .GT. 0.0 THEN

)
ZP(5) = RT4F * 2(5)*2(5)/Y(5)
ZD16 = RT2R6 * Z(7)*X26 /Y(S)
IF({ Y(3) .GT. 0.0 )

2D12 = RT2R6
ENDIF

ICTIN = 1

CONTINUE

XPF6 = 0.0

XPR6 = 0.0

IF( XP12 .NE. 0.0 ) XPF6 = 1,0/ (XP12**F16)
IF( XP21 .NE. 0.0 ) XPR6 = 1,0/ (XP21**F16)
TF136 = YP13*XPF6 '

TR316 = YP31*XPR6

TF133 = TF136*XPF6

TR313 = TR316*XPR6

TF356 = YP35*XPF6

TRS36 = YPS53*XPR6

ZP(7) = ZD7  * TF136

ZP(8) = 2D8  * TR316

ZP(9) = 2D9  * TF133

ZP(10) = 2D10 * TR313

ZP(11) = 2D11 * DSQRT(TF136*TF356)
2P (12) = ZD12 * DSQRT (TR316*TRS36)
ZP(13) = zD13 * TF133

ZP(14) = 2D14 * TR313

ZP(15) = ZD15 * TF356

ZP(16) = ZD16 * TRS36

YP13N = 2P(7) + 2P(9) + 2P(11l) + 2P (13)
YP31IN = 2ZP(8) + 2P(10) + 2P(12) + 2P(l})
YP3SN = ZP(11) + 2P(195)

* Z(5)*X26/DSQRT (Y (3) *Y(5))
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300

2

YP53N
XP12N
XP21N

XDELTA = XDIST(XP12N,XP12) + XDIST (XP21N,XP21)
YP13N

YP13

2P (12) + 2P (16)
ZP (7).+2* (2P (9) +2P (11) +2P (13) ) +2ZP (15)
ZP(8)+2* (2P (10) +2P (12) +2P (14) ) +zP (16)

YP31 = YP31IN

YP35 = YP35N
= YPS3N

YP53

XP12. = XP12N

i

Xp21

XP21N

IF ( (XDELTA.GT.EPS) .AND. (ICTIN.LT,INMAX)) THEN
ICTIN = ICTIN + 1
GO TO- 75

ENDIF

ICTINM = MAXO0 (ICTINM, ICTIN)

Do 300 J=1,8

S2(J) = 2P (2*J-1) - ZP(2*J)
SDELTA(1l) = 3.0*SZ(1)
SDELTA(2) = Sz (1)
SDELTA(3) = Sz (4)
SDELTA(4) = SZ(2)
SDELTA(5) = 2.0*SZ(6)
SDELTA(6) = Sz (3)
SDELTA(7) = 3.0*S52(8)
2(1) ='2(1) =~ DT *
2(2) = 2(2) + DT *
Z{3) = Z{3) + DT *
Z(4) = Z(4) + DT *
Z(5) = 2(5) + DT *
2(6) = 2(5) + DT *
2(7) = 2(7)» + DT *
2T0T = 0.0
po 1 1=1,7

-+

]

3.0%*SZ(4)
2.0*SZ(5)

2.0%52(2) - 2.0*Sz2(6)

+ Sz (5) -
- Sz (3) -
+

2.0*S2(7)

SDELTA(1)
SDELTA (2)
SDELTA(3)
SDELTA(4)
SDELTA(S)
SDELTA(6)
SDELTA(7)

2TOT = ZTOT + IG(I)*Z(I)
ZNORM = 1,0/2TOT
DO 2 I=1,7

Z(I) = ZNORM*Z(I)

IF ( 2(I)
+= 7, 2(I)
Y(1) = 2(1)
Y(2) = 2(2)
Y(3) = 2(3)
Y(4) = Z2(4)
Y(5) = 2(5)
Y(6) = 2(6)
X(1) = Y(1)
X(2) = Y(3)

+

+

+

+
+

2*2(2) + 2{3) + 2*z(4)

Z2(4) + 2(5) + 2(6)

z2(7)

Y(2) + ¥Y{(3) + Y(4)
Y(S) + Y(6)

Y(4) +

JCOUNT = JCOUNT + 1
ATIME = JCOUNT * DT

.LT. 0.0 ) WRITE(12,*)

SZ(7)
52(8)

2¢.1,")
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IF ((MOD(JCOUNT,IPRINT) .EQ. 0) .OR.
+ (JCOUNT .EQ. MAXTS)) CALL FSPRINT (ATIME)
IF ( JCOUNT .LT. MAXTS ) GO TO 50
CALL TIMARK (1)
WRITE(12,1099) IDH,IDM,ELS
1099 FORMAT(/,T2,! *****x***xxx Elapsed Time is ’,I2.2,
+/ Hours /,I12.2,’ Minutes ’,0PF5.2,' Seconds.
dRAKKKRIIKRS )
STOP 'FELIX-V FINISHED OK’
END
BLOCK DATA ERNIE
IMPLICIT REAL*8 (S5-2)
IMPLICIT INTEGER*2 (I)
COMMON /STNORM/ IG(7)
DATA 1G /1,3,3,6,3,3,1/

END
REAL*8 FUNCTION XDIST(A,B)
REAL*8 A,B :
XDIST = A

IF( B .NE. 0.0) XDIST = (A-B)*(A-B)/(B*B)
RETURN
END

SUBROUTINE FS5SET

RT1 : T1 TRANSITION RATE

RT2R : T2 REVERSE RATE FREE SURFACE ELIMINATION
RT2F : T2 FORWARD RATE FREE SURFACE FORMATION
RT4F : T4 FORWARD RATE FREE SURF. ELIM. VIA T1
RT4R : T4 REVERSE RATE FREE SURF. FORM. VIA T1
CHM : RT2R/RT2F RATIO OF ELIM. TO FORM.
R42 = RT4R/RT2F ‘ -

DT : INTEGRATION TIME STEP

IPSW : PRINT SWITCH = 0 ; SHORT PRINT EVERY IPRINT

> 0 ; SHORT PRINT EVERY IPRINT
STEPS AND FULL PRINT EVERY
IPSW*IPRINT STEPS

FULL PRINT EVERY

ABS (IPSW*IPRINT) STEPS .
NO CHART FILE PRODUCED
CHART FILE PRODUCED EVERY
IPGC*IPRINT STEPS

<0

~e

IPGC : CHART SWITCH = 0
tm (

~ o

eNeNsNeoNoNeoNesNeNs e NeNeNeNeoNe Ne Ne!

IMPLICIT REAL*8 (S5-2)

IMPLICIT INTEGER*2 (I)

COMMON /STATE/ 2(7),¥(6),X(2)

COMMON /PATH/ YP13,YP31,YP35,YPS3,XP12,XpP21,
+S2Z(8),2P(16)

COMMON /RATES/ DT,RT1,RT2F, RTZr, RT4F, RT4R
COMMON /RUNINF/ MAXTS, IPRINT, IPSW, IPGC. INMAX
COMMON /STNORM/ IG(7)
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-COMMON /THERM/ TEMP, SK, BE,BFN,BCP,BPV,BE1l,BE2,

+BE3, XNPG, X1IN

CHARACTER*3 MTHS,MTHE
COMMON /TMARK/ ISH,1ISM,ISS,ISF,ISY,ISN,ISD,MTHS,

+IEH, IEM, IES, IEF, IEY, IEN, IED,MTHE, IDM, IDH, ELS

CHARACTER*60 RUNAME
CHARACTER*20 FIN,FOUT,FCHT1,FCHT2
CHARACTER*2 FF /’\£'C/
BOLTZK = 1.380662E-16
PI =3.141592654
ALAREA = 1.0E~19
ICTIN = 0 ‘
WRITE(*,2000)
READ (*,2005) FIN
WRITE(*,2001)
READ (*,2005) FOUT
OPEN(11,FILE=FIN)
OPEN (12, FILE=FOUT, STATUS='NEW’)
READ (11, *) RUNAME
READ (11, *) MAXTS, IPRINT, IPSW, IPGC, INMAX
READ (11, *) TEMP,El,R31,R21,GSIZE
READ (11, *) DT,RT1,CHM,RT2R,F42
READ(11,*) (2(J),J=1,7)
CLOSE(11)
IF( IPGC .NE. 0 ) THEN
WRITE (*,2002)
READ (*,2005) FCHT1
WRITE (*,2003)
READ (*,2005) FCHT2
OPEN(13,FILE=FCHT1, STATUS='NEW’)
OPEN (14, FILE=FCHT2, STATUS=’NEW’)
ENDIF .
CALL TIMARK(0)
IF( INMAX .LT. 25 ) INMAX = 75
IF( DT .GT. 1.0 ) DT = 1.0
IF( DT .LT. 1.0E-6 ) DT = 1,0E~6
BETA = 1.0/ (BOLTZK*TEMP)
BE1l = BETA*E1*0.5

BE2 = BEl*R21

BE3 = BE1*R31

XNPG = PI*GSIZE*GSIZE/(3.0*ALAREA)
RT2F = RT2R / CHM

RT4R = F42 * RT2F

RT4F = F42 * RT2R

270T = 0.0

DO 1 I=1,7

ZTOT = 2ZTOT + IG(I)*Z(I)
ZNORM = 1.0/2TOT
Do 2 1=1,7
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2 Z(I) = ZNORM*Z(I)
XP12 = AMINI (DT*RT2R,RT1)
XP21 = XP12 / CHM

YP13 = 0.5*Xp12

YP3S = 0.5*XP12

YP31 = 0.5*XP21

YP53 = 0,5*XP21

Y(1) = 2(1) + 2*Z(2) + 2(3) + 2*2(4)
Y(2) = 2(2)

Y(3) = Z2(3) + 2(4) + 2(5) + Z(6)
Y(4) = 2(4)

Y(5) = 2(5) + 2(7)

Y(6) = Z(6)

X(1) = ¥Y(1) + ¥{2) + ¥(3) + ¥(4)

X(2) = Y(3) + ¥Y(4) + Y(5) + ¥Y(6)
X1IN = X.{1
WRITE(12,1000) FF,RUNAME
WRITE(12,1001) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE(12,1002) MAXTS, TEMP, DT
WRITE(12,1003) IPRINT, R21, RT1
WRITE(12,1004) IPSW, R31, CHM
WRITE(12,1005) IPGC, El, RT2R
WRITE (12,1006) GSI2Z, F42
WRITE(12,1007) {Z(J},J=1,7)
IF ( IPSW .EQ. 0 ) WRITE(12,1020)
IF{ I®GC .GT. 0 ) THEN
WRITE(13,1030) FIN,RUNAME
WRITE(13,1001) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE (13,1031)
WRITE(14,1030) FIN,RU~AME
WRITE (14,1001) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE (14,1032) .
ENDIF
CALL F5PRI!I™(0.0)
IF( IPSW .GT. 0 ) WRITE(12,1020)
1000 FORMAT(A,/,T15,A60,//)
1001 FORMAT(T20,’FSF RUN STARTED ON /,I12.2,7:',72.2,
+7:7,12.2,2X,12.2,A3,14,/)
1002 FORMAT (T15,’MAXTS =',I5,T30,’TEMP = ’,0PF7.2,
+749,/DT =’/ ,1PE10.3)
1003 FORMAT(T15,/ IPRINT =',15,730,’R21 = ’,0PF8.3,
+T49,/RT1 =’,1PE10.3)
1004 FORMAT(T15,/IPSW =',I5,T30,’R31 = /,0PF8.3,
+T49,/CHM =',1PE10.3) ’
1005 FORMAT(T15,/IPGC =',15,T730,’El = /,1PES.2,
+T49,'RT2R =’ ,1PE10.3)
1006 FORMAT(T30,/GSIZE = ’,1PE8.2,7T49,'F42 =’,1PE10.3)
1007 FORMAT(T10C,7 (0PF8.6,1X)//)
1020 FORMAT(T17,’'TIME’,T26,'S/k’,T35,'X1’,T43,/21’,T50,
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+/ AVE’ ,T58; ' VAR’ , T65, ' MXIT')

1030 FORMAT (A, 1X,A)

1031 FORMAT(1X,’TIME’,T11,'X(1)’,T19,'%(1)’,T28,'S/k’,
+T36, ' AVE’, T44, ' VAR’, T52,'DCN’, T61, "nFN’ ,T70, ' VAVE’
+,T79, VMU', T86, ' VTOT')

1032 FORMAT (2X,’TIME’,T13,70’,T21,1’,T29,/2/,137,'3',
+T745,74’,753,5',T61,/6',T69,'77,T77,'8/,785,'9’,
+793,710/,T101,711',T109, /12,7117, 21/, T128,'22',
+T139,/23’,T150,24,T161,'25’,T172,26',T183,727")

2000 FORMAT(T3,’INPUT FILE NAME: ‘,\)

2001 FORMAT(T2,’OUTPUT FILE NAME: /,\)

2002 FORMAT(T3,’1lst CHART FILE NAME: ’,\)

2003 FORMAT (T3, ' 2nd- CHART FILE NAME: ’,\)

2005 FORMAT(A20)

RETURN
END
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Listing 3. CCD Calculation

SUBROUTINE GCNSF
.C GCNSF CALCULATES THE GRAIN COORDINATION FOR FSF
IMPLICIT DOUBLE PRECISION (B,D,F,H,Q,T,X,Y,2)
COMMON /STATE/ Z({7),Y(6),X(2)
COMMON /GCORD/ GCN(13),GNTOT, 3CNAVE, GCNVAR, GNCTOT
IF( Y(1) .NE. 0.0 ) THEN
TO Z(1) /Y (1)
T1 = 3(2)/Y(1)
T3 Z(3)/¥(1)
T4 = 2(4)/Y(1)
ELSE
T0
T1
T3
T4
ENDIF
IF ( ¥(3) .EQ. 0.0 ) THEN
T33 = 0.0
T43 = 0.0
TS = 0.0
76 = 0.0
ELSE
733
T43
TS
T6
ENDIF
BS1 = TO*TO
BS2 = 2%T0*T1
BS3 = T1*T1
HS2 = BS1*T0
HS3 = 3*BS1i*T1
HS4 3*BS3*T0
HSS BS3*T1
Qs3 BS1*BS1
Q5S4 = 2*BS1*BS2
QS5 = .6*BS1*BS3
Qs6 2*BS2*BS3
QS7 = BS3*BS3
D3 T3*733
D4 T4*T43
D34 = T3*T43
DS TS*TS
D6 T6*T6
DS6 = T5*T6

[« 3~ =B
e o o o
oo Oo

2(3)/¥(3)
Z(4)/Y(3)
2(5)/¥(3)
2(6)/Y¥(3)

BO = T1 + D3 + T4




Bl = 2*D34
B2 = D4
HO = D3*TS
Hl = D3*T6 + 2*D34*T5
"H2 = D4*TS + 2*D34*T6
H3 = D4*T6
Q0 = D3*D5
Q1 = 2*(D34*D5 + D3*D56)
Q2 = D4*D5S + D3*D6 + 2*D34*D56
Q3 = 2*(D34*D6 + D4*D56)
Q4 = D4*D6 to
FO = D3*D5*TS
F1l = 2*D34*DS*TS + 3*D3*D5*T6
F2 = D4*DS*T5. + 6*D34*DS*T6 + 3*D3*D6*TS.
F3 = D3*D6*T6 + 6*D34*D6*T5 + 3*D4*D5*T6
F4 = 2*D34*D6*T6 + 3*D4*D6*TS

FS = D4*D6*T6;

GCN(1) = D5*DS5*D5 .

GCN(2) = 6*(D5*DS5*D56 + FO*T5)

GCN(3)= 3*HO*HO + 6*(FO*T0 + QO*B0)+15*DS*DS*D6
+ 12*DS5* (DS*D34 + 2*D56*D3)

GCN(4)= 20*D5*D56*D6 + 6*D5% (DS*D4 + B*DS6*D34 +
+5*D5*D3) + 6% (FO*T1 + F1*T0 + QO*Bl + Q1*B0 + HO*H1)
+ + 6*Q0*BS1 + 12*HQ*BO*T0 + 2*BO*BO*B0

GCN(5) = 15*D5*D6*D6+24*DS6* (D5*D4+3*D56*D34+D6*D3)
+ + 6*(F1*T14+F2*T0+Q2*B0+Q1*B1+Q0*B2+H0*H2)

+ + 3*H1*H1 + 12* (HO*BO*T1 + HO*B1*TO + H1*BO*T0)
+ 4 6*(Q1*BS1+Q0*BS2+B0*BO*Bl+HO*HS2) +9*BO*BO*BS1

GCN(6) = 6*(D56*D6*D6+D6* (D6*D3+8*DS56*D34+5%D5%D4))

+ + G*(F2*T1+F3*T0+Q3*B0+Q2*B1+QL*B2+HO*H3+H1*H2)

+ + 6*(Q2*BS1+Q1*BS2+Q0*BS3+BO*B0*B2+B0*B1*B1)

+ + 12* (HO* (B2*TO+B1*TL) +H1* (B1*T0+BO*T1) +H2*B0*T0)
+ + 6% (HOYHS3+H1*HS2) +9* (B0*BO*BS2+2*B0*B1*BS1)

+ + 6*BO*QS3

GCN(7) = D6*D6*D6 + 12*D6* (D6*D34 + 2*D56*D4)

+ 6% (F3*T1+F4*T0+Q4*B0+Q3*B1+Q2*B2+H1*H3) +3*H2%H2

+ 6% (Q3*BS1 +Q2*BS2 +Q1*BS3) + 2*B1l*B1*Bl

+ 12% (HO*B2*T1+H1* (B2*TO+B1*T1) +H2* (B1*T0+B0O*T1))

+ 12% (H3*BO*TO0+BO*B1*B2) +6* (HO*HS4+H1*HS3+H2*HS2)

+ 9*(BO*BO*BS3+B1*B1*BS1+2*B0*B2*BS1+2*B0*B1*BS2)

+ 6% (BO*QS4 + B1*QS3) + BS1*BS1*BS1
GCN(8) = 6* (FS*T6+F4*T1+F5*T0+Q4*B1+Q3*B2 +H2*H3)
++ 6% (Q4*BS1 +Q3*BS2 +Q2*BS3 +B1*B1*B2 + BO*B2*B2)
++ 12#% (H1*B2*T1+H2* (B2*TO+B1*T1) +H3* (B1*T0+B0O*T1))
++ 67 (HO*HSS + H1*HS4 + H2*HS3 + H3*HS2)
++ 9% (B1*B1*BS2+2* (BO*B1*BS3+B0*B2*BS2+B1*B2*BS1))
++ 6% (BO*QSS + Bl*QS4 + B2*QS3) + 3*BS2*BS1*BS1

+ 4+ o+

GCN (9) =3*H3*H3+6* (F5*T1+Q4*B2+Q4*BS2+Q3*BS3+B1*B2*L2)

4+ 12% (H2*B2*T1 + H3*(B2*T0+B1*T1))

111




112

++ 6* (H1*HSS5 +H2*HS4 +H3*HS3)
++ 9*(B1*B1*BS3+B2*B2*BS1+2* (B0*B2*BS3+B1*B2*BS2))
++ 6*%(B0*QS6 +B1*QSS +B2*QS4) + 15*BS1*BS1*BS3
GCN(10) = 6*Q4*BS3 + 12*H3*B2*T1 + 2*B2*B2*B2
++ 6% (H2*HSS +H3*HS4) + 9*B2*B2*BS2 + 18*B1*B2*BS3
++ 6% (B0*QS7 + B1*QS6 + B2*QS5) + 10*BS1*BS2*BS3
GCN(11) = 6*H3*HS5 + 9*B2*B2*BS3+6*B1*QST7+6*B2*QS6
+ + 15*BS1*BS3*BS3
GCN(12) = 6*B2*QS7 + 3*BS2*BS3*BS3
GCN(13) = BS3*BS3*BS3
GNTOT = 0.0
GN1TOT = 0.0
GN2TOT = 0.0
GNCTOT = 0.0
DO 10 J=1,13
GNTOT = GNTOT + GCN(J) .
GNCTOT = GNCTOT + ABS(J-7) *GCN (J)
10 GN1TOT = GN1TOT + (J-1)*GCN(J)
IF( GNTOT .NE. 0.0) THEN
GCNAVE = GN1TOT/GNTOT
GNCTOT = 0.5*GNCTOT/GNTOT
ANORM = 1.0/GNTOT
ELSE
GCNAVE = -1.0
GNCTOT = -1.0
ANORM = -1.0
ENDIF
DO 11 J=1,13
11 GN2TOT = GN2TOT+(J-1-GCNAVE) * (J-1-GCNAVE) *GCN (J)
- IF( GNTOT .NE. 0.0) GCNVAR = GN2TOT/GNTOT
‘ po 20 J=1,13
: 20 GCN(J) = ANORM*GCN(J)
RETURN

e e e e

END
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Listing 4. VCD Calculation

SUBROUTINE VCNSF

IMPLICIT REAL*8 (B,H,Q,S-2)
COMMON /STATE/ z(7),¥(6),X(2)
COMMON /VCORD/ VCN(10) ,VCNTOT
IF ( Y(3) .EQ. 0.0 ) THEN

l
| T3 = 0.0
T4 = 0.0
- TS5 = 0.0
© 6 = 0.0
ELSE
; T3 = 2(3)/Y(3)
: T4 = 2(4)/¥(3)
T5 = 2(5)/Y(3)
T6 = 2(6)/Y(3)
4 ENDIF
T44 = 1.0
: IF( ¥(4) .EQ. 0.0) T44 = 0.0
IF{ Y(5) .EQ. 0.0) THEN )
755 = 0.0 |
™ = 0.0
) X = 0.0
ELSE ‘
TS5 = 2(5)/Y(5) |
™ = 2(7)/¥(5) |
TX = X(2)/Y(5) |
. ENDIF f
) T66 = 1.0

IF({ Y(6) .EQ. 0.0) T66 = 0.0
Q1 = T4*T44 + TE*T66

\ Q2 = T3*T3
5 Q3 = T5*TS
QX = TX*TX
H1l = Q1*Ql
H12 = Q1*Q2
H22 = Q2*Q2
B2 = Q3*TX
B3 = T7*T5*Q3*QX
B3L = B2*B2
B4 = B3L*T7*T7*TX
B4L = B3L*Q3*TX

B4M = B3L*T7*T5*TX
VCN(3) = 2*H11*Ql
VCN (4) = 9*H11%*Q2

VCN(S5) = 6*Ql*H22
VCN(6) = H22*Q2
VCN(4) = VCN(4) + 3*B2*H11l*H1l1l

VCN (5)

VCN(S5) + 18*B2*H11*H12




. .

T

VCN(6) = VCN(6) + 33*B2*H11*H22

VCN(7) = 18*B2*H12%H22

VCN(8) = 3*B2*H22*H22

VCN(5) = VCN(5)+ 6*B3L*H11*H11*Q1

VCN(6) = VCN(6)+ 45*B3L*H11*H11*Q2+12*B3*H11*H12*T3
VCN(7) = VCN(7)+114%B3L*H11*H12+*Q2+30*B3*H11*H22%T3
VCN(8) = VCN(8)+129*B3L*H11*H22*Q2+12*B3*H12*H22*T3
VCN(9) = 60*B3L*H12*H22*Q2+ 2*B3*H22*H22*T3
VCN(10) = 9*B3L*H22*H22%Q2

VCN(6)=VCN(6)+ 9*B4*H11*H11*Q2+ 9*B4L*H11*H11*H1l

VCN(7)=VCN(7)+36*B4*H11*H22*Q1+48*B4M*H11*H11*Q2*T3

VCNTOT = 0.0 -

" VCN(1) = 0.0

100

110

120

VCN(2) = 0.0
DO- 100 I=3,10
VCNTOT = VCNTOT + VCN(I)
VCN(1l) = VCN(1) + I*VCN(I)
IF (VCNTOT .GT. 0.0) THEN
VCN (1) = VCN(1l) /VCNTOT
VNORM = 1.0/VCNTOT
ENDIF '
DO 110 I=3,10
VCN(2) = VCN(2) + (I-VCN(1))*(I~VCN{1))*VCN(I)
IF (VCNTOT .GT. 0.0)  VCN(2) = VCN(2)/VCNTOT
DO 120 I=3,10
VCN(I) = VCN(I)*VNORM
RETURN
END
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APPENDIX B
L MODEL-VI SOURCE LISTINGS

{

L This appendix contains the FORTRAN source code listings for model-VL
: Listing 1 shows the main program listing for the CVM calculation of model-VI,
E{ ERNIE-VI. Listing 2 shows the main program listing for the PPM calculation of
| model-V], FELIX-VI. Listing 2 also contains the input subroutine for FELIX-VI and
r contains the documentation for running FELIX-VI. Listing 3 is the subroutine
[ (GCNG6F) that calculates the CCD from the state variables provided by ERNIE-VI and
| FELIX-VIL.

The programs were edited with Solution Systems’ BRIEF v2.0 editor and

compiled with the Microsoft FORTRAN v4.01 compilier using the /FPi87 option. . .
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Listing 1. ERNIE-VI

PROGRAM ERNIEG6

C ERNIE-VI IS THE 3-PT CVM CALCULATION OF MODEL 1

o
Cc

I.E. CELL AND NOT-CELL PTS WITH 213 INCLUDED
2D SET TO ZERO SINCE 2D7 IS SECOND ORDER

IMPLICIT REAL*8 (S-2)

IMPLICIT INTEGER*2 (I)

CHARACTER*3 MTHS,MTHE

COMMON /STATE/ X(3),Y¥(12),2(10)

COMMON /GCORD/ GCN(10),AVE,2AMU,ADC,ATOT

COMMON /RUNIN/ E1,R12,R13,R14,GSIZE,ATAR,
+TEMP,CHM,EPSE, EPSI

COMMON /RUNIF/ MAXTS, JCOUNT, IPRINT, TLM, DELTA, EXLAM
COMMON /IDEGN/ IG(10)

COMMON /THSYS/ BEN, SK,BMU,BPV,BETA,BE1,BE2,
+BE3, BE4,GBF, X1IN

COMMON /TMARK/ ISH, ISM, ISS,ISF,ISY,ISN,ISD,MTHS,
+IEH, IEM, IES, IEF, IEY, IEN, IED, MTHE, IDM, IDH, ELS
DIMENSION XP(3), YP(12)

F13 = 1,0/3.0

JCOUNT = 0

CALL E6SET

CHM2 = CHM*CHM

. ba 30 J=1,12

30

40
100

YP(J) = Y (J)
po 40 J=1,3
XP(J) = X(J)
CONTINUE
JCOUNT = JCOUNT + 1
SX13 = 0.0
SX23 = 0.0
§X33 = 0.0
IF( XP(1l) .NE. 0.0 ) SX13 = 1,0/(XP(1)**F13)
IF( XP(2) .NE. 0.0 ) SX23 = 1.0/(XP(2)**F13)
IF( XP(3) .NE. 0.0 ) SX33 = 1,0/(XP(3)**F13)
S11 = YP(1)*SX13
$57S = DSQRT(YP(5)*¥YP (7))
§57 = YP(5)*SX13*YP(7)*SX33

2(1) = S11**1.5

z(2) = S11*DSQRT (YP(2)*SX13)

2(3) = DSQRT(S11*YP(3)*SX13*YP (4) *SX23)

Z(4) = DSQRT(S11*S57)

Z(5) = DSQRT(S11*YP (6)*SX33*S575*S5X13)

Z2(6) = DSQRT(YP(3)*SX13*YP (3) rSX23*YP (8) *SX23)
2(7) = DSQRT(YP(3)*SK13*YP (9)*SX23*5575*SX33)
Z(8) = DSQRT(SS57*YP(10)*S::33)

Z2(9) = DSQRT(SS7T*YP(1ll) *SX33)
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Z(10) = 0.0
Z(1) = 2Z(1)*CHM2*CHM*DEXP (-3*BE1)
Z2{2) = 2(2)*CHM2*CHM*DEXP (-(2*BE1 + BE2))
Z(3) = Z(3)*CHM2*DEXP (- (BE1 + BE2))
2(4) = Z(4)*CHM2*DEXP(-{BE1l + BE3))
2{5) = Z(5)*CHM2*DEXP (-(BE1 + BE2 + 0.5*BE3))
%2(6) = Z(6)*CHM*DEXP (- (BE2))
Z(7) = Z(7)*CHM*DEXP (- (BE2 + 0.5*BE3))
Z(8) = 2(8)*CHM*DEXP (- (BE2 + BE3))
Z2(9) = Z(9)*CHM*DEXP (- (BE2 + BE3))
Z2(10) = 0.0

TLM = TOPNR((2(8)+Z2(9)), (2(5)+2(7)),2(4),2(10))
IF( TIM .LE. 0.0 ) TIM = 1.0

TLM2 = TLM*TIM
Z(4) = Z(4)/TIM2
-2(5) = Z(5)*TLM
2(7) ="2Z2(7)*TIM
Z(8) = Z(8)*TLM2
2(9) = 2(9)*TIM2
Z2(10) = z(10)/(TLM2*TLM2)
EXLAM = 0.0
DO 200 J=1,10
200 EXLAM = EXLAM + IG(J)*Z(J)

EXNORM = 1,0/EXLAM
DO 300 J=1,10

300 Z(J) = Z(J)*EXNORM
Y(1) = 2(1) + 2*%( 2(2) + Z(3) + Z(4) + 2*2(5) )
Y(2) = 2Z(2)
Y(3) = Z(3) + 2{(6) + 2*2(7)
Y(4) = 2(3)
Y(S5) = 2(5) + 2(7) + Z(8) + 2(9)
Y(6) = 2(5) .
Y(7) = 2(4) + Z(5) + 2(7) + 2(8) + 2(9)
Y(8) = 2(6)
Y(9) = 2(7)
Y(10) = 2(8)
Y(11) = 2(9)
Y(12) = 2(10)

X(2) = 2*Y(3)

X(3) = 2*Y(S)

X(1) = 1.0 - X(2) - 3*X(3)

DELTA = XSQ(Y(1),YP(1))+XSQ(Y(2),¥P(2))+
+XSQ(Y(3),YP(3))+XSQ(Y¥ (4),YP (4))+XSQ(Y(5),¥YP(5))+
+XSQ (Y (6) ,YP (6))+XSQ(Y(7),YP (7)) +XSQ(Y(8),YP(8))+
+XSQ(Y(9),Y¥YP(9))+XSQ(Y(10),¥YP (10))+XSQ(¥Y (11),YP(1l))

DO 400 J=1,12 )

400 YP(J) = Y (J)
DO 500 J=1,3
500 XP(J) = X(D)
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IF ((JCOUNT.LT .MAXTS) .AND. (DELTA.GE.EPSE)) GOTO 100
CALL E6PRINT (JCOUNT)
| CALL TIMARK(1l) .
@ WRITE(17,1099) IDH,IDM,ELS
1099 FORMAT(T2,’ kx*x***x*xxxxxx Elapsed Time is ’,I2.2,’
+Hours ’,I12.2,’ Minutes ’,0PF5.2,’ Seconds.
+ KkRKAKKAKK! ) .
STOP /ERNIE-VI FINISHED OK’
- END

l
F
F IF (' MOD (JCOUNT, IPRINT) .EQ. 0) CALL E6PRINT(JCOUNT)
|
|

]

;

|

[. . FUNCTION TOPNR(SA, SB, SC, SD)

C TOPNR SOLVES THE 6TH ORDER TOPOLOGICAL CONSTRAINT BY

r C THE NEWTON RALPHSON METHOD

g IMPLICIT REAL*S ($-2)

E ‘IMPLICIT INTEGER*2 (I)

E COMMON /RUNIN/ E1,R12,R13,R14,GSIZE,ATAR,

E‘ +TEMP, CHM, EPSE, EPST

; COMMON /RUNIF/ MAXTS,JCOUNT, IPRINT, TLM, DELTA, EXLAM

E M = 100

: Ic =0

; XP = 1.0

| 10 IC = IC + 1

EQ XKP2 = XP*XP

g FX = XP2*(~-SC + XP2*XP* (SB + XP*SA)) =- SD

i FPX = XP*(-2*SC + XP2*XP* (5*SB + XP*6*SA))

| IF( FPX .EQ. 0.0) THEN

E'. TOPNR = 1.0

3 RETURN

E. ENDIF

| HX = FX/FPX

F‘ X = XP - HX

[. DEL = (X-XP)-/X

‘ XP = X _
IF ( (ABS (DEL) .GT.EPSI) .AND. (IC.LT.IM)) GOTO 10

(] IF ( IC .GE. IM ) WRITE(*,111) JCOUNT, IC,DEL,X
TOPNR = X

111 FORMAT(T2,’*** WARNING: AT ITERATION',I4,

+’ ,TOPNR DID NOT CONVERGE AFTER’,I4,’ITERATIONS.’,/,
+T10, 'DEL, X: ’,1PE10.3,2X,1PE10.3,/)

RETURN

END

FUNCTION XSQ(X,Y)

: IMPLICIT REAL*8 (S5-2)

XSQ = (X-Y)*(X-Y)

IF( Y .NE. 0.0 ) XSQ = XSQ/(Y*Y)

RETURN

END
3LOCK DATA ERNIE
IMPLICIT REAL*8 (5-2)




IMPLICIT INTEGER*2 (I)
COMMON /IDEGN/ IG(10)
DATA IG/I' 3' 6, 6' 12, 3i 12' 6' 6’ 3/

END
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Listing 2. FELIX-VI

PROGRAM F6RB
F6RB IS RESTRUCTURED F6R WITH THE 08MAY CORRECTIONS
INPUT FILE ON 016

OUTPUT FILE ON 017

CHART1 FILE ON 018 (SYSTEM INFO)

CHART2 FILE ON 019 (GCN INFO)

DEBUG FILE ON 020
FELIX2-VI IS THE 3-PT PPM MODEL 1 CALCULATION.
VERSION A CALCULATES THE PATH VARIABLES SIMULTANEOUSLY
IN AN INNER ITERATION LOOP
ARRAYS ARE DIFFERENT FROM MODEL ERNIE-VI TO REFLECT THE
ELIMINATION OF THE STATE VARIABLE ZD SINCE THE 27D
PATH VARIABLE IS SECOND ORDER IN TIME. ALSO, THE 2ZA
AND ZC HAVE BEEN COMBINED(SEE NOTES) INTO THE Z(8)
VARIABLE
THE ARRAYS ARE DEFINED AS FOLLOWS:

z(8) : 3-pPT SV; 1,2,3,4,5,7,8,A
Y(10) : 2-PT SV

X(3) : 1-PT SV

IG(8) : WEIGHT FACTORS FOR Z(8)

SDELTA(8) PV DIFF 12-21;34;35;78:8A;23;:;37;:58
IPRINT = TIME STEPS PER PRINTOUT CALL
IPGC = CHART FILE SWITCH; WRITES PER PRINTOUT CALL
IPSW = SUMMARY PRINT SWITCH; WRITES PER PRINTOUT CALL
IMPLICIT REAL*8 . (S-2)
IMPLICIT INTEGER*2 (I)
INTEGER*4 JCOUNT
CHARACTER*3 MTHS, MTHE
COMMON /STATE/ X(3),Y¥(10),2(8) .
COMMON /GCORD/ GCN(10),AVE, AMU, ADC, ATOT
COMMON /RUNIN/ E1,R12,R13,GSIZE,ATAR,EPS
COMMON /RUNIF/ MAXTS, IPRINT, IPSW, IPGC, INMAX
COMMON /THSYS/ BFN, SK,BMU,BPV,BETA,BE1,BE2,
+BE3, BE4,GBF, X1IN
COMMON /PATH/ YP13,YP31,YP35,YP53,XpP23,XP32,
+52(8),2P (16)
COMMON /RATES/ DT,RT1,RT2F,RT2R, TEMP
COMMON /STNORM/ IG(8),IGY(10),IGX(3)
COMMON /PRTIN/ JCOUNT,ICTIN, ICTINM, SX1,XDELTA
COMMON /TMARK/ ISH, ISM,ISS,ISF,ISY,ISN,ISD,MTHS,
+IEH, IEM, IES, IEF, IEY, IEN, IED, MTHE, IDM, IDH, ELS
DIMENSION SDELTA(8),FRAZ(8)
XDELTA = 9.999E+10
SX1 = 0.0
F13 = 1.0/3.0
F23 = 2.0/3.0
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CALL F6SET

JCOUNT = 0

CONTINUE

XT1F = 0.0

XT1R = 0.0

XT2F = 0.0

XT2R.= RT2R

IF( Y(1) .NE. 0.0 ) THEN
XT2F = 0,5*RT2F* (X (1) /¥ (1)) *(((2(2)+2(3)+2*2(5))

+ /Y (1)) **2.0)
ENDIF

IF( ¥(3) .NE. 0.0 ) THEN
XT1F = 2 (3) *RT1/Y(3)
ENDIF

IF( Y(5) .NE. 0.0 ) THEN
XT1R = 0.25*RT1*Z(4)/Y(5)
ENDIF

Z2P(1) = 0.0 .

IF( Y(1) .NE. 0.0 ) 2P(l) = RT1 * Z(1)*2(1)/¥Y(1)

2P (2) = RT1 * 2(2)

ZP(5) = Z(3) * XT1F

2P (6) = Z(5) * XT1R

ZP(7) = 2(6) * XT1F

ZP(8) = 2(7) * XT1R

ZP(8) = 2(7) * XT1F

ZP(10) = Z(8) * XT1R

2P (11) = 2(2) * XT2F

ZP(12) = Z(3) * XT2R

ZP(13) = 2(3) * XT2F

2P (14) = Z2(6) * XT2R

ZP(15) = Z(5) * XT2F

2P (16) = Z(7) * XT2R

XP1l2 = 2,0*(2P (11) + 2P (13) + 2*2P(15))
XP21 = 2,0*(2P(12) + 2P(14) + 2*2P(16))
XP23 = 2,0%(ZP(5) + ZP(7) + 2*2P(9))
Xp32 = 2,0%(2P (6) + 2ZP(8) + 2*ZP(10))
YP13 = 0,5*XP12

YP31 = 0,.5*XP21

YP35 = 0,5*XP23

YPS3 = 0,5*XpP32
ZP(3) = 2P (S) + ZP(7) + 2*ZP(9)
ZP(4) = 2ZP(6) + ZP(8) + 2*2ZP(10)
DO 300 J=1,8
SZ(J) = 2P (2*J-1) - 2P (2*J)
SX1 = S2(6) + SZ(7) + 2*SZ(8)
SDELTA(1l) = -3.0%*S2(1)
SDELTA(2) = SZ2(1) - 2.0%SZ(6)
SDELTA(3) = SZ{6) - S2(2) - 2.0*Sz2(3) - Sz(7)
SDELTA (4) = Sz (2)




SDELTA(5) = S2(3) - Sz (8)
SDELTA(6) = 2.0*SZ(7) - 4.0*SZ(4)
SDELTA(7) = SZ(4) - 2.0*SzZ(5) + Sz (8) -

SDELTA(8) = 2.0*S2(5)
DO- 350 J=1,8
350 2(J) = Z2{(J) + DT * SDELTA(J)
ZTOT = 0.0
DO 1 I=1,8
ZTOT = ZTOT + IG(I)*Z(I)
IF( 2(I) .LT. 0.0 ) THEN
WRITE(17,5000) JCOUNT,I,Z(I)
WRITE(17,5001) (2(J),J=1,8)
WRITE (17,5001) (SDELTA(J),J=1,8)
WRITE(17,5001) (S2(J),J=1,8)
WRITE (17,5001) (2P (J),J=1,16,2)
WRITE(17,5001) (2P (J),J=2,16,2)
STOP ‘FELIX-VI ERROR: NEGATIVE STATE VARIABLES
ENDIF
1 CONTINUE
ZNORM = 1,0/2TOT
DO 2 I=1,8
2 Z(I) = ZNORM*Z(I)
Y(1) = 2(1) + 2%( 2(2) + Z(3) + Z(4) + 2*2(S) )

Y(2) = 2(2)

Y(3) = 2(3) + 2(6) + 2*Z(7)

Y(4) = 2(3)

Y(5) = Z(5) + 2(7) + 2*2(8)

Y(6) = 2(5)

Y(7) = 2(4) + Z(5) + 2(7) + 2*Z(8)
Y(8) = Z(6)

Y(9) = 2(7)

Y(10) = 2(8)

X(2) = 2*Y(3)
X(3) = 2*Y(S)
X(1) = 1.0 - X(2) - 3*X(3)
JCOUNT = JCOUNT + 1
ATIME = JCOUNT * DT
IF ( (MOD (JCOUNT, IPRINT) .EQ.0)) CALL F6PRINT(ATIME)
IF ( JCOUNT .LT. MAXTS ) GO TO SO
CALL TIMARK(1l)
WRITE(17,1099) IDH,IDM,ELS
1099 FORMAT(/,T2,! *x*x*xx*xxxx*x Elapsed Time is ’,I12.2,°'
+Hours ’,12.2,’ Minutes ’,0PF5.2,’ Seconds.
+ **********l)
5000 FORMAT (TS, 'AT STEP’,IS,’ 2(’,I11,') =',1PE10.3,
+ ! 2,SDELTA,SZ,2P ARRAYS FOLLOWS’)
5001 FORMAT(8(1PE10.3))
STOP ’ROGRAM FINISHED OK’

END
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SDELTA(S5) = s$2(3) - $2(8) 123
SDELTA(6) = 2.0%*SZ(7) - 4.0*SZ(4) '
SDELTA(7) = SZ2(4) - 2.0*SZ(5) + S$2(8)

SDELTA(8) = 2.0%*SZ(5)

Do 350 J=1,8
350. 2(J) = 2(J) + DT * SDELTA(J)
2T0T = 0.0
po 1 1=1,8 s

ZTOT = ZTOT + IG(I)*2(I)

IF{ 2(I) .LT. 0.0 ) THEN
WRITE(17,5000) JCOUNT,I,Z(I)
WRITE(17,5001) (2(J),J=1,8)
WRITE(17,5001) (SDELTA(J),J=1,8)
WRITE(17,5001) (SZ(J),J=1,8)
WRITE(17,5001) (2P(J),J=1,16,2)
WRITE (17,5001) (2P(J),J=2,16,2)
STOP ‘FELIX-VI ERROR: NEGATIVE STATE VARIABLE'
ENDIF

CONTINUE

ZNORM = 1.0/2TOT
Do 2 1=1,8
2 Z{I) = ZNORM*Z(I)

T e
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Y(1) = Z(1) + 2*( 2(2) + 2(3) + Z(4) + 2*2(5) )
/ ¥(2) = 2(2)

Y(3) = 2(3) + Z(6) + 2*2(7)

Y(4) = 2(3)

¥(5) = 2(3) + z(7) + 2*2(8)

Y(6) = 2(35)

Y(7) = 2(4) + 2(5) + 2(7) + 2*2(8)

¥{(8) = 2(6)

Y(9) = 2(7)

¥Y(10) = 2(8)

X(2) = 2*Y¥(3)
X(3) = 2*Y(5)
X(1) = 1.0 - X(2) - 3*X(3)
JCOUNT = JCOUNT + 1
ATIME = JCOUNT * DT
IF ( (MOD (JCOUNT, IPRINT) .EQ.0)) CALL F6PRINT (ATIME)
IF ( JCOUNT .LT. MAXTS ) GO TO S0
CALL TIMARK(1)
WRITE(17,1099) IDH,IDM,ELS
1099 FORMAT(/, T2,/ **xxxwk*x*xxxx Elapsed Time is /,12.2,’
+Hours *,12.2,° Minutes /,0PF5.2,’ Seconds.
+ khkkkkkkikk/ )
5000 FORMAT (TS, ‘AT STEP’,I5,’ 2(',I1,’) =',1PE10.3,
+ ' 2,SDELTA,SZ,2P ARRAYS FOLLOWS')
5001 FORMAT(8(1PE10.3))
STOP /ROGRAM FINISHED OK'

) END
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READ (16, *) RUNAME
READ (16, *) MAXTS, IPRINT, IPSW, IPGC, INMAX
READ(16,*) E1,R12,R13,GSIZE,ATAR
READ (16, *) RT1,RT2F,CHM
READ (16, *) TEMP,DT,EPS
READ (16, *) (2(J),J=1,8)
IF( IPGC .NE. 0 ) THEN
WRITE(*,2002)
‘READ (*,200S) FCHT1
WRITE (*,2003)
READ (*,2005) FCHT2
OPEN (18,FILE=FCHT1, STATUS=’NEW’)
OPEN(19,FILE=FCHT2, STATUS='NEW')
ENDIF
CALL TIMARK(0)
IF( INMAX .LT. 25 ) INMAX = 75
IF( DT .GT. 1.0 ) DT = 1.0
IF( DT .LT. 1.0E-6 ) DT = 1.0E-6
RT2R = RT2F/CHM
BETA = 1.0/ (BOLTZK*TEMP)

BE1l = 0.S5*BETA*El
BE2 = BE1*R12
BE3 = BE1*R13
BE4 = BE1*R14

GBF = (P1/6.0) *GSIZE*GSIZE/ATAR
IF( (2(5)+2(7)+2(8)) .EQ. 0.0 ) THEN
Z2(5) = 0.25*2(4)
2(7) = Z(S5)
2(8) = 2+2(S5)
ELSE
Z(4) = Z2(S) + 2(7) + 2*Z(8)
ENDIF
2707 = 0.0
DO 1 1.1,0
2T0T = 2TOT + IG(I)*Z(I)
ZNORM = 1,0/2TOT
DO 2 1I=1,8
2(I) = ZNORM*Z(I)
Y(1) = 2(1) + 2%( 2(2) + Z(3) + 2(4) + 2*2(%) )

Y(2) = 2(2)

¥(3) = Z(3) + Z(6) + 2+2(7)

Y(4) = 2(3)

Y(S) = 2(S) + Z(7) + 2*2(8)

Y(6) = 2(S)

Y(7) = Z(4) + Z2(S) + Z(7) + 2*2(8)
Y(8) = 2(6)

Y(9) = 2(7)

Y(10) = 2(8)

X(2) = 2*Y(3)




X(3) = 2*Y(5)

X(1) = 1.0 -~ X(2) - 3*x(3)
XP23 = RT1*X(2)

XP32 = RT1*X(3)

YP35 = 0.5*XP23

YP53 = 0.5*XP32

YP13 = RT2F*Y(1)

YP31 = RT2R*Y(3)
WRITE(17,1000) FF
WRITE(17,1001) RUNAME
. WRITE(17,1002) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE(17,2010). FIN
'WRITE(17,1003) MAXTS, TEMP, El
WRITE(17,1004) IPRINT, DT, R12
WRITE(17,1005) IPSW, RT1, R13
WRITE (17,1006) IPGC, RT2F, GSIZE
WRITE(17,1007) INMAX, CHM, ATAR
WRITE(17,1008) EPS
WRITE(17,1009) (2(J),J=1,8)
IF ( IPSW .EQ. 0 ) WRITE(17,1020)
IF( IPGC .GT. 0 ) THEN
WRITE(18,1030) FIN, RUNAME
WRITE(18,1002) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE(18,1031)
WRITE(19,1030) FIN,RUNAME
WRITE(19,1002) ISH,ISM,ISS,ISD,MTHS,ISY
WRITE(19,1032)
ENDIF .
CALL F6PRINT(0.0)
IF( IPSW .GT. 0 ) WRITE(17,1020)
1000 FORMAT (A) .
1001 FORMAT (T10,A60,//) T
1002 FORMAT(T20,’F6F RUN STARTED ON /,I2.2,':’,12.2,
+1 0 ,12 .2,2)(, I2 02'A3' I4)
1003 FORMAT (T1S,’MAXTS =’,I15,73S,’TEMP = ’,0PF7.2,754,
+'El = /,1PES.2)

1004 FORMAT(T1S,’ IPRINT =’,15,735,’DT = /,1PES.2,TS54,
+’R12 = /,0Prs.3)

100S FORMAT(T1S,’IPSW =’,I5,T3S,’RTL = ’,1PEB.2,TS4,
+’R13 = /,0PF8.3) .

1006 FORMAT(T1S,’'IPGC =/,I5,T3S,’RT2F = ’,1PES.2,TS4,

+/GSIZE = /,1PES.2)

1007 FORMAT(T15,’ INMAX =’,I5,T35,’CHM
+'ATAR = ’,1PES.2)

1008 FORMAT(T3S,’EPS = ’,1PES.2)

1009 FORMAT(T1S,°2(I): *,T25,4(0PF10.6),/,
+725, 4 (0PF10.6),//)

1020 FORMAT(T12,’TIME’,T21,’S/k’,T30,’X1’,T38,%21',
+T4S, ' AVE’, TS3, ' VAR’ , T63, 'BEN’, T70’ MXIT') :

‘,1PE8.2,TS4,
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1030 FORMAT (A, 1X,A)

1031 FORMAT (1X,’TIME’,T11,’X(1)’,T20,72(1)’,T28,
+'s/x’,T36,'AVE’, T44,'VAR’,T52,'DCN’,T61,’BEN’,
+T71, ' BMU")

1032 FORMAT(2X,’TIME’,T13,3’,T21,"4,T29,'5’,737,"6’,
+T45,’7’,753,78’,761,°'9/,7T69,710°,177,'11',
+T85,’12’,7T93,'21',T104,'22’,7115,23’,T126,
+'74’,T137,'25',T148,'26’,T159,727',T170,28')

2000 FORMAT(TS,’ INPUT FILE NAME: ’,\)

2001 FORMAT(TS,’ OUTPUT FILE NAME: /,\)

2002 FORMAT(TS,’ FIRST CHART FILE NAME: ‘/,\)

2003 FORMAT(TS,’ SECOND CHART FILE NAME: ’,\)

2005 FORMAT (A20)

2010 FORMAT (T30, INPUT .FILE: ’,A20,/)

RETURN.
END
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Listing 3. CCD Calculation

SUBROUTINE GCN6F
C GCN6F CALCULATES THE GRAIN COORDINATION FOR MODEL
C FELIX-VI .
IMPLICIT REAL*8 (5-2)
COMMON /STATE/ X(3),Y(10),2(8)
COMMON /GCORD/ GCN(10), AVE, AMU, ADC, ATOT
REAL*8 B0(10),B1(10),82(10),B3{10),
+B4(10),B5(10),B6 (10)
YIN1 = 1.0/¥(1)
T1 = z(1) * YINL

hY

T2 = 2(2) * YINL

T3 = 2(3) * YIN1

T4 = Z(4) * YINL

TS = Z(5) * YIN1

IF ( ¥(3) .EQ. 0.0 ) THEN
T33 = 0.0 '
™ = 0.0
™ = 0.0

ELSE .

YIN3 = 1.0/Y(3)
733 = 2(3) * YIN3
T7 = 2(6) * YIN3
T8 = zZ(7) * YIN3
ENDIF
IF ( ¥(S) .EQ. 0.0 ) THEN
T4S = 0 <0
TS5 = 0.0
785 = 0.0
TAS = 0.0
ELSE
YINS = 1.0/Y(S)
T4S = 2(4) * YINS ,

TS5 = 2(5) * YINS
T8S = 2(7) * YINS
TAS = Z(8) * YINS
ENDIF
IF ( Y(7) .EQ. 0.0 ) THEN
‘747 = 0.0
757 = 0.0
787 = 0.0
TA7 = 0.0
ELSE

YIN? = 1.0/Y(7)

T47 = Z(4) * YINY
157 = Z(5) * YIN?
T87 = 2(7) * YIN?
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TA7 = Z(8) * YIN?

ENDIF

756 = 0.0

IF ('Y(6) .NE. 0.0 ) TS6 = 2(5)/¥(6)
Ql = T1*T1

Q12 = 2*T1*T2

Q2 = T2*T2

Q3 = T3*733

Q34 = T3*T47

Q35 = T3*T57

Q38 = T33*T85

Q22 = T33*T87

Q43 = T4*T33

Q4 = T4*T47

Q4I = T4*T4S

.Q45 = TS*T45

Q46 = T5*T47

Q5 = TS*TSS

Q6 = T5%T57

Q7 = TI*1

Q78 = T7*T8S

Q835= T8*78S

Q84 = T8*T47

Q87 = T7*T87

Q9 = T8*T87

QA = TAS*TA7

QB = TA7*TA7

RO = T2 + T3 + 2*T5+TS6

Rl = 2+*Q45 + Q4

R2 = Q3 + 2%Q46

R3 = Q6

H1l = Q4I*TAS \
H2 = 2*T4*Q38 + 2*Q4*TAS )
H3 = Q3*T7 + Q4*TA7 + 2% (T4*Q22 + Q46*TAS)
H4 = 2%(Q46*TAT + T5*Q22)

HS = Q6*TA7

G2 = Q835*Q4X

G3 = QA*Q4I + 2*(Q38*T4*T7 + Q835*Q4)
G4 = Q7*Q3 + Q9*Q4 + 2%Q22*T4*(TAS + T7)
+  + 2% (A4*QA + Q46+QD)

G3
+
G6
G?
F3
F4
+
+

FS

= 2% (Q46*QA + Q3IS*TT*T8 +-Q22*TA7*T4 + Q9*Q46)

+ Q9*Q3 + QB*Q4

Q9*Q6 + 2*TAT*( TAT*Q46 + Q22+TS )

TAT*TA*Q6

Q835+Q4X*17

2%Q38*Q7*T4

2+Q835* (Q4I*TAT + Q4*T7)

+ Q9*Q4*T7

= Q9*Q4*T7 + Q3*Q7*T7 + QA*Q4I*TAT + 2*Q34*Q7+T8

+ 1 8
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+ 4+ 2*(Q9*Q4*TAS + Q835*Q4*TA7 + Q22*T4*TAS*T7)
+ 4+ 2*(Q38*Q9*T4 + Q835*Q46*T7)
+ 4 2*Q9*Q46*T7
F6 = 2*( QB835*Q46*TA7 + QI*Q46*TAS + QB*Q4*TAS)
+ + 2% (Q22*QA*T4 + QT7*Q35*T8 + Q3*Q9*T7)
4+ + 2% (Q34*T8* (TA7*T7 + Q9) + Q46*Q9*T7 + Q9*Q4*TA7)
+ + Q9*Q6*T7
F7 = QB*Q4*TA7+Q9*Q6*T7+Q3*QI*TAT+4*QI*Q46*TAT
+ + 2% (QB*Q22*T4+Q9*Q35*T8+Q35*TT*TAT*T8+QB*Q46*TAS)
_ F8 = 2*(QB*Q22*TS + Q9*Q6*TA7 + QB*Q46*TA7)
F9 = QB*Q6*TA7

T ey e T T - e o i M. NS
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A3 = Q1*Q1

A4 = 2*Q1*Ql2

AS = 6*Q1*Q2

A6 = 2*Q2*Q12

A7 = Q2*Q2

C2 = Ql*T1

C3 = 3*Q1*T2

C4 = 3*Q2*T1

CS = Q2*T2

B6(1) = 0.0

B6(2) = 0.0

B6(3) = 0.0

B6(4) = Q1*Q1*Ql

B6(S) = 3*Q1*Q1*Q12

B6(6) = 15*Q1*Ql*Q2

B6(7) = 10*Q1*Q12*Q2

B6(8) = 15%*Ql1*Q2*Q2

B6(9) = 3*Ql12*Q2+Q2

B6(10) = Q2%Q2+%Q2

BS(1) = 0.0

BS(2) = 0.0

BS5(3) = 6*RO*A3

B5(4) = 6*(R1*A3 + RO*A4)

BS(5) = 6*(R2*A3 +R1*A4 + RO*AS)
BS(6) = 6*(R3*A3 + R2*Ad + R1*AS + ao-as)
BS(7) = 6*(R3*A4 + R2*AS + R1*A6 + RO*A7)
BS(8) = 6*(R3*AS + R2*A6 + R1*A7)
BS5(9) = 6*(R3I*A6 + R2"A7) *
BS(10) = 6*R3*A7

B4(1) = 0.0

B4(2) = 9*RO*RO*Q1

B4(3) = 6*H1*C2 + 18*R1*R0*Ql + 9+*RO*RO*Ql2
B4(4) = 6*(H2*C2+H1*C3)+9*(RO*RO*Q2+R1*R1#*Q1)

+ + 18*RO*(R2*Q1 + R1*Q12)

B4(S) = 6*(H3*C2 + H2*C3 + H1#*C4) + 9*R1*R1*Ql2
+ 4+ 18*(Q1*(R3*RO+R2*R1) +RO* (Q2*R1+Q12*R2))

B4(6) = 6*(H4*C2 + H3*C3I + H2*C4 + H1*CH)

+ + 9% (Q1*R2*R2 + Q2*R1*R1l}
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+ + 18* (Q1*R1*R3 + Q2*RO*R2 + Q12* (RO*R3 + R1*R2))
B4(7) = 6*(HS5*C2 + H4*C2 + H3*C4 + H2*CS)

4+ + 9*Q12* (R1*R3 + R2*R2)

4+ + 18*%(Q1*R2*R3 + Q2*(RO*R3 + R1*R2))

B4(8) = 6% (HS*C3 + H4*C4 + H3*CS) + 18*Q12*R2*R3

+ + 9*(Q1*R3*R3 + Q2*(R1*R3 + R2*R2))

B4(9) = 6*(H5*C4+H4*C5)+9*Q12*R3*R3+18*Q2*R2*R3
B4(10) = 6*HS*CS + 9*Q2*R3*R3

B3(1) = 2*RO*RO*R0O

B3(2) = 6*RO*RO*R1 + 12*H1*RO*T1

B3(3) 6* (RO*RO*R2 + RO*R1*R1l + G2*Ql)

"4 + 12*(T1*(RO*H2 + R1*H1) + T2*RO*H1)

‘B3(4) = 2*R1*R1*R1 + 6* (RO*RO*R3 +G3*Ql + G2*Ql2)
+ + 12*(RO*R1*R2 +T1* (H3*RO+H2*R1+H1*R2)
+ + T2*(H2*RO+H1*R1))
B3(5) = 6*(RO*R2*R2 + R1*R1*R2 + 2*RO*R1*R3)
+ + 6%(G4*Q1l + G3*Ql2 + G2*Q2)
4+ 4+ 12*T1*(H4*RO + H3*R1 + H2*R2 + H1*R3)
4 + 12*T2*(H3*RO + H2*R1 + H1*R2)
B3(6) = 6*(R1*R2*R2 + R1*R1*R3 + 2*RO*R2*R3)
+ + 6*(G5*Q1 + G4*Ql2 + G3*Q2)
4 4 12*T1*(HS*RO + H4*R1 + H3*R2 + H2*R3)
4+ + 12*T2*(HA*RO + H3*R1l + H2*R2 + H1*R3) .
B3(7) = 6*RO*R3*R3 + 2*R2*R2*R2 + 12*R1*R2*R3
+ + 6%(G6*QL + G5*Ql2 + G4*Q2)
+ + 12*T1* (HS*R1 + H4*R2 + H3*R3)
4+ + 12*T2*(HS*RO + H4*R1l + H3*R2 + H2*R3)
B3(8) = 6% (R1*R3I*R3+R2*R2*R3I+G7*QL+G6*Q12+G5*Q2)
4+ + 12%(T1* (HS*R2+H4*R3) +T2* (HS*R1+H4*R2+H3*R3))
B3(9) = 6*(R2*R3*R3 + G7*Ql2 + G6*Q2)
4+ + 12*(T1*HS5*R3 + T2*(HS*R2 +.H4*R3))
B3(10) = 2*R3*R3*R3 + 6*G7*Q2 + 12*T2*H5*R3
B2(1) 0.0 .
B2(2) = 3*H1*H1l + 6*G2*RO:

B2(3) = 6%( F3*T1 + G2*R1 + G3*R0O + H1*H2)
B2(4) = 6*(F3*T2+F4*T1+G2*R2+G3*R1+G4*RO+H1*H3)
+ + 3I*H2*H2

B2(S) = 6% (F4*T2+F5*T1+G2*R3I+G3I*R2+G4*R1+G5*R0)
+ + 6% (H2*H3 + H1*H4)

B2(6) = 6% (FS*T2+F6*T1+G3*RI+G4*R2+GS*R1+G6*R0)
4+ + 6%(H2*H4 + H1*HS) + 3*H3I*H3

B2(7) = 6*(F6*T2+F7*T1+G4*R3+G5*R2+G6*R1+G7*R0)
4+ + 6% (H3*H4 + H2*HS)

B2(8) = 6*(F7*T2+FB*T1+G5*RI+GE6*R2+G7*R1+H3I*HS)
* + IvH4*HY

B2(9) =~ 6+(F8*T2 + FI9*T1 + G6*R3 + G7*R2 + H4*HS)
B2(10) = 3*HS*HS + 6*(F9*T2 + G7*R3)

Bl1(1) = 0.0

B1(2) = 0.0
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B1(3) = 6*Q835*Q7*Q4I

B1(4) = 12*Q7*(Q78*Q43 + Q4I*Q835)

B1(5) = 6*(Q7*Q7*Q3 + Q9*(QA*Q4I + Q7*Q4))
+ + 24*Q9*Q43*T85*T7
4+ + 12*Q7*(Q84*T7*T3 + Q835*Q46 + Q43*TAS*T87)
4+ 4+ 12*Q9*( Q4*(Q835 + TAS5*T7))
+ + 12*Q835*( Q4*TA7*T7 + Q4I*QB )

B1(6) = 6*(Q9*Q9*Q4 + QA*QB*Q4I + 3*Q3*Q7*Q9)
+ + 24*Q9* (Q34*T7*T8 + Q4*QA )
+ 4 12*Q7*(Q35*T7*T8 + Q34*TA7*T8 + Q9*Q46)
4+ + 12*Q43*(Q9* (TAT*T85 + TAS*T87) + QA*TB87*T7)
+ + 12*Q835*Q46* (TA7*T7 + Q9)
+ + 12*Q9*TT7*(Q46*TAS + Q4*TA7)
+ + 12*QB*Q835*Q4

B1(7) = 6*Q9*(Q9*Q3 + Q7*Q6 + 3*Q4*QB)
+ + 24*Q9* (Q46*TAT* (TAS+T7)+T8* (Q3S*TT7+Q34*TAT))
+ + 12*QB* (Q34*T7*T8+Q835*Q46+Q4*QA+Q43*TAS*T87)
+ + 12*Q9*Q9*Q46

4+ + 12*TA7T*(Q3*Q9I*T7 + Q7*Q35*T8)

B1(8) = 6*(QB*(QB*Q4 + Q9*Q3) + QI*Q9I*Q6)

+ + 24%Q9*Q35*TAT*T8S + 36* QB*Q9*Q46 + 12*Q9I*Q6*Q3
+ 4+ 12*QB* (TA7*(Q46*TAS + Q22*T4) + Q87*T33*TS)
B1(9) = 18*QB*Q9*Q6 + 12*QB*(QB*Q46 + Q22*TAT*TS)
B1(10) = 6*QB*QB*Q6

BO(1) = 0.0

BO(2) = 0.0

BO(3) = 0.0

BO(4) = Q7*Q7*Q7
BO(5) = 6*Q7*Q7%Q9

BO(6) = 3*Q9*Q9*Q7 + 6*Q7*Q9*(Q9 + TAT*T7)
+ + 12*Q9*QB*QA

BO(7) = 2*Q9*Q9*Q9 + 6*QB*Q7*Q9

+ + 12*Q9*Q9*T7*TA?

BO(8) = 9*Q9*Q9*QB + 6*QB*QI*T7*TA7

BO(9) = 6*QB*QB*Q9

BO(10) = QB*QB*QB

DO S0 J=1,10

S0 GCN(J)=B6(J)+BS (J) +B4 (J) +B3(J) +B2 (J) +B1 (J) +B0 (J)

ATOT = 0.0

AVE = 0.0

AMU = 0.0

ADC = 0.0

DO 500 J=1,10
ATOT = ATOT + GCN(J)
AVE = AVE + (J+2)*GCN(J)
ADC = ADC + ABS(J=4)*GCN(J)

500 AMU = AMU + (J+2)*(J+2) *GCN(J)

AVE = AVE/ATOT
ADC = 0.5*ADC




DR A A S A

600

AMU = AMU/ATOT - AVE*AVE
ANM = 1.0/ATOT
DO 600 J=1,10

GCN(J) = GCN(J) * ANM °

RETURN
END
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 Abstract
Structurc-Property Relationships of Aqucous Ceramic Particulate Systems

by Scong Il Kim

=

Chairperson of the Supervisory Committce: Profcssor llhan A. Aksay

Dcpartment of Matcrials Scicnce and Engincering

The structurc-property-relationships of aqucous ccramic particulate systems
including nanometer- and micrometer-sized particles were studicd in order to
understand how to increasc particle concentration of nanometer-sized particle
suépensions with low viscosity. Packing density as a function of filtration
pressurc was studicd at different particle intcraction energy states using dif-
ferent particle sizes and was discovered to be related to storage modulus, yield
strain, and particlc structure.

Pressure-sensitive and -insensitive packing density was related to the bar-
rier for compaction duc to particle interaction cnergy. The difference in pack-
ing behavior of nanometer- and micrometer-sized particle systems was explained
by using SEM photos of microstructures and by measuring the storage
modulus. The nanometer-sized particle system showed zin clastic property at
a lower concentration (23 volume %), than the micrometer-sized particle
system (235 volume %), because the nanameter-sized particle system showed
higher cnergy per unit volume of sample. The yield strain decreased with
increasing particle concentration in a power-law Fashion (slope is -2.1) for 2

nanometer-sized particle system. This observation was uiique and was ex-




v

plaincd by scaling theory. Structural information, fractal dimcnsion D=2,
was obtained for the bochmite system from the scaling theory and the exper-

imental results on the storage modulus and yicld strain.
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1. INTRODUCTION

In the processing of ceramic powder, the colloidal processing tcchnique has
proved to be the best way to control the interaction energy between particles and
the microstructures of consolidated powder compacts. However, there are still prob-
lems to be solved. ]

First, the difference in rheological behavior between micrometer- and nanometer-
sized particle suspensions is not understood (Figure 1).! A micrometer-sized particle
is dcfincd as larger than 0.1 pm in diamecter; a nanometer-sized particle is dcfined as
smaller than 0.1 um in diamcter. By using micromcter-sized particles, it is possible
to make suspensions with a high concentration of particles (> 55 volume %) with
low viscosity (<1 pa.scc). Ilowever, in order to control the structurc of the final
p.roduct on a smaller scale, and in order to have better mechanical propertics due to
fincr-grained microstructurcs and decreased defect sizes (Figure 2),2 it is prefcrable
to use nanomcter-sized particles. In suspensions with nanometer-sized particles, the
maximum particle concentration that can be added is less than 30 volume %, at
which point the suspension becomes a gel. In this study a gel is defincd as having
a lincar viscoclastic region in dynamic rhecological measurcment. So far, no study
has been reported which gives an understanding of the difference in rheological

behavior between micrometer- and nanometer-sized particle suspensions.

Sccond, behavier of packing density as a function of filtration pressure at difs
ferent particle intcraction energy states is not well understood, and study so far has
bccn limited to micrometer-sized particle systems. Previous studncs have shown that
thc packing density of the micrometer-sized particle system is pressure-sensitive when
the suspension is preparcd in the flocculated state, and pressurc-insensitive when the
suspension is prepared in the highly dispersed state,”® but no cxplanations were given,

Rheological behavior and packing density of colloidal particulate systems are
related to the structure formed by particles in suspension. Therefore, the objective

of this work is to investigate the structure-property relationship of the aqueous
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2. LITERATURE REVIEW
2.1 Particle Interactions in Colloidal Suspensions

A colloidal suspcnsion consists of a dispersion medium (the continuous phase)
and the colloidal particles (dispersed phasc). Dispersion of particles in colloidal

suspension can be achicved by the steric or clectrostatic mechanism. The steric

 mechanism relics on sufficient adsorption of polymer on the particles to provide a

barrier that will control the intcraction of -particlcs.’ Elcctrostatic stabilization is
bascd on cstablishing a diffusc double layer of ions at the particle-liquid interface.
Therc arc two main forces in clectrostatic dispersion between the colloidal particles,
the van dér Waals attraction and the Coulombic repulsive force. In a colloidal
suspension, particles encounter cach other frequently duc to Brownian movement,

convéction, and gravitational forces. Depending on the riagnitude of these forces,

jparticles form a permancnt contact (i.c., locculate) and lose stability, or remain free

after they encounter each other. The London-van der Waals forees are large cnough

to causc long-range attraction for particle scparation distances of greater than 5 nm

for many colloidal systcms.w'“

In 1937, Hamaker derived the cxpression for the attractive potential in the case
of two spherical particles with cqual radii q, scparated in vacuo by a distance I7

between particle surfaccs.!?

i oAl 1 1 x(x +2)
Va lZ[x(x-l- )t + 1) *2ln «+ l)’] 0

where x= [l/2a and A= llamaker constant.

If a small interparticle scparation is assumed, such that /H«a (i.c., x»1), this
cquation simplifics to
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ccramic particulate system. The results may contribuite to an understanding of how
to increasc particlc concentrations in nanometer-sized particle suspensions. We will
then be able to prepare concentrated suspensions and gels with nanometer-sized
particles, and-the processing of a monolithic component will be possible through the
climination of cxcessive shrinkage and cracking during the drying and sintering stages.!

In order to achicve the objective, the following approach was taken. First, the_
cffect of filtration pressurc on the packing behavior of colloidal suspensions was
studicd at diffcrent particle intcraction cnergy states for micrometer- and nanometer-
sized particle systems. The results of this approach showed that (i) for micrometer-sized
particle systems, packing density is pressurc-sensitive for the flocculated system (at
pll 7.0, 7.5, and 8.5) and pressurc-inscnsitive for the highly dispersed system (at pil
3.0)--when there arc pores larger than first-gencration void, pack{ng density hecomes
pressurc-scnsitive; (ii) for the nanometer-sized particle system, even in the dispersed
state packing density is pressurc-sensitive as particle concentration increases which
is duc to the formation of a gel with a finite valuc of the storage (i.c., clastic)
modulus; (iii) the slopc of the packing density vs: applied pressure changes for
difTerent density -ranges--slopes with larger gradients mean more compaction due to
climination of higher hicrarchica) voids. and slopes with smaller gradients mean less
compaction duc te climination-of lower hicrarchical voids; (iv) similar slopes exist in
different pressure ranges for microméter-and nanometer-sized particle systems due to
climination of the, same type of voids; (v) starting [rom the same structure, yicld
stress is higher for the nanometer-sized particle system than for the micrometer-sized
particle system--the clastic moduius at fixed particle concentration is three orders
higher for the nanometer-sized particle system than for the micrometer-sized particle
system.

Sccond, the rheological behavior of nanometer- and micrometer-sized particle
systems was studicd by measuring the «torage modulus and viekl strain as a function
of particle concentrittion at different particle interaction encrey states. The results

of this approach showed that (i) the yvield stritin decreases as a function of particle
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concentration in a power-law fashion; (ii) structural information was obtained by

-scaling theory and experimentally measurcd storage modulus and yicld strain as a

function of particle concentration; (iii) the difference in rheological behavior between

micrometer- and nanonicter-sized particle systems was understood.

!




3. EXPERIMENTAL PROCEDURES

3.1 Material

The alumina particle/water system was chosen for this study because it is an

important ceramic matcrial and its suspension charactceristics have been extensively
studied by:-many rescarchers.:61°63

Powders used in this study were of two types: micrometer-size a-alumina and
nanomcter-size bochmite. The a-alumina (AKP-30 and 50) was supplicd by Sumitomo
Chemical Company in Osaka, Japan, and: bochmite (‘}oAlOOH, Catapal-D) was
supplied by Vista Chemical Company in Houston, Texas. Particle size distribution
of a-alumina was mcasured by sedigraph (Micrometrics, Norcross, GA 30093). Me-
dian diameters of AKP-30 and 50 aie 0.4 um and 0.2 pm, respectively (Figures 20
and 21).

As a nanomcter-sizc particle system, bochmite (AIOOH) was chosen. The
bochmite uscd was Catapal D. Its chemical composition is Al203 + 1.25 1130, which
has a slightly higher water content than stoichiometric bochmite (Al20; + H,0).
These powders arc agglomerated plate-like bochmite crystallites. Average size of the
agglomerates is 65 ym. They can be dispersed in acidic solution and broken up into
single crystallites or smallcr aggregates. The size of the crystallites determined by
x-ray linc broadening by Vista Chemical Company is 40 A in the 020 dircction and
64 A in thc 021 dircction. Particle sizc measurcment by TEM®? was approximately
50-i00 A in diameter and 10-20 A in thickness.

3.2 Suspension Preparation

Alumina powder suspensions were prepared by clectrostatic stabilization. Meca-
surcment of clectrophorctic mobility (Particle Micro-Electrophoresis Apparatus Mark
1, Rank Brothers, Bottisham, Cambridge, England) of alumina powder (Figure 22),%

showed it has high zcta potential (80 mV) at plI= 3.0 and an isoclectric point (111)
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In 1936, De Bocr'? obtained the expression for the attractive potential in the case

of two infinitely large blocks with parallel planc surfaces facing cach other. The

attractive potential for two plates of thickness &, at a distance 2d from cach other,
is found to be.
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The major problem in calculating the van der Waals interaction between colloidal
particles is cvaluating the Ilamaker constant, 4. Two methods arc available. The
first of these methods is the London-FHamaker microscopic approach, and the sccond
is thc macroscopic approach, of which dctailed cxplanations arc available elsc-

whcrc."""’l7 These Hamaker constants for single materials usually vary between

about 10 and 101, For example, the Ilamaker constant for alumina is 4.2 x

102, more cxamples arc given in refcrence 1S,

In order to obtain a stable colloidal suspension, it is necessary to provide repul-
sive forces between particles. These repulsive forces must be greater than the attrac-
tion forces (Figure 3).14

The surface of most materials becomes clectrically charged when brought into
contact with polar (i.c., aqucous) medium. Jonization, ion adsorption and ijon dis-

.solution arc attributed to the charging mechanisms. This surface charge influences

the distribution of ncarby ions in the polar medium, Ions of opposite charge (counter-
ions) are attracted towards the surfirce and jons of like chirge (co-ions) are repelicd
away from ihe surfice. The principle of electroneutrality demands that the net charge
in the dispersion medium be equal, but o apposite sien to that of the particle surliee.
This leads to the formation of an electie double laver made up ol the charged surlace
and a nentralizing exeess ol'counter-nns over co-ions distributed in a ditfused manner
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in the polar medium. In clectrostatic stabilization, the Coulombic repulsion between
the colleidal particles is of long-range character, comparable to that of the-attraction

(5-10'nm), and can impart stability. These double layers provide stability by mutual

repulsion when the double layer overlaps in clectrostatic stabilization (Figurces 4 and

5).ll'l9
The magnitude of the cnergy of repulsion in the casc of spherical particles can
be expressed by what is known as the DLVQO theory (Derjagin and Landau®® and

. Verwey and Overbeek?!). For large xa, symmctrical clectrolytes (only one clectrolyte

with ions of charge number +2 and -2), and relatively large distances (/7 large),
Ve = 32nee,a(RTy/ 202 n[1 + exp(~x/D) (4)
y = tanh(zFp, /4RT)

1/x = (re ,RT [ FTCz;)

where

« = rclative permittivity (or diclectric constant) of the dispersion medium
g, = permittivity of the vacuum

a = radius of spherical particle

R = gas constant

T = absolutc tempcrature

z = charge number of ions

F = Faraday constant

I/x = thickness of the clectrical double layer (x = Debye-itickle length)
Il = distance between particles surtaces )

C; = concentration ol ions ol type ¢ in the dispersion medium

90 = surliice potential
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With plate-like particles, a repulsive potential can be approximated by DLVO
theory.22

V= ST 2,2t ®)

{cxplew, /2kT) - 1}
o 1= {cxpley, [2KT) + 1)

where

n = the ion density
d = half of the interparticle distance
- ¢ = Dchye's reciprocal length

vo = the surfacc potential, in place of which the {-potential is used in practice

From the above cquations we can specily the methods for increasing repulsive
energy asfollows: (1) usc a liquid medium with high diclectric constant; when =0,
dispersion of particles is impossible, (2) increase y by increasing the zcta potential,
(3) increasc the double layer thickness by decreasing the concentration of ions and
charge number of ions in the dispersion medium, 143 (4) dccreasc the distance be-
tween particles by increasing the particle concentration. Of these methods, (1) and
(3) can be done fairly casily.

2.2 Powder Consolidation through Colloidal Processing

Colloidal filtration (also known as slip casting): has been used in éeramics to
make complex shaped articles. In order to understand the process one must have
an appreciation of the mechanism of the filtration process itsell’ and the nawre of
the colloidal suspension and its rele in microstructure development during the con-

- 9
solidation process®
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The filtration mechanism has been studied for different ceramic materials by
many rescarchers.2529 In 1953, Dccg25 found out that the consolidation layer grows
proportionally with the square root of the time. He treated the filtration process as
a difTusion process. Several years later, Dictzel and Mosterzky?®2? also found the
same relationship between filtration time and growth rate, and that the filtration
process is duc to capillary suction by the plaster mold.

Adcock and McDowali?* improved the modcl which treated the filtration process
as a viscous flow of liquid medium through the pores-of consolidated laver. [lowever,
they failed to include the resistance of the mold to liquid flow.

In 1985, Aksayz" derived the filtration cquation by trcatment of Darcy's law in

a rigorous way.
g .
(—() ( mm,. mm,,,) (6)

2
where
& = thickness of the consolidated layer
t = filtration timc
P = Pa ™= pressurc drop
" = viscosity of liquid medium
ac = specilic porous medium resistance of consolidated layer
am = gpccific porous medium resistance of the mold
tm = porosity of mold
i = system parameter, n = 1 = X, = £/ X,

Xp = volume concentration of particles in the suspension

re = porosity of consolidated Laver

-2
This equation indicates that the filiration race, ("' ), cian be enhanced by (i) in.
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creasing total pressure drop (Figurc 7), (ii) decreasing viscosity of the liquid medium,
(iii) incrcasing particle concentration in the suspension, (iv) increasing porosity of
the consolidated layer with the usc of larger size particles, (v) decreasing resistance
of the mold. Since-submicron-size powders are preferred for usc in ceramic processing
and colloidal processing is donc at room temperature, it is more practical {or the
processor to usc cither a high-pressure drop or a highly concentrated suspension.
In-colloidal processing the nature of the colloidal suspension dircctly affects the
microstructure of the consolidated compact. Even though colloidal processing has
been used by ceramists for many years, there arc no guidelines for tailoring the
suspcnsion property as well as the microstructure of consolidated powder compacts.
Aksay and Kikuchi?? pionccred the establishment of a fundamental understanding
of the relationship between particle intcraction cnergy and particle number density,
fanging from dilutc suspensions to highly concentrated suspensions (> 60 v/o). They
constructed a phasc diagram (Figure 8) fo;' a onc-component ccramic particulate/
aqucous system. With the usc of the phase diagram, onc can prepare dispersed
suspensions of high solids loadings (:+ S0 volume %) above a critical interaction
potential, and flocculated suspensions of low solids loadings below a critical point.
ARer consolidation, it is predicted that regardless of the interaction potential, high
packing density, i.c., 74 volume % ((a) in Figurc 8) is expected if the col'loidal systcm
can attain its equilibrium (i.c,, the lowest free cnergy) state.! [Towever, these cqui-
librium packing densitics arc never obtained experimentally ((b) in Figure 8)°0-3!
because the metastable hicrarchically-clustered particle compacts form during the
consolidation stagc.”’” The formation of the particle clusters rescmbles the nucleation
and growth mechanism of crystals in an atomic system: during the consolidation of
colloidal suspensions, particle concentration increases at the consolidation front;
when it reaches critical concentration, multiple nucleation takes place; with further
increment of particle concentration, more particles come together and form densely
packed particle clusters. Finally, a polyerystalline-like material is obtained which

contitins different types of voids: list-gencrition vouds, which are the voids within
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PHASE STABILITY IN COLLOIDAL SYSTEMS
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l‘igurc 8. (a) Pharc diagram (outlined with thin solid lincs) for a colloidal systcm of

only onc type of particle. In clectrostatically interacting systems, the reduced tcmpcr.
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the ﬁr‘;t-gcncration clusters of primary particles, second-gencration voids, which are
the voids between the first-gencration clusters of particles. and third-gencration voids,
which are the voids between second-gencration clusters of particies. When consoli-
dation by frec scttling is conducted in a highly dispersed state, the binding encrgy
between particles is low and mobility -of particles is high. As a result, particles can
move around the clusters, find dimples, and pack densely. Average packing densitics
of 64 volume % are obtaincd with monosizcd particles: containing the hicrarchy of
voids up to the sccond generation. When the consolidation by free scttling is done
in a highly flocculated state, the binding encrgy between particies is high and mobility
of particles is low, so that when the particles encounter cach other in the suspension
statc, they form permanent clusters at low particle concentrations ( < 10 volume %)
and low-density clustered networks at higher particle concentration (~15 volume
‘;/o). As a result, particles form a looscly-packed compact (Figure 9) containing third-
and higher-gencration voids.

2.3 Pressure Filtration

As discussed carlier, the colloidal processing technique provides a control on the
particlc interaction cnergy of the microstructure of the consolidated powder compact.
Usually powder suspensions arc preparcd at thc minimum interparticle attractive
cnergy statcs. 1lowever, when the suspension contains two or more powder phascs,
it is nccessary to inducc flocculation to prevent phase scparation during consolidation,
Many rescarchers®” have studicd the packing behavior of colloidal solids at different
interparticle cnergics under pressure, but no clear explanations were given,

Fennclly and Reed® studied the pressure filtration of S0 volume % A0,
aqucous suspensions in which the iepulsive inﬁ:rpaniclc forces were systematically
increased with the addition of a polvelectrolvte. They showed that the packing
density ol the consolidated layer (Figure 10) and thus its permeability was strongly

dependent on the degree of dispersion. Lhe cast layer from the highest clectrophoreue
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2.4 Rheology '

Rheology is the scicnce oi‘ the deformation and flow of materials and its study
has contributed much towards clarifving ideas concerning the nature of colloidal
systems. It ic a subject of tremendous and increasing technological importance in
many industrics, such as rubber, plastics, lood, paint, ccramics and textiles, where

the. stability of the products involved is to a large extent judged in terms of their

mechanical propcrtics.“

In ceramics, flow bchavior is important in slip casting, tape casting, extrusion,
injcction molding, ctc. For many simple tluids, the study of rheology invoives the
measurement of viscosity. For such fluids, the viscosity depends primarily upon
temperature and hydrostatic pressurc. [lowever, the rheology of colloidal particle
systems is much more complex because particle systems show nonidcal bchavior.

The classical theory of hydrodynamics deals with propertics of viscous liquids,
for which, in accordance with Newton's law, the stress is always directly proportional
to the rate of strain but independent of the strain itsclf, i.c., it deals with Newtonian
viscous fluids. The classical theory of clasticity dcals with mechanical propertics of
clastic solids, for which, in accordance with Hooke's law, stress is directly proportional
to strain in casc of small deformation but independent of the rate of strain, i.c., it
dcals with Hookean clastic solids.*? These catcgorics arc idcalizations. Most materials,
particularly those of a colloidal nature, show mechanical behavior which is intermediate
between these two cxtremes, with both viscous and elastic characteristics. Such
materials arc called viscoclastic.

The rheological behavior of colloidal systems depends mamly on the following
factors:

1) viscosity of the dispersion medium
2) particle concentration
3) particle shape

4y particle-particle and particle-dispersion medium interaction
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Because of the complications involved, this aspect of rheology is'still in many respects
a mainly descriptive scicnce. However, since the 1950°s considerable advances have

been made towards understanding rheological behavior and putting it on to a quan-
titative basis.*®

2.4.1 Theory of Viscoclasticity

\\\(

Mcasuring the viscosity of a matcrial is donc by a standard mcthod which
charactcrizes the rheological bchavior of material that flows. Usually liquids or
particic/water mixtures do not.show a purcly viscous bchavior. In most cascs. they
exhibit a viscoclastic behavior, having propertics of both solids and liquids. If we
usc a mecchanical analogy, a viscoclastic material can be exglained by clastic clements
(springs) and viscous clements (dashpots imagined as pistons moving in oil). There-
forc, mcasuring only the viscosity is oftcn an insufficicnt method for the character-
ization of rheological behavior. The clastic component of the viscoclastic material
can cause problems in the process ci, in special cases, can be desirable in particular

processes. To understand viscoclastic material, 44647

we consider two extreme cascs:
idcal clastic behavior and purcly viscous behavior. The behavior of most of the
matcrials we are dealing with is somewhere between these two extremes: therefore,
they arc called viscoclastic matcrials.

T'o characterize and quantify viscoclastic behavior, two models have been created
for both extreme cascs, idcal elastic behavior and purcly viscous behavior. The model
for an idcal clastic material is a spring (Figure 14a). To puli the end of a spring
from point a to b, a measured force F is required. The classical theory of clasticity
deals with mechanical propertics of clastic solids, for which, in accordance with
1looke's law, force is always dircctlv proportional to the strain of the spring, which
is denoted by symbol v, but independent of the rate of strain. In addition, when a

spring is released alter it is deformed to point b, it will immediately return to its
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(A)

Figure 14, Madel for ideal elastie (o), and purely viscous matenial (h),
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original position a. This is because the spring (idcal elastic material) has fully stored
the applicd- encrgy during deformation.

The model for purcly viscous material is a dashpot (Figure 14b). A mcasured
force F is required to pull the dashpot from point a to b. The classical theory of
hydrodynamics deals with propertics of viscous liquids, for which, in accordance to
Newton’s law, the force is always dircctly proportional to the rate of strain but
indcpcndc;t of the strain amplitude. If we releasc the dashpot in position b, it will
not return to its original position a. This is duc to the fact that in a dashpot (purcly
viscous matcrial) the applicd cncrgy is fully lost as heat during deformation.

The above two extreme models can be incorporated to illustrate the rheological
behavior of all materials (Figure 15). Details of the Maxwell and Voigt model are
in Reference 43. When viscoclastic materials are subjected to sinusoidally oscillating

strain, the stress responsc is ncither exactly in phase with the strain (as it is for a

" perfectly clastic solid), nor 90 degrees out of phase (as it is for a perfectly viscous

liquid), but is somewhere in between. Thus if we write
strain y = y, sinawt )
stress o = g, sin(wt + 3) (8)

where o is angular frequency and § is the phase lag, equation (8) can be expanded
as

G = g, sinor cosd + g, coswr sind - ' 9)

The stress can then be considered to consist of two components: (i) stress of
magnitude (a, cosd) in phase with the strain. The stress of an clastic material under
the sinusoidally oscillating mode is dependent on the degree of deformation (Iigure
16). Therefore we find that stress and strain are in phase. There is no phase shint

(5 = 0). (ii) Stress of magnitude {a,sin§) 90 degrees out of phase with the strain.
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Figure 15, (i) Kelvin: Voigt model and (b) Maswell madel for viscoelistic material,



Figure 16. Relationship between stress and strain ol a pure clastic material under the

sinusoidally oscillating mode,
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The stress of a pure viscous material under the sinusoidally oscillating mode is
dependent on the rate of strain. At the two maximum amplitudes of strain valucs,
the rate of strain is.zcro because the system changes direction of strain application.
Therefore, we find that stress and strain arc 90 degrees out of phase (8 = v0™) (Figure
17). Now, if the sinc waves of stress and strain are combined together, the Lissajou
pattern can be made. The Lissajou pattern clarifics tive stress-strain relationship, and
the amount of encrgy dissipated during sinusoidal deformation. Figure 18** shows
cxamples of the Lissajou figure at lincar-viscoclastic. plastic, and viscous regions for
polymeric matcerial, '

When the stress in phasce with the strain (o,,cosé) dand the stress 90°  out of
phase with the strain (o, sin8) arc divided by the strain, we can separate the modulus

into an in-phasc (rcal).and out-of-phasc (imaginary) component. These relationships
arc:

o = v,G'sinol + 1,6 cosan (10)

where

-~ °n -
G = 7;coso

G" = %’-sins
(1]

G' is the recal part of the modulus, and G* is the imaginary part. The storage modulus
i.s a mcasurc of the cnergy stored and recovered per cycle, and the loss modulus is
a mecasure of cnergy dissipation or loss as heat per cycle of sinusoidal deformation.

Stress (1) and strain () arc related by the complex modulus (G*). The complex
modulus includes complete information on the viscocelastie properties:  the ciastic
component, the viscous component, .l the phase shitt between the stress and strain,
The complex modulus is «defined as:
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Figure 17. Relationship between stress and strain of purcly viscous material under the

sinusoidally oscillating made.
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G*=G'+iG” (1)

The storage and loss modulus can be calculated using the following trigonometric
identitics:

G'= G*cosd (11)
G"= G*sind (13)

A uscful parameter which is a mcasurcment of the ratio of encrgy loss to cnergy

stored is called the loss tangent:

tand = G*/G’ (14)

When the storage modulus and the loss modulus are indcpendent of strain, the
condition is dcfincd as the lincar viscoclastic region. When the storage modulus is
larger than the loss modulus, the overall property of the material is more clastic.
When the storage modulus is smaller than the loss modulus, the material behaves

like a viscous matcrial.

2.4.2 Viscoelasticity of Colloidal Systems

48.52

Therc are many papers on the viscoclastic propertics of polymer systems,

$3-39

but work on the viscoclasticity of colloidal systcms is not as cxtensive as that
on the polymer system.

The viscoclastic propertics of dispersions of microcrystalline hochmite (AIOOILT)
particles, covering a range of high concentrations (> 35 volume *4) and containing
different clectrolytes, have heen studicd by Ramsay ct al.® For stable dispersions,
sols in the lower range of concentration (13.5 valume “4) have viscoclastic properues

with predominantly, viscous {luid behavior. When the particle concentration increases
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Figure 19, Vectorial resolution of compuanents of' complex modulus in sinusoidal shear

deformation.
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from 14.5 to 24.2 volume %, the responsc at low strains was almost entircly clastic

(G'»G") until a particular valuc of strain was cxceeded. The value of Gy-.0 increascs
with particle concentration, and the lincar viscoclastic region, y,, is inscnsitive to the
particle concentration.

The behavior of the storage moduli, 170, combined with the particle concen-
tration, showed a power-law relationship, but there was no explanation as to why.
When destabilized by the addition of certain counter ions, this clasticity was lost and
a plastic property devcloped. Eventually ([anion] > 107! mole dm™3) scdimentation
occurred duc to coagulation of the sol particles. At fixed particle concentration,
Gy-o-is higher for the system with higher ionic concentration. The valuc of 7, docsn’t
change with particle concentration.

The study on the viscoclastic propertics of clay suspensions®® showed similar
rﬁcological behavior, such that the addition of.€icctrolyte resulted in an increase in
G0 by a factor of ~3 at 0.01 mole dm'3, but a decrease in the value of the critical
strain, r,, from ~7 x10"2to ~1 x 1072,

Sontag and Russel®® reported the dependence of the storage modulus on the
volume fraction of polystyrenc lattices, which ranged from 0.03 to 0.25. The lincar
viscoclastic rcgion was obscrved up to strains as large as 5%. Sontag and Russcl
found that the storage modulus in the lincar viscoclastic region, G, scales like
G' ~ @", with #=2.5 for freshly flocculated samples and #n=4.4 for aged samplcs.
For a particle volume fraction of 0.07, the G’ valuc for aged samples is higher than
that for fresh samples. Their explanation is that aging should produce stronger
samplcs, duc cither to chain ends becoming connccted to the network, or to the
strengthening of contacts between particles. The power-law bchavior between G
and ¢ was not cxplaincd.

The scaling behavior of the rheological property of colloidal particle svstems
was studied by Buscall et al.™ In their study, the instantancous shear modulus ¢;
and compactive strength /), of aggregate networks formed with a4 mean diameter of

26 nm have been measured as a function of particle concentration. Above the entical
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volume (raction vg of 0.05, particles form a nctwork and G scales like G ~ o¥, with
k=4 x0.5. This valuc for the cxponent is in good agreement with the results by
Ball and Brown®® on the assumption that the clusters forming the network are fractal
objects.

In an attempt to explain the power-law behavior of the storage modulus, G',
with colloidal particle concentrations, Shih ct al.%? recently developed a scaling theory
for the elastic constant as well as the vicld strain of colloidal gels. In their theory,
the structurc of the colloidal gel network is considered to be a collection of flocs.
which arc fractal objccts and arc closcly packed throughout the sample. Depending
on the relative value of the clastic constant of the inter-tloc links compared to that
of the floc itsclf, two regimes arc found. In the strong-link (inter-floc) regime, the
clastic modulus of the gels increases but vield strain decrcases with increasing particle
concentration. However, in the weak-link regime both the clastic constant and the

yicld strain increase with increasing particle concentration.
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3. EXPERIMENTAL PROCEDURES

3.1 Material

The alumina particle/water system was chosen for this study because it is an
important ceramic material and its suspension characteristics have been extensively
studied by many researchers.361°63

Powders used in this study were of two types: micrometer-size a-alumina and
nanometer-size boehmite. The a-alumina (AKP-30 and 50) was supplied by Sumitomo
Chemical Company in Osaka, Japan, and boehmite (y-AIOOH, Catapal-D) was
supplied by Vista Chemical Company in Houston, Texas, Particle size distribution
of a-alumina was measured by sedigraph (Micrometrics, Norcross, GA 30093). Me-
dian diameters of AKP-30 and 50 are 0.4 um and 0.2 pm, respectively (Figures 20
and 21),

As a nanometer-size particle system, boehmite (AIOOH) was chosen. The
boehmite used was Catapal D. Its chemical composition is Al;03 * 1.25 H0, which
has a slightly higher water content than stoichiometric boehmite (Al,03 + H,0).
These powders are agglomerated plate-like boehmite crystallites. Average size of the -
agglomerates is 65 um. They can be dispersed in acidic solution and broken up into
single crystallites or smaller aggregates. The size of the crystallites determined by
x-ray line broadening by Vista Chemical Company is 40 A in the 020 direction and
64 A in the 021 direction. Particle size measurement by TEM®® was approximately
50-100 A in diameter and 10-20 A in thickness.

3.2 Suspension Preparation

Alumina powder suspensions were prepared by electrostatic stabilization, Mea-
surement of clectrophoretic mobility (Particle Micro-Electrophoresis Apparatus Mark
11, Rank Brothers, Bottisham, Cambridge, England) of alumina powder (Figure 22),55

showed it has high zeta potential (80 mV) at pH=3.0 and an isoelectric point (IEP)
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at plI=7.5 (0 mV). Ilowever, the sedimentation experiments showed that the sedi-
mentation height of th¢ suspensions at pl1=8.5 was higher than that of any other
pH suspensions. The real 1EP scems to be pll=8.5, probably duc to the increase
of particle concentration from cxtremely dilute, when measuring clectrophoretic mo-
bility to 15 volume % of the particle concentration. Therefore, highly dispersed
suspensions at plI=3.0 and. flocculated suspensions at pli=8.5 could be obtained.
The degree of flocculation increases when approaching pll=8.5.

Bochmitc powder suspcnsions were prepared by clectrostatic stabilization.
Bochmite powdcr was ‘mixcd with distilled water and 0.03 molc of nitric acid was
then added to | mole of bochmite. The mixturc was shaken in a wrist-action shaker
for 48 hours to break up the agglomerates. To climinate the hard agglomerates, the
suspensions were left for 48 hours, resulting in a scdiment in the bottom of the
s'uspcnsion. The top portion of the suspensions were decanted and used for the
cxperiments. The pll was then adjusted to the desired value by adding | M NaOll
solution. A well-dispersed suspension of § volume % was obtained at pli=13.5, and
a highly flocculated state at plI=7.5. The degree of flocculation was increased by
adding NaOIl solution when plI=7.5 was approached.

IFor the pressure filtration experiment on the alumina powder suspension, the
particle concentration of the starting suspension was 25 volume % at pll=3.0, For
the flocculated system, the particle concentration of the starting suspension was 15
volume % at plI=7.0, 7.5, and 8.5. When the particle concentration is lower than
15 volume % in flocculated suspension, particles tend to scttle down and leave a
clean supernatant on the top of the suspension. In order to prevent sedimentation
during filtration, 15 volume % of suspension was chosen.

For pressure filtration of the bochmite suspension, the starting particle concen-
tration was S volume 4. In order tu illustrate the rheological behavior of a particley
water mixture, various mixtures of bachmite powder suspensions from | to [0 volume

%% were preparcd. Powder concentrations of alununa in suspensions ranged (rom 20
to 15 volume "%,
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3.3 Pressure Filtration

Figurc 23 shows the schematic diagram of the pressure filtration cylinder. Since
this is made of translucent Lexan (high impact-resistant polycarbonate made by
General Electric Co.), it was possible to perform in-sit measurements of the suspen-
sion hcight for flocculated suspensions or for the consolidated layer for dispersed
suspensions (Figure 24).

The Lexan cylinder and bottom cap arc held together by a hand-tightened screw
and top port for pressurizing with nitrogen gas. The cylinder body is recessed and
grooved to accept the filter (Catalogue No. VCWI 04700, pore size 0.1 um, Millipore
Corporation, Bedford, MA 01730), and has a rubber O-ring and perforated plug. A
pressurc manifold containing two gauges with difTerent ranges was connected to the
pressure linc.

After a gas-tight plug was put in the top portion of the cylinder, 1S ml of
suspension was introduced while the cylinder was in inverted position. The reason
for using the plug is to prevent the pressurized gas from dissolving in the aqueous
medium and forming the decompression bubbles in the consolidated compact after
the pressure is released.?? Filter paper, ru})bcr O-ring, perforated plug, and bottom
cap were then put on,

In filtration rate determinations, the cylinder was filled with suspension and a
timer was started as soon as the pressurc was applicd. For the dispersed suspension,
consolidated layer thickness was measured in five-hundredths of a centimeter, as
obscrved through the Lexan cylinder using a cathctometer (Gaertner Scientific Cor-
poration, Chicago, IL). But in the casc of the flocculated suspension, the interface
between suspension and consolidated layer was not clear enough to obscrve, so the

height of the suspension was measured with time.
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3.4 Sedimentation and Centrifugation

Our pressurc filtration apparatus is capable of studying pressures above 20 psi.
Below 20 psi, the friction between the piston and the wall becomes important and
the data is not rcliable. In order to study the packing behavior in the low pressure
range, scdimentation and centrifugation arc used. Scdimentation and pressure filtra-
tion arc s?fnilar in that both involve filtration and compaction processes. Therefore,
scdimentation and centrifugation arc good approximations to low-pressure filtration.

The centrifugation was donc on the 1EC Model CL Centrifuge (DAMON/IEC
Division, Nécdham [Icights, MA 02194). The corresponding gravitational force for
cach sctting has been determined- previousty. The smallest force corresponds to 38.5
G and the highest sctting to 1955 G. Although it was desirable to usc a high cnough
solid loading to form a mcasurable volume of scdiment and to reduce the crror in
mecasuring the sediment volume, it was nccessary to use minimum solid loading in
the suspension to minimize the gradient in the gravitational force within the sample.

Suspensions of 3 volume % particles were preparcd: at various plls.
3.5 Freeze Drying

Measuring the porosity of the-powder compacts at different times during pressure
filtration provides only a macroscopic view of porosity changes during compaction
stages. In order to obtain detailed information on the decay of voids in the powder
compact, it was nccessary to simulatc the compaction stages at different times of
pressurc filtration by preparing frecze-dried flocculated suspensions at difTerent pow-
der concentrations from 5 to 45 volume %. After this was done, SEM observation
was conducted. The freeze-dricd samples were prepared as follows: first, an alumina
suspension was prepared at pll= 3.0 with ultrasonication to break up the particle

agglomerates; second, the pll was adpusted to.8.5 o obtain Bocenlated states: and
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third, a glass slide was dipped into-the suspension and transferred to a liquid nitrogen

bath. Then the icein the sample was removed by sublimation in a vacuum jar.
3.6 Dynamic Oscillatory Strain Sweep

The test station of the dynamic oscillatory rheometer (Rheometrics Fluid Spec-
tromctcr,';Modcl 8400, Rhcometrics, Inc., Piscataway, NJ 08854) consists of a trans-
duccr, a sample holdcr and a motor (12, 16, and 15, respectively, in Figure 25). The
test fixtuye used was a paraliel plate (50 mm in diameter). The sample: sits hetween
these two parallel plates. Gap settings for parallel plate measurements were hetween
1 and 1.5 mm. The bottom plat‘c is connected to the motor which applics strain in
the oscillatory mode to the sample. The top plate is connccted to the transducer,
which mcasurcs the torque responsc from the sample. To minimize the cvaporation
of watcr from the sample during mecasurement, the fiberglass pad in the top cover
was soaked with water,

In a dynamic oscillatory strain sweep modc the motor applics strain to the
sample in an osciilatory manncr at a fixed shear frequency, and the amount of strain
can he increascd stepwisc during the measurcment, '

With this dynamic oscillatory test method, informaticn was obtained on the
modulus of the matcridj, the torque value, and the sine wave of the torque response
as-a function of strain, By studying these data, an understanding of the changes to
the intcrnal structure of the sample during the application of strain can be obtained,

The Lissajou paticrn, which is a combination of the sine waves of applicd strain
and the torque response, can then be constructed. ‘This pattern clarifies the stress.
strain relationship and the amount of energy dissipated during deformation,
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-3.7 Stress Relaxation

Stress relaxation is a rather neglected technique which can give much uscful
information about viscoclastic materials. In this type of experiment, material is

subjected to a rapidly applicd small strain, which is held constant for the remainder

" of the cxperiment; and the time-dependent decreasc in the stress required to maintain

a sample at constant deformation is monitored as a function of time Figurc 26).

If the matcrial is a solid-like matcrial with strong intcrnal structure, it will
maintain the stress for a long time; that is, it will have a long rclaxation time. If
the matcrial is liquid-like, it will dissipatc the stress as heat very quickly, because it
has no. intcrnal structurc with which to storc the stress.

3.8 Structure by Scanning Electron Microscopy

In order to relate the rheological behavior to the microstructure formed by
particlcs in the aqucous medium, the {reeze-drying technique was used. SEM obser-
vation was then conducted.
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4. RESULTS AND DISCUSSION
4.1 Effects of Filtration Pressure

This scction is divided into threc subscctions. The first subscction discusses the
effects of filtration pressures up to 3.447 MPa (=500 psi) on dispersed alumina
suspensions (AKP-30).

The sccond discusses the effect of pressure on.flocculated suspensions of alumina
(pH=1.0, 7.5, and 8.5).

The third subscction dcals with the effect -of pressurc on packing density at

different particlc intcraction encrgy states of nanomcter-sized bochmite and
micrometer-sized alumina (AKP-30) systems.

Effect of Pressure on Dispersed Alumina Suspensions

First, cllccts on filtration ratec and packing density arc .discussed. Figure 27
‘shows the result of filtration kinetics mecasurcments. The filtration rate, which is the
slope of the squarc of the consolidated layer thickness versus filtration time, increases
with an increasc of the applied pressurc. This result is expected, based on Aksay
and Schilling’s derivation®® of the filtration cquation,

82 9p
‘:g"‘ wnd; - (15)

where

&, = thickness of the consolidated layer
¢ = fltration time

p = pressure drop

n = viscosity of the liquid medium
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a, = specific porous medium resistance of the consolidated layer
n = system paramcter, n =1~ Xp— ./ Xp
Xp = volume concentration of particles in the suspension

€. = porosity of the-consolidated layer

Figurc 28 shows the effect of pressure on the filtration time. Up to 6.895 x 10
MPa (=100 psi), the filtration ratc increascs by a factor of 6 compared to using a
plaster mold alone. Adcock and McDowall?® also observed a 4.5 times increase in
the filtration ratc by applying pressurc of 60 psi comparcd to-a plaster mold alone.
FFurther incrcases in pressure above 6.895 x 10" MPa do not affect the filtration rate
significantly. The rcason can be cxplaincd.as follows. By manipulating the filtration
equation (Lquation 15), onc can obtain the rclationship between filtration time,
applicd pressurc and specific resistance of the consolidated layer:

2

_Nna. S,

r=—p-c. (16)

The viscosity of a fiquid medium (distled water) is the same for all the suspensions.
Since the concentration of powders in the starting suspensions and the final densitics
of the consolidated layers (Table 1)-arc the same, the system parameter, #, hecomes
constant. Lange® also obscrved that the packing density of the consolidated layer
from the dispersed slurry is independent of applicd filtration pressure. The simplificd
form for a fixed consolidated layer thickness is: .

ac d 2
t=5 (constant) at fixed & . (17

Since the specific resistance of the consolidated laver, a,., is constant (which will be

explained in Figure 29), Bguation (17) becomes:

4

1= (1, 0) teonstanty at fixed 3;. (18)
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TABLE L. Filtration Pressure versus Packing Density of Consolidated Layer

from the Suspensions of pH=3.0

Pressure I o13toxi0t | es9sxiot | 1379 3.447
(MPa) ) R
Density (%) 64.54 . 64.76 65.00 64.87
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This equation clearly shows why the filtration time to obtain a certain thickness of
consolidated layer docs not decrease much above 6.895x10°! MPa. Onc can conclude
that there is no onc-to-one relationship hetween applicd filtration pressure and. fil-
tration rate.

Sccond, the cffcct on pore morphology is discussed. Figure 29 shows the square
of the thickness of the consolidated layer at 10 min plotted as a function of the
applicd pressurc. The slope is constant. The mcaning of constant slope can be

understood as follows. Onec can get a simplified form of Equation 16 by fixing the

-consolidation time, the viscosity of the liquid medium, and the system paramcter as

constant (bccause packing density (Table ), and particle concentrations of the sus-
pensions arc the same):

a, = §L2 (constant) at fixed t. (19)
C

Then, the slope is. the specific resistance of the liquid flow through the pores of the
consolidated layer. This indicates that tne pore morphology of the consolidated layer
that is formed-from highly disperscd systems is not affected by filtration pressure up
to 3.447 MPa, Thercfore, one can conclude that there is no structure rclaxation of
the consolidated layer from highly dispersed alumina suspensions.

Effcct of Pressure on Flocculated Alumina Suspensions

Particles in flocculated suspensions form a looscly packed structure that docs
not collapse by its own weight when the volume fraction of the particles is greater
than critical concentration, the so-called percolation threshold. In this scction, we
discuss'therelationship between the structure relaxation behavior and the interparticle
cnergy with the application of pressure.

First, the efleets of difTerent degrees o floceulation an filtration rate and packing

density at fixed applied pressure are discussed.
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‘The slope indicates an. inverse ol the ~pecilic resistance of liquid low through the

consolidated layer.
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Figure 30 shows the suspension hcight versus filtration time of colloidal solids
of alumina powder prepared at different particle interaction cnergy states under fixed
pressure (i.c., at pl1=8.5, 7.5, and 7.0 undci 1.379 x 107 MPa (=20 psi)). The
magnitude of repulsive energy between particles incieascs for decreasing pll, that is
E(8.5) < [(7.5) < E(1.0); where E is the repulsive cnergy as a function of the pH. The
degree of flocculation is ‘maximum at pl1=8.5. Onc can scc that as the degree of
flocculation increascs, the slopc of the plot (at a given-time) becomes steepér and
compaction stops at 'an carlicr stage. These slopes indicate the structure relaxation

and filtration-rate. The end point of compaction indicates final packing density and

is reached when there is a- balance between the externally applied pressure: and the

strength of the colloidal solid structure.

When the repulsive energy Ectween particles in the suspension is reduced by

.adding excess ions, the attractive energy between particles increases. Then, particles

in the suspension lose their freedom of mobility and form permanent particle clusters,
The sizc of the particle cluster is larger when the. attractive cnergy between particles
is higher, Larger cluster size contributes to iower resistance for liquid flow through
the consolidated layer. Thercfore, the filtration rate is highest for the most flocculated
system at pll=8.5. '

Itowever, packing density is lowest at pll=8.5. When the attractive cnergy
between particles is incrcascd, such as in the casc of pll=8.5, sticking probability
between particles becomes higher, and particles tend to form. stronger ramificd net-
work structures.3* As a result, the relaxation behavior of the ptl=8.5 sample stops
at an carlicr stage than the plI=7.0 samplc docs. Therefore, packing density is
iowcst at plI=8.5.

Sccond, the effects of different levels of pressure on filtration ratc and packing
density at fixed particle interaction energy state are discussed.

Figure 31 shows the suspension height versus [iltration time of highly floceulated
collaidal solids at fixed particle interaction encrgy states under dilTerent pressure (i.c.,
at ptl=18:5 under 1.379s10°! MPa (=20 psi), 710 MPa (= 30 pst), 1379 M
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attractive cnergy between particles. When the barrier is high, particles tend to form
looscly packed structurcs. These loosely packed structurcs can be casily collapsed
when externally applicd stress exceeds the strength of the structures. Therefore,
colloidal solids prcpared at highly attractive cncrgy states show a large amount of
compaction and pressurc-sensitive packing density. However, when the barricr is at
the minimum, particlcs arc frce to move around and do not form permancnt clusters.
As a result, particles form a denscly packed structurc cven with gravity-induced
scdimentation. This packing density is pressurc-inscnsitive up to a filtration pressure
of 3.447 MPa. Gallaghcr(’(’ also obscrved that the packing density becomes pressure-
inscnsitive when the barricr for compaction was adjusted to the minimum by adsorp-
tion of a “lubricating” polymer onto particlc surfacc.

Sccond, the nanomcter-sized particle system shows pressuic-sensitive packing
density cven at the minimum attractive cnergy state (pIi=3.5). Pressurc-sensitive
packing density indicates that this system has a finitc value for the barricr for
compaction. This can be understood by analyzing Figure 33. Figure 33 shows that
the mixturc of bochmite and water has a finitc valuc for the storage modulus, G,
when the particle concentration is 7 vol % at plI= 1.5, This finitc valuc of the clastic
modulus results in a finitc value for the barricr of compaction, causing the pressure-
scnsitive packing density. The fact that the suspension of bochmits at 5 volume %
at pll=13.5 is dispcrsed sol and the suspensions of bochmite at 7 volume % at 3.5
is flocculated gel, indicates that there is a transition from the dispersed to flocculated
state as particle concentration is increased.%” A similar transition from the dispersed
state to the flocculated state as concentration is incrcased is also scen in silica
suspcnsions.(’!‘ The transition from a dispersed to a flocculated state by increasing
particle concentration is duc to the increase in counter-ion concentration as the
particle concentration is increased. This effect is more pronounced for nanometer-sized
particles. As particle size hecomes smaller at fixed volume concentration, the number
of counter-ions increases dranuitically, resulting in i smaller dauble laver, Further.

more, *he thickness off the double Liyer is comparable to the particle size and a sheht
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change in the doublc layer thickness has a drastic cffect on the interaction between
particles. Thercfore, the cffect duc to the counter-ion screenir.g is more pronounced
for small particles than laige oncs. I addition, the crowding cffect duc to the
increasing particle concentration also enbances the frequency of collision between
clusters, resulting in faster gelation.

Third, the-experiments done by sedimentation and centrifugation showed a higher
slope (i.c.,*morc compaction) for the low pressure range (up to 1.379 x 10'! MPa)
and lower (i.c., less compaction) for the high pressure range (from 1.379 x 107 to
3.447 MPa). This can bc cxplained by considering the hicrarchical structure of
colloidal solids. Figurc 34 shows the SEM photos of the freeze-dricd samples at
difTerent particle.concentrations at plI=8§.5. At 5 volume % of powder concentration,
particlcs form an opcn network-like structure which has a large amount of porosity,
including third- and higher-gencration voids (voids between the sccond-gencration
particle clusters). Thesc third- and higher-genceration voids-arc climinated by increased
concentration of particles (corresponding to 30 volume %) or by incrcased pressure
level. At 45 volume % packing density (corresponding to 1,379 x 1o°! MPa), most
of the third-gencration voids arc climinated, and most of the cxisting voids are
first-gencration voids (voids between the primary particles, i.c., first-gencration par-
ticle clusters) and sccond-gencration voids (voids between the first-gencration particle
clusters). Above 1,379 x 10" MPa, sccond-gencration voids are climinated. Therefore,
diffcrent slopes indicate the cxistence of different microstructurss containing different
gencrations of voids and different amounts of compaction. This also indicates that
colloidal solids with higher-generation void(s) are weaker in strength than those with
lower-gencration void(s) when the particle size is fixed.

Fourth, the slopes of the micrometer-sized alumina system between 1,71 x 10"
and 1.379 x 1077 MPa are similar to those of the nanometer-sized hochmite system
between 1,379 x 107 and 3.447 MPa. From the previous argument, similar slopes
indicate similar microstructures. In fact, SEM photos (Figure 33) of microstructures

of alumini (5 volume %) and hochoute (0 volume "4) are almost identical. As a
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- result, onc can say that third- and higher-gencration voids are climinated between

1.71 x 10* and 1.379 x l(.)_‘| MPa for the micromecter-sized particle system and
between 1.379 x 10! and 3.447 MPa for the nanometer-sized particle system.
Fifth, in thc pressure range between 1.379 x 10! and 3.447 MPa the nanometer-
sized particle system shows a higher slope than the micrometer-sized particle system.
The higher slope indicates that a larger amount of the voids arc climinated by
rcstmcturfng. Between 1.379 x 107 and 3.447 MPa, third and higher generation
voids are climinatcd for the nanometer-sized particle system, and the sccond-gencration

voids are climinated for the micrometer-sized particle system. This indicates that

. elimination of highcr-gencration voids results in more compaction (i.c., higher slope).

Sixth, starting from the samc type of microstructure (Figure 35) with the same
type of voids (third- and highcr-gencration voids), the applied pressurc required to
start compaction for the nanomecter-sized bochmite system is three orders higher in
magnitude than that for the micrometer-sized alumina system. That is, 1.379 x 10!
MPa for the bochmite system, and 1.71 x 10* MPa for the alumina system. In order
to start compaction, barricr for compaction (i.c., yicld stress) must be overcome.
The yicld stress is strongly related to the storage modulus of the system. [FFigurc 36
show the rclationship between the storage modulus and particle conccntratior) for
difTerent particle size systems. When onc compares the value of the storage modulus
betwcen bochmitc and alumina (AKP-30) at fixed parsticle concentration, the
nanometer-sized bochmite system is three orders higher in magnitude than the
micrometer-sized alumina system. Thercfore, starting from the same type of

microstructurc, bochmite requires higher pressure to start compaction,
4.2 Quantitative Characterization of Rheological Behavior

In order to quantitatively characterize the rheological behavior, two types of
tests were conducted: (i) a dynamic stram sweep, which «hows the different rheological
behaviors such as linear viscoclastic, plastic, viscous deformation region, yield stran,

and thixotropic behavior, ete., as a function ol applied strain: (ii) a stress relaxation
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experiment, which meéasurcs the stress rclaxation behavior upon applying a fixed
amount of strain instantancously to the sample. Generally, solid-like matcerials have
an-infinite rélaxation time, whercas the relaxation of liquid-like matcrials takes place
instantancously (i.c., relaxation time is zcro) and viscoclastic materials have a finite
rclaxation time. First, the results from the flocculated gel-like sample are given, and
then the results from the well-dispersed fluid-like sample will be presented.

Figurc 37 shows the bchavior of the storage and loss moduli as a function of
applicd strain amplitude at a fixed shear frequency of 0.7 rad/scc for the mixture of
§ volume % bochmite particles and water at pl{=35.6. At this level of particle
concentration and pll, the appcarance of the sample is gel-like.

Figurc 38 shows the microstructure of the frecze-dricd bochmite sample (3 vol-
ume %, plI=35.6). The particles are intcrconnccted and form a three-dimensional

nctwork structurc. This particle nctwork structure may be considered to be an elastic

-clement and the matrix liquid medium as a viscous. clement.

In Figurc 37, the storage and loss moduli arc almost constant up to 3.75%
strain. At 3.75% strain the loss modulus increascs by a small amount but the storage
modulus remains almost the same. The magnitude of the loss modulus is only 1.75%
of the storage modulus. The constant storage modulus means that a constant amount
of cnergy is stored and rccovered during the application and release of oscillatory
strain. Also, the constant loss modulus means that a constant amount of energy is
dissipated as hecat during the test. Therefore, this indicates that there is ncither
noticcable change in the clastic clement (i.c., no disruption in the particle network
structure) nor in the viscous clement (i.c., liquid medium). There may be only a
bond stretching between particles or between clusters. Since the definition of lincar
viscoclasticity is that the storage and loss moduli are independent of the strain *¢
this matcrial may be classified as an alinost linear viscoelastic matcrial up to 3.75%
strain, .

When the amount of strain is increased above 3.75%, the storage modulus starts

decreasing and the loss modulus increases greatly up to 5.25% stran, This indicates
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Figure 37. Effect of increasing the amplitude of the smusoidally ascillatory strain on

the storage modulus (G*) and the loss modulus (G Phe linear viscocelastic region 1

overall bhehavior is viscous-like.

up to 3.75% strain. At a strain of L2585, vielding oceurs. Above §,25% strain the
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that above 3.75% strain the propertics of the matcrial change drastically. The
decrease of the storage modulus means .hat a breakdown of the particle network
structurc occurs.33-33 This breakdown is caused when the magnitude of the externally
applicd stress excceds the strength of the particle network structure and the structure
starts-to yicld and produces smaller structurcs. At the same time, increcasing the loss
modulus mecans that these smaller structures become a dispersed phase in the liquid
medium and contribute to increased cnergy dissipation. The transition of the modulus
from strain-indcpendent to strain-dependent corresponds to the onsct of plastic flow.

FFor further increments of strain greater than 3.25%, the valuc of the loss modulus
becomes larger than that of the storage modulus, with the storage modulus decreasing
to an almost constant valuc. This mcans that the macroscopic characier of this
matcrial becomes more viscous-like.

A further undcrstanding of viscoclasticity can be obtaincd: by examining the sinc
wavces of applicd strain and torque response. When the particles form a continuous
nectwork structurc throughout the sample, the structurc responds to the sinusoidaily-
applicd strain within the lincar viscaclastic region by taking the form-of a sinc wave
with a characteristic wave length and amplitude. However, when a large amount of
strain is applicd to the sample, the coritinuous network structure starts breaking
apart and produces smaller structurcs. UUpon application of sinusoidal strain, these
smaller structurcs show sinc waves with different wave lengths and amplitudes due
to the difTerent strengths and sizes of the structures. Therefore, when the sine wave
of torque responsc from the sample has a perfect sinec wave shape, we know that
there is no breakdown of the internal network structures, and the material is in the
lincar viscoclastic region. When the sine wave of torque responsc from the sample
loscs its perfect sinc wave shape, we know that there is a breakdown of the internal
network structure hecause the sine wave of torque response from the sample is a
superposition of sinc waves from variously-sized structures in the sample.

Figure 39 is an cxample of sine waves ol applied strain and torque response at

the strain level of 5.25%, at which the loss modulus becomes greater than the storage
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modulus. This plot shows a significant amount of distortion of sinc wave, duc to
destruction of the network structure, resulting in a time delay between the application

of strain and the torquc response. This plot also shows that the decreasing amplitude

.of the sinc wave of torque response with the increasing number of cycles of applicd

strain (i.c., incrcasing time at fixed shear frequency) is an indication of thixotropy.

If we combine. the sinc waves of applicd strain and torque response, and construct
the Lissajou pattern, we can visualize the direct relationship between applicd strain
and torque responsc. Figurc 40 shows the Lissajou pattern at a strain level of 3.75%.
The torque increment is proportional to the applicd strain and the trace of torque
and applicd strains is a straight linc. There is no hysteresis behavior. One can thus
say that this matcrial behaves like a lincar viscoclastic material®® without losing
cnergy during the application of sinusoidal deformation.

Figurc 41 shows the Lissajou pattern after the yicld point. The Lissajou pattern
becomes a highly distorted lozenge shape. The torque is not proportional to the
strain and the arca of the pattern is large, which shows a large amount of hysteresis
behavior. This indicates that the matcrial has lost its characteristic vielkl point and
has become a plastic-likc material consuming large amounts of energy during dcfor-
mation,

Figurc 42 shows the shear stress relaxation behavior (shear stress versus time)
of the flocculated gel-like bochmite sample. When the fixed amount of strain (0.1%%)
is applicd to the sample instantancously, the shear stress increases very rapidly to
the maximum value of 2 x 10 dym:/cm2 and dccrcascs very slowly with time. The
internal structure of the sample can withstand the strain when the strain applied to
the sample initially, so there is a rapid increment of shear stress. When the applicd
strain to the sample is maintained, the shear stress decreases very slowly with time,
which is probably duc to the slow mation of uid in the sample and.or a i:r:ulu;ﬂ
breakdown of internal structure. This implics that there is & strong internal structure
formed by particles in o gel-like sample, amd the slow motion of tlaid in the sampie

andior a breakdown ol structure occus slowly with tiae,
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Thus far, the results from a highly flocculated' gel-like bochmite sample have
been studied. Next, the well-dispersed bochmite samples were studicd.

When the hochmitcpartiélcs arc dispersed in water, the rheological behavior of
the sample is very different from that of the gel-like sample. Figurc 43 shows the
storage and loss moduli as a function of applicd strain at a fixed frequency of 0.7
rad/scc with § volume % bochmite particles in water at pli=3.5. There is much
scattcring:" of the data points. The values of the torquc response (Figurc 44) arc
smaller than 103 gr-cm. Since the transducer’s limit of measuring capability is 1072
gr-cm respectively, these data points are not valid. When the strain is applicd to the
well-dispersed sample by the motor located at the bottom of the sample and the
cncrgy is not transmitted to the transducer located. at the top of the sample, the
valuc of torque responsc is too small to measure. Because there is no continuous
nctwork structurc throughout the sample, the energy cannot be transmitted through
the sample and'is simply dissipated as heat. This is characteristic rheological behavior
of well-dispersed samples. '

“The stress relaxation behavior (17 wre 45) of the well-dispersed sample shows
that ‘when the strain is applicd to the sample instantancosly, the shear stress in-
creases and reaches a maximum value of 2 x 1072 d_vnc/cm2 and disappears so rapidly
that the transducer could not measure it; that is, stress rclaxation time is zerc. This
is another indication that the sample lacks a continuous internal structure. This can

be classificd as a viscous matcrial.
4.3 Llastic Constant and Yield Struin of Colloidal Particulate Systems

The comparison of theological behavior between nanometer-sized hochmite/water
and micrometer-sized alumina powder,water mixtures in the highly locculated state
is shown in Figure 46,

First, when the systenuis highly loceslated, the nanometer-sized bochnute system
shows clastic property at a low concentration ol particles {2 3 volume *5) at (AU Badh WA

while the micrometer-sized aluming svstem shows it at o high concentiation of
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Figurc 44. Effect of increasing the amplitude of the sinusoidally osailltory strain of

the torque responsc of the sample prepared at pli = 1.5,
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particles (235 volume: %) at pH=8.5. Sccond, no lincar viscoclastic region is ob-
scrved in the micrometer-sized alumina system. Third, the lincar viscoclastic region
of the bochmite system disappears.at plI = 7.5(Figurc 47), which is a more flocculated
state and closer to.the isoclectric point than pH = 5.6.% Fourth, the lincar viscoclastic
rcgion of the bochmite system is dependent on the particle concentration: the lincar
viscoclastic région shrinks, and the storage modulus increases with increasing particle

concentration. Table II is a brief summary of Figures 46 and 47.

Table II. Brief Summary of Différence in Rheological Behavior Between

Nanometer- and Micrometer-Sized Particle Systems

NANOMETER | MICROMETER
BOCHMITE ALUMINA

CLASTIC PROPERTY >3 vjo > 35 v/o

(pl1=5.5) (pl1=8.5)
LINEAR Yes Could not
VISCOLLASTIC (pH <6.5) observe
REGION

' NO
(pH=1.5)

We want to discuss, first, why the clastic property appears at difTerent particle
concentrations for different particle size systems. i

This can be understood by considering the particle interaction encrgy and the
total number of particles per unit volume of sample. We calculate the attractive
cnergy hetween particles by assuming the [Tamaker constants of the two systems to
be the same, and that particles are not clustered. Attractive energy between a pair
of particles when they are separated at 30 A is 29,23 x 1070 (1:A?) for bochmite and

0.4 x 10 (1) for alumina, Attractive energy between a pair of micrometer-sized
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Figure 47, LfTect of incrsasing the ampiitude of the sinusoidally osciilatery steain on

the storage modulus (G*) and the loss medulus (7Y of the sample prepared at pll = = 8,
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alumina is six orders of magnitudc higher than that of nanometer-sized bochmite.
However, if we consider the total number of particles in the sysfcm, thc bochmite
system has 7.545 x 107 particles in 5 volume % of suspension and the alumina
system has 4.835 x 10'3 particles in 35 volume % of suspension. Since onc is dcaling
with a samplc as a whole rather than a pair of particles, one should consider the
total encrgy of the system per ‘unit volume. The total attractive. encrgy of the §
volume % nanometer-sized bochmite system (-3.07 x 10 J) is about 100 times
greater than 35 volume % of the micrometér-sized alumina system (-3.09 x 10 J)
(scc Appendix for calculation). Therefore, the nanomcter-sized bochmite system
shows an clastic property at a much lower concentration than the micrometer-sized
alumina system. '

Sccond, why docs the nanomcter-sized particle/water system show' a lincar
viscoclastic rcgion whilc the micrometer-sized particle/water system docs not? The
nanomecter-sized particle/water system. has about 100 times greater attractive energy
than the micrometer-sized particle/water system. Because of the higher binding cnergy
of the systcm, thc nanomcter-sizea pirticle/water system can withstand .a larger
amount of strain without having a permancnt deformation. Ilowever, the total
binding cnergy of the micrometer-sized particle system per unit volume is so small
that the yicld strain of the system per unit volume is too small to measure. Thercflore,
the nanometer-sized particle system shows a lincar viscoclastic region, but the
micrometer-sized particle system docs not.

Third, we want to discuss why the lincar viscoclastic region of the boehmite

. system disappears at pll=7.5, which is a more flocculated state and closer to the

isoclectric point than at pl1=5.6. This can be cxplained by considering the size of
the smallest forming unit for nctwork structurcs,

Figurc 48 shows the settling rate of a bochmite particle agglomerate, and the
thickness and opaquencss of the, sedimentation layer at a certain time after the

suspensions were lelt for free settling. Initially, 0.05 volume *4 bochmite suspensions
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were prepared at pll=4.5, 5.5, 6.5, and 7.5. With increasing pll, the sedimentation
rate becomes higher, and the opaqueness of the sediment layer increascs.

The magnitude of the attractive energy between particles increases with increasing
Pl that is, /X7.5) > E(6.5) > F(5.5) > I{4.5), where E is the attractive cnergy as a
function of the pIl. The degree of flocculation is maximum at plI=17.5.

At plI=4.5, there is no sediment observed, and the suspension looks transparent.
This indicates that the attractive energy between particles is not great cnough to

form larger agglomerates, and the nanometer-sized particles or their agglomerates

arc too small to scttle. Therefore, particles or agglomcerates stay in the dispersed

phasc and do not causc scattering of light. [However, at pl1=17.5, the scdimentation
rate is highest, and the sediment layer is completely opaque. At this pll, the attractive
encrgy between particles is strong cnough to form larger agglomerates. Ramsey®
also obscrved that sedimentation occurred duc to a coagulation of the sol particles
when anion concentration is greater than 10°! mole dm?>. As a result, these larger
agglomerates scttle quickly and form a denscly-packed compact which does not
transmit light. Therefore, if the large agglomerates formed at pli=17.5 become a
basic building unit for the network structure, the cffective number of particles or
number of bonds in the structure decreases. The total attractive cnergy of the system
with a larger building unit for the network structurc then becomes smaller than that
of the system with a smaller building unit; the structure in the system can therefore
be destroyed at a small amount of strain, which leads to the disappearance of the
lincar viscoclastic region at pll=7.5. ‘

Fourth, the behavior of clastic constant and yicld strain as a function of particle
concentration will be discussed.

Figurc 49 shows the relationship between the storage modulus in the linear
viscoclastic region and the particle concentration for the floceulated (at pli= §.6)
nanometer-sized bochmite system. When the particle concentration increases from
3 to 10 volume %, the storage modulus increases very rapidly in a power-law fashion,

The slope is approximately 4.1, This power-law exponent is in good agreement with
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Tigure 9. Relationship between the storage modulus in linear viscockisue region and

particle concentration for the loceulated hochmite system.,
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the exponent of compactive yicld stress and: concentration for spherical particles to
be 4+0.5, provided 0.075 < particle concentration <0.4.% Russel® also reported the
power-law behavior of the polystyrene latex particle system. The exponent of the
storage modulus and particle concentration (0.03 < ¢ <0.23) is 4.4 for an aged sample.
Our number is a rcasonable number when compared to Buscall’s and Russcl's.

The relationship between the yicld strain, where the lincar viscoclastic region
ends, and the particle concentration for the same system (as in Figure 47) is shown
in Figure 50. The yicld strain decreascs very rapidly in a power-law fashion with
incrcasing particle concentration. The slope is about -2.1.

Thesc behaviors of increasing storage modulus and decreasing yield strain with
incrcasing particle concentration can be cxplained by using the scaling theory for a
colloidal particle system by shih.%? Refer to Reference 60 for a detailed discussion
of scaling theory. In that theory, the whole sample consisted of clusters of particles
(Figurc S1). The small cluster is a fractal object. The property of the whole sample.
depends on the property of the small cluster. There is a scaling relationship between
the size of the cluster and particle concentration (Equation 20).

-d

o
[

S
C

(20)

where

& cluster size
@: particlc concentration
D: [fractal dimension

d: Tuclidian dimension,

‘This relationship shows that the size of the cluster decreases with increasing particle

c e . . W
concentrittion. This was confirmed by Dictler ot al.”
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p | <SCALING THEORY>

g

g

g =@ (1/D-d)

) € : average size of cluster
) @ : particle concentration

Figure S1. Relationship between cluster size and particle concentration.
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The scaling theory predicts the relationship (Equation 21) between the modulus
of the cluster in the sample and the size of the cluster €, and the relationship

(Equation 22) between the yicld strain 1y and the size of the cluster.

k dtx
d—y
ke ~ d:‘x""“’ ’ (21)
13
N _1+x

where k, = bending constant between two adjoining particles, and x = tortuosity
of the backbone of the cluster.

When the particle concentration increases, the size of the cluster becomes smaller.
As a result, the modulus of the sample increases (Iiquation 21), and the vield strain
of the samplc decrcases (Equation 22). The prediction of the scaling theory. is in
good agreement with the cxperimental result obtained.

Furthermore, the scaling theory can extract the structural information, such as
the fractal dimension, D, and the tortuosity of the backbone of the cluster, x, by
using the cxperimental result of dynamic strain sweep. From the measurement of
dynamic strain sweep, we find the relationship between the storage modulus and

particle concentration as well as the relationship between the vield strain and particle
concentration to be

G' = ¢! (23)

. =21
fy = (24)
By substituting the exponent of Equation 23 for one of Eguation 25, and the exponent
of Equation 24 for onc of Equation 26, we can calculate the fractal dimension number

and the tostuosity of the backbone ol cluster.
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(d+ x)/(d- D)=4. (25)
(1 + x)/(d- D)= 2.1 (26)

where d= 3 in three dimensions.

We obtain the fractal dimension D=2, which is in good agrecement with the
result of the numerical simulation of cluster-cluster aggregation’®’! and other col-
loidal 'aggrcgatcs.n'" The tortuosity of the backbone of the cluster x=1.1 is a
rcasonablec number in comparison to the x=1 to 1.3 obtained in a numerical simu-

lation of a two-dimensional ¢luster-cluster aggregation.”®




5. CONCLUSIONS

From this work, the stn;ctufc-propcrty relationship of the aqueous ccramic
particulatc system can be understéod by studying packing density versus filtration
pressure, elastic constant, and yield strain. There are thrce broad conclusions which
can be drawn from this work: the first concerns the relationship between packing
density and applicd filtration pressure; the second concerns the rheological behavior
of the micromcter- and nanomecter-sized particle systems; the third relates pressure
filtration to rhecological bechavior.

Relationship Between Packing Density and Filtration Pressure

(i) When the micrometer-sized particle system suspension is prepared in the
highly attractive encrgy state, packing density is pressure-sensitive because the barrier
for compaction is high, making restructuring very difTicult and resulting in a loosely-
packed structure containing third-generation and higher voids, When there are porcs
which can be climinated by restructuring, and when the strength of the structure is
exceeded by cxternally applied stress, compaction occurs, Packing density then be-
comcs pressurc-sensitive. When the suspension is prepared in the minimum attractive
cnergy state, the barricr for compaction is negligible. Thercfore, the packing density
of a gravity-induced scdimentation layer is the same as that of the pressure-filtered
sample at 3.45 MPa, resulting in a pressurc-insensitive packing density. Packing
density can be pressure-sensitive, depending on the availability of open pores and
restructuring. Gallagher’s results®® showed that the flocculated polymer reduces the
binding encrgy between particles cnough to allow restructuring of flocs to a higher
density during consolidation, and packing density becomes pressure-insensitive up to
the pressure of 3.447 M.

(ii) Vor the nanometer-sized particle system, cven in the highly dispersed state
the packing density is pressurc-sensitive as particle concentration increases, This is

because the particle and water mixture forms a gel and shows a finite valuc'of storage
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modulus at 7 volume % of particle concentration and in the minimum attractive

encrgy states. This results in a looscly packed structure which becomes pressure-
sensitive.

P (iii) The slopcs of packing density versus applied pressure change for different
E pressure ranges: slopes with higher gradients appear in the lower pressure range and
| slopes with smaller gradicnts appear in the higher pressure range. This was cxplained
F by observing SEM photos of frecze-dried suspensions with different particle concen-
} trations. DifTcrent slopes arc due to different microstructures with a different hicrarchy
| of voids: (a) slopes with larger gradicnts mcan more compaction duc to climination
g of higher hicrarchical voids; (b) slopes with smallcr gradicats mean less compaction
o duc to climination of lower hicrarchical voids.

P (iv) Between 1379 x 10! and 3.447 MPa, the slope of the packing density
versus applicd pressurc is higher for the nanomcter-sized and lower for the micrometer-
sized particle system. This is because third-gencration and larger voids are climinated
b from the nanometer-sized particle system, while the seccond-generation void is clim-
inated from the micrometer-sized particie system, Third- and highcr-gencration voids
occupy morc space than a sccond-gencration void does. Therefore, climination of
the higher hicrarchical void results in more compaction (i.c., higher slope).

P (v) Slopes of the micrometcr-sized alumina system between 171 x 10 and
1.379 x 10" MPa arc similar to those of the nanometer-sized bochmitc system
between 1.379 x 107 and 3.497 MPa, The similar slope is duc to climination of the
L same type of voids.

Rheological Behavior of Nanometer- and Micrometer-Sized Particle Systems

\ (i) The nanometer-sized particle system shows an clastic property at a lower
particle concentration (23 volume %) than the micrometer-sized particle svstem
(235 volume %4). This is duc to the dulerence in particle number density, resulting

in higher energy per unit volume for the nanometer-sized bochmute system.

o : , y
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(ii) For thc nanomcter-sized particle system, yicld strain decreases with increasing
particle concentration. The slope is -2.1. This is duc to shrinkage of the average
cluster size with increasing particle concentration.

(iii) The structural information was obtaincd by the scaling theory and the
experimentally measured of storage modulus and yield strain. The fractal dimension
D=2 for the bochmitc system is.in good agrcement with the numerical simulation

of the cluster-cluster aggregation system and other colloidal aggregates.

Relationship of Pressurve Filtration and Rheological Behavior

The applicd pressure required to start compaction of the same type of structure
for the nanometer-sized bochmite system compared to the micrometer-sized alumina
system is three orders of magnitude higher. This is because the clastic modulus at
fixed particle concentration is thrce orders of magnitude higher for the hochmite
system than for the alumina system, which is attributed to higher particle number
density in the nanomcter-sized particic system.

Given the above discussions, it 1s now possible to understand how to prepare
highly concentrated nanometer-sized particle suspensions with low viscosity by min-
imizing interaction cnergy between particles. Once we can prepare highly concentrated
suspensions, it is possible that cxcessive shrinkage and cracking during drying and

sintering stage can be avoided.!

5 qld
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. APPENDIX: Energy Calculation in Particle Systems -

Attractive cnergy between a pair of plate-like bochmite particles,’’

A\

where

A= Hamaker constant (4.2 x 10°205)
-d=half of the interparticle distance
&= thickness of plate (10 ~20A)

When d=25 A, ¥4=-9.23x10"26 (J/A%).

Attractive encrgy between a pair of spherical alumina particles.

e A2 .2, ., 5-4
VA 6(82_4+s2+ln sz )

where

s=2+ 4L
H=distancc between two spheres
a=radius of spheres (~0.12 um = 1200A) -

A=Ilamaker constant (4.2 X 10°26))

when 11=50 A, V4=-6.4 x 102 (J)




",""“.'

107

Total attractive cnergy between particles in 1 cm® of § volume % bochmite
suspension: |

mean diameter of bochmite =75 A

mcan thickness. of bochmite 215 A

volumc/bochmite particle =6.627 x 10~ %(yum)®

total volume of particles/l cm® suspension 20.05 (cm)?

total number of particles/l ecm® suspension 7.545 x 1017

total arca of top surface of particles/l cm? suspension 3,33 x 103! (/\)2.

Therefore, total attractive encrgyjl ecm® of § volume % bochmite sus cnsion
b/ P

2(3.33x 102/(A))) (—9.23x 10" 26 /A% = =3.07x 10~ @)

Total attractive encrgy between particles in 1 em® of 35 volume % alumina
(AKP-50) suspension:

mean diameter of alumina =240 A

volume/alumina particle %0.0072 (un)’

total volumc of particles/1 cm? suspension 0.35 (em)?
total numher of particles/1 cm® suspension ®4.8354 x 1013

Thercfore, total attractive encrgy/l ecm® of 35 volume % alumina suspension

=(4.8354 x 101)(-6.40x 1020 /) = -3.08x 10~ ()

*The distance between particles is assumed to be 50 A.




