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ABSTRACT S
¢

The Optimum Thermal Interpolation System (leSYis an ocecan thermal analvsis product developed for
real-time operational use at the U.S. Navy 's Fleet Numerical Oceanography Centerd 1t tunctions in an analysis-
prediction-analysis data assimilation cycle with an ocean mixed-layer model using the optimum interpolation
formulation of Alaka and Elvander ( 1972). Thus. climatology serves as the first-guess field for the-analysis of
synoptic ship. bathvthermograph, buoy. and satelhite data, with the prediction from the mixed-layer model
treated as a special class of data.

An operational test. involving comparisons of OTIS against an existing operational ocean thermal structure
model, was conducted durning February, March. and April 1988, Qualitative comparison of the two products
suggests that OTIS gives a more realistic representation of subsuclace anomalies and horizomal gradients. Quan-
titative comparison of the two products with over 9900 independent (i.e.. unassimilated) bathvthermograph
observations to calculate apparent root-mean-square (rms) errors indicate that OTIS gives 4 more accurate
analysis of the thermal structure, with improvements largest below the base of the mixed faver. Regional differences
in the relative performance of the models. which are probably refated to the validity of the prescribed statistical
parameters required by OTIS, are also noted from venfcation against the bathythermograph data. OTIS pertorms
best relative to the existing model in the Indian Ocean. and poorest relative to this model in the eastern midlatitude
Pacific. In the laner area. however. both models exhibit their lowest error levels and perform best refative 1o
climatology.

-7 Subgrid-scale noise contaminates the apparent rms error statistics and obscures the relative grnid-scale accuracy
of the models. A general technique is presented to estimate grid-scale rms errors which are uncontaminated by
subgrid-scale and instrumental noise in the observations. Application of the technique indicates that the grid-
scale errors for OTIS are typically 20¢7 fess than those of the other model.

OTIS was designated as the Navy’s new operational global-scale ocean thermal analysis product in July 1988.

I
(

1. Introduction

Real-time monitoring of thermal structure in the
upper ocean is becoming increasingly important as we
seck a better understanding of global climate change.
In addition. an accurate representation of the upper
ocean is important in both long-range and medium-
range weather prediction, hsheries management, and
the aperation of underwater acoustic systems. The U.S.
Navy's  Fleet Numernical  Oceanography  Center
(FNOC). Monterey. California. has operated com-

* Present atfiliation: Naval Oceanographic and Atmospheric Re-
scarch Laboratory. Atmosphenc Directorate. Monteres, Calitornu.

Carresponding author address. R, Michael Claney, Code 42, Fleet
Numerical Oceanography Center. Monterey. CA 93943
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puterized analyses for real-time monitoring of ocean
thermal structure on global and regional scales for over
25 years. In general. these analyses have combined real-
time ship, bathythermograph (bathy). buoy. and sat-
ellite observations with climatology and predictions
from numerical occan models 10 produce fully auto-
mated “nowcasts” of occan thermal structure.

The Optimum  Thermal  Interpolation  System
(OTIS) is the latest occan thermal analysis product
developed for operational use at FNOC. OTIS 1s based
on the Optimum Interpolation (OI) data assimilation
technique of Gandin (1965), which is used widely in
metcorology. The Ol technique has been apphed to
occanographic analysis tor rescarch applications
Bretherton et al. (1976). Freeland and Gould (19761,
McWilliams ( 1976). White (1977). White and Bern-
stein (1979). Bernstein and White (1981). Clancy
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(1983), Roemmich (1983), Robinson and Leslie
(1985), McWilliams et al. (1986), Hua et al. {1986),
Robinson et al. (1986), Cummings ( 1986), Carter and
Robinson { 1987), Robinson et al. (1987). and others.
Because the Ol technique 1s well suited for handling
data-sparse areas and assimilating data with differing
error charactenstics, it i1s an attractive approach for
operational ocean thermal analysis.

Basically and in general, the Ol technique niaps ob-
servations distributed nonuniformly in space and time
to a uniformly gridded synoptic representation, or
analysis, of the target field. As in most objective analysis
techniques, the concept of resolvable versus subgrid-
scale features is fundamental in Ol. Resolvable features
are those of spatial extent greater than twice the mesh
length of the analysis grid, which are thus capable of
being at least marginally represented by the grid.
Subgrid-scale features are those with spatial extent less
than twice the mesh length which, as a result, cannot
be resolved by the grid. As far as the analysis is con-
cerned, subgrid-scale features contribute to the error
in the observations.

An Ol analysis is constructed as a background or
first-guess field plus anomalies refative to this field. In
general, the anomaly at a particular gridpoint is given
by a weighted combination of observed anomalies, with
the space-time autocorrelation function for the re-
solvable anomalies governing which observations con-
tnbute. The Ol technigue provides the optimum
weights applied to the observed anomalies such that
the resulting analysis error will be minimized in a least-
squares sense. The technique also provides an estimate
of this error. The basic inputs to this process are the
statistics defining both the resolvable and subgrid-scale
variability of the target ficld about the background field
and the instrumental error characteristics of the mea-
surement systemn providing the observations.

In operational meteorological applications of the O]
technique. the first-guess field for the analysis is given
generally by a model prediction from the previous
analysis. Climatology. the long-term mean state of the
atmosphere. does not enter the process. For operational
oceanographic applications, however. this is not a vi-
able approach: the present generation of ocean thermal
prediction models, the atmospheric forcing used to
drive them, and the observational data base available
to update them are simply not good enough. at least
for global-scale application. to keep the evolving ther-
mal helds “on track.” Chmatological ocean thermal
structure, denved from historical data. must be used
as a constraining factor. Consequently. OTIS follows
the approach of Alaka and Elvander (1972) by using
chmatology as the first-guess ficld for the Ol analysis
and treating input from an ocean prediction model as
a special class of data. The prediction model used by
OTIS 1s the Thermodynamic Ocean Prediction System
(TOPS) mixed-layver model described by Clancy and
Pollak ( 1983).
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The Expanded Ocean Thermal Structure (EOTS)
analysis has been operational at FNOC for almost ten
years {Clancy 1987). EOTS combines real-time ocean
thermal observations with climatology via the Fields-
by-Information-Blending (FIB) analysis technique
(Holl et al. 1979} to produce a three-dimensional anal-
ysis or “‘nowcast” of ocean thermal structure. A number
of operational EOTS runs are made daily at FNOC
corresponding to various regions of high Navy interest.
When coupled additionally in certain regions to the
TOPS mixed-layer model in an analysis—prediction—
analysis data assimilation cycle, the system is referred
to as the TOPS-Coupled EOTS (TEOTS) analysis
{Clancy and Pollak 1983: Martin et al. 1985). Thermal
ficlds from EOQOTS and TEOTS are used to support
FNOC acoustic predictions and transmitted to nu-
merous users through a variety of communications
links.

An operational test was conducted between 1 Feb-
ruary and 30 April 1988 to establish OTIS as a valid
replacement for the global-scale implementation of
TEOTS. This involved qualitative comparison of ther-
mal fields produced by OTIS with those produced by
TEOTS. and quantitative verthication of both models
against independcent bathy data. During the test. OTIS
and TEOTS functioned on the same horizontal grids
(the standard FNOC Northern Hemisphere and
Southern Hemisphere 63 X 63 polar stereographic
grids: see Clancy and Pollak 1983). used the same
monthly ocean thermal climatology. functioned on the
same schedule (one analysis per dayv). and had access
to the same real-time data base (i.c.. synoptic ship.
buoy. bathy. and satellite observations). Throughout
the test. OTIS was coupled with 1ts own version of
TOPS in an anabvsis-prediction-analysis data assim-
ilation cycle independent of TEOTS. The TOPS mixed-
laver model coupled with OTIS contained exactly the
same physics and used exactly the same atmospheric
forcing as that which was coupled to TEOTS.

The purpose of this paper is to document the wech-
nigues and assumptions used in OTIS. and present the
results of the operational test of the global-scale OTIS
at FNOC,

2. Description of the analysis procedure

In performing an analysis. OTIS proceeds point-by-
point through its horizontal grid. producing a complete
profile from the surface to the deepest analvzed evel
at cach gridpoint before advancing to the next. Ateach
of these gridpoiints, the andalvsis sequence 1s 1) sea sur-
face temperature, 2) temperature in the mined layver.
and 3) temperature below the mined laver.

a. Sea surface temperature analysis

OTIS represents the analyzed sea surface tempera-
ture {SST) at the Ath gridpoint 757 as
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these data and tend to control their weighting rclative
to climatology, other data, and TOPS in the analysis.

The MCSST data arc handled in a special way which
complicates the determination of () fessr. Before
assimilation into the analysis, the MCSST reports
within one-half mesh length of each gridpoint are block
averaged around the gridpoint to form “super-obscr-
vations™ (sce DiMego 1988) assumed valid at the grid-
point. Because high MCSST data densities usually re-
sult in many redundant MCSST reports around a grid-
point, this averaging process provides an eflicient way
to incorporate these high-resolution data without losing
any information on the resolvable thermal field. Thus,
if the ith observation in Eq. (1) is an MCSST obser-
vation, it is in fact given by

M
(T Ymesstr = Y ,EI T (8)

where 7, is the jth individual MCSST report and M is
the total number of individual MCSST reports used in
the block average. Thus, in view of Eq. (8). the expres-
sion for (o,")%1csst becomes

(mu)iu'ssr = ’1_[ [flzw(‘sm + (01")2 + (O'ir):] + (’ii(‘ssr
A
(9

where emcsst and enessr are the standard deviation
and mean, respectively, of the instrumental error for
the MCSST reports and o, is the standard deviation
ofthe SST field resulting from resolvable SST variations
over the domain in which the MCSST block averaging
is done. The term (o,7)? represents the variance added
because the differencing of the MCSST data with chi-
matology is done gfier the block averaging and with
the climatological temperature valid at the gridpoint
rather than hefore the block averaging and with tem-
peratures obtained by interpolating climatology to cach
individual MCSST observation. This term is estimated
by assuming a constant reference SST gradient and
averaging the resulting temperature variance over onc
grid space. Thus,

. (T'AX)?
(o7 = 220 (10)
where 7 is a refercnee climatological SST gradient
(taken 1o be 0.01°C km ') and A X is a reference grid
space for the OTIS grid, Thus, for the FNOC 63 X 63
hemispheric grid (AX = 320 km), o/ = 0.85°C.

No attempt is made to correct for any mean crror
(i.c.. bias) in the MCSST data. Rather, ¢¥essy cffec-
tively becomes a lower bound on the MCSST obser-
vational error when M becomes large. The quantitics
emesst and eyesst are vser-specificd parameters which
tend to control the relative weighting of the MCSST
data in the analysis.

S ——————— AL A S i e B A
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The value of the TOPS prediction rms error o” for
use in Eq. (5) is obtained from

(") = () arnan + Gl (1

where (7" nrniar 1S the rms error of the resolvable
thermal field from the previous analysis initializing
TOPS and Gy is the rms TOPS error growth over one
analysis-prediction~analvsis cycle (i.e., 24 hours).
Thus, following the approach of Bengtsson and Gus-
tafsson ( 1972), the error in the predicted thermal field
is taken to be the crror in the initial conditions plus
the error added due to crror growth in the prediction
modcl. The quantity G is a user-specified parameter
chosen to reflect the rate of error growth in TOPS. It
tends to control the weight assigned to the TOPS pre-
diction rclative to climatology and observations.

Clancy ct al. (1989) present idealized data assimi-
lation studies to iltustrate the behavior of the analysis-
forccast--analy<is coupling between OTIS and TOPS
described above. In general, the mixed-layer model
predictions reduce the error level of the analysis by
accounting for the response of the upper ocean to local
atmospheric forcing and carrying the integrated effect
of this response forward in time. In the absence of large
TOPS-predicted changes in the thermal structure and
observational data to sustain OTIS-analyzed thermal
anomalics, the thermal fields decay toward climatology
at a ratc which is governed by the prescribed TOPS
error growth rate Gy,

The last user-specificd parameter is the noise-to-sig-
nal ratio for the subgrid-scale error A" defined by

A= ["—] (12)

a;

Like . B, and C, this quantity must be chosen to
reflect the statistics of occan thermal variability. For
example, A/ must be larger in dynamically active re-
gions, where subgrid-scale eddies produce large-am-
plitude but unrcsolved perturbations in the thermal
field, than in more quicscent regions where the eddy
field is weak. Of coursce, A/ is a function of the grid
mesh Iength, becoming smaller as the grid becomes
finer and the unresolved portion of the thermal field
decreases.

Equation (12} is used along with the rms difference
between bathy observed temperatures and climatology
o to obtain ¢f and ¢,". Neglecting epamny. Which is
small compared to o, for the grid currently utilized by
OTIS, and assuming that o" and " are uncorrelated,
{o/")? can be written

(a")? = (05} + (o/")? (13)

or just the sum ol the mean-square resolvable signal
about climatology plus the mean-square subgrid-scale
noise. From (12)and (13),

(al)?

(o) = T3

(14)
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wia A na _ with the three terms inside the brackets representing
(/)" =17 A (o). (13) " the contributions of analysis error. subgrid-scale error.

It is not possible to calculate (6,)° directly from the
available real-time bathy data at every observational
location simply because the bathy data coverage and
observational density will not permit it. Theretore,
(o) 1s estimated from

N I+ A

(0/) =

(aly
1 + ’:;l '

(16)
where ()7 is the mean-square departure of the bathy
observations from climatology and A}, 1s the average
value of A/, both calculated over the entire analysis

domain. The data used in this calculation consist of

a runming 60-day window of bathy observations re-
ported to FNOC in real-time. amounting to about 9000
reports globaily.

Using the assumption of Eq. (16). Egs. (14) and
(15) become

()t o) 17)
n[ I —

EBY ‘
(6,)° A (al)’ (18)
IV

With A" specified by the user. and o/, and A} calcu-
lated internally by OTIS. Egs. (17) and ( I8) provide
ot and o for use in Egs. (4). (3. (6). (7). (9). and
(12). Note that o/, . and thus o, and 5", are determined
separatehy for each standard level of the OTIS vertical
output grid (see section 2b). Note also from Eq. (17)
that o, 1s independent of horizontal location. Thus,
impiicit in Eq. (16) 1s the assumption that vanations
of the rms bathy error ,” with location are produced
entirely by variations in the rms subgrid-scale error 4.

Equations (2)—(12) and (17)-(18) constitute a
closed set which can be solved for the weights oy, and
Bx. Once these weights are obtained. the analyzed tem-
perature is calculated from Eqg. (1), Also. the rms error
of the resolvable thermal field o,“ can then be calculated
from

\

B N
By 2 akemy,)
[

(0:9)" = (o) ( 1 (19)

(sce White and Bernstein 1979). Recognizing that
OTIS initiahzes the TOPS torecast which will provide
1.7 for the following day s analysis. the value of (a,7)°
obtained from (19) becomes (o Yinina of equation
(11) (1.c.. the error in the TOPS initial conditions) tor
the following dayv’s analysis.

Finallv. the expected departure of the thermal hield
from an independent bathy observation made precisely
at the gridpoint at analysis time 4,7 1s given by

(TA" - [(0L‘l): + (U;”): 1 (i‘{\”n l“i (2())

and instrumental error.

b Mixed-layer analvsis

Upon conclusion of the SST analysis at gndpoint A,
OTIS pertorms an Ol analysis for mixed-layer depth
(MLD). In analogy to Eq. ( 1). the expression for the
analyzed MLD /" is

Y
/IA“ = IIA‘ + N (l/\,(/I," - /l“) + }ﬁ(h;\/‘ - /l/\‘)

—

[

(20

where /1t 1s the climatological MLD at the gridpoint.
A" the predicted MLD at the grnidpoint trom the 24-
hour TOPS forecast trom the previous dayv's analvsis,
A, the observed MLD at location 7. /i the climatolog-
ical MLD at location i, «y, the weight applied to the
ith observed MLD anomaly (4 ~ h') assimilated at
the gridpoint, 3 the weight applied to the TOPS pre-
dicted MLD anomaly (/" - /1.1 at the gndpoint. and
N the number of observations assimilated at the grid-
point.

The climatological MLD /¢ 1s determined from ex-
amination of the climatological temperature protile.
defined at gridpoint A on the OTIS vertical gnid (see
Table 1). Beginning at the surfice and working down-
ward. vertical temperature gradients are examined to
find the shallowest pair of levels between which the
vertical gradient is less than -0.03°C m ', The layer
depth /1 1s then taken simply as the depth of the shal-
lower level of this pair. and is thus always one of the
discrete levels listed in Table 1. Exactly the same pro-
cess s carried out on the TOPS and bathy profiles to
define 2" and 4", The TOPS-predicted profile is de-
fincd on the same vertical grid as OTIS. but the depths
detining the bathy profiles are arbitrary. and thus the

Fants 1. Verneal gnd tor OTIS output

Leved Depth in meters
(} 0.4
1 25
2 7.5
R) 125
4 17.3
h 250
6 RAN
7 400
X s0.0
Y 625
10 750
11 1000
12 1250

13 1300
14 2000
15 3000
16 30010
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h’s generally fall somewhere in between the OTIS/
TOPS fixed levels of Table 1.

The weights ay, and 3, in Eq. (21) are obtained by
solving the N + 1 equations of ( 2) as before. In solving
(2). the parameters n,,. A,” and A" are assumed pro-
portional to the corresponding values for the temper-
ature analysis at 100 m depth. This implies

(63D = (AN ) 100 m (22)
(0" )mep = (K)(6") 100 m (23)
(a:Imep = (K)0:) 100 m (24)

where the subscript MLD indicates values are for MLD
vanations, and K is a constant.

Although A, and A,” can only take on the discrete
values of Table 1. 4, resulting from the solution of
(21) and (2) can take on any value. Thus, it can be
thought of as a "“floating level™ in the analysis system.

With the analysis for h,“ complete. OTIS sets the
temperatures at the gndpoints of Table | which are
shallower than /1, according to

(7}\"):)1 = ( 7}\(1)() + E (A’l‘l\,’)n

no1

(25)

where ( 7,“),, 1s the analyzed temperature at level m,
(7,9 is the analyzed SST. and (A7), is the change
in TOPS predicted temperature from level » — 1 to
level n (level O implies the surface). Thus. the shape
of the temperature profile from the surface to the base
of the mixed layer (e.g.. 1sothermal. weakly stratified.
or multiple thermocline) 1s controlled exactly by TOPS.

. Sub=mixed-laver analysis

Following conclusion of the mixed-laver analysis at
gridpomnt A, OTIS performs an analysis for temperature
at and below the analvzed MLE.D. Below this level. OTIS
utilizes a completely variable or “*Hoating™ vertical grid
designed to concentrate resolution in regions of high
vertical gradient. Beginning at the MLD and working
downward. the mesh spacing of this floating grid Az is
dehined as

. T
Az - S0m 4 (400m* C ‘)f.,)_‘
az
LA
Somte Sk
az-
for Sm=TA-ESR0m (26)

with = taken positive downward from the sca surtace.
With the vertical grid extending from the base of
the mixed laver downward to 400 m defined by (26).

OTIS performs an analysis tor temperature at cach of’

these levels. This analysis is carried out by solving (1)
and (2) at cach of the floating levels.
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In general. the bathy observations which contribute
to the sub-mixed-layer analysis extend to varying
depths. Bathys which reach to less than 250 m, or which

a
haveg: (7= T >0.01°C m ! near their deepest

reported depth -, are used in the analysis only for
levels above -;. Bathys extending to greater than 250
m depth for which

J
3 TS~ TS <0.01°Cm™

near g are used in the analysis at all levels down to
400 m. however. by extrapolating (7, — 7,) down-
ward. The mean-square error added to the extrapolated
anomaly below -z by this process is estimated from

(6,)ix = 10.0225 + 0.02
X exp{ —0.05(z5 — 250V} (= — z5) (27)

where - 1s the depth of the extrapolation point for the
ith bathy in meters. Equation (7) for extrapolated
bathy observations below - then becomes

(28)

The quantities n,,. A", and A\,” required in (2) are
derived from the user-specified parameters ;. B,. ;.
A and ega gy as before. In calculating A, and A" via
(4). (5). and (7). the quantities o', ¢,” and a,” are
interpolated hnearly from the fixed-levels of Table |
10 the floating levels. Equation (28) is used in place of
(7) for extrapolated bathy anomalies below - as dis-
cussed above. Note that the inverse decorrelation scales
Ai, Bio Cyoand the noise-to-signal ratio A,” for sub-
mixed-faver analysis can be assigned values by the user
distinctly different from those at the surface. This s
particularly important for ;. which generally has a
much smaller value below the MLD reflecting the
much longer time scale vanability there,

Upon conclusion of the sub-mixed-laver tempera-
ture analysis. the analyvzed temperature anomalies at
the tloating levels defined by (26) are vertically inter-
polated to the fixed levels of Tabie | between the MLD
and 400 m depth, added back 1o chmatology. and
output.

32 _ 2 2 oy 2
(6 )Barny = egarny T (0 + (0 )ix.

3. User-specified parameters

The nine user-specitied parameters used in OTIS are
listed 1 Table 2. The values of egup and a4y are
obtained from Earle ( 1985) and White and Bernstein
{1979, respectively. The values of egycsst and Enoasg
are based on Hawkins et al. {1986) and Strong and
McClamn (1985). The values of 1 and B range from
1/¢2000 km) in low-latitude open-ocean regions 1o
1/¢200 km) in coastal regions. The values of (7 and A*
also vary widely. [n general. (s smaller in midlatitude
open-ocean regions than in tropical or western bound-
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TABLE 2. User-specified parameters.

Parameter Value

ESHIP 229°C

€BATHY 0.20°C

EMCSST 0.71°C

OMessT 0.22°C

) 1/(20 days) above the MLD. 1/(60 days)
below the MLD.
A B.G N Vanable. prescnibed at the center of 10° % 20°

latitude/longitude rectangles and interpolated
linearly to gridpoint locations. Separate values
for above and below the MLD. .1 ranges from
1/(200 km) to 1/(2000 km), B ranges from 1/
(200 km) to 1/(1000 km), & ranges from (1.1°
to 1.0°C. and X" ranges from (.8 to 6.0.

ary current regions, where the aumospheric forcing and/
or physics of TOPS is not fully adequate. In general,
A" is smaller in quiescent regions (e.g.. eastern Pacific)
than in dynamically active regions characterized by
strong mesoscale eddies which are unresolved by the
horizontal grid (e.g.. Kuroshio or Gulf Stream regions).

4. Data selection and screening

Before the analysis begins, thinning and gquality-
control algorithms are applied to the data. First, the
bathy data are screened by applving a sorting process
which limits the bathy data density in 2.5° X 2.5° lat-
itude/longitude squares to the 60 most recent reports,
with no more than 30 taken from the same platform.
This thinning process is a practical necessity for han-
dling ocean weather stations, which typically report
two bathy observations per day.

Prior to computing the climatological anomalies
from the observations. all data are checked for physi-
cally unreasonable temperatures. Any obscrvations re-
porting less than —2°C or more than 40°C are dis-
carded. Once the observed anomalies are computed
and passed to the analysis, they are subjected to a gross
error check. Any observations which deviate by more
than 7°C from climatology are rejected.

In addition, OTIS applies a ship-tracking algorithm
to screen out bathy reports with obvious position errors.
These types of errors are fairly common in the real-
time bathy dataset and result primarily from coding
and radio transmission ecrors (e.g.. latitude and lon-
gitude transposed. wrong hemisphere, etc.). Thus,
OTIS monitors the successive positions of cach ship
reporting bathys at any time during the previous 60-
day period and flags jumps in position which would
require impossibly large ship speeds (bathys deploved
from aircraft are not tested in this manner). Bathy
observations corresponding to the erroneous position
reports are cxcluded from further processing by OTIS.

For the analysis at cach gridpoint. OTIS utilizes only
data which fall within certain temporal and spatial
windows (se¢ Phoebus 1988). For the SST analysis,
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the temporal window extends from the OTIS analysis
time back 60 hours. For the MLD and sub-mixed-
layer analyses, the window extends back 60 days. The
spatial window is defined in terms of the spatial cor-
relation scales 1/.4 and 1/B. The window is defined
as plus or minus one correlation scale in the north-
south and east-west directions from the gridpoint. At
gridpoints where the east~west correlation scale is larger
than the north-south correlation scale. as is often the
case. this results in a spatial window that is rectangular
in shape, extending farther in the east-west direction
than in the north-south direction. Variations of .{ and
B with location will alter the size. shape, and ornientation
of this window from gridpoint to gridpoint. and at var-
ious depths for the same grid location.

The area within the approprate spatial window is
searched and, ideally, all observations within the spec-
ified window are collected. In practice, however, the
number of observations that can be coliected is limited
to 700 (a himit which is seldom exceeded ). During the
data search, the correlation of each observation with
the gridpoint 7, is computed from Eq. (3). Once all
of the observations are collected. they are sorted by
these correlations to select the 15 reports most highly
correlated with the gridpoint location for potential use
in the analysis. If fewer than 15 observations are found.
all are retained. subject to one final quality control
procedure.

The (up to) 15 selected reports are screened for spu-
rious data using a horizontal consistency check. or
buddy check. patterned after that of DiMego et al.
(1985). The particular details of the OTIS buddy check
are described by Phoebus (1989). Briefly. the inequality

(T =T - (T = THI =(a—bn)o (29)

is examined for each pair of observations. If the in-
equality is satisfied. observations / and j corsoborate
each other and are thus both given “keep flags™ equal
to the correlation between them p,,; if the inequality is
not satisfied. the observations contradict each other
and are thus both given “toss flags™ equal to n,,. Fol-
lowing examination of all remaining pairs of reports.
the single observation with the highest summation of
toss flags is removed if the summation exceeds 2. How-
ever, observations whose keep flags sum to 2 or more
are retained regardless of toss flag scttings. This process,
beginning with the examination of the inequality (29)
and with all flag summations reset to 0. is then repeated
until no observations have toss flags which sum to more
than 2. The remaining observations are utilized in the
analysis at the gndpoint.

Equation (29) states that the absolute temperature
difference between two anomalies 1s compared to some
tolerance which is a function of the correlation between
them 7, and the long-term rms variation of the thermal
anomalies about chimatology o, . Cenceptually, obser-
vations which are more highly correlated with one an-
other are expected to agree more closely, and temper-
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ature differences in regions of high expected rms de-
partures from climatology are given more tolerance.
The use of the correlation 5, as the flag value is also a
subtle way to control the impact on¢ observation has
on the retention or rejection of another. Observations
which are highly correlated contribute more to the toss
or keep flag summations of one another than do those
observations which are farther separated in space and
ume. Currently, the values of « and b are set to 3.0
and 1.5, respectively. These values were chosen simply
through trial and error (see Phocbus {989).

5. Qualitative comparison of OTIS and TEOTS
a. Swrface thermal fields

The OTIS SST tield for 28 March 1988 is shown in
Fig. 1. This graphic. and the ones to follow, were pro-
duced by interpolating the ficlds (via a Bessel tech-
nique) from the standard FNOC NHEM and SHEM
63 X 63 polar stereographic grids to the standard FNOC
73 X 144, 2.5 degree sphernical grid. and then con-
touring.

Though the grid resolution in the model s too coarse
10 accurately represent fronts. OTIS shows large hor-
izontal SST gradients in the South China Sea. the Sea
of Japan. the Kuroshio region and. particularly. in the
Gulf Stream region. The tropical western Pacific SST
field is quite featureless. while the eastern tropical Pa-
cific shows much structure suggestive of upwelling
along the equator and off the coast of Peru.

The OTIS SST theld for 28 April 1988 is shown in
Fig. 2. Comparison of Figs. 1 and 2 illustrates the ex-
pected temporal vanability of the large-scale thermal
field over one month’s time: OTIS shows SST increases

7 6S°E__80°  100°  120°  140°  16Q°t  180°
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in the upper- and midlatitudes of the Northern Hemi-
sphere associated with the springtime warming. A
much more prominent change over this period. how-
ever, 1s the cooling along the equator in the castern
Pacific. Most likely due to enhanced equatorial up-
welling n response to stronger than normal casterly
winds assoctated with the “La Nina™ weather pattern.
this cooling trend led to the coldest June SST anomalies
in the castern tropical Pacific since the early 1970s
(Chmate Analvsis Center [988).

The OTIS SST anomaly field for 28 March 1988 is
shown in Fig. 3. Numcrous features are prominent.
including: 1) a cold anomaly extending across most of
the Pacific between 35° and 45°N. 2 )Ya warm anomaly
oricnted WSW-=ENE in the subtropical western Pacific.
3) a warm anomaly in the castern North Pacific ex-
tending southwestward from Baja California. 4) a cold
anomaly along the equator at 125°W, 3)a cold anom-
aly in the South Pacific centered at 40°S, 110°W. 6)
a warm anomaly oft the coast of Chile at 30°S. 90°W,
and 7) a warm anomaly in the South Atlantic at
20°S. 17°W,

The OTIS SST anomaly field on 28 April 1988 is
shown in Fig. 4. Comparison of Figs. 3 and 4 illustrates
changes in the OTIS SST anomaly field over one
month’s time. The midlatitude cold anomaly across
most of the Pacific on 28 March extends tarther south
and shows a larger amplitude on 28 April. The WSW-
ENE warm anomaly in the subtropical western Pacific
on 28 March is essentially gone by 28 Apnl. replaced
by two small warm anomalies centered at 15°N. 132°E
and 22°N. 172°W,_ and a larger warm anomaly cen-
tered at 26°N. 160°E. The warm anomalyv extending
southwestward from Baja California on 28 March ex-

1200 100° 80° 60° 40° 20° [0

65°t 80°  100° 120° 140° 160°t  180°

160°W  140°

1200 100°  80° 60° 40° 20° 0° 20° 30°E

Fi1a:, 1. Sea surface temperature (SS1) field from OTIS on 28 March 1988, The contour interval is 1°C.
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65°F  80° 100°  120°  140°  160°E  180°

160°W 1307

120°  100°  80° 60° a0 20° 0° 20° 30°¢

FiG;. 2. Sca surface temperature (SST tield trom OIS on 28 Apnl 1988, The contour intervalb s [7°C.

tends farther north and west by 28 April. and achieves
a secondary maximum ENE of Hawaii. The cold
anomaly along the equator at 125°W on 28 March
moves westward to about 135°W by 28 April. and an
even more intense equatorial cold anomaly forms be-
tween 85° and 105°W. The cold anomaly at 40°8S,
110°W on 28 March weakens and moves northwest-
ward 1o 35°S. 1 20°W by 28 April. The warm anomaly
off the coast of Chile at 30°S. 90°W on 28 March re-

65° _80° 100°_ 120°  140°_ 160°F

mains evident but weakened on 28 April. The warm
anomaly in the South Atlantic at 30°S, [7°W on 28
March weakens and moves westward to 30°S. 27°W
by 28 Apnl.

The TEOTS SST and SST anomaly fields on 28
March and 28 April (not shown) exhibit very little
qualitative difference with the OTIS fields of Figs. 1-
4. Thus, though they employ rather different data as-
similation techniques (Holl et al. 1979: Clancy and

30,

500|002 28 MAR 88 OTIS SST ANOMALY
, LCONTOUR INTERVAL IS 05 DEG €

5O 80°  100° 1200 40P 160°F  18C°

160°W

180°_ 160°W  140°

140° 1200 100°  B0° 60" Ll 200 o

1200 100° 80°

20° 30V

Fiei. 3. Sea surface temperatare (S8 1) anomaly ficld trom OFIS on 28 March Y8R The contour iterval i 005 °C
Positive contours are dashed and negative contours are displased with a thin solid hine
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FiG. 4. Sea surface temperature (SST) anomaly field from OTIS on 28 Apal 1988, The contour titersal 1s 0.57C
Posttive contours are dashed and negative contours are displaved with a thin sohd hine.

Pollak 1983). the two analysis svstems produce very
sitmilar SST products on the global scale. This probably
reflects the abundance of MCSST data available to
them.

Also, the 28 March and 28 April OT1S SST anomaty
tields are generally 1n good agreement with the SST
anomaly fields of NOAA (19884, 1988b, 1988¢). Note
that a direct quantitative comparison of the OTIS and
NOAA SST anomaly ticlds is bevond the scope of this
paper and s not partucularly meaningtul in any case

65% 807 i00° 120° 140° _160°% 180° 1o0‘W  14(°

ago;

A

60°

gl 00Z °5 MAR 88 OTIS 7200
5 |CONTOUR INTERVAL IS 1 DEG C

65°t  80° 100° 1200 40P

160°E  180°

160°W  140°

since the NOAA product represents a monthly aver-
aged hicld while the OTIS product represents a daily-
averaged field.

b, Subsurt e thermal fields

The OTIS and TEOTS temperature at 200 m depth
(T209) fields for 28 March 1988 are shown in fig. 5.
In general, OTIS produces sharper horizontal gradicats
in the 1200 thermal field. particularly ir the subtropical

1200 100° 800 6P 4P 200 ©F

120°  106' B0 60° a° 200 o 20° 30°¢

FicG. Sa. Temperature at 200 m depth (T200) from OIS on 28 March 1988, The contour interva, 1s 17°C
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160°€  180°

160°W  140°
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Fi. 3h. As in Fig. Sa. but for TEOTS,

Pacitic and Atlantie. OTIS provides a better represen-
tation of the western boundary currents at 200 m depth
than TEOTS. including t) separation of the high gra-
dient sones of the Kuroshio and the Ovashio, 2) a2 more
physically realistic orientation and packing of the iso-
therms in the Kuroshio south of Japan. 3 tighter
packing of isotherms in the Gult Stream extension re-
gron between 60° and 35°W, and 4)a more physically

realistic onientation and packing of isotherms west of

70°W and south of Cape Hatteras. In addition. the

65°F  80°

657t A0 100”120 A 60°E 180°

100°  120° 140c 160°E 180°  160°W 1400
15 :

160w 140”7

OTIS T200 field shows a clear (though poorly resolved)
representation of the Loop Current in the Gult of
Mexico. This feature is all but absent in the TEOTS
T200 field.

The OTIS and TEOTS wemperature anomaly fields
at 200 m depth (1200 anomaly) for 28 March 1988
are shown in Fig. 6. Substantial differences are apparent
in the T200 anomaly fields produced by the two mod-
cls. In eeneral, the TEOTS T200 anomaly field appears
noisic  nan the corresponding OTIS field. particularly

120° 100° 8
25 )

S N A A

200 300t

Fic. 6a Temperature anomaly at 200 m depth ¢ 1200 anomals ) from OIS on 28 Murch 1988 The contour
interval is 0.5 °C Positive contours are dashed and negative contours are displased with a thin sohd hine.

]




244

160°F 180°

JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY

160°W  140°

VOLUME 7

120° 100°  80° 60° 40° 20° o

6‘55°E 80° 100°  120° 14e

~

W

CONTOUR INTERVAL IS 05 DEG C
65°¢ 80°  100° 120° 140 160°t  180°

160°W 1407

120° 100°  80° 60° a0 20° o 20° 30°¢

16, 6b. Asin Fig. 6a. but for THOTS.

in the tropical Pacific. The features in the OTIS anom-
aly ficld generally show more spatial continuity and
exhibit a more physically reasonable cast-west (vice
north~south or circular) pattern. A large warm anom-
aly extending across most of the tropical South Pacitic
between 5€ and 23°S is present in both the OTIS and
TEOTS fields. but the northern and southern bound-
aries of this anomaly are represented much more
sharply by OTIS. This corresponds to the sharper hor-
1izontal gradients in the OTIS T200 tield for this region
which were obvious in Fig. 5.

In some regions. the differences between the OTIS
and TEOTS T200 anomalies are quite large. For ex-
ample. TEOTS shows a warm anomaly of over 2.0°C
at 47°N. 177°W_ but this feature is not present in the
OTIS anomaly ficld. An even more striking case is the

TEOTS warm anomaly of over 4.0°C ofl the coast of

New Foundland at 439N, 43°W: OTIS shows a cold
anomaly with amplitude greater than 1.5°C in this re-
gion,

The large differences between the OTIS and TEOTS
T200 anomaly ficlds are a result of the fact that EOTS/
TEOTS performs a vertical blending process from the
surface to 400 m depth (Holl ¢t al. 1979: Clancy and
Pollak 1983). In the absence of adequate bathy data
density, this tends to tie subsurface anomalies (¢ven
below the mixed layer) to the SST anomaly. Thus 1t
is never apparent whether subsurface anomalies in
EOTS/TEOTS are supported by bathy data. or are the
result of this vertical blending process. Also, in the ab-
sence of adequate bathy coverage, FOTS/TEOTS can
produce a subsurtace thermal field which s worve than
climatology if the real thermal anomaly changes sign
with depth. For example, if there is sufficient surfiace
data to map a warm anomaly at the surface. but in-

sufficient bathy data to map the field at 200 m depth.
then the EOTS vertical blending will tend to force in
a warm anomahy at 200 m. But. if there 1s actually a
cold anomaly at 200 m, then the EOTS/TEOTS tem-
perature at this depth will ditfer from rcality by even
more than climatology (e, it will be warmer than
climatology while reality is colder than climatology ).
OTIS. on the other hand. performs its equivalent of
the EOTS/TEOTS vertical blending process only from
the surface down to the base of the mixed layer. Thus,
temperature anomalics betow the mixed layer in OTIS
can arise on/v if the bathy data support them.

The OTIS and TEOTS T200 anomaly ficlds for 28
April 1988 are shown in Fig. 7. As was the casc for 28
March. substantial difterences between the OTIS and
TEOTS anomalies are cvident. OTIS shows warm
anomalies in the western North Atlantic, roughly along
the path of the Gulf Stream. while TEOTS shows cold
anomalies in this region. TEOTS shows warm anom-
alies in the Indian Ocean (15°S, 90°E). the castern
tropical Pacific (53°§-20°N. 90°-140°W). and the
western tropical Atlantic (20°8S-15°N. 20°-60°W)
which are not present 1in the OTIS field.

Comparison of Figs. 6a and 7a illustrate changes in
the OTIS T200 anomaly ficld on a one-month nme
scale. Most of the features prominent on 28 March are
still evident on 28 Aprl. An exception is the cold
anomaly at 40°S. 140°W on 28 March: this feature
weakens substantially by 28 Apnil. Also. the 1.5 degree
warm anomaly southwest of Hawaii (179N 165°W)
on 28 March increases to a 3.0 degree anomaly by 28
April. Finallv, a warm anomaby of more than 2 degrees
forms in the western troprcal Pacific at 4°N, 13671
between 28 March and 28 April.

The OTIS and TEOTS temperature anomaly helds

_
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¥iG. 7a. Temperature anomaly at 200 m depth (1200 anomaiy ) from OTIS on 28 April 1988, The contour
interval is 0.53°C. Positive contours are dashed and negative contours are displaved with a thin solid line.

at 400 m depth ( T400 anomaly) tor 28 April 1988 are
shown in Fig. 8. Large differences in these fields, which
are also a result of the TEOTS vertical blending dis-
cussed above, are apparent. For example. in response
to and consistent with the bathy data at 400 m depth.
OTIS shows a cold anomaly in the central South Pacific
between 10 and 20°S. In primary response 1o its own

vertical blending process and without the support of

bathy data at 400 m depth. however, TEOTS shows a

warm anomaly in this region and throughout most of
the subtropical South Pacific.

6. Quantitative verification of OTIS and TEOTS

a. Procedure

Venfication statistics for OTIS and TEOTS were
compiled from comparison against independent bathy
data. Although the bathy data are subject to errors

0° 20°30°E
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00Z 28 APR 88 TEOTS T200 ANOMALY
CONTOUR INTERVAL IS 05 DEG C
160°c  180°

65°¢  80° 100° 120° 140

160°W  140°

120° 100°  80° 20° 0° 20° 30°t

FiG. 7b. Asin Fig. 7a. but tor TEOTS,
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FiG. 8a. Temperature anomaly at 400 m depth ( T400 anomaly ) trom OTIS on 28 Apnl 1988, The contour
interval 1s 0.5°C. Positive contours are dashed and negative contours are displaved with a thin solid line.

which can be quite large (including. in the context of
model comparison. errors produced by subgrid-scale
features unresolved by the model grids). they still pro-
vide an important ground truth reference for ranking
the skill of ocean thermal models.

Once per day the thermal fields from OTIS and
TEOTS are interpolated via a Bessel technique to the
locations of all bathy observations received at FNOC
during the previous 24 hours but not vet assimilated

65°t 80° 100° 160°F  180°

7120° 140°

160°W  140°

into the models ( making the observations independent
of the models). Each bathy observation is then verti-
cally interpolated linearly to a standard vertical grid
between the surface and 300 m. and spurious obser-
vations are discarded automatically by a bathy error
detection algorithm. which is less sophisticated than
the OTIS quality control procedures discussed in sec-
tion 4.

The remaining data are used to calculate analyzed

120° 100 80° 60° 40° 20° 0°

65°F B80°  100° 1200 140°

160°t  180°

160°W  140°

1200 1000 80°

F1;. 8b. As in Fig. 8a, but for TEOTS.
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minus observed temperatures (i.¢., the “apparent er-
rors” in the analyzed temperatures) for both QTIS and
TEOTS at the standard gnd depths of 0, 12.5, 25, 50,
75,100, 150, 200, and 300 m at each bathy location.
The resulting apparent errors tor both OTIS and
TEOTS trom each individual bathy at cach standard
depth are accumulated 1in a running 90-dayv history file
and segregated into the nine verification areas shown
in Fig. 9. From the data in this history file. the apparent
root-mean-square (rms) errors for both OTIS and
TEOTS are calculated at the standard depths in cach
of the nine verification areas from the 90-day accu-
mulation of data covering the months of February.,
March. and Apnl 1988. The total number of data col-
lected and used in these calculations amounts 1o 9980
bathv observations.

h. Vertical profiles of appurent error

Piots of vertical profiles of the apparent rms errors
tfor OTIS and TEOTS for Februarv—April 1988 for cach
of the nine verification areas are shown in Figs. 10a-1.
The shapes of the error profiles for OTIS and TEOTS
in cach area are quite similar. All areas except the mid-
latitude Atlantic areas ( Areas 3 and 4. Figs. 10¢ and
10d ) exhibit local maxima in the error profiles at some
intermediate depth for both OTIS and TEOTS. These
local maxima are quite pronounced for the Indian
Ocean (Arca 5, Fig. 10¢). the tropical castern Pacific
(Arca TA. Fig. 10). and the tropical castern Atlantic
(Arca 3A. Fig. 10h), and arc probably due primarily
to noise in the verification data caused by unresolved
vertical displacements of the strong thermoclines in
these areas produced by eddies and internal waves. The
midlatitude castern Atlantic ( Area 3. Fig. 10¢) s char-
acterized by local minima in the error profiles for both
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OTIS and TEOTS at about 100 m depth. The midiat-
itude western Atlantic (Area 4. Fig. 10d) shows a
monotonic decrease in the apparent rms error with
depth tor OTIS.

Note the large apparent rms errors {or OTIS between
25 and 75 m depth in the midlautude castern Pacific
compared to TEOTS (Arca 1. Fig. 10a). From ex-
amination of the apparent mean errors for this area
derived from the same bathy dataset (not shown), it
1s apparent that the OTIS thermal fields were biased
cold in this depth range. This implies that the OTIS
ML.D was biased shallow in the region. suggesting room
for improvement in the TOPS mixed-laver model and/
or the manner in which OTIS analyvzes MLLD.

Except in the midlatitude western Atlantic and the
Indian Ocean. where the apparent errors for OTIS in-
dicate the largest relative improvement over TEOTS,
the venification statistics show very little difference be-
tween the accuracy of the two products at the surface.
Improvements of OTIS over TEOTS are most pro-
nounced below about 100-150 m depth. This is con-
sistent with the conclusion of section 2 that the OTIS
and TEOTS SST fields are quite similar. while the T200
and T400 fields exhibit substanual differences.

¢ Depth-averaged apparent error statistics

Depth-averaged apparent rms error statistics. cal-
culated by integrating the rms crrors of Fig. 10 over
various depth intervals and then dividing the result by
the depth interval. provide a convenient representation
of the verification results. Depth-averaged statistics tor
Februarv-April 1988 are presented in Table 3 tor cach
of the nine vertfication arcas. Included in the tables
are depth-averaged apparent rms crrors tor OTIS and
TEOTS and the percent improvement ot the depth-
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Fici. 10, Apparent root-meanssquare (rms) errors for OTIS (sohd hne) and TFOTS tdashed hine) as a function
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the midlatitude eastern Pacific € Area 1) from 970 independent baths reports. (b) for the midlatitude western Paathe
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eastern Pacific { Area 1A) and 1295 bathys. (g) for the tropical western Pacific (Area 24 ) and 394 bathys. (h for
the tropical eastern Atlantic (Area 3A) and 104 hathys, and (1) for the tropical western Atantic ¢ Area 441 and
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F1G. 10, (Continued)

averaged OTIS rms error over that of TEOTS for depth
intervals of 0-300 m, 0-150 m, and 150-300 m.

The statistics in Table 3 show regional differences.
with the apparent rms errors for both OTIS and TEOTS
largest in the midlatitude western Atlantic (Area 4)
and midlatitude western Pacific (Area 2). This reflects
the influence of the Guif Stream and Kuroshio Current
systems and their related mesoscale eddy fields. The
relative improvement of OTIS over TEOTS is largest
in the Indian Ocean (Arca 5). OTIS performs poorest
relative to TEOTS in the midlatitude eastern Pacific
(Arca 1) because of 1ts shallow bias in MLD noted
above, but horh QTIS and TEOTS are extremely ac-
curate there with low apparent rms crrors relative to
the other areas and climatology. When averaged over

all arcas (9980 bathy reports). OTIS shows a 77 im-
provement over TEOTS in 0-300 m apparent rms er-
ror. Stratified by depth ranges. OTIS shows only a 37
improvement over TEOTS in 0-130 m apparent rms
error, but an 11 improvement over TEOTS in 130~
300 m apparent rms error.

It 1s useful to compare the accuracy of OTIS to that
of the ocean thermal climatology used as the first-guess
field. Depth-averaged apparent rms errors for OTIS
and this chmatology tor February-April in the nine
verification areas are shown in Table 4. Also included
in the table is the percent improvement of OTIS over
the climatology. Averaged over all arcas. OTIS shows
a 129 improvement over chmatology in 0-300 m ap-
parent rms error. The improvement relative to ch-

E EE—————————————————————————
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TABLE 3. Depth-averaged apparent rms error statistics. [(o”) [°*. for OT1S and TEOTS for February-April 1988.
Number OTIS rms TEOTS rms Percent improvement
Areca Arca definition of obs error (C) error () of OTIS over TEOTS
Depth interval - 0-3010m
1 Midlatitude EPAC 970 092 0.88 4
2 Midlatitude WPAC 1232 214 207 !
R Mudlatitude F1LANT 23 1.14 1.20 S
4 Midlatitude WLANT 2161 2.06 240 14
5 Indian Ocean 372 1.17 142 18
1A Tropical EPAC 1295 1.31 1.37 B!
2A Tropical WPAC 599 1.35 1.41 3
3A Tropwcal ELANT 104 112 1.17 4
4A Tropcal WILANT 948 1.O8 17 8
Average over all arcas 1.36 1.46 7
Depth iterval - 0-150m
t Midlatitude EPAC 970 1.03 0.92 12
2 Midlatitude WPAC 1232 2.1 242 1
3 Midlatitude ELANT 2304 1.0% 113 4
4 Midlatitude WEANT 2161 224 2.54 12
S Indian Ocean i 1.31 1.4% 12
1A Tropical EPAC 1295 i.44 1.44 4]
2A Tropical WPAC 394 1.34 1.30 3
3A Tropical FLANT 104 1.49 1.44 3
aA Tropical WLAN' 9% 1.12 1.1% 6
Average over all areas 1.46 .51 2
Depth interval — 130-300 ' m
i Midlatitude EPAC 970 (.80 0.83 L)
2 Midiatitude WPAC 1232 247 2.21 2
3 Mudlatitude ELANT 2304 1.19 1.27 7
4 Midlattude WL AN 2161 1.87 2.26 18
Al Indian Ocean 372 1.03 1.36 24
1A Tropical FPAC 1295 119 1.29 8
2A Tropical WPAC 394 1.37 1.52 10
3A Tropical FLANT 104 (.78 0.90 16
4A Tropcal WLANT 948 1.04 .13 10
Average over all areas 1.2 Il

7 1.42

matology is largest in the midlatitude castern Pacific
(Arca 1). and smallest in the tropical western Atlantic
(Arca 4A).
d. Depth-averaged grid-scale ervor statistics

It may scem surprising that the differences in ap-
parent rms crror between OTIS. TEOTS. and clima-
tology are not larger. given the quahtative differences
between the subsurface thermal fields noted in section
5. To explain this, we write expressions tor the apparent
fins orions (o) " for OTIS. TEOTS., and climatol-
ogy as

[Ca)ons]"t TMhne 1 (a7 Ghann 197 (30)

[V ro1s]" " = LoD Tiois F (a7 4 e ]

(3t)

[CoDTm])" = Dm0 4 caann]”’

(32)
where the overbar indicates an average over all bathy
data in a venfication area. and the grid-scale error o,
the subgrid-scale error «”. and the bathy instrumental
CITOT ey are assumed to be uncorrelated. With the
thermal fields produced by the two models and chi-
matology all defined on the same horizontal grid. dif-
ferences in apparent rms error [(6)7]" can be due
only to differences in o, However, for the grid reso-
tution used here (about 320 km). o = 6" euainy -
Thus. the apparent rms error statistics are highly con-
taminated by subgrid-scale noise (¢”) which tends to
overwhelm and mask the true grid-scale error of the
ficlds (a) and. hencee. the differences in the relative
performance of the models.
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TaBLr 4. Depth-averaged apparent rms error statistics, [(n‘:;’ 1", for OTIS and climatology for February-April 1988,

Number

Area Area defimtion of obs

OTIS rms
error (C)

CLIM rms
error (C)

Percent improvement
of OTIS over CLIM

Depth interval

i Midlatitude EPAC 970
2 Midlatitude WPAC 1232
3 Midlatitude ELANT 2304
4 Midlatitude WLANT 2161
h) Indian Ocean 372
1A Tropical EPAC 1295
2A Tropical WPAC 594
3A Tropical FLANT 104
4A Tropical WLANT 948

Average over all areas

Depth interval

i Midiatitude EPAC 970
2 Midlatitude WPAC 1232
3 Midiatitude ELANT 2304
4 Midlatitude WLANT 2161
bl Indian Ocean 372
1A Tropical EPAC 1293
2A Tropical WPAC 594
3A Tropical ELAN' 104
4A Tropical WLANT 948

Average over all areas

Depth merval

i Midlatitude FPAC 97}
2 Midlatnude WPAC {232
3 Midlatitude ELANI 2304
4 Midlatude W1 AN 216]
S Indian Ocean 72
1A Tropical FPAC 1293
2A Tropical WPAC Sud
3A Tropical E1 AN 104
ERY Troprcal WEANT U348

Average over all areas

Contamination of ocean thermal verihcation statis-
tics with observauonal noise is a fairly general problem,
even for finer-resolution models. A technigue for es-
tmating the uncontaminated grid-scale crrors of a
model would be guite usetul. and can be denived from
the formalism presented above. From (30)-( 32),

[("”)«:»ll\]w (a1 R T T AR TS A
(33
KA STTITTS R KA Y
t {ao )‘;un\ (U')i‘1|\|]“\< (3

The quantity (a4} 8 is the mean-square departure
of the thermal held from chmatology (i.e.. the mean-
square of the anomaly field) calculated over the loca-
tions of the bathy observations in cach venication arca.
It can be estimated from the analvzed anomalies during

0-300 m

0.92 1.24 26
214 2.23 4
1.14 1.21 6
2.06 2.57 20
1.7 1.22 4
1.31 1.57 17
1.35 1.60 16
1.12 1.21 7
1.08 1.09 1
1.36 1.5§ 12
0-150m
1.03 1.38 26
21 214 1
1.08 115 S
2.24 265 16
1.31 1.2% 2
[.44 1.62 il
134 141 5
1.49 1.49 0
112 1.04 7
1.46 1.57 7
130300 1
0.80 1.10 27
217 232 6
119 1.27 7
1.87 249 25
1.03 LS 11
1.19 1.53 2
1.37 1.79 24
0.73 0.94 20
1.04 ' 113 9
127

the study period. Thus. all of the terms on the night-
hand-side of (33) and (34) can be obtained to vield
estimates of the grid-scale rms errors of the models
(LoD ana”  and [ (a1 014]" ) uncontaminated by
observational noise.

Depth-averaged values of the gnd-scale rms errors
[€a)7]"" for OTIS and TEOTS calculated trom (33)
and { 33) are presented in Table 5. For all depth inter-
vals and areas. the grid-scale rms errors of Table 5 are
smaller than the apparent rms errors of Table 3. re-
flecting the removal of observational noise. Also, the
grid-scale errors do not as clearly take on relative max-
ima i the western boundary current arcas { Areas 2
and 4) as the apparent errors. This again retlects the
suppression of obseryational noise, which s particularls
strong in these arcas due to the presence of strong and
unresolved mesoscale eddies. Comparison of the gnd-
scale errors rather than the apparent errors allows a
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Tasir 5 Depth-averaged grid-scale rms error statistics. [(a*) ", tor OTIS and TEOTS for Februan-April 198X,

Number OTIS rms TFOTS rms Percent improsement
Arca Areca defimtion ol obs error () error (C) ot OIS over TEOTS
Depth mrerval - 0-3010m
1 Midlatitude FPAC Y70 (135 048 14
2 Midlatitude WPAC 1232 1.00 .06 6
3 Midlatitude FU AN 2304 0.5X 0.69 16
4 Madlantude W1 AN 2161 (.73 1.43 39
N Indian Ocean 372 (1.69 1.06 3s
1A Tropical EPAC [ OX8] 0.9 10
2A Tropical WPAC 94 0.96 .06 10
RN Tropical F1 ANT 104 0.62 0.71 13
ERY Iropical W AN Y48 083 0.64 23
Average over adlareas 072 (190 20
Depth mterval - 0-130m
1 Mudlantude FPAC 970 0.61 0.3y S6
2 Midlatitude WPAC 12132 1.12 113s 3
3 Midlatitude B AN 2304 0.20 0.36 44
4 Midlatitude WLAN| 2i6t .93 149 38
s Indian Ocean R 0O.R7 111 22
1A Fropical EPAC 1293 092 (.92 0
2A Tropical WPAC 94 1.02 (198 4
REY Tropical FT AN 104 .83 .73 H
3A Tropical WEANT 938 062 073 15
Average over all arcas 079 0.8¥ 10
Depth tterval - 150-300'm
1 Midlatitude FPAC 970 (148 (.53 1
2 Midlatitude WPAC 1232 (IR .95 1
3 Midlautude ET AN 2304 (.89 1.00 11
4 Midhatitude WEANT 2161 044 1.35 68
N Indian Occan in (4R 1.01 AR
1A Tropical FPAC 1203 0,68 0.83 20
2A Tropical WPAC S94 93 b4 18
3A Tropical ELANT 104 045 .66 32
JA Tropical WLAN] 94% 043 0.66 33
Average over all areas 0.62 0.90) 31

more meaningful ranking of model skill. The 0-300
m grid-scale rms errors of Table 5 averaged over all
arcas show OTIS with a 204 improvement over
TEOTS. three times that calculated from the apparent
rms error statistics of Table 3.

7. Summary, conclusions, and future work

OTIS 15 an occan thermal analysis svstem designed
tor operational use at FNOC. It is based on the opti-
mum interpolation data assimijation technique and
functions in an analysis-prediction-analysis data as-
similation cyele with the TOPS mixed-laver model,
OTIS provides a nigorous framework for combining
real-time data (e.g.. ship. buoy. bathy, and satelhite ob-
servations). chmatology. and predictions from nu-
merical occan prediction models (e.p., TOPS) to pro-
duce a large-scale synoptic representation of ocean
thermal structure.

An operational test of OTIS was conducted during
February, March, and April of 1988, This involved
running OTIS dailyv in parallel with and on the saume
grid as the TEOTS analvsis (the existing operational
product). comparing output from the two models
qualitatively. and validating the output of the models
against bathy data that was independent of the roodels.

Qualtative comparison of SST ficlds produced by
OTIS and TEOTS shows little difference between the
two products. Comparison of subsurtace felds. how-
ever, shows large and important differences between
the two. OTIS subsurtace temperature ticlds exhibit
sharper and more realistic horizontal gradients. more
physically reasonable large-scale anomaly patterns, a
better (though still very poorly resolved ) representation
of the Gult Stream and Kuroshio Current systems, and
a better representation of the T oop Current in the Gulf
of Mexico.

Validation of OTIS and TEOTS against independent
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bathy data (i.c.. unassimilated into the analyses at the
time of validation) indicates that OTIS produces a
more accurate representation of ocean thermal struce-
ture than TEOTS. Apparent rms crrors for OTIS are
generally less than those for TEOTS, particularly below
about 100-150 m depth. The 0-300 m depth-averaged
apparent rms errors, calculated from a 90-day accu-
mulation of data and averaged over all areas to produce
a sample size of 9980 bathy reports, show OTIS with
a 7% improvement over TEOTS. The 0-300 m depth-
averaged grid-scale rms crrors, estimated via a tech-
nique to remove the effect of observational noise from
the statistics and averaged over all arcas, show OTIS
with a 20% improvement over TEOTS.

OTIS was designated as the Navy's new operational
global-scale ocean thermal analysis in July 1988, Pres-
ent and future work involves the application of a new
and more sophisticated version of OTIS on eddy-re-
solving regional grids, and the continuced monitoring
of verification statistics derived from independent bathy
data. : : ‘
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APPENDIX A

Definition of Symbols

Ay Inverse of east-west decorrelation scale of
resolvable thermal anomalies at gridpoint
k.

By Inverse of north-south decorrclation scale
of resolvable thermal anomalies at grid-
point k.

Ci Inverse of temporal decorrelation scale of
resolvable thermal anomalies at gridpoint
k.

¢ Mecan of instrumental error (i.c., bias) for
MTSST obscrvations.

G, Rms TOPS crror growth over one forecast
cycle at gridpoint k.

! Analyzed mixed-layer depth at location /.

e Climatological mixed-layer depth at grid-
point &,

hY Observed mixed-layer depth at gridpoint k.

M Number of MCSST obscrvations averaged
around a gridpoint to form a super-ob-
servation.

N Number of obscrvations assimilated at grid-
point k.

T Temperature,

T Reference climatological SST gradient.

T Analyzed temperature at gridpoint &,

T

k
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i

T
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Nij
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Climatological temperature at gridpoint k.

Observed temperature at location |,

TOPS predicted temperature at gridpoint k.

Depth, measured positive downward from
the surface in meters.

Deepest reported depth in a bathy obser-
vation.

Individual MCSST observation at location
/.

Weight given o observation i assimilated at
gridpoint &,

Weight given to TOPS prediction at grid-
point k.

Weight given to climatology at gridpoint k.

Correlation between resolvable thermal
anomalies at location / and location j in
space-time.

Noise-to-signal ratio for obscrvation /.

Noise-to-signal ratio for TOPS prediction at
gridpoint &,

Noise-to-signal ratio for subgrid-scale error
at location /.

Average of X;” over entire horizontal analysis
domain.

Reference grid space.

East-west distance between location i and
location J.

North-south distance between location 7 and
location j.

Time difference between observation i and
observation J,

Change in TOPS predicted temperature
{rom level n — 1 tolevel n (level 0 implics
the surface) at gridpoint k.

Ris observational error of observation i.

Rms error of TOPS prediction at gridpoint
Ny

Long-term rms variation of resolvable ther-
mal anomalics about climatology at lo-
cation {.

Rms difference between bathy observations
and climatology at location .

Rmis difference between bathy obscrvations
and climatology calculated over entire
horizontal analysis domain,

Expected rms temperature difference be-
tween 737 and independent bathy obser-
vations.

Rms subgrid-scale crror at location .

Rms crror added to MCSST super-obser-
vation as & result of the way in which the
block averaging of the MCSST data is
done,

Rms error of resolvable thermal ficld in re-
sulting analysis at gridpoint k.

(o iriar. Rms errvor of the resolvable thermal ficld

from the previous analysis initializing
TOPS at gridpoint &,
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Rms error added to ith bathy observation
below depth - by the downward extrap-
olation of the bathy.

€ Standard deviation of instrumental error for

MCSST. SHIP, or BATHY observations.

(0.)ex
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