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PREFACE

This volume presents the contributions of the participants in the

Sixth International Swarm Seminar, held August 2-5, 1989, at the Webb

Institute in Glen Cove, New York. The Swarm Seminars are traditionally

held as relatively small satellite conferences of the International

Conference on the Physics of Electronic and Atomic Collisions (ICPEAC)

which occurs every two years. The 1989 ICPEAC took place in New York

City prior to the Swarm Seminar. The focus of the Swarm Seminars has

been on basic research relevant to understanding the transport of charged

particles, mainly electrons and ions, in weakly ionized gases. This is a

field that tends to bridge the gap between studies of fundamental binary

atomic and molecular collision processes and studies of electrical

breakdown or discharge phenomena in gases. Topics included in the 1989

seminar ranged the gamut from direct determinations of charged-particle

collision cross sections to use of cross sections and swarm parameters to

model the behavior of electrical gas discharges. Although the range of

subjects covered was in many respects similar to that of previous

seminars, there was an emphasis on certain selected themes that tended to

give this seminar a distinctly different flavor. There was, for example,

considerable discussion on the meaning of "equilibrium" and the

conditions under which nonequilibrium effects become important in the

transport of electrons through a gas. It is evident from work presented

here that under certain gas discharge or plasma conditions nonequilibrium

effects can be significant; therefore, application of swarm or transport

parameters determined under equilibrium conditions to the modeling of

such discharges or plasmas must be considered questionable. The

discussions at this seminar, as represented by several of the invited

papers, has helped to remove some of the confusion about the

applicability of equilibrium assumptions and provided guidance for

attempts to deal with nonequilibrium situations. The seminar also

included discussions about the meaning and determination of higher order

"diffusion coefficients" in electron transport and limitations on the

range of validity of "modified effective range theory." Interesting new
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developments on both topics were presented. Several of the invited

papers were concerned with the peculiarities of ion transport in sulfur

hexafluoride, a gas that has become increasingly important because of use

in plasma processing of electronic materials and as a gaseous dielectric

in electrical power systems. An attempt was made for the first time to

include papers on electron transport in dense media, namely high-pressure

gases and liquids.

The 1989 Swarm Seminar was sponsored jointly by the Polytechnic

University of New York, the National Institute of Standards and

Technology, and the Naval Surface Warfare Center. Financial support for

the seminar was also provided by the U.S. Air Force Office of Scientific
Research.
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NON-EQUILIBRIUM ELECTRON TRANSPORT: A BRIEF OVERVIEW

L. '. Pitchforda, J. P. Boeufa , P. Segura and

E. Marodeb

aCentre de Physique Atomique de Toulouse

Toulouse, France
bLaboratoire de Physique des Decharges

Gif-sur-Yvette, France

INTRODUCTION

Traditional electron swarm studies have focused on the range of

conditions for which the electron transport and rate coefficients can be

well-parameterized by the local value of the ratio of the electric field

to the neutral density, E(r,t)/N. We have rather informally referred to

this condition where the electron velocity distribution function (evdt)

at any point in space or time can be defined by the local reduced field

as "equilibrium with the field" or "local field equilibrium". Over the

years, and driven to a large extent by the need for accurate analyses of

swarm experiments for the determination of cross sections, a rather

complete theory of electron transport in weakly ionized gases has been

developed (Kumar et al., 1980, 1984) subject to the condition of local

field equilibrium. In its usual form, this theory involves an expansion

of the space and time dependent evdf in powers of the gradient of the

electron density, and it provides a computational procedure for obtaining

the space-time evolution of the electron density in terms of electron

transport and rate coefficients which are functions of the local value of

E(r,t)/N (Kumar et al., 1980, 1984). By analogy with theories in other

areas of transport phenomena, this has been referred to as "hydrodynamic"

electron transport, and the terms "hydrodynamic" and "local field

equilibrium" have been used synonymously.

The development of the hydrodynamic theory of electron transport has

allowed the determination of electron drift velocities and diffusion

coefficients to remarkable levels of accuracy from measurements of N(r,t)

the space and/or time evolution of a pulse of electrons released from the

Nonequilibrium Effects in ton and Electron Transport
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cathode and pulled through a neutral gas under the influence of an

electric field (Huxley and Crompton, 1974). The extraction of highly

accurate electron scattering cross sections from swarm experiments has

generally relied on the interpretation of n(r,t) in terms of hydrodynamic

transport and rate coefficients. A large body of experimental and compu-

tational data exist in this regime (Dutton, 1975; Gallagher et al.,

1983), and the data are referred to as "electron swarm" data, in analogy

with a drifting, spreading swarm of bees. If the electric field is space

or time dependent, but only slowly changing, the transport and rate

coefficients can still be parameterized by the local value of the field,

E(r,t)/N. Although the hydrodynamic description is restrictive, there is

a wide range of electron transport phenomena and many applications which

are well described by these concepts. These subjects have been a

dominant theme in previous Swarm Seminars.

A description of electron transport based on coefficients which are

functions of E/N is of wide, but not universal validity, as is emphasized

by M.J. Kushner in these proceedings. In particular, the local value of

E(r,t)/N is insufficient to describe, for example, the electron transport

near physical boundaries such as electrodes, in the presence of external

sources of ionization, and when E/N varies rapidly in space or time.

Electron transport phenomena under these conditions can depart signifi-

cantly from hydrodynamic electron transport where the local value of

E(r,t)/N is all that one need specify.

A number of attempts to measure and calculate electron transport or

related phenomena in the absence of a local field equilibrium have been

made since the 1920's. It is only in the past or so years, however,

that detailed calculations based on numerical bolutions of the Boltzmann

or Monte Carlo simulations have been practical under non-equilibrium

conditions. One impetus for the development of these methods has been

the need for detailed models of electron transport phenomena in the

cathode fall region of gas discharges especially for the application of

low-pressure plasma processing of semiconductor devices as is discussed

by D.B. Graves in these proceedings. This has led to a renewed and

practical emphasis on such phenomena, and it is timely that one of the

main themes of this meeting is non-equilibrium electron transport.

It should be pointed out that "non-equilibrium" is a term that is

also used in the context of weakly ionized gases to denote either

1) non-Maxwellian electron energy distribution functions or 2) electron

transport in background neutral gases with significant internal

excitation which cannot necessarily be described by a single temperature.

The former has been studied for many years and is well understood. The

latter is a more difficult area largely because of the lack of the basic
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data needed to describe electron interactions with radicals and excited

states. C. Gorse and her colleagues at the University of Bari in Italy

have devoted considerable attention to this topic over the past ten years

and she describes the status of their very interesting work in these

proceedings.

In this brief article, we will provide a few comments on our view of

the status of non-equilibrium electron transport studies, although more

from a computational than from an experimental or theoretical point of

view. We will also attempt to provide a perspective for those

contributions at this meeting which fall in the general category of

non-equilibrium electron transport.

STATUS OF NON-EQUILIBRIUN ELECTRON TRANSPORT STUDIES

Survey of Non-Equilibrium Phenomena

In local field equilibrium, the shape of the evdf depends only on

E(r,t)/N and is such that the energy and momentum gained from the field

are balanced by collisions in each element in velocity space at each

position and time (Allis, 1956); i.e., there is no net electron flux in

velocity space at a given r and t. When this delicate balance is

perturbed, for example, by emitting or absorbing boundaries, rapidly

varying fields or external sources of ionization, there are unbalanced

fluxes in velocity space which act to restore the local field

equilibrium. The electron velocity distribution function then depends on

space and/or time as well as E/N and the gas composition, and the

electron transport is said to be non-equilibrium (Kumar et al., 1980,

1984). It should be emphasized that we are discussing the normalized

distribution function in the above; a changing electron number density is

consistent with equilibrium electron transport provided the rate of

change; i.e., ionization or attachment rate coefficient, is independent

of time or space.

The space or time dependent evolution of the non-equilibrium evdf

(except for the simple and very special case of a constant electron-

neutral scattering frequency) is a complex process. The acceleration of

the electrons by the field depends locally and instantaneously on E(r,t)

while the collisional redistribution of electron velocities is a slower,

nonlocal process. And, because the collisional energy losses are

dependent on the electron energy, different parts of the distribution

will readjust to perturbations with different rates.

The high-energy tail of a steady-state but space dependent evdf is

largely populated by the electrons that have "escaped" from the body of

the distribution by traveling along the field for several mean free paths
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without an inelastic collision. Thus, the tail of the evdf at a point x

is strongly Influenced by both the field and the body of the evdf many

volts upstream from x. Deviations of the observable transport and rate

coefficients from their local field values are more pronounced in moments

of the evdf which weigh more heavily the high-energy tail (for example,

the ionization rate coefficient), while moments reflecting the bulk

electrons are better approximated by their local field values (the

average electron energy) (Moratz et al., 1987).

In contrast, the high-energy tail of a time dependent but spatially

homogeneous evdf responds more quickly than does the body of the

distribution because the collision frequency or energy exchange frequency

is usually higher in that range of energies. The energy regions for

which electron energy exchange with the background gas is inefficient are

the slowest to respond. The overall effect is a very complex time

dependent evdf which passes through a series of transient shapes which

are unlike any equilibrium evdf, and for which the high-ene- - tail is

modulated much faster than the body of the distribution (Wi_-elm and

Winkler, 1979).

Electron transport under high field conditions is complicated by the

existence of a runaway electron component, and it is natural to assume

that the local field approximation is invalid under these conditions.

Building on previous work, recent detailed studies have shown that, in

spite of this tendency for individual electrons to runaway, the

continuous flux of newly born secondary electrons dominates the evdf and

is such that velocity averages over the distribution are functions of the

local field. It is not clear, however, that the density gradient

expansion and the usual hydrodynamic formalism is valid or useful under

these conditions. In these proceedings, Y.M. Li describes recent work on

high field electron transport, and A.V. Phelps presents his recent

results on the ion and fast neutral behavior under high field conditions.

Observations of diverse non-equilibrium phenomena such as the nature

of the oscillations in light intensity near the cathode in rare gases

(Holst and Oosterhuis, 1921) and the energy of the electron beam from the

cathode fall entering the negative glow (Brewster and Westhaven, 1937)

have been made since the 1920's and 30's. In their classic review paper,

Druyvesteyn and Penning (1940) comment on these and a number of other

cases where E/N is no longer a good parameter to describe the electron

transport. In spite of this half century of recognition that there

exists a broad range of non-equilibrium electron transport phenomena and

their observation, it is hard to draw detailed generalizations. Non-

equilibrium phenomena have been difficult to quantify experimentally on a
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systematic basis because of their dependence on initial and experimental

conditions. More importantly, these phenomena are highly dependent on

which of the observables is under consideration (Phelps 1983). There are

only a few recent examples of experiments or calculations which attempt

to systematically quantify well-defined aspects of non-equilibrium

behavior (Haydon and Williams, 1976; Hays et al., 1987; Ponomarenko et

al., 1985; Pitchford, 1985).

Although a number of empirical generalizations based on the existing

data could be cited, there are only three firm conclusions we wish to

emphasize. (See E. Marode and J.P. Boeuf, 1983, for a recent review of

existing data.) First, in the absence of external sources of electrons,

the time and distance variables in the Boltzmann equation scale in

products with the neutral density; i.e., Nx and Nt are the scaling

parameters for relaxation towards the equilibrium distribution function.

Second, there is no general correlation between the non-equilibrium

values of the observables. This means, for example, that the average

electron energy cannot in general be used to parameterize the ionization

rate coefficient when the local field approximation fails. Lastly, the

observables can attain values outside their range of equilibrium values.

The vibrational excitation rate coefficient in nitrogen, for example, in

a particular non-uniform field reached values up to four times the

maximum equilibrium value (Moratz et al., 1987).

COMPUTATIONAL METHODS

There are a number of techniques which have been developed over the

years and a vast literature describing methods for solving the Boltzmann

equation to obtain the electron velocity distribution function under

hydrodynamic conditions. Extremely accurate and efficient solution

techniques are now available for electron transport in the hydrodynamic

regime (Lin et al., 1979; Pitchford et al., 1981; Segur et al., 1983;

Winkler et al., 1984). If the full space and/or time dependence of the

evdf must be taken into account, the solution techniques and, in partic-

ular, solutions of the Boltzmann equation become considerably more

complicated. Advances have been made recently in the development of

techniques for time and space dependent situations. Notably, the

technique developed by Segur, et al., (1986) for the solution of the

Boltzmann equation in the cathode fall region of discharges is capable of

handling physical boundaries and non-uniform fields. P.J. Drallos and
J.M. Wadehra describe in these proceedings a promising technique for the

solution of the time-dependent Boltzmann equation (Drallos and Wadehra,

1988), and N. Ikuta and his colleagues present results from their flight
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time integral method (Ikuta and Murakami, 1987) which is a powerful

method for time dependent (and potentially space dependent) solutions of

the Boltzmann equation. S. Clark and E.E. Kunhardt are developing a

multigroup approach to electron kinetics, and they present a numerical

solution to an initial value problem using this technique.

Monte Carlo simulations of electron transport in gases provide the

same information as do solutions of the Boltzmann equation; i.e., elec-

tron transport and rate coefficients and the electron velocity distri-

bution function (Itoh and Musha, 1960; Boeuf and Harode, 1982). In

principle, the simulation results are as accurate as the physical

description of the electron motion and interaction with the background

gas included in the simulation. Monte Carlo simulations obviate the need

for introducing the hydrodynamic approximation which simplifies con-

siderably solutions of the Boltzmann equation. On the other hand, the

difficult in interpreting Monte Carlo simulations is in distinguishing

small physical effects from statistical fluctuations.

The more recent simulation algorithms (Boeuf and Marode, 1982; Li et

al., 1989) make use of several features which enhance the statistical

accuracy and reduce the computational time. These include the null

collision technique (Skullerud, 1968), sampling before collisions

(Friedland, 1977), and artificial attachment or ionization (Li et al.,

1989). Detailed comparisons between the numerical solutions of the

Boltzmann equation and the simulation results have been performed (Segur

et al., 1986; Braglia et al., 1982), and such comparisons have served to

validate (or invalidate) the various assumptions and approximations which

are necessary in the numerical solution of the Boltzmann equation.

VELOCITY MOMENT APPROACHES

In most cases of technological interest it is the averages over the

distribution function such as the electron drift velocity, diffusion

coefficient, ionization or excitation rate coefficients, that are the

desired results of the calculation. The full evdf from Boltzmann

solutions or simulation results contains far more information than is

used or required, and with present day computing power it is still

difficult to couple Poisson's equation to describe the electric field

with a Boltzmann or Monte Carlo calculation as illustrated by D.B. Graves

in his contribution to this meeting. An alternative to descriptions of

electron behavior based on the solutions of the Boltzmann equation of

Monte Carlo simulations of the evdf is the velocity moment description

which is based on approximate solutions of finite number of velocity
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moments of the Boltzmann equation, the first three being the electron

continuity equation and the momentum and energy balance equations.

For most applications, we are interested in the solution of the

electron continuity equation which in turn depends on the electron flux

or momentum balance. In many of the recent models (Boeuf and Segur,

1987, for example) the average electron velocity from the steady-state

momentum balance equation is expressed as the sum of a convective term

which depends on the electric field and a diffusion term which depends on

the gradient of the electron density. If the coefficients of these terms

and the reaction frequency are known functions of E/N, then the

continuity equation can be solved independently of the higher order

moments.

When the coefficients are unknown functions of E/N or if they can no

longer be described by the local field, E(r,t)/N, some approximation to

the distribution function is needed to effect a truncation of the moment

series. Many different approximations have been used, for example, one

(Mason and McDaniel, 1988; Bayle et al., 1986; Yee et al., 1986) or two

(Vriens et al., 1978; Morgan and Vriens, 1980) temperature distributions;

displaced spherical shells where the displacement is related to the drift

velocity and the radius of the shell to the random energy (Ingold, 1978);

single-beam distributions where the distribution is monoenergetic and in

the field direction (Phelps et al., 1987); multibeam distributions where

each secondary electron created in ionization is described by a single-

beam distribution (Phelps et al., 1987; Muller, 1962; Friedland, 1974);

and combinations such as a local field description of the bulk electrons

and a single-beam for the high energy tail (Boeuf and Segur, 1987;

Kushner, these proceedings), etc. In all of these parameterizations, the

edf is expressed as a function of the average velocity or average energy

or both, thus reducing the problem to the solution of two or three

coupled partial differential equations. While there is no general

parameterization which is suitable for all non-equilibrium phenomena, the

velocity moment approach, judiciously applied, can often provide a good

qualitative description of the electron behavior.

J. H. Ingold has long been an advocate of the moment approach, and

in these proceedings he makes use of the first three velocity moments to

deduce a difference between the transverse and longitudinal diffusion

coefficients without recourse to the usual explanation via the density

gradient expansion. Also in these proceedings, E. E. Kunhardt describes

his recent approach to non-equilibrium electron transport phenomena which

is intended to be a general theory when the density gradient expansion is

insufficient to describe the space and time dependence of the evdf.
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CONCLUDING COMMENTS

He will conclude this very brief outline of our view of the status

of the non-equilibrium electron transport studies with a few of the

issues which were discussed during the 6th International Swarm Seminar.

. Lacking at present an alternate to the hydrodynamic theory for

relating drift tube measurements to transport coefficients, non-

equilibrium phenomena must be avoided for the accurate extraction of

cross sections from swarm data. Perhaps with suitable theories these

non-equilibrium phenomena will one day provide a rich source of data on

the microscopic scale.

. Applications such as low-pressure plasma processing are demanding

more and more sophisticated models of the cathode fall regions of

discharges, regions where equilibrium models fail in even their

qualitative predictions. It is imperative that we develop techniques to

deal with the highly non-equilibrium nature of electron transport for

these and other applications.

Given the wide and varied range of non-equilibrium phenomena, it

is tempting to speculate that new applications may be developed which,

for example, require tailoring the distribution of the field in time or

space to achieve a desired result, just as gas mixtures are tailored for

specific needs.

Contributions elsewhere in this book describe these and other issues

in more detail.
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BEAM, SWARM AND THEORETICAL STUDIES OF LOW-ENERGY ELECTRON SCATTERING:
SOME EXEMPLARS

R. W. Crompton

Research School of Physical Sciences
Australian National University
Canberra

INTRODUCTION

This series of satellite meetings of ICPEAC began ten years ago in

Tokyo to provide a forum for the results of electron and ion swarm

research in the areas covered by ICPEAC itself. The Swarm Seminars now

cover a field wider than was perhaps originally foreseen, but never-

theless the original theme remains an important element. It has received

particular emphasis at some meetings, notably at the inaugural Tokyo

meeting and at the Lake Tahoe meeting in 1985 at which there was a joint

session with the Inelastic Electron-Molecule Collisions Symposium.

Increasingly there has been overlap between the work of those

engaged in single-collision and swarm research, while advances in the

theory of low-energy electron-atom and electron-molecule collisions have

both stimulated, and been stimulated by, new experimental work. This

paper in the session on cross section determinations from swarm data

describes some examples of recent work that is aimed at obtaining a

consistent body of information on low-energy electron scattering from the

two complementary experimental techniques and from theory. The paper is

intended to be illustrative rather than comprehensive; other papers in

this session will provide further examples. The first part of the paper

deals with elastic scattering from atoms, and the second part with an

update on the two simplest test-cases in electron molecule scattering:

e-H2 and e-N2.

LOW-ENERGY ELASTIC CROSS SECTIONS FOR ATOMIC GASES

In recent years there has been a remarkable convergence in the

integral cross sections obtained from beam and swarm experiments, and of

experimental and theoretical results. Nevertheless, when attempts have

Nonequllibrium Fffects in Ion and Electron Trenspor
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been made to compare total cross sections (aT) from beam experiments with

momentum transfer cross sections (am) derived from data taken in swarm

experiments, there have sometimes appeared differences that seem too

large to be ignored. But a loophole has always made it difficult to make

definitive statements. This loophole arises because such comparisons can

be made only by invoking Modified Effective Range Theory (MERT)

(O'Malley, 1963), and the unanswered question has been whether or not

this theory was being applied outside the range of energies where the

HERT expansions are valid.

The agreement between am and aT is reasonable but by no means always

as good as might be expected given the accuracy claimed for the two types

of experiment. In the case of the swarm-derived momentum transfer cross

sections, it is not straightforward to assign error limits for a cross

section that shows an energy dependence as strong as those in the heavier

monatomic gases. Nevertheless, the compatibility of the data from the

two types of experiment can readily be checked by comparing the transport

coefficients measured in swarm experiments with values calculated with a

am derived via MERT from a aT measured in beam experiments. For example,

when such comparisons are made for argon using the data from recent beam

experiments (Ferch et al., 1985; Buckman and Lohmann, 1985) the

differences between measured and calculated values of the transport

coefficients are often 3 times and sometimes 5 times the experimental

uncertainty.

Are the primary experimental data incompatible, or is the method of

comparison flawed? Buckman and Mitroy set out to answer this question

for neon, argon and krypton in a recently published paper (Buckman and

Mitroy, 1989). Their conclusions for Ar are the most definitive and

therefore the most interesting. The next section summarizes their

approach to this problem and their conclusions.

The second topic I wish to discuss is the determination of am for

krypton. The emphasis is different here in that the discussion is about

the results of applying two different swarm methods to derive the cross

section rather than a comparison between the results of beam and swarm

experiments.

Thirdly, the cross sections obtained from beam and swarm experiments

in Ne are compared with some very recent theoretical results. In this

case, direct definitive comparisons of beam and swarm results cannot be

made (Buckman and Mitroy, 1989).

Finally, I shall briefly mention a new swarm study of elastic

scattering in mercury; this study is the subject of another paper in this

Seminar.

12
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An Analysis of the Range of Validity of MERT; Implications for
Comparisons of Low-Energy Integrated Cross Sections for Ar

The MERT expansions (in atomic units) for the phase shifts that have

usually been used to compare am and aT comprise the following expressions

without underlined terms (see Buckman and Mitroy, 1989 and references

therein):

tan 1b Ak l +(4ce d /3)k 2ln(k)} - (n d /3)k+.Dk 3Fk 4(1)

tan d= a, k -A k3+(b 1C.2+Clcg)k
4 +Hk5  (2)

2k 4 2>2 (4

tan 1 = a1  kdk2+ bc d+cl a  k 41 2 (3)

where O d is the dipole polarizability and

a I t

(21+3) (21+1) (21-1)

For convenience Buckman and Mitroy named this 4-parameter expansion

MERT4. However, in order to obtain satisfactory fits to the theoretical

phase shifts of McEachran and Stauffer (1983) which were used to test the

range of validity of the MERT expansions, Buckman and Mitroy found it

necessary to include the underlined terms if data up to 1 eV were to be

included. In these additional terms

b i[l5(21+1) 4_140(21+1)2 +128]
b1= 3

[(21+3) (21+1) (21-1)] (21+5) (21-3)

3a1
(21+5) (21-3)

and a q is the "effective" quadrupole polarizability. This 5-parameter

expansion they named MERT5.

In order to Investigate the applicability of MERT for comparing the

results of beam and swarm experiments, Buckman and Mitroy adopted the

following strategy.

1. They first used the theoretical calculations of McEachran and

Stauffer (1983) to test the range of validity of MERT by:

(a) determining a set of MERT coefficients by a least squares

fit to the phase shifts, then comparing the phase shifts calculated using

these coefficients with the original data;

(b) determining the MERT coefficients through a dual fit to the

T and am calculated from the theoretical phase shifts, then comparing

the oT and am calculated using these coefficients with the original data.

13



2. Having established the range of validity for a particular

system, Buckman and Mitroy sought the limits of uncertainty for a

momentum transfer cross section derived by application of MERT to a total

cross section that had been measured at relatively few points with

typical experimental uncertainty. To do this they generated "experimen-

tal" data from McEachran and Stauffer's aT at energies corresponding to

published experimental data by multiplying each value by a random number

chosen from a normal distribution representing the experimental uncer-

tainty at that energy. They fitted each of about 100 such "experimental"

data sets using HERT5 and then generated the corresponding a . They also

calculated the mean and standard deviation of a. at each energy.

3. The beam-derived am, with its uncertainty determined as in (2)

above, was then compared with the swarm-derived am .

Their conclusions for argon can be summarized as follows:

(i) MERT4, which has usually been used for such intercomparisons,

is not adequate to represent the p-wave phase shift accurately above 0.5

eV. Since the p-wave dominates scattering at the Ramsauer-Townsend (R-T)

minimum at about 0.25 eV, its accurate representation at low energies

is essential.

(ii) From the results in Fig. 1, when the MERT parameters are

derived from a dual fit to the aT and am data up to 1 eV, MERT4 leads to

errors in am greater than 5% in the range 0.2 to 0.5 eV and greater than

10% near the R-T minimum, although aT is represented more accurately. On

the other hand, both am and ar calculated with MERT5 agree everywhere to
within 3% with values calculated directly from the phase shifts.

From (i) and (ii) Buckman and Mitroy concluded that the MERT expan-

sions including all terms in equations (1), (2), and (3) (i.e., MERTS)

can provide an adequate representation of the phase shifts and cross

sections for e-Ar scattering in the range 0 to I eV.

(iii) A spread of between ± 5 and ± 10% in the MERT-derived

am results from typical uncertainties in an experimental aT. This result

is illustrated in Fig. 2. The shaded area represents the uncertainty in

the am derived from McEachran and Stauffer's theoretical data using the

procedure described in (2) above. Their "true" am lies, as expected,

within the range of uncertainty of the derived cross section.

(iv) The momentum transfer cross section derived from Buckman and

Lohmann's 1985 total cross section lies well outside the cross section

derived from swarm data by Haddad and O'Malley (1982). As shown in

Fig. 3., the differences between the two a m's are larger than 20% in the

range 0.5 to 0.8 eV, and there appears to be a significant displacement

14
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-to- MERT4
0YM  -- ERT5

MERT5

0 0.2 0.4 0.6 0.8 1.0

Energy (9V)

Fig. 1. Differences between total and momentum transfer cross
sections calculated directly from the phase shifts of
Stauffer et al. and those calculated with MERT4 and MERT5
from the parameters obtained from a dual fit to these cross
sections.

.0 Ar: a

0-

0.1-

0.0 I I0 0.2 0.4 0.6 0.8 1.0
Energy (eV)

Fig. 2. A comparison of Stauffer et al.'s theoretical momentum
transfer cross section (full curve) with the MERT5 derived
a m. The MERT parameters were obtained by fitting to

"experimental" evr data generated by radomizing the theo-

retical vT by typical experimental uncertainties. The

hatched area cowers the derived ams that are within 1 SD of
the mean (see text).m
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Ar :cr.

t.0 Haddad & OMalley

u MERT5 result from
OT of Buckman & Lohmann

0.1

A0.05' , I , i , i0 0.2 0.4 0.6 0.8 1.0
Energy (eV)

Fig. 3. The momentum transfer cross section derived from a MERT5
fit to the Ar data of Buckman and Lohmann compared with the
swarm cross section (full curve) of Haddad and O'Malley.
The hatched area shows the estimated uncertainty in the
MERT5 am

between the two minima. A similar analysis has also been applied to the

aT of Ferch et al. (1985). The resulting beam-derived momentum transfer

cross section is also incompatible with the swarm momentum transfer cross

section although the differences are not quite as large as they are for

Buckman and Lohmann's cross section.

Because of the difficulty in assigning precise error limits to the

swarm am, the extent of the incompatibility between beam and swarm data

can best be illustrated by calculating transport coefficients using the

beam-derived m and comparing these coefficients with values obtained in

swarm experiments (Robertson, 1977; Milloy and Crompton, 1977). Both

beam experiments give rise to differences larger than 10%; at many values

of E/N the differences are 3 to 5 times the uncertainty in the swarm data.

Finally, attempts have been made (within the MERT5 formalism) to

derive a set of phase shifts that can fit both the total cross section

and the r;aw transport data. It is not possible to generate a set of

phase shifts that fits the beam data and the transport data within the

quoted experimental uncertainties.

Despite apparently incompatible results for the integral cross

sections obtained from beam and swarm experiments at and above the R-T
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minimum, scattering lengths derived from the two types of experiment

agree to within 3%, as can be seen from Table 1.

O'Malley (1989) has suggested that the effect of multiple scattering

on transport coefficients measured in the high pressure experiments of

Robertson (1977) and Milloy and Crompton (1977) is responsible for the

somewhat larger value of the scattering length derived from these data

(Haddad and O'Malley, 1982). He noted that even though this cross

section, fitted with the aid of MERT in the energy range 0 to I eV,

optimized the fit to the transport data over the full range of E/N for

which data were available, the differences between measured and calculat-

ed transport coefficients increased sharply and systematically at the

lowest values of E/N where the highest pressures were used (Haddad and

O'Malley, 1982). However, such effects are unlikely to have affected the

Ar-H2 mixture experiments of Petrovic and Crompton (1987) which were

carried out using gas number densities 5 to 10 times smalle, than those

used for the earlier experiments 4n pure Ar.

Krypton

At the Fifth International Swarm Seminar in Birmingham, Hunter et

al. (1987) gave a preliminary account of their work in Kr and Xe. Using

pressures up to 600 kPa at room temperature (that is, almost 6 atm), they

measured drift velocities in the E/N range between 0.002 -. , Fd anJ

then used their data to derive am. They found no evidence of pressure

dependence, indicating that their pressures were sufficiently high to

eliminate significant diffusion effects but insufficiently high to show

significant multiple scattering effects. In Kr at the o values of

E/N used by these authors, the electron energy distribution was essen-

tially thermal (kT- 0.025 eV), so they could derive from their drift data

a cross section for energies down to 10 meV.

In the preceding year Koizumi et al. (1986) had published their

determination of the e-Kr cross section from analysis of measured data

Table 1

source type of scattering (A/a )
experiment length

Haddad & O'Malley, 1982 swarm - 1.49 + 0.015

Ferch et al., 1985 beam - 1.45

Petrovic & Crompton, 1987 swarm - 1.48 ± 0.015

Buckman & Mitroy, 1989 beam - 1.44 ± 0.02

17



for DT/I/, such data being more sensitive to the cross section in the

vicinity of a R-T minimum than data for vdr (Milloy et al., 1977).

Koizumi et al.'s cross section gives calculated values of Vdr that differ

by up to 20% from those of Pack et al. (1962) although they agreed to

within 8% with the earlier drift velocity data of Bowe (1960). One

motivation for Hunter et al.'s work was to resolve this inconsistency,

perhaps by showing the earlier drift velocity data to be inaccurate.

Unfortunately, as pointed out by Hunter et al. at the Birmingham

meeting, their new measurements reduced but did not eliminate the

inconsistency between the vdr and DT/P data. When the new drift data

were compared with values calculated using Koizumi et al.'s cross

section, differences of up to 10% remained. Hunter et al. therefore

derived a new cross section based on their drift data; this a is shown

along with that of Koizumi et al. in Fig. 4. The large difference at the

R-T minimum (almost a factor of 2) may reflect the insensitivity of the

analysis based on the vdr measurements; nevertheless, the differences

between the measured drift velocities and those calculated from Koizumi

et al.'s cross section were well outside the claimed experimental

uncertainty of between 1 and 2%.

In a further attempt to discriminate between the conflicting data

sets, England and Elford, (1988) measured and analyzed vdr data in

mixtures of H2 and Kr.

The most obvious advantage of mixing a molecular gas with a heavy

monatomic gas is that it enables one to investigate scattering at low

energies without having to use either very low electric field strengths

or excessively high pressures. As pointed out for Ar, one possible

30

Kr
10 .

.4 "

g1.0-

--- KOIZUPM ET AL. (1ge6)

- HUNTER ET AL (1988)
- ENGLAND& ELFORD(1988)

0.1
0.1 i.0 10

Energy (eV)

Fig. 4. Momentum transfer cross sections in Kr from recent swarm
experiments.

18



disadvantage of using high gas pressures is the introduction of multiple

scattering, with consequent modifications of the energy distribution

function and transport coefficients (O'Malley, 1989). For krypton the

Oak Ridge group, and others, found that such effects were not significant

at the pressures used by them (Hunter et al., 1988). Nevertheless, using

large volumes of high pressure gas incurs another penalty: the high cost

of the gas.

A less obvious advantage of mixture measurements, however, is that

the measurement and analysis of drift velocity data in mixtures improves

the uniqueness of the derived cross section in the region of the R-T

minimum (England and Elford, 1988). The reason for this is the

following.

In the two-term approximation (Huxley and Crompton, 1974), the

expressions for the drift velocity and energy distribution function f(s)

are:

Vd .. de (4)Vdr 3N a (c) de

0
and

f(e) = A exp - 6m N2 e' a(2 e') + KT dp. (5)

om

From Eq. (5), the derivation of f(s) is

df(e) Me 2 (E]2 1 -
- f(s) - --a --- + Kr (6)

de 6m NJ C.2(c)

Now for krypton, if one chooses values of E/N such that the most

probable energies occur near the R-T minimum at about 0.5 eV, then near

the minimum the following inequality holds:

[(E/N)2(Me2/6m) cm2(C)}-11 >> KT.

It follows that, at a given E/N, df(c)/de is proportional to c f(s)

a2m(c). Thus the integrand in !q. (4) is proportional to c2 f(s) am(c).

Since f(s) is a monotonically decreasing function of c, one might expect

the integrand to reflect the R-T minimum in am" Figure 5 shows that this

is indeed the case.

19



Pure Kr
SE/N=O.17 TdTd

Energy of

0 0.5 1.0 1.5
E (ev)

Fig. 5. The integrand in the formula for v dr (Eq. 4) plotted as a

function of energy in pure Kr for E/N = 0.017 Td, and in an
0.47 H 2 - Kr mixture for E/N = 0.1 Td. In each case the

value of E/N was chosen so that the most probable energywas close to the energy of the R-T minimum.

A quite different situation obtains in a gas mixture containing H 2 .
Because of the rapid energy exchange in inelastic ro-vibrational colli-

sions, the presence of H 2 causes the distribution function to much more
nearly approximate a normal Maxwellian distribution at low values of E/N.

In such a distribution, m d/de changes by only 30% when c changes from

T12 to 2 KT, passing through its maximum value at = Kr. Hence, if the

electron "temperature" corresponds to the energy of the R-T minimum, one

would expect the maximum of the integrand to occur at about this energy,

provided the contribution to the aggregate r from the e for H2 Is not

too large. The curve in Fig. 5 for the integrand for a mixture of about

0.5% H 2 in Kr confirms this expectation.

In practice, for such a mixture the momentum transfer cross section

for H 2 contributes about 15% of the total at the minimum so the

sensitivity is somewhat reduced. Nevertheless, for the range of E/N over
which the cross section near the R-T minimum has most influence on the

drift velocities, those in the mixtures are more sensitive to the cross
section than those in the pure gas. This sensitivity is shown in Fig. 6,

where differences between calculated drift velocities for the two cross

sections shown in the inset are plotted for pure Kr and for ths mixture.

A third advantage pointed out by England and Elford is the greatly

reduced sensitivity of drift velocities in mixtures to trace impurities.
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Fig. 6. Differences 1(Vdr (trial) - Vdr (ref))/vdr (ref)] between

calculated drift velocities in pure Kr and in the Kr-H 2

mixture (see text) for cross sections with different R-T
minima (see inset). Values calculated with the upper curve
are used as the reference set.

In the heavier monatomic gases, molecular impurities at the ppm level

introduce significant errors in the measured drift velocities (Robertson,

1977). As pointed out by Hunter et al. (1987, 1988), who paid particular

attention to this problem in their work, impurities may have been

responsible for some of the differences between their measured drift

velocities and those obtained in earlier work. In the mixture measure-

ments, a molecular "impurity" is introduced at the 1% level, so the

influence of other likely molecular impurities at the ppm level will be

negligible.
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England and Elford made measurements in mixtures containing about

0.5 and 1.5% of H2 and analyzed their data using the recently published

low-energy cross sections for H2 of England et al. (1988). The new cross

section is shown in Fig. 4 in comparison with those of Hunter et al. and

Koizumi. Several recent studies (Buckman and Mitroy, 1989) have shown

that it is questionable to use MERT for Kr above about 0.4 eV, that is,

at sufficiently high energies to include the R-T minimum. Hunter et al.

used MERT to constrain the shape of the cross section only up to 0.35 eV.

Their cross section at the minimum is therefore less accurate in this

region than a cross section for Ar derived from Vdr data of similar

accuracy where such a restraint can be applied. However, the arguments

presented above and the data shown in Fig. 6 suggest that the cross

section derived from the mixture data should be more accurate than that

derived from data in pure Kr, although this may not, in fact, be the case

for England and Elford's cross section.

Figure 7 shows the differences between the measured vdr data in the

mixtures and those calculated with the three cross sections in Fig. 4.

The cross section of Koizumi et al., which is consistently larger than

the other two cross sections above the minimum, is reflected in the

steady increase in the difference between calculated and measured values

with increasing E/N. Since this difference increases to 20 times the

claimed experimental uncertainty in the mixture data, the cross section

of Koizumi et al. is clearly incompatible with these data, confirming

Hunter et al.'s conclusion that it is too large above about 0.8 eV.

Hunter et al.'s cross section predicts values of vdr in the mixtures

to within 3% of the measured values. This difference is outside the

experimental uncertainty of the measurements, and occurs where the data

are sensitive to the R-T minimum. Because of the reduced sensitivity of

the vdr data in pure Kr to this part of the cross section, it may be

possible to modify Hunter et al.'s cross section to fit the mixture data

without significantly affecting the fit to the data in the pure gas.

However, England and Elford's cross section is likely to need

modification also. Examination of Fig. 6 suggests that, because of

experimental limitations, England and Elford's data did not extend to

sufficiently low values of E/N (<0.08 Td) to define the cross section in

the minimum with the accuracy inherently possible by their mixture

technique. Their cross section might lead to unacceptably large

discrepancies between calculated and measured values of vdr at lower

values of E/N, requiring a revision of the cross section not only atIenergies below the minimum, but also at the minimum itself. The

differences (up to 6%) between Hunter et al.'s vdr data and values4 calculated with England and Elford's cross section at values of E/N where
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Vdr is sensitive primarily to the cross section below the minimum [see

Fig. 7(a) of Hunter et al. (1988)] adds weight to this suggestion. Thus

it has been suggested (England, 1989) that a more definitive result could

be obtained by making a simultaneous fit to the results from both experi-

ments, thereby taking advantage of the greater sensitivity of one or the

other data set to particular features of the cross section.

Although HERT cannot be used to compare integral elastic cross

sections for krypton from beam and swarm experiments except over a very

limited range at low energies, it can be used to determine the scattering

length. The results of such determinations from a number of beam and
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swarm experiments lie within the range - 3.28* to -3.54 a . The two most

recent swarm results of Hunter et al. (1988) (-3.36 a0 ) and England and

Elford (1988) (-3.43 a0 ) lie close to, but slightly above, the much

earlier result of Frost and Phelps (1964) (-3.32 a0 ) and straddle the

average of the results of Buckman and Lohmann (1987) and Weyhreter et al.

(1988) (-3.38 a ). Thus there is good agreement between the results

for the scattering length obtained from beam and swarm experiments via

MERT despite its limited usefulness in comparing the cross sections at

the R-T minimum and above.

Neon

Buckman and Mitroy (1989) showed that, without supplementary

information, MERT cannot be used to make meaningful comparisons between

total and momentum transfer cross sections at low energies for Ne. They

showed, for example, that the typical uncertainty in the experimental T

of 3 or 4% lead to uncertainties in the derived am above 0.2 eV as large

as 40%. Buckman and Lohmann (1985) reached a similar conclusion for He.

In each case, the reason is that the integrated cross sections have

insufficient structure to enable the MERT-derived phase shifts to be

determined with sufficient accuracy from experimental data to provide a

useful transformation from vT to am, or vice versa. This situation

contrasts with that for Ar where the structure associated with the R-T

minimum enables such a determination to be made. The problem for Ne was

recognized by O'Malley and Crompton (1980) who constructed their p-wave

phase shifts from the experimental data of Williams (1979).

A test of the compatibility of beam- and swarm-derived integrated

cross sections for Ne, like He, is therefore most satisfactorily perform-

ed by comparing both with theory. Until recently the best theoretical

data for such a comparison were the cross sections of McEachran and

Stauffer (1985) which are based on their application of the dipole

adiabatic-exchange approximation. In the case of Ne, however, the cross

section at low energies is extremely sensitive to the model potential.

In their first calculation, both ar and am below 15 eV lay well above the

available experimental data; the scattering length was, in fact, over 40%

See Table 4 of (England and Elford, 1988). Buckman and Lohmann's
value of -3.19 a was subsequently revised by Buckman and Mitroy
(1989) to -3.28 0.08 ao .

Veyhreter et al.'s value of -3.478 a0 , obtained from a MERT fit up to
0.5 eV, was used here. In the light of Buckman and Mitroy's analysis,
the value of -3.536 a from a fit only up to 0.3 eV may be more
accurate.
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higher than that of O'Malley and Crompton. McEachran and Stauffer (1985)

subsequently attributed this to the fact that for Ne, but to a much

lesser degree for the other gases they studied, their approximation did

not represent polarization sufficiently accurately; the clue was an 11%

error in the calculated polarizability. Scaling the polarization

potential by a factor [o (experimental)/ o (calculated)] led to cross

sections that agree with the swarm-derived am of O'Malley and Crompton

(1980) and Robertson (1972) to within 1% from 0.5 to 5 eV; below 0.5 eV

the calculated am lie increasingly below the experimental value, with a

difference of 7% at 0.025 eV. McEachran and Stauffer claimed the agree-

ment with Ferch's unpublished results for aT to be excellent (McEachran

and Stauffer, 1985).

The very large difference between McEachran and Stauffer's original

value of the scattering length and the value they obtained after scaling

the polarization potential shows the sensitivity of low-energy cross

sections to polarization effects. In a very recent paper, Saha (1989)

has published phase shifts and cross sections for Ne based on a multi-

configuration Hartree-Fock method. In this ab initio calculation,

polarization is, according to the author, treated more accurately than

previously.

The comparison between the theoretical cross sections of Saha and

experimental results is shown in Fig. 8. For the few tabulated

theoretical results between 0.136 eV (the lowest energy at which these

data are available) and 5 eV, the agreement between the calculated a andm
the swarm-derived cross section is to within 3%, the claimed uncertainty

of the experimental results. Koizumi et al. (1984) derived a from theirm
measured data for DT/V, which also agrees with the theoretical am to

within their claimed uncertainty of 4%. Ferch's aT data appear to be

generally within a few percent of the theoretical cross section, although

the theoretical aT are tabulated only at the extremes of the energy range

covered by the experimental data. The unpublished aT of Buckman (1987)

are also within a few percent of the theoretical cross section above

2 eV, but appear to be 6 to 10% smaller below 0.6 eV. However, in each

case accurate comparisons are difficult because of the relatively widely

spaced energies at which the theoretical cross sections are tabulated.

In summary, the agreement between the results for the integrated

cross section for Ne from beam and swarm experiments and theory is

approaching the situation for He, where theory and experiment generally

agree to within the claimed experimental uncertainty: for Ne, 3% for am
from swarm experiments, and 3 to 5% for aT from time-of-flight beam

experiments.
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Mercury

The measurement by swarm techniques of lo-energy electron scatter-

ing cross sections for metallic vapors presents special difficulties.

This is because the low vapor pressures of these elements at temperatures

that are easily accessible prevent the establishment of low swarm ener-

gies when moderate electric field strengths are used in the experiments -

an essential feature of such techniques. Nakamura and Lucas's (1978)
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solution to this problem was to use a heat-pipe technique by which they

achieved gas number densities (N) in Hg of 8 x 1018 cm-3 . Elford (1980),

using a more conventional high temperature static technique, achieved

densities approaching 2 x 1018 cm 3 . But in both cases, despite the

relatively high number densities that were achieved, the unfavorable

electron-neutral mass ratio resulted in relatively high swarm energies at

the lowest values of E/N, preventing an accurate determination of the

cross section at low energies. In addition, an unexpected complication

arose in these experiments: a relatively large pressure dependence in the

measured drift velocities attributed to energy losses through inelastic

collisions with mercury dimers. For example, Elford recorded an overall

systematic increase of 20Z in vdr in the gas density range from 1.02 to

1.83 x 1018 cm-3; he estimated the dimer concentration at his highest

pressure to be approximately 300 ppm.

Nakamura and Lucas's and Elford's experiments in pure Hg vapor

provided valuable information about the elastic cross section at the

resonance at approximately 0.5 eV and to several eV above the resonance,

although the agreement betwee the cross sections above 1 eV is not good.

Below the resonance, howeve:, the two cross sections disagree, at some

energies differing by a,. order of magnitude. Moreover, neither cross

section looks plausible when compared with Walker's theoretical cross

section as reported in Elford's paper (Elford, 1980a).

In order to examine this problem further, England and Elford (1989)

have recently applied the mixture technique to this problem also, using

helium or nitrogen as the additional component; their results are being

presented in detail in another paper at this conference.

The addition of either gas as a thermalizing agent has two conse-

quences: (1) it enables vdr measurements to be made for electron swarms

with mean energies considerably lower than those in pure Hg, providing

data more sensitive to the cross section below the resonance; and (2) it

reduces the influence of dimers, because the energy loss in electron-

dimer collisions are now a much smaller fraction of the total energy

loss. England and Elford's mixture measurements have resulted in a

derived am in much better agreement with theory (England and Elford,

1989).

ELASTIC AND INELASTIC CROSS SECTIONS FOR MOLECULAR GASES

As the simplest molecule, hydrogen has served as the molecular

analogue of helium for testing theoretical and experimental techniques

for calculating or measuring low-energy cross sections for electron-

molecule collisions. At the Fourth International Swarm Seminar, Crompton
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and Morrison (1987) reported the surprising outcome of a joint theoreti-

cal and experimental program to determine benchmark rotational and

vibrational excitation cross sections for H2. Since that conference,

considerable further theoretical and experimental research has been

carried out on this system, as will be reported in the first section.

Morrison et al. (1987) subsequently extended key aspects of their

theoretical formulation for H2 to nitrogen, resulting in rotational

excitation cross sections for N2 that are expected to be at least as

accurate as those for H2 . The surprising outcome of a test of compati-

bility of these cross sections with swarm data was presented by Haddad

and Phelps (1987) to the 1987 Electron Molecule and Photoionization

Satellite Conference of XV ICPEAC. The second section discusses the

implications of the results of that test.

Hydrogen

At the Lake Tahoe meeting, Crompton and Morrison (1987) compared

cross sections for elastic scattering and rotational and vibrational

excitation derived from beam or swarm experiments with theoretical

results based on approximate treatments of exchange (for inelastic

collisions only) and polarization. Left unresolved at that time was a

striking difference between near-threshold theoretical and swarm-derived

cross sections for vibrational excitation from the ground state.

Since that time further theoretical and experimental work have been

undertaken aimed at resolving this problem. On the theoretical side,

Morrison and Saha, (1986) have implemented an exact treatment of exchange

(based on a separable representation of the kernel) and have further

investigated the adequacy of their model polarization potential. On the

experimental side, England et al. (1988) have measured drift velocities

in H2-Ne mixtures, thereby providing additional data to test the

theoretical and experimental cross sections reported in Crompton and

Morrison (1987). Because the momentum transfer cross for neon is

strongly energy dependent at energies near the threshold for vibrational

excitation in hydrogen (0.5 eV), drift velocities in Ne-H 2 mixtures are

more sensitive to the threshold behavior of the vibrational cross section

than those in the He-H2 mixtures used previously (Petrovic and Crompton,

1987a). An important consequence of England et al.'s work, which

included a detailed analysis by England of all the transport data in H 2

and in mixtures with He, Ne, and Ar (Haddad and Crompton, 1980) was the

revision of the set of rotational and vibrational cross sectionss to

optimize the fit to all the data. In doing so he took account of the

fact that the relative error in the measured drift velocities (-0.25%) is

very much less than the quoted overall uncertainty (-1% or less).
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Somewhat surprisingly, this fact has tightened the constraints that can

be placed on the rotational cross sections above the vibrational

threshold derived from these data.

In summary, the results of the new theoretical and experimental

research have improved agreement between the theoretical and swarm-

derived am in the range 0 to 1 eV and for jo=O to j=2 and jo=l to j=3

rotational excitation from threshold to about 0.4 eV (where the swarm

cross sections begin to lose uniqueness); but this work has increased

slightly the difference between the vibrational cross sections!

Morrison and his colleagues (Morris and Saha, 1986) have compared

vibrational cross sections calculated with the BTAD polarization

potential (Gibson and Morrison, 1984) to those based on the

correlation/polarization approach of O'Connell and Lane, 1983 (see also

Padial and Norcross, 1984; Padial, 1985). The comparison in Fig. 9

illustrates the sensitivity of vibrational excitation cross sections to

the theoretical treatment of polarization - a sensitivity not seen in

elastic or rotational excitation cross sections (Morrison and Saha,

1986). Clearly the correlation/polarization model potential does not

represent the effect of polarization as well as the BTAD potential, the

cross section based on the former being larger than either the beam or

swarm cross section. Nevertheless, despite the tests that have already

been carried out on the BTAD potential, it is possible that even it may

not adequately represent polarization effects for vibrational excitation

despite its success for rotational excitation.

Despite this considerable body of new work, the incompatibility

persists between theory and the results of swarm experiments in the

region where vibrational excitation dominates. This remains an important

problem to resolve because of possible implications for theory or for the

application of swarm experiments to normalize inelastic cross sections

from beam experiments (Crompton, 1983). As a further check on the

analysis of the experimental swarm data, a Monte Carlo simulation to

determine the transport coefficients directly from the cross sections is

being considered (Brennan, 1989). Previous simulations based on the Reid

"ramp" model (Reid, 1979) have essentially verified the results for the

transport coefficients calculated with a variety cf Boltzmann codes for a

model gas at 0 K with a single inelastic cross section with charac-

teristics similar to the H2 vibrational cross section, and other tests

have been made with more realistic models with a multiplicity of

inelastic cross sections (Segur et al., 1984). Nevertheless, a check has

not been made of the Boltzmann results for "real" hydrogen at the

temperatures used in the experiments.
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Nitrogen

The comparison of theoretical and swarm-derived rotational

excitation cross sections for nitrogen has some advantages and some

disadvantages as compared with similar comparisons for hydrogen. On the

positive side, the separation between the thresholds of rotational and

vibrational excitation in N2 is much larger than in H2. This feature

extends somewhat the rarJe of E/N for swarm experiments in N2 that are

sensitive to one inelast.c process but not to the other. Second, the

closely spaced rotational levels in the nitrogen molecule make it

possible to apply adiabatic-nuclei theory to calculate accurate

rotational (but not vibrational) excitation cross sections to within a

few meV of threshold (Morrison et al., 1984). The disadvantages are that

it is not possible to measure near-threshold rotational cross sections

for N2 in beam experiments, nor is it possible to single out one or two

rotational cross sections for individual study in swarm experiments, as

can be done for H2.

Nevertheless, one can test the compatibility of the transport

coefficients measured in swarm experiments with a theoretically-derived

family of cross sections for rotational excitation from those levels that

are significantly populated (approximately 25 at room temperature and 10

at 77 K). Frost and Phelps (1962) first made such a test and came to the

now surprising conclusion that drift and diffusion data from a number of
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sources was best fitted with cross sections generated by the simple

quadrupole-Born formula (Gerjuoy and Stein, 1955) un-modified by a dipole

polarization correction (Dalgarno and Moffett, 1963). Since that time,

Morrison et al. (1984) have demonstrated (using e-H2 as a prototype) that

the quadrupole-Born formula is applicable only within millivolts of

threshold. Fortunately, in the case of N2 , unlike H2, the adiabatic-

nuclear-rotation approximation can be validly applied (Morrison et al.,

1984; Morrison, 1988). Thus Morrison and co-workers (Morrison et al.,

1987) combined this approach with an exact representation of static and

exchange effects and their BTAD polarization potential in calculations of

e-N2 rotational excitation cross sections at a high level of numerical

precision.

Both the energy dependence and magnitude of the resulting cross

sections differ significantly from the quadrupole-Born cross sections.

Fig. 10 illustrates this difference for the j0 =0 to j=2 cross section;

also shown is the recent result of Onda (1985) in which polarization

effects were represented in the polarized orbital approximation.

Haddad and Phelps (1987) subsequently reanalyzed the transport data

on which the original Frost and Phelps results were based, substituting

the cross sections of Morrison et al. (1987) or those of Onda for the

original set of quadrupole-Born cross sections. Surprisingly their

results, shown in Fig. 11, confirmed Frost and Phelps' original conclu-

sions. This analyis has eliminated two possible explanations for the

10
Morrison

N2  !I n

C . "'Gerjuoy & Stein
0 .~~~ - - - -- - - --- --- . . . . . _ .= _ . . . . .
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Fig. 10. The theoretical rotational excitation cross sections for
Jo=0 to j=2 excitation for N2 of Gerjuoy and Stein,

Dalgarno and Moffatt, Morrison et al. and Onda (see text).
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incompatibility between theory and experiment: lack of sensitivity of the

transport coefficients to the energy dependence of the rotational cross

sections in the range of E/N for which data were available, or lack of

separation between the influence of the momentum transfer and rotational
cross sections in determining those coefficients.

Figure 11 suggests the energy range over which the cross sections

principally affect the transport coefficients at a particular value of

E/N. In the range of E/N about 0.08 Td, the quadrupole-Born cross sec-

tions give negligible differences between calculated and measured trans-

port coefficients, while the differences for both vdr and DT/Ii change

sign when Onda's cross sections are used. Figure 10 shows that these two

cross sections cross at about 30 meV; thus at E/N - 0.08 Td the transport

coefficients are most sensitive to the cross sections around 30 meV.

Unfortunately, Lowke's 77 K vdr data (Lowke, 1963), which Haddad and

Phelps used to compare calculated and experimental values, do not extend

below 0.06 Td. Lowke published results of measurements down to E/N-

0.003 Td, but gave no "best-estimate" values because of an unexplained

pressure dependence. On the other hand, DT/hJ data are available down to

E/N = 0.01 Td (Huxley and Crompton, 1974). In the absence of vdr data,

these data can be used to examine the compatibility of theoretical

rotational cross sections with experiment provided the momentum transfer

cross section Is known. The results shown in Fig. 13 were calculated

using the swarm-derived am; these results should be close to those
calculated using the theoretical cross section (Morrison et al., 1987),

since below 1 eV the two cross sections agree to within 5. The compari-

sons based on the DT/ data below 0.08 Td clearly reflect that, below 30
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meV, the rotational excitation cross sections of Onda and those of

Morrison et al. are much smaller than the quadrupole-Born values.

The incompatibility between experiment and the theoretical cross

sections of Morrison et al. is, in fact, more serious than in shown in

Fig. 11. Haddad and Phelps had access to rotational cross sections only

at energies above 50 meV, so ha" to interpolate from this energy down to

threshold. Subsequent theoretical calculations (Morrison et al., 1987)

produced cross sections between 10 and 50 meV that are smaller than the

interpolated values used by Haddad and Phelps; the use of these cross

sections will increase the differences between calculated and measured

transport coefficients.

There is a high level of confidence in the theoretical rotational

cross section for N2, and the disagraement between theory and experiment

must be regarded at least as seriously as that for vibrational excitation

of H2. The disagreement is particularly puzzling in view of the

excellent agreement for the e-H2 rotational cross sections.

One major difference between the determination of these cross sec-

tions from swarm data in the two gases is the influence of superelastic

collisions on the energy distribution functions and transport coeffi-

cients at low values of E/N, since it is from the low E/N data that the

rotational cross sections are determined. In H2 the jo=2 and jo=3 stat s

are only slightly populated (< 0.5%) at 77 K, whereas in N2 the maximum

in the Boltzmann population at this temperature occurs at j0=4, and

states below and above this one are well populated. Consequently

significant energy is supplied to the lowest energy swarms through

rotational de-excitation in N2, but rather little such energy is

supplied in H2. The possibility that the explanation for the large

difference between theoretical and swarm derived rotational cross

sections in nitrogen arises from inadequacy of the currently used

Boltzmann transport codes is presently being investigated (Mitroy, 1989).

CONCLUDING REMARKS

In this paper I have chosen a few examples to illustrate the present

position regarding the benchmarking of low-energy electron-atom and

electron-molecule cross sections. For there to be confidence in the

results from different experimental approaches the results should be

consistent within the claimed experimental uncertainty, but direct

comparisons are not always possible. Techniques for applying such

consistency tests for the results of beam and swarm experiments have been

discussed in the first section which dealt with elastic electron-atom

scattering.
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In the case of data for electron-molecule systems, tests for

consistency are more difficult, and perhaps less convincing, since bean

experiments to measure inelastic cross sections at low energies are

either not possible or are very much more difficult at the level of

accuracy required. One must therefore look for consistency either

between the results of different types of swarm experiment, or with

theory in those cases where considerable effort has been made to

calculate cross sections with an accuracy matching the claimed accuracy

of the experiments. The results of such comparisons with theory, which

were described in the second section, have been both interesting and, in

some cases, controversial.

Hayashi (1987) and his colleagues have taken another approach to the

problem of deriving reliable cross sections for electron scattering over

a wide range of energies (0 to 1 keV). Their procedure consists of

assembling all available data from beam and swarm experiments and making

judgements on the weight to be placed on each set of results where the

results do not form a consistent whole. They have published results for

over 30 atoms and molecules by analyzing the data in this way. A

description of their approach and examples of their results are to be

found in Hayashi (1987).
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INTRODUCTION

To understand many properties of molecular plasmas widely used these

days in advanced technologies (lasers, plasma etching and deposition,

negative ion production) the nonequilibrium plasma kinetics is of para-

mount importance. In the active medium, the different species are

affected by processes involving electrons and heavy particles (atoms,

molecules and ions in ground and excited states). In these conditions

plasma modeling requires a self consistent solution of the Boltzmann

equation (electron kinetics) together with the vibrational and electronic

master equations (heavy component kinetics). Although the coupling

between Boltzmann equation (BE) and vibrational kinetics has been in

common use (Capitelli, 1986; Boeuf and Kunhardt, 1986; Loureiro and

Ferreira, 1986; Gorse et al., 1986) only recently has self consistent

coupling been extended to account for the electronic kinetics too

(Bretagne et al., 1987; Gorse et al., 1988; Gorse and Capitelli, 1987;

Gorse and Capitelli, 1988).

THE MODEL

We solve the time-dependent Boltzmann equation (Rockwood, 1973) in

the two-term approximation

+ In + SUP(v) + Supt + Rot + Ion. (1)

at .a) ' ( (uPe)

This equation describes the temporal evolution of electrons between c and

c + de under the action of the electric field (&Jf/8), elastic

(a el/80), Inelastic (In), superelastic vibrational (Supv), superelastic

electronic (Supe), ionization (Ion) and rotational (Rot) collisions. It
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is worth noting that the Boltzmann equation (BE), via superelastic and

inelastic collisions, depends on the heavy particle kinetics and at the

same time affects this kinetics, via electronic excitation processes.

The vibrational and electronic master equations

d d~vdv] C (d )eD (Zev

dt C )e-V dt )V-V dt )V-T t e-D +t e

fdNv~ dNv) (2)+ dJve-E + C x
X

dN X (d N X dN X* rdNX* ~ (d Nx X
-=~ ;-t _+ I 1X + E -I(3)dt Lt )e-E+ ;t )je- t) X'#X* t)X

describe the temporal evolution of the v th vibrational level of the,

ground X state and of the electronic excited X state under the influence

of e-V (electron - vibration) processes, V-V (vibration - vibration) and

V-T (vibration - translation) energy transfers, e-D /I /E (electron -

dissociation lionization /electronic excitation) processes and exchanges

with other electronic states X'. In the self consistent model we simul-

taneously solve the BE and the system of master equations starting (at

t=O) with the cold gas approximation, i.e., only the fundamental vibra-

tional level of the ground electronic state is populated.

Such a model can be applied to describe different discharge devices:

DC discharges and post-discharges, RF discharges and multipolar magnetic

discharges.

RESULTS

a) DC N2 flowing discharge

The first case we discuss is the solution of the Boltzmann equation

in the presence of both vibrational and electronic superelastic colli-

sions in a nitrogen DC discharge under fixed values of the reduced

electric field (EIN = 60Td), electron number density (ne = 1010 cm- 3 ) and

gas temperature (Tg = 500K). In this calculation the V-T (vibration-

translation) energy exchange rates between atoms and molecules have been

considered equal to the corresponding V-T rates between two N2 molecules.

Work is now in progress (Ciccarelli and Lagana, 1988) to better estimate

all of those energy exchange rates in nitrogen. The e-V (electron -

vibration) rate coefficients are derived averaging the cross sections of

Chandra and Temkin, 1976, and Newmann and Detemple, 1976, with the elec-

tron energy distribution function (EEDF) solution of the BE. Due to the

lack of data, the Gryzinski method (Cacciatore et al., 1982) is used in

the calculation of the electronic excitation, dissociation and ionization
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cross sections of ground molecules N2 (v=O) and vibrationally excited

molecules N2 (vOO). The kinetics for the states A (A=A 3 +), B (B=B 31f

and C (C=C 31u) discussed in Gorse and Capitelli, 1987, includes the most

important collisional and radiative processes acting on these states.

Figure 1 reports the temporal evolution of the vibrational distribu-

tion N v . We note that this vibrational distribution, after some resi-

dence time in the discharge (t>l5ms), is highly non Boltzmann presenting

a long plateau due to the redistribution of the vibrational quanta by V-V

exchange processes. The increasing efficiency in vibrational excitation

ends in the growth of both pseudo-vibrational temperature (e1 ) and

population densities of nitrogen atoms (Fig. 2). The concentrations of A

and B states are strictly connected to the vibrational content of the

ground state N2 (X). Until about 15ms A and B states are more and more

populated as the electronic excitation processes (e-E) from vibrationally

excited ground molecules are promoted. After this residence time the

vibrational content of N2(Xv) is high enough to excite the N2 (A) mole-

cules towards the B state, and nitrogen atoms will contribute to the

E/N= 6 10-'6Vcm
2

10 -16 no = 1010 cm- 3

p I 3 torr

T 500K

10 - 14 t-alms

Ca

0

2

C

0

.22 120

-10
- I

10 20 30 40
Vibrational quantum number

Fig. 1. Temporal evolution of the ground nitrogen vibrational
distribution In a DC discharge.
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Fig. 2. Temporal evolution of vibrational temperature e1 , nitrogfen

atoms, A and B electronically excited states densities.

deexcitation of the A state. The B state is deactivated by the vibra-

tionally excited molecules and by radiative losses. The temporal evolu-

tion of the EEDF (Fig. 3) reflects the corresponding temporal evolution

in the concentrations of excited N 2 molecules, respectively the bulk

(2<€<14eV) and the tail (e > 14eV) of the EEDF increases (or decreases)

as the concentrations of vtbrationally and electronically excited mole-

cules increase (or decrease) (compare the EEDF at 15 and 64ms). Elec-

trons heated in superelastic collisions

e(c) + N 2(X'w) 0 e(c+c* + N 2(X'v) W>v (4)

e(C) + N 2(A) -- e(C+V + N 2(X'v) C =6.2eV (5)

e(c) + N 2(B) --- e(c+c*) + N 2(Xlv) C*=7.3eV (6)

are carried from the low energy part of EEDF to the high one. The

enhancement of the bulk and the tail of the EEDF will promote those

processes with high energy thresholds ( * ) like electronic excitation,

dissociation and ionization. It is worth noting that the effect of

superelasttc electronic collisions will disappear both at higher values
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Fig. 3. Electron energy distribution functions at different resi-
dence times in a nitrogen discharge.

of the pseudo vibrational e1 (promoting selectively superelastic vibra-

tional effects) and at high values of the reduced electrical field (E/N).

b) Radio frequency discharges

We are interested in the behavior of electrons submitted to the

influence of periodically oscillating electric field (E) with maximum

amplitude (E0 ) and frequency w. We, therefore, have to couple the BE and

the master equations to the new equation

E = E cos wt (7)

giving the instantaneous value of the electrical field. We use the self

consistent model to describe the microscopic effects on a laser mixture

Ne-Xe-HCl (99.5:0.44:0.06) at a 3 atm pressure, submitted to the appli-

cation of an electric field such as E0 = 5840 Vcm
-1 and w = n 109s-1. At

this field frequency w, the effective field approximation is no longer

valid so that we must solve the time dependent Boltzmann equation. All

the reactions included in the kinetics are listed elsewhere (Gorse et

al., 1988).

Figures 4a-b report the temporal evolution of the EEDF on half-cycle

at early (4a) and long (4b) residence times in the discharge. We note in

the energy range £ > 10eV, where the inelastic processes involving Ne and
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Fig. 4a-b. Temporal evolution of electron energy distribution
functions on half-cycle at short (a) and long (b)
residence time in the RF discharge.

Xe are acting, a large modulation of the EEDF as the electric field is

oscillating. At lover values of c the inelastic losses are too small to

permit an instantaneous rearrangement of the electrons to the new values

of E/N. Once again we note the importance of the superelastic electronic

collisions responsible for the enhancement of the tail of the EEDF (C >

17eV), the effect being more and more evident at longer residence times

when the concentrations of the excited states Xe and Ne increase and at

low values of the instantaneous electric field. The oscillating fre-

quency of the rate coefficients which are depending on the electrons is

twice the field frequency. Moreover, the rate coefficients for elec-

tronic processes, slightly evolve with time if their threshold energies

are very low as for dissociative attachment (Fig. 5) or ionization from

excited states (Fig. 6), or show a pronounced oscillating behavior when

their threshold energies are higher as for ionization coefficients

(Fig. 6). As the residence time increases in the discharge, new created

species and electrons (n. = 10 9cm-3 at starting time t=O) are more and

more populated (Fig. 7).

All the results reported here and in earlier works (Capitelli et

al., 1987) well evidence the fact that in this range of field frequencies

42



S0.

U: e-.HCI(v-2)-H-C1"

Fig. 5. Disoitie* atchmn ratvceficint fr Is"

0.-U

-. r 1IVE

1 -I0.-
C

-24.

5. 6. 7. 45. 46. 47.

time (ns) time (ns)

Fig. 5. Dissociative attachment rate coefficients for HC1 as a

function of time.

8.

W; -6e.- I ]

a ' ,
2| , rU!

I ' I i I II

S II I ii ,
,D Il ! j

i I 4. */ ,Ne - e No% .+

-27. II
5. 6. 7. 45. 46. 47.

time (as) time(as)

Fig. 6. Electronic excitation and ionization rate coefficients of
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only a self consistent treatment of the kinetics and of the BE can give

realistic information on the bulk plasma. However, this model has to be

improved to account for some important processes occurring in the sheath

region where fast electrons created by secondary emission and accelerated

by the potential fall (Belenguer and Boeuf, 1989) play an important role

in determining plasma characteristics.

c) H2 magnetic multicusp discharges

It has been shown (Bacal et al., 1984) that in this kind of dis-

charge, the concentration of negative ions is quite high. Beams of

negative ions can be accelerated to high energies and converted into

beams of neutral atoms used, for instance, for heating in magnetic fusion

devices. Until now experimental and theoretical work on those plasmas

have been mainly devoted to the production of H_ negative ions (Gorse et

al., 1985; 1987).

The self consistent model utilized for DC and RF discharges is used

here to describe a H2 magnetic multicusp discharge. In this device

electrons emitted by tungsten filaments and then accelerated, impinge on
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hydrogen molecules. Dissociative attachment processes involving vibra

tionally excited molecules

e + H2 (v) -- H2 - H + H (8)

produce the high densities of negative ions H-. Then the vibrational

distribution of H2 molecules must be accurately calculated accounting for

the most important microscopic processes working in such a plasma. In

addition to the processes reported for the general model (e-V, V-V, V-T,

e-D, e-E, e-I) we will introduce here dissociative attachment (e-da)

(Bardsley and Wadehra, 1979), the excitation of high vibrational levels

of the ground state through the decay of some excited electronic states

(E-V) (Hiskes, 1980)

e + H2 (v=O) - ) e + H2 (B 1 Z u 
+ ' CIf1) - -e + H2 (v') + hv v'>O (9)

and the wall effects.. In fact, vibrationally excited molecules can be

produced on the wall both through atomic recombination (Hall et al.,

1988) and electron attachment to molecular ions (H2
+ ) (Hiskes et al.,

1985) or can be deexcited.

In the theoretical modeling we disregard the coupling between the

electronic kinetics and the BE. Figure 8 shows the temporal evolution of

the EEDF for a selected plasma condition (volume: 8.81, loss surface:
2

831 cm , pressure: 2 m torr, filament current: 5A, plasma potential: 1.96

V, voltage: 50 V. We assume that the translational temperatures of

hydrogen molecules and atoms are both equal to 1000 K). The source term

is well apparent at high energies (45 < c < 50eV,. Inelastic processes

degradate the electrons which form a plateau in the range 10-40eV. Most

of the electrons are concentrated in the low energy range (O<E<lOeV)

where the distribution is not far from Maxwellian with an associated

electronic temperature T e . Figure 9 reports the temporal evolution of

the vibrational distribution. Here again the distribution is far from a

Boltzmann one, but in this case the plateau is due to E-V processes which

populate the high vibrational levels. Table 1 shows a satisfactory

agreement between theory and experiment (Bacal) when we compare the

electronic temperatures Te , the electron number densities ne, and the

ratio of negative ions to electron densities.

The differences in the input data compared with our earlier work can

be found in the use of new sets of electronic cross sections. Once again

use has been made of the semi-classical Gryzinski theory to obtain elec-

tronic dissociation and ionization cross sections involving all the

vibrational levels. A comparison between those cross sections and the
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Table 1. Comparison between theoretical and experimental data

T (eV) n (cm-3) NH-/n

10
experiment 2.25 10 0.6 0.14

theory 9.8 109 C.47 0.04

corresponding ones derived from more accurate methods when available

(Rescigno and Schneider) shows differences not exceeding a factor of 2.

CONCLUSIONS

The data we report here show unambiguously that, in all the cases

studied, both the electrons and the heavy components are far from equi-

librium conditions. The self-consistent coupling between BE and all the

different kinetics acting in a plasma is a promising model able to de-

scribe qualitatively the microscopic processes present in different kinds

of plasmas. The next step toward a better description requires an im-
provement of the input data relative to the cross sections for energy

exchanges (V-V, V-T, e-E and e-I). Some new accurate or more extended

data are now available for N2 (Ciccarelli and Lagana, 1988; Huo, 1989;

Launay and LeDourneuf, 1987), H2 (Rescigno and Schneider; Cacciatore et

al., 1989) and HCI (Bardsley and Wadehra, 1983). Another important point

to clarify is the problem of the wall effect. In the N2 DC discharge we

totally disregard this problem due to the lack of data. In RF dis-

charges, it is worth noting that our model is applied only to describe

the behavior of the bulk plasma far from the boundaries. For the deexci-

tation of vibrationally excited H2 molecules on the wall container, the

data reported in the specialized literature for iron and copper surfaces

do not agree well.

All these remarks should emphasize the qualitative nature of our

results which, however, represent an important guideline for future

improvements.
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ABSTRACT

We present calculations of the electron transport coefficients in

He, Ne and Ar, based on the density gradient expansion theory. Of par-

ticular interest is the skewness coefficient D . The arrival time

spectra (ATS) are computed for typical drift tube conditions in order

to assess the measurability of the higher-order transport coefficients.

We show that D3 is measurable and that present experiments have the

capability of resolving it from the ATS. The reported measured data on

D3 , however, show large non-hydrodynamic behavior. An analysis of the

TOF density profile based on a nonlinear continuity equation is also

presented. The significance of including higher-order transport ef-

fects, either through the use of higher-order coefficients or the use

of nonlinear continuity equation, is discussed.

INTRODUCTION

Before 1967 it was assumed that the diffusion of electrons in gases

is Isotropic even in the presence of an external electric field. Wagner

et al. (1967) showed that the components of the diffusion perpendicular

and parallel to the electric field are different. Theories were then

developed (Parker and Lowke, 1969; Skullerud, 1969; Huxley, 1972; Huxley

and Crompton, 1974; Skullerud, 1974)to take account of this anisotropy at

the level of the continuity equation for the electron density

atn(r,t) - -v d' 9(r,t) + D:Vn(r,t) (1)

where vd is the drift velocity and D is the diffusion tensor. The com-

ponent of D which is perpendicular to the electric field is called the

transverse diffusion coefficient DT, while the one parallel to the field

is called the longitudinal diffusion coefficient DL.
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The state of steady or stationary transport in which the electron

number density n(r,t) satisfies Eq. (1) with constant coefficients is

referred to as the hydrodynamic regime. The basic assumption in trans-

port calculations is that after some suitable time the electron phase-

space distribution function is given by

f(r,v,t) = n(r,t) f(O)(v) + Vh(r,t).f(1 )(v) (2)

This is the assumption that makes it possible to derive transport

coefficients which are independent of time. Eq. (2) is the foundation of

the density gradient expansion theory, which is the currently accepted

theory in electron and ion swarm transport. All other methods for deriving

the transport coefficients, particularly the longitudinal diffusion coeffi-

cient, are equivalent to the density gradient expansion in the hydrodynamic

regime. A brief critical review of these theories and their equivalence is

given in Penetrante and Bardsley (1984). More comprehensive discussions of

the current status of swarm theory are given in Kumar et al. (1980).

A natural consequence of the density gradient expansion theory is

the formulation of a more general continuity equation

a t n(rt) = W (k)'(-v)kn(rt) (3)
k=0

The coefficients of A(k) for k > 2 are referred to as the higher-

order transport coefficients. The calculation of these coefficients is

based on the expansion

f(r,v,t) = f(k)v,-,V)k n(r,t) (4)
k=0

The coefficient J(3) is called the skewness coefficient (written as

D3 from here on), while the W
( 4) is the kurtosis coefficient (written as

D4 from here on). Until recently there has been no need for Eq. (3)

beyond that of the description given by Eq. (1). This is because the

higher-order transport coefficients were not measurable with the kind of

resolution available in drift tube experiments. Nevertheless, the drift

velocity and the diffusion coefficients by themselves provide a very

practical means by which collision cross sections could be inferred.

Recently there have been reports (Denman and Schlie, 1989a; Denman and

Schlie, 1989b) of high-resolution time-of-flight (TOF) measurements of D3

for the rare gases He, Ne, Ar, Kr and Xe. Should these measurements prove

to be accurate, they could provide an additional transport coefficient that

will give a more unique inference of the collision cross sections. It is

therefore important to carefully assess these measurements. The skewness

coefficient D3 is particularly sensitive to the rapid variations with energy
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of the momentum transfer cross section. Thus they would be very useful in

determining fine structures such as the position, depth and width of the

Ramsauer minimum. It would be very desirable to measure this coefficient as

accurately as possible, especially for gases such as Xe and Kr, for which

there still exist substantial disagreement with regard to the position and

depth of the Ramsauer minimum.

The aims of this work are (1) to provide Boltzmann and Monte Carlo

calculations of the skewness coefficient for various rare gases, (2) to

compute the arrival time spectra of the electron swarm for typical drift

tube conditions, and (3) to assess the recently reported TOF measurements

of D3.

CALCULATIONS OF TRANSPORT COEFFICIENTS AND ARRIVAL TIME SPECTRA

In this section we will present calculations of the electron transport

coefficients in the rare gases He, Ne and Ar. We intentionally deal with

JE/N's for which the mean electron energies are well below the first in-

elastic threshold. In this case the transport is well described by the

quasi-Lorentz gas model. In this model one assumes that m/M is very small,

that only elastic collisions occur and that the stationary distribution

function is nearly isotropic. This model has been treated in detail in the

literature. Formulae for both the higher-order distribution functions and

the higher-order transport coefficients are explicitly given in Huxley and

Crompton (1974). All the transport coefficients can be expressed in terms

of the isotropic components fo(0 ), fO( ) and fo(2), etc. of the density

gradient expanded distribution functions.

Figure 1 shows the momentum transfer cross sections we used In the

calculations. The He cross section is from Crompton et al. (1970). The

Ne cross section is from Robertson (1972). The Ar cross section is from

Nakamura and Kurachi (1988). The range of E/N's and corresponding mean

energies we deal with are shown in Fig. 2. The usual transport coef-

ficients vd and DL, as well as DL/DT, are shown in Figs. 3-5. For the

case of a constant cross section, the quasi-Lorentz gas model is known to

give 0.5 for DL/DT. One can see from Figs. 1 and 5 that He and Ne are

closely approximated by this "hard-sphere" model for the ElN's we are

dealing with. For the hard-sphere model, the transport coefficients can

be expressed simply by the following formulae:

1m_)/ 4 -- / 1 2

v 3.16 x 107 )// (5a)Vd

m

N D 7.15 x 10m6 1 3/2 (5b)
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Fig. 1. Momentum transfer cross sections for helium, neon and
argon.
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Fig. 2. Mean energy as a function of E/N.
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Fig. 3. Drift velocity as a function of E/N.
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Fig. 4. Product of gas density and longitudinal diffusion
coefficient as a function of E/N.

2 6 (M14~ ______1/2

N2D 3  2.37 x 10 UM) a15/2 (5c)

where E/N is in units of V-cm2 and a is in units of cm2 .

Figures 6 and 7 show the skewness coefficient D3 for He and Ne,

respectlvely, with values obtained using Boltzmann calculations, Monte

Carlo calculations and hard-sphere approximation. Figure 8 shows the

calculated D3 for all three gases; He, Ne and Ar. The calculated energy

distribution functions for Ar are shown in Figs. 9-11.

Having obtained the transport coefficients we can compute the

arrival time spectra for typical drift tube conditions in order to assess

the measurability of the deviations from gaussian. For simplicity we

0.5 HeliumNeon

0.4

0.3

0.2

Argon

1 2 3 4
E/N (Td)

Fig. 5. Ratio of the longitudinal to the transverse diffusion
coefficient as a function of E/N.
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Z

4 ,

1.0 1.5 2.0 2.5 3.0 3.5
E/N (Td)

Fig. 6. Product of gas density squared and skewness coefficient as

a function of E/N for helium, using the density gradient
expansion solution, Monte Carlo simulation and hard-sphere
approximation.

consider only the spatial dimension parallel to the field. In the usual

first-order approximation the continuity equation, density profile and

current profile are given by

atnl(z,t) = - Vd3znl(z,t) + DL a2nl(z,t) (6a)

no [_ (Z-Vdt)2

nl(z,t) - 1/2 exp 4D dLt  (6b)
(4n DLt) 1 / 2

Ii(z,t) EVd nl(z,t) - DL aznl(z,t) (6c)

---- Boltzmann Solution
200 --- Hard-Sphere Estimate

N Monte Carlo

180

WO 160

140-

120
Neon

100

0.2 0.4 0.6 0.8 1.0
E/N (Td)

Fig. 7. Same as in Fig. 6, but for neon.
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Fig. 8. Boltzmann solutions of the skewness coefficient for helium,
neon and argon.
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Fig. 9. Isotropic component of the first term in the density
gradient expansion of the electron velocity distribution
function in argon.
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Fig. 10. Isotropic component of the second term (diffusion term) in
the density gradient expansion of the electron velocity
distribution function in argon.

In the second-order approximation the continuity equation, density

profile and current profile are

a n 8 n + D2 n - D3 n(a
8tn 2 (z,t) = - Vdzn2 (zt) + DLaZn 2 (zt) D3 azn 2 (zt) (Ta)

n2 (zt) I -4D=t)3 (z-vdt) -
2 D t DJ (7b)

11 4D Lt L

I2 (z,t) vdn2(zt) - DL zn2 (z,t) + D3 82n2 (z,t) (7c)

Figures 12 and 13 show the computed arrival time spectra for Ne at

E/N = 1 Td and z = 15.7 cm. At a pressure of 30 Torr, the spectra obtained

from the various orders of approximation to the continuity equation can be

distinguished with experimental resolution of about 1Z. However, at a

pressure of 300 Torr, the current profile cannot discern the effects of D3

and D4 ' Calculations such as these would be helpful in predicting the

conditions at which the higher-order transport coefficients could be

measured.
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Fig. 11. Isotropic component of the third term (skewness term) in
the density gradient expansion of the electron velocity
distribution function in argon.

x10 5

-- st Order "-- Neon

1.0 - 2nd Order E/N = I Td
3rd Order P P30OTorr

0.8

" 0.6

S0.4

0.2-

0.0

2.0 2.5 3.0 3.5 x10 5

time (sec)

Fig. 12. Computed arrival time spectra for neon at E/N = 1 Td and

P = 30 Torr, using the various order of approximation in
the hydrodynamic continuity equation.
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Fig. 13. Same as Fig. 12, but for P = 300 Torr.

ASSESSMENT OF TOF DATA

According to the hydrodynamic theory the quantities vd, NDL and N2D3

should be independent of pressure. Dependence on pressure would imply non-

hydrodynamic effects such as gradients due to metallic boundaries and/or

that drift equilibrium simply has not been reached at a sufficient time. In

assessing the TOF data it is very important to establish whether or not the

data are hydrodynamic. Non-hydrodynamic effects are generally defined as

all those that cannot be described by the distribution function (2) or the

continuity equation (3) with constant coefficients. These effects occur on

short-time scales and near boundaries. They are difficult to measure

systematically because the causes are difficult to control. Experiments

should therefore be designed to minimize these effects in order to provide

significant and reproducible results. The manifestations of hydrodynamic

higher-order transport effects have to be carefully disentangled from those

due to (1) non-hydrodynamic boundary phenomena and (2) short-time-scale

time-dependent transport coefficients.

From the point of view of cross section inference, we want transport

coefficients which depend on the least number of parameters. That parameter

is E/N. In order to have transport coefficients which are independent of

time and depend only on E/N, these coefficients have to be measured under

the conditions in which the density gradient expansion is valid. The drift

tube conditions, e.g. pressure, drift tube length, etc., need to be set such

that non-hydrodynamic effects are negligible.

Figures 14-16 show the calculated and measured (Denman and Schlie,

1989a; 1989b) values of the drift velocity, longitudinal diffusion coeffi-

cient and skewness coefficient, respectively, for He. At this point it

would be useless to compare the calculations with the measurements, espe

cially for D3 since the measurements show very large non-hydrodynamic
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Fig. 14. Calculated and measured drift velocities for helium, using
the apparatus of Denman and Schlie (1989a; 1989b).

behavior. Similar non-hydrodynamic pressure dependence is observed for the

measurements in the other rare gases. It has been suggested by R. W.

Crompton (personal communication) that due to the long drift distance

(15.7 cm) used in the experiments of Denman and Schlie, diffusion cooling

might be modifying the equilibrium transport properties of the swarm; i.e.,

the transverse diffusion of electrons to the walls is distorting the

electron energy distribution at the distance at which the arrival time

spectra is taken.
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Fig. 15. Calculated and measured longitudinal diffusion coefficients
for helium, using the apparatus of Denman
and Schlie (1989a; 1989b).
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Fig. 16. Calculated and measured skewness coefficients for helium,
using the apparatus of Denman and Schlie (1989a; 1989b).

NONLINEAR DRIFT AND DIFFUSION

In this section we will present a procedure for calculating the

electron density profile without invoking the assumption of the density

gradient expansion. The procedure is based on the TOF analysis of Ingold

(1989). This alternative approach to TOF analysis is significant for two

reasons: (1) it shows how the longitudinal diffusion coefficient can be

calculated without using the density gradient expansion procedure, and (2)

the calculated density profile effectively includes the effects of all the

higher-order transport coefficients. A similar but more rigorous procedure

using the characteristic-time-ordering of Kunhardt et al. (1988) is outlined

by Kunhardt (1989).

In the following we will assume the conditions for the quasi-Lorentz

gas model. The Boltzmann equation is written in terms of the density n(z,t)

and the isotropic component of the speed distribution function fo(vzt) as
a [n(z,t) f0vzt! v a2

f- - -(vzt)J v [n(z,t) f0(v,z,t)l (8)
t 3Na(v) az

a 2 i~L x.f
' v [n(z,t) . f0 (v,z,t)] 3Na z -,n vLv) ]v~z, )3No(v) 8z av" 3N z , t)2 av -)

a 13 - v ] m 1_3 v4+ T n(z,t) -; 0 (v,z,t) + -N n(z,t) -(v)fo(wzt)jv v

Multiplying Eq. (8) by 4nv2 and integrating over v, we get a

nonlinear continuity equation

aan(z,t) + -L J(z,t) - 0 (9a)
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where

J(z t) = - Fz-[D(zt) n(z,t)] + V(z,t) n(z,t) (9b)

D(z,t) = 3 N o (v,z,t) dv (9c)

-(zt) = Ln j -2 f0(vzt) dv (9d)

4n 0f 0 (v,z,t) v
2 dv = 1

By multiplying Eq. (8) by 4rv 4 and integrating over v, we get a

nonlinear conservation of energy equation

at [n(z,t) e(zt) = - [n(z,t) B(z,t)] + -- [n(z,t) G(z,t)!

n(z,t) W(z,t) - 2 a [n(z,t) D(z,t)i - N n(z,t) e(z,t) (10a)

where

e(zt) = 4nf, fo(VZ't) v4 dv (10b)

W v4
B(z,t) = in[--v)] fo(vzt) dv (10c)

G(z,t) = 31- N 5- f(v,z,t) dv (10d)

i(z,t) = 4n f v5 a(V)fo(v,z,t) dv (10e)

Ideally one would solve Eq. (8) in order to evolve the electron density

n(z,t) in space and time. The explicit solution of the space-time-dependent

Boltzmann equation is in general, difficult to obtain. Kunhardt et al.

(1988) has presented a procedure in which the Boltzmann equation is rewrit-

ten in equivalent, but more tractable, forms which are valid for different

time scales. The application of such a procedure for solving the nonlinear

continuity equation is presented by Kunhardt (1989). Since our purpose here

is simply to illustrate the virtue of using a nonlinear continuity equation,

we will use the simpler procedure of Ingold (1989).

The main assumption in this procedure is that the electron velocity

distribution can be described locally in each point in space and time by the

equilibrium solution. Thus f0 (z,v,t) is expressed in terms of a single
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space-time varying parameter cx(z,t). Consider the case in which the cross

section a(v) is proportional to a power of v, that is,

V(v) = c0 Vr

where v0 and r are constants. Then

f0(v'z't) [-4[a(z,t)]3 r([ 

where s = 2 r + 4.

Substituting Eq. (11) into Eqs. (9) and (10), one obtains two coupled

nonlinear partial differential equations for the density n and the energy
2 2

n2 . Letting p = n2 , Eqs. (9) and (10) for the case of a constant cross

section are transformed into

an -1/21 2  1/21

k- [n o ~L (p/n)j + Do L_- [n (p/n)j (12)

a2(B:- + 2ao)o -L [n (p/'">1/] Go 1- [n (p/'°>3/21

+2aW [n (p/n) 1 /2 ] - 9N [(p/n)3 2 ] (13)

where 110, DO , B0 G0 and i0 are constants.

Equations (12) and (13) are solved straightforwardly using the code

PDEONE of Sincovec and Madsen (1975). PDEONE provides centered differencing

in the spatial variable, giving a semidiscrete system of nonlinear ordinary

differential equations which are then solved using the ODE integrator code

LSODE of Hindmarsh (1980). The solution of Eqs. (12) and (13) are shown in
-16 2Figs. 17 and 18 for the case of uO = 6 x 10-  cm , M = 4 amu and E/N = 1.4

Td. Figure 19 shows a comparison of the nonlinear solution with the solu-

tion of the linear continuity equation with drift velocity and diffusion

coefficient given by the homogeneous, steady-state values

v 0.964 a and D = 0.272 CEvd  N 0.964 t N v0

where

0

Figure 20 shows the nonlinear solution in comparison with the fits to a

gaussian (first-order continuity equation), a skewed gaussian (second-order)

and a skeved-kurtosed gaussian (third-order) profile. The solution can be

seen to be well approximated by a skewed gaussian. This is as expected

since the situation most likely to prevail, with moderate initial density

62



1.2 -

t = 2.5e-5 sec

0.8

S. 00.6

00,4
I

0 .

-Density

0.2 - - -Energy

0-

0 5 10 15 20 25 30

Position (cm)

Fig. 17. Solution of the coupled nonlinear partial differential
equations for the continuity and energy conservation for
the case of a constant cross section.

distributions, is a small finite field deviation from the first-order diffu-
sion equation and negligible zero-field deviations. By doing a nonlinear
least squares fit to the density profile we could derive effective values
for the transport coefficients vd, D and D3. For the diffusion coefficient
we obtain

D (nonlinear solution)
D (homogeneous, steady-state solution) = 0.6
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Fig. 18. Arrival time spectra corresponding to the solution shown
in Fig. 17.
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Fig. 19. The arrival time spectra from the nonlinear continuity
equation compared with that from the linear continuity
equation with homogeneous, steady-state coefficients. The
diffusion coefficient used in the linear solution corre-
sponds to the transverse diffusion coefficient. The
effective diffusion coefficient obtained in the nonlinear
solution corresponds to the longitudinal diffusion
coefficient.
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Fig. 20. Nonlinear least squares fit of the nonlinear solution to
the various orders of approximation in the density
gradient expansion.
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One would have expected this ratio to be 0.5 as predicted by the density

gradient expansion theory. Note however that the diffusion coefficient

obtained by fitting to the nonlinear solution includes the effect of the

skewness in the density profile.

DISCUSSION

The calculations presented here indicate that the steady-state values

of D3 are measurable. The EIN and pressures at which they are measurable

can be predicted. Such measurements could be useful in providing a sensi-

tive transport coefficient for the inference of collision cross sections.

Unfortunately, the present TOF data on D3 show very large non-hydrodynamic

behavior. At present these data cannot be used for cross section inference.

We have shown that D3 , and possibly D4 , are measurable and that present

experiments have the capability of resolving them for the arrival time

spectra. However, there are still some questions about the significance of

these higher-order transport coefficients. For instance, can the uncertain-

ties in the measurements of D3 be made small enough to provide significant

additional information on the collision cross sections? Present experience

with DL shows that even though this quantity is more sensitive than vd to

the cross section, the corresponding larger uncertainty in its measured

values offsets the accuracy to which the cross sections can be deduced.

We have also indicated that it is possible to calculate the arrival

time spectra without resorting to the approximations involved in the density

gradient expansion. But we need to ask: do we need to accurately describe

the deviations from gaussian of the current profile in order to derive the

correct steady-state values for the drift velocity and the diffusion coeffi-

cients? Phelps et al. (1960; 1961) had long ago used techniques in which

different drift distances were employed to get difference measurements of

the drift velocity. It has been suggested by Skullerud (1974) that dif-

ference n aasurements of the mean square width can give experimental values

for the diffusion coefficients even under conditions when the pulse form is

far from gaussian. Nakamura (1987), for example, has applied such differ-

ence measirements to get both the drift velocity and the longitudinal

diffusion coefficient. Such difference measurements indicate that it is not

necessary to have a gaussian, nor is it necessary to accurately describe

deviations from gaussian, In order to get the correct steady-state values

for the drift velocity and diffusion coefficients.
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INTRODUCTION

The behavior of a group of electrons moving in a neutral gas under

the influence of a space-time dependent force can be described by the

velocity distribution function f(v,r,t). In the following discussion it

will be assumed that space-charge fields are negligible and only an

external electric field E(r,t) is considered. The distribution function

can be obtained from the Boltzmann equation

Of + Vf -0 -V f =( f

S-I r - =(-t)coll.

The solution of this equation is difficult to obtain for space-time

varying fields and a realistic collision term (Of/at) coll' Even when E

is constant in space and time, only the spatially integrated energy

distribution function f(e) can be expressed in closed form (for model

elastic collision cross-sections and after initial transients have

decayed). This distribution function depends only on E/N, where N is the

neutral gas concentration and the gas temperature. It is usually

referred to as the "equilibrium" distribution, although it may be far

from Maxwellian (Huxley and Crompton, 1974).

In spatially uniform electric fields that are also constant in time,

"non-equilibrium" distributions can refer to the transient behavior

following the production of an electron swarm in the gas (Holst and

Oosterhuis, 1921; Fletcher, 1985). It may also refer to boundary regions

near electrodes (Kelly et al., 1989; Blevin et al., 1987) or electron

runaway at very high E/N values (Phelps et al., 1987). In spatially or

time-varying electric fields, non-equilibrium occurs when the field

changes appreciably in an energy exchange distance (or time) so that the
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distribution function f(v,r,t) cannot be described in terms of the local

field E(r,t). A more detailed description of non-equilibrium conditions

has been given by Marode et al. (1983).

Many approaches have been made towards the evaluation of f(v,r,t)

including Monte Carlo simulations (Braglia and Lowke, 1979), numerical

solution of the Boltzmann equation (Segur et al., 1983), and approximate

solutions involving expansions of the distribution function in terms of

spatial (or temporal) gradients in fields or electron concentration

(Aleksandrov et al., 1980; Kumar et al., 1980). It is characteristic of

all non-equilibrium situations that the local energy distribution

f(v,r,t) does not depend on the local quantities E(r,t)/N and the

electron concentration n(r,t) alone. The past history (typically over a

few energy exchange times) of all the electrons in an elementary volume

must be accounted for including variations of E(r',t' <t) along their

paths. Even for the special case when E is constant in space-time, the

presence of the field makes space anisotropic so that those electrons

moving in the field direction must be treated differently than those

travelling against the field. Consequently, spatial variations in

electron concentration will modify the local velocity distribution. This

example of non-local behavior (although not classified as "non-

equilibrium" by Marode et al., [1983]) has been extensively studied

(Kumar et al., 1980) by expansion of the local distribution function in

terms of gradients in n(r,t);
on a2n 2

f(v,r,t) = n(r,t) g°(v) - O(-)gl() + a 2 g2(v)-..., (2)

where E is in the negative z-direction, and the parameter \L( = H/2DL) -

(energy exchange distance) -1 , has been introduced as a scaling factor to

make the gk (v) comparable in magnitude (radial gradients have not been

included as they generally have a smaller influence on f(v,r,t) than the

terms given here). This theory has been successful in explaining the

anisotropic diffusion observed in swarm experiments (Parker and Lowke,

1969; Wagner et al., 1967).

The zero-order moment of Eq. (1) in velocity space gives the

continuity equation

an+ V.J - n(vi - Na) (3)

where the electron flux J(r,t)fJvf(v,r,t)dv, and vi,va are the ionization

and attachment frequencies. In the following discussion only ionization

will be considered in the source term,

n(,t)8 , t) - Rcoll.
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Using the gradient expansion Eq. (2) to determine J and Vip the

continuity equation can be written (Blevin and Fletcher, 1984; Thomas,

1969)

an o DDo 82n D o2n 32n S, a3n
at az axL z .az3 .

= nv i 2 a+ 2 -

or 2 2 2 3

a t + 1W-L _ T- D T  D- L  2 + 2 S . .. 3  = n ~ i  , ( 4 )

where W = W0 + vi ,DL = D'+ 22)i I will be shown later that the

ionization contribution to DL is significant at high E/N and arises from

the second derivative term in the gradient expansion. Note that the

bracketed term in equation (4) no longer represents V.J although this is

often assumed when calculating electron currents at the boundaries (Kelly

and Blevin, 1989).

Most experiments have been analyzed using a truncated form of Eq. (4),

a 2 n _ 2n a2 nN. (5)

There appears to have been little consideration given to the

circumstances under which this truncation is appropriate or,

equivalently, to the convergence of the gradient expansion of the

distribution function. In the following section, experimental results

are presented to show that it is possible to observe the influence of

second and higher order derivatives in the gradient expansion. In the

next section the results of a Monte Carlo simulation are described and

compared with the experimental observations.

EXPERIMENTAL PROCEDURES

The observation of photons emitted from two or more excited states

has been used to indicate spatial variations in the energy distribution

function for steady-state Townsend discharges (Wedding and Kelly, 1989)

and in an isolated swarm (Kelly, 1985). These experiments were compared

with predictions from the gradient expansion although only terms up to

the first derivatives were considered. In both cases, clear evidence of

spatial variations in the energy distribution function were obtained, but

some features of the experimental results were not fully understood, and

it seemed likely that higher order derivatives should be included in the

expansion.
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In order to compare the experimental observations of light output

with the theoretical model of electron behavior [Eq. (4) or (5)], it is

necessary to determine the relation between photon production and

electron concentration. For a simple state with one decay channel and no

cascade, the photon production rate is given by:

t

Nph(rt) = -Jn(E,t')Vex(r,t')e-lt-t')/rdt' (6)

0

where T is the lifetime of the excited state and vex is the electron

excitation frequency for that state. More complicated expressions are

required when cascading occurs (Wedding et al., 1985).

The excitation rate can be determined from the gradient expansion

Eq. (2), with a change of variable to energy c;

n(r,t)vex(r,t) = fn(r,t) 0g(c)vx(c)de - angl (c)vex(e)dc +

3n___ 1 + a 2n v ..
- ( Lz) + exLZ)2 e

i.e.,

1__ ___x 1 2 e._.x ... (7
n(rt) (rt) = nv - I (n ex 1 n e) (7

or, to first order in the derivatives,

n tvert)= -Pf v (8)
ex

If it is assumed that spatial variation in v ex(r,t) is small and can
be adequately described by the first two terms in Eq. (8), then for

one-dimensional case

n(zt)v~(zt) - Vxn(z - A,t) (9)

n_____,__t__ z-x)(Z, t) 10

eL
where A ex

ex

If Eq. (5) is used to solve for n(r,t), then the solution for a

&-function dipole source at the cathode is

n~g~yz~t) no0z e v0t e- (x 2 + y 2 )A4DTt e- (Z-Vt) 2/4D Lt (0
n~xy~ t 4nDTt  4-4RLt (0
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and

n0z 0 e-(z-Wt) 2/4DLt
n(z,t) = -e it  4 D (11)

Pulsed Time-of-Flight Experiment

Details of the experimental apparatus have been given elsewhere

(Wedding et al., 1985), together with modifications to Eq. (6) and Eq.

(11) to allow for cascading and non-equilibrium conditions near the

cathode boundary. For the pulsed experiment described here, the light

output from an axial interval was observed using a narrow slit collimator,

thus integrating over all transverse directions and giving results

corresponding to a one-dimensional swarm. The light output Nph(zlt)

calculated from Eqs. (6), (9), and (11) could be compared with

experimental results for several values of z and parameters such as Vi,

V, DL, A, T obtained to give the best fit with experiment.

Figure 1 shows a comparison of theory and experiment for electrons

in N2 gas at E/N = 443 Td and a pressure of 0.28 Torr. The light output

was measured for the 337.1 nm band of the second positive system, and the

391.4 nm band of the first negative system at z = 2.2 cm, 3.2 cm, and 4.2

cm. The values of v, W, DL are common to both calculated curves, but A

and - are dependent on the excited state under consideration. (The data

shown in Fig. 1 have been normalized to a common maximum for display

purposes.) The parameters obtained in this way were used to calculate

nvex for each state using (9) and (11) and the (normalized) results are

shown in Fig. 2. As expected, the excitation to the B2Eu+ state (in the

future referred to as the B+ state) is relatively greater than the C3fU

(or C state) at the earlier times or front of the swarm, where the mean

energy of electrons is higher. The peak of the electron density (not

shown in Fig. 2) occurs at later times than the peak of both the C and B+

excitation rates, and both AC and AB+ are positive. However, the

magnitude of these quantities (particularly AB+) is large enough to

invalidate the assumption that the spatial variations in vex(r,t) are

small, and it is not possible to use Eq. (9) for the computation of

excitation rates. The expeLiments were therefore reanalysed using Eqs.

(6), (8), and (11), and the agreement with theory and experiment is shown

1 1 1 V1

in Fig. 3. In this case (I-) and B are additional fitting

parameters in Eq. (8), replacing the parameters Ac and AB+ used in the

previous analysis. Again, nvex was calculated for each state and the

results are shown in Fig. 4. Again, the peak of the B+ excitation occurs
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Fig. 1. The temporal photon emission from a swarm (z1 = 2.2 cm, - 3.2
cm, z3 = 4.2 cm) for the 337.1 nm and 391.4 nm bands of mole-
cular nitrogen, E/N = 443 Td, p = 0.28 Torr. The solid line is
the fit to the experimental data (dots) using the approximate
theory described in the text. The data have been normalized to
give equal peak heights.
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SFig. 2. The time dependent excitation rate nv C and nVB+ determined

from the theoretical results shown in Fig. 1.
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Fig. 3. The temporal photon emission from a swarm for the same
conditions as Fig. 1. The theoretical results are obtained
from the gradient expansion terminated aL the first
derivative.
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Fig. 4. The time dependent excitation rate n "C and n-j+ determined

from the theoretical results shown in Fig. 3.
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earlier in time (further forward in the swarm) than the peak of the C

state excitation, but negative values of nvB+ were obtained towards the

back of the swarm at each of the three observation positions. This is an

indication that higher order terms in the gradient expansion are requir-

ed, and that Eq. (7) should be used in the analysis rather than the

truncated form in Eq. (8). This immediately raises doubts about using

Eq. (11) as an adequate description of n(z,t), and it seems likely that a

higher order continuity equation (such as that given in Eq. (4)) should

be used. This is discussed in more detail in the Monte-Carlo section.

Steady-State Townsend Experiment

For a continuous source from a point on the cathode, the pulse

solution given in Eq. (10) can be integrated over all source times to

give the steady-state solution,

n(r,z) = )Lz.exp(LZ).K3/2 (#)/# 3/2, (12)

where

* = -2vY/\LW]I/211+ 5-±(r/z)2]

K 3/2() is a modified Bessel function, and r is Oie radial position in

cylindrical coordinates.

inc 1 n 1 __2n__

Since I-- 1 (az2 2' are functions of r at a fixeda~kz I na(\z)2

axial position, it follows from Eq (7) that the excitatio rate vex is

also a function of r, for example

vC(r) =,{ - vo n L + ( ( L.z) 2 
- (13)

and a similar expression for vB+(r).

Experiments have been carried out to measure vC(r), vB+(r) by

scanning laterally across a steady-state discharge with a tubular

collimator and performing an Abel inversion of the observed light output

(Wedding et al., 1986). After normalizing the radially integrated output

from each state, the ratio v (r)/v 8 +(r) shows a departure from unity

indicating the presence of radial variations in the energy distribution

function.

The results shown in Fig. 5 for a gas mixture of CO2 :N2:He:CO

(6:34:54:6) at E/N = 300 Td, p = 0.373 Torr, and z = 0.4 cm show the

normalized ratio varying by more than a factor of four as a function of

radial position. This is an extreme example for small \Lz(-), and it is

possible that the cathode boundary conditions and initial conditions are
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3- normalised vc
VB

2--

-2 -1 0 1 2

r (cm)

Fig. 5. The observed radial varation of VC/vB+ (normalized) for a
steady-state Townsend discharge (see text for the discharge
conditions). The large departures from unity indicate a
strong radial dependance of the mean energy for the
small XLz value (- 1.0) in this example.

still important. Other experimental results at large ALz have been

reported (Wedding and Kelly, 1989) where spatial variations of about 20%

are still observed. Attempts to explain the radial dependence of CI/B+

based on the first order gradient expansion were unsatisfactory and, in

particular, did not give the off-axis maximum observed in the experi-

ments. A possible explanation of this feature was suggested by including

secondary electr,.i production at the cathode (Wedding and Kelly, 1989).

However, the same maximum in vC(r)/B+(r) was observed in other gases and

\Lz values, and the results of the Monte-Carlo simulation given in the

next section indicate that the experimental results can be explained by

inclusion of higher order terms in the density gradient expansion. It

would be possible to determine the contribution from secondary electron

production by varying the electrode separation, while observing at a

fixed distance from the cathode, and clearly further experimentation will

be required before quantitative comparisons with theory can be made.

MONTE-CARLO SIMULATION

Both the pulsed and steady-state experiments described in the last

section indicate iU.at it is possible to observe the influence of second

and possibly higher order terms in the density gradient expansion of the

distribution function. Quantitative comparisons of experiment and theory

have not been made as yet, since it appears that it w11 be necessary to

include many terms in the gradient expansion and the generalized con-

tinuity equation. To clarify these matters, a Monte Carlo simulation for
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electron swarms in N2 has been carried out for E/N = 500 Td, (p = 1 Torr)

using a cross-section set derived from data given by Tagashira et al.,

(1980). A more detailed description of the simulation procedure has been

given elsewhere (Brennan et al., 1989). The functions g0 (c), gl () and

g 2(c), determined by taking spatial moments of the Monte Carlo distribu-

tion g(r,C,t), are shown in Fig. 6. Transport parameters and reaction

rates of immediate interest to this work are listed in Table 1.

It is of interest to note that the ionization contribution to DL

(see discussion following Eq. (4)), which is derived from the second

order gradient term in the distribution function, accounts for 26% of its

magnitude.

From the parameters the electron concentration can be approximated

at any time using Eq. (11); we call this nI(z,t). If third order spatial

derivatives are retained in the continuity equation (Eq. (4)), then the

electron concentration becomes

n(z,t) = n(zt) - St 1 (St)2 a 6. (14)

Table 1. Monte-Carlo Results for Transport and Rate Coefficients
E/N= 500 Td p = 1Torr

-1
W = 46.7 cm us

DL = 1.51 cm2  s -  (D i = V/) 0.4 cm2 u-)

S = 0.034 cm3  s-

oT = 1.62 cm

0C = 4.60xi07 s -1

1 7-1 l
C =2.44x107 s /V 0=53

VC 'C C
2  

0.22x10 7 S 1  
/v? = 0.047

VC VC C

+ = 0.61x107 s - 1

1 7 -1 10o+ = 1.05x10 s v+/vI+ = 1.72

2+ = 0.98x107 s - 1 +Iv+ = 1.61

76



0.080 N2  E/N = 500 Td

0.060 gO

0

C

0- 0.020- g
0.0 

4 
-g

0.000 ........
T6 g2

-0.020-

-I I I I
0 5 10 15 20 25 30 35 40 45 50

energy (eV)

Fig. 6. The functions g0 (), g (e), g2 (c) obtained from the Monte
Carlo simulation of electrons in N2 at E/N = 500 Td.

For LZ >> 1 the first two terms give a good approximation (except

in the "wings" of the distribution) and nl(z,t), n(z,t) are shown in Fig.

7 for ILz = 10.0. This value of 1Lz is approximately equal to the

smallest distance used for the experimental results shown in Fig. 1, and

it is clear that the skewness coefficient should have been included in

the analysis of this experiment. From Eq. (4) (first two terms),

1 an 1 a2nvalues of - n , - - - are calculated and are shown in Fig. 8.
8z' 2 n z2

These derivatives, together with the excitation rate coefficients given

in Table 1, are used to calculate the spatial excitation rates nVc, nvB+

using either first order (nyC)1 , (nv,+)I or second order (n v) 2, (nvB+)2
expansions. These are shown in Fig. 9 although (nvC)1 is omitted since

it differs only slightly from (nvc)2. The results obtained for (ny)1

and (n\E+)2 are similar to the experimentally derived values shown in

Fig. 4. This supports the earlier interpretations of the experimental

results, but suggests that even higher order derivatives in the gradient

expansion (and the continuity equation) will be required since negative

excitation rates are still found at larger times. At larger XLz the

second order expansion may be adequate and permit a determination of the

skewness coefficient. It is clear that further experiments over a wider

range of XLz values would be useful in determining the limits of the

hydrodynamic regime and the applicability of the density gradient

expansion within that regime.
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Fig. 7. The electron density at XLZ = 10.0 as a function of time

for a &-function source. - solution for the continuity

equation truncated at second order spatial derivatives.
n - solution for truncation at third order derivatives.

2-
/

/

1'++- - - , 1.

1 82n

/1 a

iXLn 8z

-2-
0.000 0.500 1.000 1.500 2.000 2.500

T W 2

1 n 1 a 2 n
Fig. 8. Values of n, TLn 3 z 2n az2 calculated for the same

conditions given in Fig. 7.
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Fig. 9. Values of n, (nc)2, (nvB+)l, (nvB+)2 calculated for the

conditions given in Fig. 7.

The steady-state Townsend discharge can be modelled from the Monte

Carlo results. Integrating Eq. (14) (only the first two terms are

included in this analysis) over all source times, the electron

concentration becomes:

2 1 A K12*I12

n ( r , z ) = n l ( r ,z ) -
( 4- [ 1 2 e/\ ] z(K L Z )

where n1 (r,z) is the solution of the second order continuity equation

(cf. Eq. (12)) for a steady source.

1 an 1 a2 n

The radial dependence of n, z are shown in Fig. 10

Tal 1z enbl toe bew n i.1

for L1 = 4.0. Using these values with the excitation rates shown in

Table 1 enable vc (r)/y+(r) to be calculated from Eq. (13), either up to

first or second order derivatives in the expansion. The results for
VC/VB+ are shown in Fig. 11, and the inclusion of the second order

derivatives produces a maximum in the radial dependence, as found

experimentally. Even though the experiments were for a different gas

than that modelled in the Monte Carlo simulation, the theory suggests

that the conclusions are generally applicable; that is, higher order

terms are required in the gradient expansion to describe the outer

regions of the discharge.

CONCLUSIONS

The observation of the space-time dependence of radiation from

svarms and steady-state Townsend discharges has shown that spatial
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Fig. 11. Calculated values of vC/xB+ for first order and second

order terms in the gradient expansion. Only the expansion
including second-order terms gives the off-axis maximum in
the excitation ratio, as observed experimentally.
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variations in the energy distribution function occur and are in

qualitative agreement with the gradient expansion. However, in the outer

regions of the swarm (or steady-state discharge), it appears that higher

order derivatives (Q 2) are required to give quantitative agreement with

experiment. The swarm experiments described here shouid be extended to a

wider range of XLz values to determine the skewness coefficient S and

demonstrate the range of applicability of the gradient expansion within

the hydrodynamic regime.

Although space-time varying fields have not been considered in this

work, most experimental studies of swarm parameters under these

conditions will necessarily involve concentration gradients. Theories

dealing with space-time varying fields should include these gradients

otherwise many of the important and interesting phenomena described here

will be overlooked. There is very little experimental work directed

towards an understanding of the internal structure of swarmc for time

varying fields, and the methods described here could be applied to these

conditions.
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A DESCRIPTION OF THE NON-EQUILIBRIUM BEHAVIOR OF ELECTRONS IN GASES!
MACRO-KINETICS

E. E. Kunhardt

Weber Research Institute
Polytechnic University
Farmingdale, New York 11735

INTRODUCTION

Consider an assembly of (classical) electrons in a background gas

under the influence of an external space-time varying field. The

electron density is assumed to be sufficiently low that their mutual

interaction can be neglected; furthermore, the background gas is assumed

to be in equilibrium with a thermal bath at temperature T, and this

equilibrium is unaffected by the passage of the electrons. Then, every

electron may be treated independently of all others and the behavior of

the assembly may be ascertained from the dynamics of a single electron;

that is, the assembly may be considered as an ensemble of single-

particle systems (note that the number of systems that constitute the

ensemble may change with time due to ionization), characterized by a

stochastic distribution function in phase-space, f(v,r), where v and r

are velocity and position, respectively. This distribution function and

its equation of evolution provide an exact description of the state

of the assembly and its behavior (Klimontovich, 1986; Balescu, 1975).

Various approximate descriptions of the assembly can be obtained

depending on the space-time "resolution" necessary (or desired) in a

particular situation. In this paper, the focus is on descriptions with

less space-time resolution than that provided by the ensemble-averaged

distribution function, f(v,E,t), whose "microscopic" resolution

corresponds to the scales of a tvo-body collision (Kunhardt, 1988). The

objective is to formulate closed descriptions of the assembly with

"macroscopic" resolution; namely, those corresponding to macroscopic

variables (Kunhardt, 1988). To achieve this, note that in general the

macroscopic variables that characterize the macroscopic dynamics of the

,t
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electron assembly depend on velocity averaged properties of the ensemble-

averaged distribution over an extended velocity interval; moreover, their

dynamical changes occur over space-time scales that are coarser than

those of the distribution. This distribution contains more information

than necessary to provide a characterization of the assembly in terms of

macroscopic variables (Kunhardt, 1988). A distribution function with

less space-time resolution (coarser) and equivalent (as far as macro-

scopic properties) velocity dependence to that of the ensemble-averaged

distribution can equally serve to determine macroscopic properties of the

assembly and to obtain closed equations of evolution for the macroscopic

variables that characterize the dynamics of the assembly (Kunhardt,

1988).

There exist a number of coarser distributions each characterized by

a different space-time resolution (Kunhardt, 1988). This resolution is

dictated by the characteristic scales of variation of the dynamical

macroscopic variables. Because of this, these distributions are

collectively referred to as macro-kinetic distributions. A procedure for

obtaining macro-kinetic distributions is to expand the ensemble-averaged

distribution function in terms of those eigen-functions of the

acceleration plus collision operators in the kinetic equation (see next

section) whose eigen-values correspond to the desired resolution

(Sirovich, 1963). However, for space-time dependent accelerations this

may not be possible, and alternate, less compact expansions (for example,

in terms of either a local field or eigen-functions of the collision

operator only) would have to be used. Moreover, since in general the

expansion coefficients have no physical significance, it is desirable to

use alternate approaches for obtaining the macro-kinetic distribution.

An alternate, physical, approach is to first identify the macro-

scopic variables that describe the dynamics of the assembly. Their

equation of evolution contains the characteristic space-time scales that

define the resolution of the description (Kunhardt, 1988). These scales

are then used to obtain, from the equation of evolution for f, the

equation for the macro-kinetic distribution. Since the characteristic

scales of the macroscopic equations depend on those of the distribution,

the procedure outlined above must be carried out self-consistently.

Although not a unique set (rate coefficients can in principle also be

used), the velocity moments of the distribution can serve to define the

resolution scales for the macro-kinetic distributions. Increasing

resolution is obtained by choosing an increasing number of moments in the

description, which are selected by ordering the moment equations

according to their characteristic space-time scales and keeping those
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with less or equal resolution than desired (Kunhardt, 1988). Each finite

set of moments thus selected defines a resolution scale and a correspond-

ing macro-kinetic distribution.

MACRO-KINETIC REGIMES AND DISTRIBUTIONS

The starting point for obtaining the macro-kinetic characterization

of the electron assembly is the distribution functioA f(v,r,t) (Kunhardt,

1988). It obeys a kinetic equation of the Boltzmann type, namely

(Klimontovich, 1986; Balescu, 1975),

a f + V.V f + i-E-V f =(f)
t M r - V

where E = E(Q,t) is the electric field (either externally applied or

arising from space-charge) and I(f) is the linear scattering operator

(Sandler and Mason, 1969). No specific fcrm for the operator I need be

assumed at this time. At the macroscopic level, the assembly is

characterized by a "state vector," HN, whose components are velocity

moments of the distribution and the corresponding macro-kinetic
distribution, & ). That is, H = (S f(N)), where S = (mi, j =

1,.'.,N) with m. being a velocity moment of the distribution (a scalar,

vector, or tensor). The dimension of SN, N, and its components, mi. are

selected depending on the space-time resolution desired for the

description. Alternatively, SN and f(N) define the scale of resolution

of the macroscopic description. SN and f() are obtained as follows.

First, the moment equations (obtained by taking appropriately

weighted integrals (in v space) of Eq. (1) (Klimontovich, 1986)] are

ordered according to their characteristic scales (Kunhardt, 1988). This

step requires a priori assumptions about the relative magnitude of these

scales, which can be made from physical consideration. In any event, the

ordering used need to be confirmed after a self-consistent description is

obtained. The first three, time-scale ordered moment equations are

(Kunhardt, 1988):

atn + V.(nu) = 'n, (2a)

at(ni) + V.<cv> - qE'nu = - vic, (2b)

Dt(nu) + V.<vv> - -qE n = - vmnu, (2c)

where, n(r,t), Z(Q,t), and u(Q,t) are the electron density, mean energy,

and average velocity, respectively, the bracket implies an average over

the distribution, e . 1/2 my2 , and -v,vE, and v are the (space-time-

dependent) effective ionization, energy-exchange, and momentum-exchange

frequencies, respectively. These frequencies are defined by:
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, fMfdv, (3a)

-V=ncj - v2I(f)dv, (3b)

-VnU =f I(f)dv. (3c)

An integral without limits implies integration over all space. Since it

is difficult to ascribe physical significance to higher-order moments,

their equations of evolution are seldom written down. The higher moment

equations would also have to be ordered accordingly. It is assumed that

their characteristic times are smaller than those defined above. Note

that, in general, T£ > "m for partially ionized gases.

The first three moments, n,i, and u, and their equation of

evolution, Eq. (2), can be used to develop three levels of descriptions,

each characterized by a space-time resolution scale (Kunhardt, 1988).

The most coarse-grained description (i.e., least resolution) has a time

scale of the order of v'(=-); that is, the scale of the density

equation. From Eqs. (2a)-(2c), since v < v < vm there is a time for

which the mean energy and average momentum of the electrons have relaxed

to a state of quasiequilibrium where their subsequent variation is in the

scale of x. In such a scale, the dynamics of the system is determined

from Eq. (2a). Consequently, SN contains one component, n; i.e., S1 =

[n(r,t)]. The equation for the corresponding macro-kinetic distribution,

f( 7, is obtained by averaging the Boltzmann equation (BE) over times

shorter than T. An equivalent approach is used in the next section to

obtain this equation. By analogy with classical gas kinetics (Sirovich,

1963), the time regime for which this description is valid (namely, the

longest time scale) is named the hydrodynamic regime. However, in

contrast to gas kinetics, the properties of this state can be derived

from a single macroscopic variable (instead of three), the density. This

definition of hydrodynamics is less restrictive than that used in the

swarm literature which in addition assumes a specific form for the

distribution (Kumar et al., 1980).

"Non-hydrodynamic" (higher resolution) descriptions can system-

atically be obtained by using an additional moment in SN . Thus, the next

less coarse-grained description is in terms of S2= [n(j t), ni(r,t)I
and the corresponding macro-kinetic distribution, f.2) This description

is valid for times of the order of V_1. From a practical point of view,
E

the description with most resolution is in terms of S3 [n(,t),

niftt), nuftt) f and f3), which is valid for times of the order of v 
1

8 m
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The approach outlined above for obtaining close. macro-kinetic

characterizations is illustrated in the next section where the

hydrodynamic description is developed foi the case of a quasi-Lorentz

gas model.

THE HYDRODYNAMIC REGIME: APPLICATION TO QUASI-LORENTZ GAS MODEL

In this section, the approach outlined in the previous section is

used to obtain the macro-kinetic description of the hydrodynamic state

for a quasi-Lorentz model (Huxley and Crompton, 1974). This model only

takes into account elastic collisions between the electrons and the

background gas, and is valid in the limit m/M << 1 (where M is the mass

of an atom/molecule that constitutes the background gas). To obtain

analytic solutions, assume that the spatial variation and the field are

in the z direction; moreover, the two-term spherical harmonic approxima-

t!on for f will be used (i.e., f = f s + f1 cos e). In this case, Eq. (1)

becomes (assuming 1-D variation in space)

a fs + v a fS + 1L-3 (v2afs) = I(f) 4a)
t 0 7 z 1 3v2  v 1 0

f - v a s a s (b
SfI V z 0 v ofl -3 zf -- f (4b)

where

I(fs) = v[(v)fs + O(v)avfsl (4c)

v = No(v)v

a = qE/m

with,

v3 kT
at(v) !v 3V, 0(v) -v2v

a(v) is the collision cross-section (only elastic scattering occurs), N,

T, and M are the density, temperature, and mass, respectively, of the

background gas. In Eq. (4b), it has been assumed tha the relative rate

of change of fl is small compared with the momentum exchange collision

frequency. This is consistent with the conditions defining the

hydrodynamic regime.

In this regime, the electron assembly is characterized (by

definition) by H, - (Sl,f~l)). The evolution of the assembly is

determined from Eq. (2a) with the current density given by,

nu(E,t) - J(E,t) - rvf( 1)dv (5a)
fy M 

7

~87



and the rate v by Eq. (3a), with f = f(l). Thus, the equation for fNl)

(Eq. (6) below) and Eq. (2a) form a closed set.

It is convenient in some situations to write the current density in

this regime as,

J = nE - P'Vn + JR (5b)

where V is the mobility, D is tne diffusion tensor, and 4R accounts for

other contributions to the density that are not proportional to either n

or Vh. (u and D are in general space-time dependent.) A significant

amount of work has been devoted to the theoretical determination of p,

,J- and Eq. (3a) (Kumar et al., 1980; Huxley and Crompton, 1974; Parker

and Lovke, 1969; Thomas, 1969; Lucas, 1970; Tagashira et al., 1977;

Kleban and David, 1978; Skullerud and Kuhn, 1983; Penetrante and

Bardsley, 1984; Blevin and Fletcher, 1984); equivalently, to the closure

of Eq. (2a). These investigations fall into two categories according to

the method used; namely, the free path (Huxley and Crompton, 1974) and

the perturbed distribution function methods (Kumar et al., 1980; Huxley

and Crompton, 1974; Parker and Lowke, 1969). In all approaches, the

background (or zeroth order) electron distribution has been taken to be

space-independent. The effects of non-equilibrium (arising from density

gradients, for example) are then taken into account by introducing the

concept of a free path (method (1)) or by perturbing the distribution

directly (method (2)). Approaches based on the perturbation method have

in general yielded more accurate results. They are characterized by the

expansion of either the distribution function in terms of spatial deriva-

tives of the density (Kumar et al., 1980; Huxley and Crompton, 1974;

Skullerud and Kuhn, 1983; Penetrante and Bardsley, 1984; Blevin and

Fletcher, 1984) or the spatial Fourier transform of the distribution in a

power series in the spatial wavenumber (Parker and Lowke, 1969). In all

cases, the lowest order solution is spatially uniform so that the expan-

sions are valid in the limit of small density gradients. The results

that have been obtained have elucidated a number of phenomena, such as,

the properties of the diffusion tensor (Kumar et al., 1980; Parker and

Lowke, 1969) and the effect of ionization on electron drift and diffusion

(Tagashira et al., 1977). In the approach presented in this paper, an

evaluation of U, D and J follows from Eq. (5a) after substituting

an expression for f(')

Using the spherical harmonic approximation, the current density for

the quasi-Lorentz gas model is
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2N

Ln v2dv Va avf fv 2dv (5c)

From the previous discussion, in the hydrodynamic regime, the equation

for the macro-kinetic distribution of the quasi-Lorentz gas model, fM(l)

is obtained by changing the time scale of the BE (Eq. (1)) to the T

scale. This can be achieved using a technique introduced by Bogoliubov

(1962). Mathematically, the change can be accomplished by the following

relation:

f5(v,z) = fMl) (v,n(z,t)) = nf (v,n) (6)

That is, in the r scale, the space-time dependence of the distribution is

implicit through a dependence on the density. Physically, this is

equivalent to saying that the space-time dynamics of the assembly is

determined by the density. In the swarm literature, the distribution

function in the hydrodynamic regime is further restricted to have a

density dependence of the form of a (linear) expansion in terms of

gradients of the density (Kumar et al., 1980; Huxley and Crompton, 1974).

This regime corresponds to a subset of that presented in this paper.

Thus, the changes in f can be written as:

atf = a f 1 n ,  (6a)

Vrf = 8n frn, (6b)

= Vf (6c)

(The parenthesis around the superscript has been dropped. This practice

will be subsequently continued.) It is convenient to obtain an alternate

representation for Eq. (6) by explicitly displaying the nature of the n

dependence of f." This is done primarily to assist in the physical

interpretation of the various approximations to be used for the solution

of Eq. (4). Since electron-electron collisions have been neglected, fM

cannot be an explicit function of the density. Its density dependence

can only be through normalized derivatives of n; namely, gi =  n/n,

,. That is,

fM(K,n) = fs(gi}),

where

(gi}= (8zn/n, a2n/n,...)

Then,

kzgi
af~ -Eag fag ra f
n M - i gifMngi i  gi M ng1
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Using Eqs. (2a), (14), and (6), the (linearized) equation for f. for this

case is found to be:

1 av[A2 + 3 gfH] + [d (v3 a/v) gl- v2

3v 2  7 gM + d 1 v3 v 2  3 agffM

- 2 [gjifM {g2 + + na gi - nazgiazing) + Ea2f(agi)2]

1 2 av["fH + OYvfM] (7)
v

Eq. (7) is the complete working equation from which various approxi-

mations to fM can be obtained, which differ in their range of validity.

Some of these solutions are discussed in the subsequent subsections.

An alternate procedure for obtaining an equation for fH(v,n) (Eq.

(7) is to expand fM(v,n) in spherical harmonics (instead of f(v,r,t)),

and proceed from Eq. (1) (instead of Eq. (4)). This has not been done in
S s

order to start the example from the usual equations for fs and f1 , Eqs.

(4).

Density Gradient Expansion: Small Spatial Derivatives

This range has been discussed extensively in the literature (Kumar

et al., 1980; Huxley and Crompton, 1974; Parker and Lovke, 1969; Thomas,

1969; Lucas, 1970; Tagashira et al., 1977; Kleban and David, 1978;

Skullerud and Kuhn, 1983; Penetrante and Bardsley, 1984; Blevin and

Fletcher, 1984). It is instructive to obtain the density gradient

expansion as a solution to Eq. (7) in the range az - 6%, where A is a

small parameter. It is not necessary to specify what 6 is at this time

(in the end, Sal is again replaced by 'z.) 6 is strictly used to assist

in the ordering of the various terms. Ambiguous ordering of terms has

led to a significant amount of misunderstanding in the literature

regarding the range of validity of the various solutions obtained and the

interpretation of the Ui, D, and JR that appear in Eq. (5b) (Penetrante

and Bardsley, 1984). Eq. (7) is rewritten in this range as follows:

_ +-IvlnfH - v _ -agi&

+~f~ 2 dv(V alv) 4g2 &j fM w - gilf z g6
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v2fH {od(va
+ - v v3 a/v Ofdla gj& + 0(82) (8)

(subsequently, the primes will be dropped. In the final results, the

original variables are used). Expanding lnf M in a power series in 6

(essentially a Rytov expansion of the solution) (Chernov, 1960),

lnfM= isi = S +S + 2S2 +*.- (9a)

fM . fo[1 + &51 + 6 2($2 + S 2/2) + "'](9b)

~M 0fl 1 2 19b

and,

fH1 = f0[1 _ as 62(S2 - S 1/2) ... (9c)

where

S
f = e 00

The distribution function is normalized such that

w

f 0ov2dv = ,

0

whereas all other contributions vanish. Using Eqs. (9) in Eq. (8), and

equating coefficients of each power of 6 to zero,

40: §"+ !ST o =) -vs S W

with solution,

s° - J + kT  j.vudu (10a)

0

Since So is not a function of gj, a So = 0 8gfo = 0. In the next order,

a1 2 kT vS , v g1 + 1~' Lduu 3a/v) f. u~

with solution,
v T -1IL w du(U 3al )

S ff 2  V] 2a f1 u 3  fodu dwgI (lOb)
1vJ + F ' V w 0 0
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From this equation, 
3 RS1 = 0, 11, 3gS1 = , and in next order,

2 - and= - + or dvSer2

- [v + v2 f+0 3 11 f0 du 
1g2

with solution, v
S = - S2/2 - 4(2)(w)dwg2  (10c)

0

where,

(2 a2 K V-1 2v l 1 s d u(u 3a/v) SIfd

Using Eqs. (10) and (9b) in Eq. (6) (and returning to the original

unprimed variables), the hydrodynamic macro-kinetic distribution in this

range is obtained; namely,

[ $S1  v
r] 0(3

f 1-[-j 1  - [ f( 2 )(w)dwvg2 + (11)
f = 

fo g"2 + g

t. 0
This result (obtained from Eq. (9b)) is valid in the regime where each

exponential factor (SiS) in the expansion given in Eq. (9a) is less than

one. This requirement imposes on the magnitude of the gjs conditions

defining the range of validity of the density gradient expansion. Fro'

this, an approximate condition can be defined, namely, g,<(qEgi) i . The

first term in Eq. (10c) cancels out the contribution to the 0(62) term in

the expansion of f. (Eq. (9b)) coming from the square of the 0(6) term.

The resulting solution, given by Eq. (11), is linear in the gjs and is

the density gradient expansion for f(l). Eq. (37) is accurate to 0(&3).M
From Eqs. (11) and (4c), the transport parameters can be obtained.

Denoting the coefficients of the n,8 n, and 32 n terms 4n Eq. (4c) as

drift velocity, vd, diffusion coefficient, Do, and curtosis coefficient,

D1 , respectively, they are found to be

V 1 I aa f u 2 du (12a)
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n ( -fov2dv - j a[avf.Sl + f.8vSivdvj (12b)

D 4n - f- -fS2dv + ! a (2)(u)du + f 0 
(2 )(v) v2dv (12c)

These results can readily be obtained by a priori assuming an expansion

for f in the form of Eq. (11). The derivation given above indicates that

such expansion is valid in the range where an/n is of 0(6i), i.e., there

is a definite ordering in the expansion. In the range where this

ordering is no longer valid, it is necessary to obtain other solutions to

Eq. (7) for f1M"

Consider next the regime where g, and g2 are comparable to each

order and are both of 0(6). Following the same procedure as used to

obtain Eq. (11) from Eq. (8), the macro-kinetic distribution is found to

be in this regime,

f1 = nf°  - S E + f Y$2 )(u)du g2 + 0(62) (13)

where

2_L 2 kT u- VUff i 41

2(u) V + M -v 2 - fodw

Among the higher order terms, there are some that are nonlinear in the

gi's. To 0(62) Eq. (12) is linear in the gi's and differs from Eq. (11),

to this order, by the term proportional to g2 " Using Eq. (13) in Eq.

(4c), expressions for the transport parameters (to 0(62)) can also be

obtained,
DGE

vd =v d

D =DGE
0 0

D1 i n 1  v- af (2 )(u)d u + fV(2) (v) v 2dv
1 3- V- 0o 1 f~d  - Ia vfoV

where vd E and D E are given by Eqs. (12a) and (12b), respectively. Eq.d 0

(13) and the expressions for vd and D have been obtained by Penetrante

and Bardsley using a different procedure (1984).

It is important to note that the expressions for the current density

(Eq. (4c)) obtained using Eqs. (13) and (11) are not equal. To 0(62),
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z 2
not. In order to obtain terms proportional to azn using Eq. (11), it is

necessary to go to 0(a3); in which case, additional terms also

proportional to a2n than those found in Eq. (13) come into play.

Moreover, going to o(S3) with Eq. (13) brings in terms that are nonlinear

in the gits. Such terms are not found in Eq. (11). As far as the

transport parameters, Eqs. (13) and (11) yield the same drift velocity

and diffusion coefficient, but different curtosis, Dl, and higher order

coefficients.

Large Density Gradient

When the density gradient is sufficiently large that terms

proportional to g, approach 0(1), while terms proportional to gi' i~l,

are of 0(6), the equation for f0 is found from Eq. (8) to be

av2a kT ) 3 2gla m ] dv(v 3 a /v)
SM vo 3v M = - gF 3 o (14)

Solution to this equation for a given velocity dependence of v may be

very difficult. It is however possible to solve this equation

numerically and used to tabulate J as a function of a and g, for use with

Eq. (2a). An approximate analytic solution can be obtained by treating

the R.H.S. of Eq. (14) as a perturbation, in which case, the solution

becomes,

v

f0(v,gl) - Co(l - Wo)e- bvdv (15a)

0

where

2gl(a/3v) + (m/M)v)

(a2/3v) + (kT/M)v

u

r vv 1 d d(u 3 /av)e fbwdw

g 0 0 e J u u 3v 2  [(a 2/3v) + kT/M)V] du dv 1c

2
with the normalization condition 4n 7 f v2dv = 1. Higher order terms

can similarly be included. The resulting expression for the distribution

constitutes an expansion about a non-uniform state, that given by

Eq. (15).
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Explicit Evaluation of Distribution Function and Transport Parameters:

Constant Collision Frequency, v 0

In this case (and neglecting the contribution from Iio), Eq. (15a)

becomes

fo(v,gl) = Cuebv2/2 (16a)

where

C = (b/n)3 /2  (16b)
0

with b given by Eq. (15b). From Eqs. (15) and (5c), the drift velocity

and diffusion coefficient are found to be

vd = a/v0 + O(Bzg1 ) (17a)

and

D = D /(1 + dg1 )  (17b)

where,
2/3(a/ 

)2 + (2kT/m)

D = (M/H)o (17c)

and

d = a/(3v m/H) (17d)

Note that, in lowest order, the drift velocity is not affected by

the density gradient. The effect of the gradient is to enhance

(decrease) the value of the diffusion coefficient in regions with

negative (positive) density gradient. Moreover, the diffusion process is

found to be nonlinear in g,. The parameter d has the units of distance,

and, from Eq. (17d), it corresponds to the distance covered in an energy

exchange time (mv/M) by a particle travelling at the drift velocity

(a/v). For gl<<d- , Eq. (17b) can be expanded to yield D=D0 (1-dgl),

which when used in the continuity equation (Eq. (2a)) results in a linear

equation that contains terms proportional to the third space derivative.

For gld < 1, the full expression needs to be retained. This expression

for D renders the continuity equation (Eq. (2a)) nonlinear. Eq. (2a) may

be written in this case as

a tn + vd8zn - az(D8zn) = 0 (18)

where, vd and D are given by Eqs. (17a,b) with D0 (Eq. (17c) being the

linear diffusion coefficient, and d (Eq. (17d)) playing the role of a

non-linearity parameter. Eq. (18) has a singularity at d(Bzn/n) = -1

and is valid in the regime Id(azn/n)I < 1. To elucidate the effect of
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the non-linearity, the time evolution of an initial gaussian density

profile, Aexp(-(z/w) 2), has been calculated by numerical solution of

Eq. (18). The initial profile and that at t=60 (normalized units), for

the case d=O, are shown in Fig. la. A reference frame moving with the

drift velocity has been chosen so that only diffusion effects are
2

evident. Moreover, the density profiles are plotted as ln vs. (z/w) , so

that in the case of linear diffusion, the plots appear as straight lines

whose slope decreases with time. The effect of the non-linearity, do0,

is shown in Fig. lb. As expected from the density dependence of D

(Eq. (17b)), the leading (trailing) edge of the pulse shows greater

(lesser) spreading than for the case d = 0. For a gaussian profile, the

effect of the non-linearity is greater towards the tails of the profile

where azn/n is larger. As the profile evolves and diffusion smoothes the

gradients, the effect decreases; the tails of the profile, however,

maintain their characteristics. As can be seen in Fig. lb at t=90, the

trailing edge (z < 0) is nearly identical to that with d = 0; although,

the leading edge remains noticeably different. Physically, the nonlinear

diffusion process is due to the fact that the relative exchange of

particles between adjacent cells (in space) progressively increases with

velocity. This gives rise to a "shear" in particle flow in phase-space.

The next effect of the density transport is a relative increase

(decrease) in the tail of the velocity distribution in regions with

negative (positive) density gradients (in the presence of an electric

field) and a diffusion coefficient that depends on the gradient

(Eq. (17b)).

CONCLUDING REMARKS

Nonequilibrium descriptions of the dynamics of electrons in gases

under the influence of space-time varying fields have been presented.

These descriptions are valid in different space-time scales; in

particular, the macro-kinetic description is valid for macroscopic

space-time scales which are determined from the characteristic scales of

the moment equations. The macro-kinetic description has been developed

for the case of a quasi-Lorentz gas model in the hydrodynamic regime.

With this approach, it has been possible to investigate: 1) the range of

validity of the density gradient expansion (DGE), 2) various approximate

solutions for the distribution function in the hydrodynamic regime, and

3) the consequences of large density gradients. In particular, the DGE

has been shown to be valid over most of the velocity range when the mean

electron energy is less than the potential energy in a distance corre-

sponding to the scale of density variation. Moreover, a solution for the

distribution function has been found which in lowest order is space-time
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Fig. 1. Effect of non-linear diffusion (ds 0) on the evolution of

an initial density profile. D0 = 0.1cm
2 /sec. In (a)o 0 3 2

5xO-3cm, and in (b) d = 1.3x10- cm.

dependent. This distribution has been used to derive a non-linear

equation of continuity for density transport and to obtain expressions

for the mobility and diffusion coefficient. It has been shown that, in

lowest order, the effect of the non-linearity is to enhance (decrease)

the diffusion in regions with negative (positive) slopes. These effects

are more likely to be experimentally observed at large values of E/N in

atomic gases. These conditions result in large values of the non-

linearity parameter, d (Eq. (17d)). It is evident that the magnitude of

the nonlinear effect depends on the magnitude of the density gradient and

d. The values for the nonlinearity parameter and the profile chosen in

this paper are such that Eq. (18) is weakly nonlinear.
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NONEQUILIBRIUM EFFECTS IN ELECTRON TRANSPORT AT HIGH E/n

Y. M. Li

GTE Laboratories Incorporated
Waltham, HA 02254

The nonequilibrium effects in electron transport at high E/n are

studied using the multibeam model. The reasoning leading to the model is

explained. An analytically solvable multibeam model is utilized to

illustrate the various features observed in the transient and steady

ionization growth at high E/n. Finally, the failure of the concept of

the effective field at high E/n for a high-frequency field-driven

electron swarm is explained using the multibeam model.

INTRODUCTION

The transport properties of electron swarms in a neutral gas, driven

by DC or high-frequency field of high electric-field-to-neutral-gas-

density E/n, have raised considerable interest. First, both the break-

down studies of gases on the left-hand side of the Paschen curve (Pace

and Parker, 1973) and the simulation of self-breakdown in the low-

pressure spark gap (Lauer et al., 1981) require detailed knowledge about

the transient and steady-state electron impact ionization rate at high

E/n. Second, the possibility of having an intense microwave pulse

propagating through the atmosphere (Yee et al., 1986), creation of an

artificial ionized layer in the atmosphere using crossed microwave beams

(Gurevich, 1980), and the possible production of high-pressure nonequi-

librium plasma for flue gas treatment using intense microwave power

(Guest and Dandl, 1989) all point towards the necessity of having a

better understanding of transport properties of electron swarm driven by

high-frequency fields of high E/n.

From a fundamental research perspective, extensive experimental and

theoretical studies for excitation and breakdown of N2 and Ar at high E/n

have been performed by Phelps and coworkers (Phelps et al., 1987;

Nonequllibrium Effects in Ion and Electron Transport
Edited by J. W. Gailagher et al, Plenum Press, New York, 1990
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Jelenkovic and Phelps, 1987; Phelps and Jelenkovic, 1988). These

studies, based on an electron drift tube with two parallel electrodes,

have shown that the single-beam and multibeam model for spatially

dependent growth of current and excitation rates at very high E/n provide

good descriptions of their experimental results. However, the presence

of electrodes, and the unavoidable secondary emissions, complicate the

interpretation of these results.

Direct determination of the ionization rates for N2 from the

measurement of temporal growth of electron densities were performed by

Hays and coworkers (Hays et. al., 1987), without the presence of

electrodes. This was accomplished by using microwave heating of a weakly

ionized gas in the presence of a magnetic field. The strength of the

field is tuned to the electron cyclotron resonance, and the electron

swarm driven by the combined microwave field and magnetic field was showr,

to be equivalent to the one driven by the DC electric field (Li and

Pitchford, 1989). In the same set-up, transient and steady-state

ionization rates in H2 at very high E/n are measured and calculated (Hays

et al., 1989). Further discussions are given in DYNAMICS OF IONIZATION

GROWTH.

In principle, direct solution of the collisional Boltzmann equatioi

for the electron swarm is the only correct way to get distributiol

function, excitation, and ionization rates. However, the collisional

Boltzmann equation at high Emn is notoriously difficult to solve, even

numerically, due to the highly anisotropic nature nf the distribution and

the existence of the runaway electrons (Phelps ar Pitchford, 1985a).

Thus Monte Carlo simulation is the only rigorous and reliable tool for

studying phenomena related to high E/n, for both DC and high-frequency

fields. Recently, Monte Carlo simulation has been treated extensively

(Kunhardt and Tzeng, 1986; Li et al., 1989; Li and Pitchford, 1989) for

high Emn applications and will not be discussed here. Instead, we

concentrate on the multibeam model, first studied by Mbller (1962), which

is simple in concept and shows excellent agreement with Monte Carlo

calculations at high E/n (Pitchford and Li, 1988).

In MULTIBEAM MODEL: AN INTUITIVE APPROACH, the physical reasonings

leading to the multibeam model are explained and the relevant equations

are written. In DISTRIBUTION FUNCTION AND ENERGY BALANCE EQUATIONS, the

distribution function associated with the multibeam model is constructed.

Then the averages over the swarm are defined and the energy balance

equation is derived. In DYNAMICS OF IONIZATION GROWTH, various features

of the transient and steady ionization growth are reviewed. An ana-

lytically tractable multibeam model is solved, and the qualitative
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features are predicted. Finally the ELECTRON SWARM DRIVEN BY HIGH-

FREQUENCY ELECTRIC FIELDS is examined. From the results of Monte Carlo

simulations, the concept of DC effective field is shown to be invalid at

high E/n. The multibeam model is utilized to provide the physical

understandings. A SUMMARY is given. In the Appendix, an attempt is made

to identify the relevant Boltzmann equation which gives the multibeam

model solution. The positive identification has not been made.

MULTIBEAM MODEL: AN INTUITIVE APPROACH

This section gives the equations for the multibeam model. The

assumptions used in arriving at these equations are explained. For

electrons driven by DC electric fields at high E/n, two important

simplifications are possible.

First, at sufficiently high energy, the cross sections for electron-

molecule collision fall with energy. With high E/n, the electrons gain

more energy from the field than dissipate through collisions, and the

runaway regime is attained. In this case, the electron-molecule colli-

sion can be considered a perturbation to the free-fall trajectories.

More precisely, the discrete nature of electron-molecule collisions and

the resulting discrete energy and momentum changes are averaged over and

are replaced by the continuous momentum and energy loss terms in the

equations of motion. Borrowing the concepts of "continuous slowing down

approximation" used for high-energy electron degradation calculations,

(Heaps and Green, 1974), the equations for the time evolution of momentum

and energy for a single electron can be written as

dv eE
0 - - V v0 (la)

dt m

dto- _ eE vo-yeo (ib)
dt 0

where v is the component of velocity in the direction of electric field

(or the drift velocity of the primary electron), vo is the energy, e and

m are the electron charge and mass, and vm and Vu are the momentum and

energy relaxation frequencies.

The next question is, How do we relate Vm and vu with the micro-

scopic electron-molecule collision cross sections?

The vu depends on the total angularly-integrated cross sections 00

with the threshold energy ek for each of the k inelastic processes. The
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elastic recoil energy loss, which depends on elastic momentum transfer

cross section 0el and the ratio of the electron to neutral mass m/M is

also included. With v = (2s/m)1 2, v u is given by

rm
vu() = nv -Qe(a) + m Qk ( (2a)

The effect of anisotropic electron scattering is manifested in the

momentum relaxation frequency. For isotropic scattering,

vm(c) = nv [:(5) + Z ] (2b)

In the limit of forward scattering and in the Born approximation,

the contribution from the inelastic collision can be expressed in terms

of the energy loss function L(e) (Phelps and Pitchford, 1985) for inelas-

tic collisions, and Vm is given by

v(e)=nv 0 L) + (2c)m el 2c

with

L(C) = E Qk(C)Ck.  (2d)

k

The second simplification is in the treatment of the secondary

electron production. Secondary electrons are produced via electron

impact ionization. Rigorously speaking, the ionization collision is a

discrete random event producing a single secondary electron of certain

energy with certain probability. In the multibeam model, the secondary

electrons are created continuously in time by the primary electron with

the rate Vi [ o(t) ] and vi (e) given by

vi (c) = nv 00 (c), (2e)

and 00 (e) is the ionization collision cross section. In addition,

secondary electrons are assumed to be produced with zero energy. In the

presence of time-independent spatially uniform electric field, the

secondary electrons will follow the trajectory of their parent, i.e.,

Vsec(t) Vo(t-t')

asec(t) - o(t-tl),

where t' is the time of birth.

102



This completely specifies the generation process for the secondary

electrons, and we can develop an equation describing how the number of

electrons grows in time.

Suppose the number of electrons is described by ne (t), with ne (0) = 1

corresponding to a single primary electron at t = 0. The number of

(dne)
secondary electrons produced at time r to + d is given by dr.

At time t, these electrons will have energy % (t - t) and ionization

rate vi [co (t - T)J. The rate of electron production at t will be the

sum of the rates of ionization of the primary and secondary electrons,

and is given by

t
dn e(t) ] Vd (dne C (t-T) (3a)

dt [t j d J 0

This is an integral equation for (dn e/dt) from which n e(t) can be cal-

culated.

It is interesting to note that Eq. (3a) can be simplified. Using

the procedure of integration by parts, Eq. (3a) becomes

t
dne  Id d
-- = ldn( ) -Vi 0 (3b)

dt dt
0

d
It can be easily shown that the - and the integral operator are inter-

dt

changeable. Further integration with respect to t gives

t

ne(t) = 1 + I dTne(T) Vi [ O (t - )]. (3c)

0

The set of Eqs. (la), (ib), and (3c) forms a complete description of

the electron swarm in terms of the multibeam model.

The multibeam model presented here differs from the original version

of MHller (1962). In our treatment here, the motion of the primary elec-

tron is described by both energy and momentum equations, whereas

MHller used only the momentum equation for v (t), and energy v (t) is
assumed to be me v 2/2. In the multibeam formulation described by Phelps

e0
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et al. (1987), which was for determining spatial growth of current, only

the energy equation was retained.

Since the main purpose of this work is to describe the multibeam

model and its various implications, a simplified nitrogen (N2) cross

section from Phelps and Pitchford (1985b) is adopted for all subsequent

numerical calculations. Also, only results for isotropic scattering are

presented. With this cross section set, the vm and vu can be determined

and are shown in Fig. 1.

DISTRIBUTION FUNCTION AND ENERGY BALANCE EQUATIONS

Once the electron swarm is specified for a given E/N, it is natural

to ask for the electron energy distribution function f(c,t) for the

swarm. From the multibeam model, f(c,t) can be constructed explicitly

t

f(et) - - 0 dne-t))] - [c-%(t)] (4a)

ne(t) I j dt j

0

where 6 is the Dirac delta function. In Eq. (4a), the first term

represents the secondary electron produced in time interval t, and the

second term is the primary electron.

The validity of such construction can be understood as follows.

First, f(e,t) satisfies the normalization condition

I de f(c,t) =. (5)

0

Second, averages over the swarm, such as average energy i(t), can be

defined as usual:

M

c(t) = Jde c f(c,t)

0

t

- dT- (t - T) + (t) (6a)
ne(t) d 0

0
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Fig. 1. Density normalized momentum relaxation frequency (V /n)

and energy relaxation frequency (vu/n) as functions of

electron energy.

Equation (6a) has a simple physical interpretation. The average

energy i at time t is the sum of energies of the primary %o(t) and all

the secondaries produced at time < t acquiring energies %o(t - T),

divided by the total number of electrons ne (t). Similarly, average exci-

tation rates vk' ionization rate i' and drift velocity Vd are defined by

(t) = - -- + (6b)

0

t

-d(t ) _ 1 dne Vo0(t - ) + Vo(t) ,(6

ne(t) dt 0

0

where

o 1/2vc) = nv i() and v = (20m)

Now, some of the numerical outputs of the multibeam model, vo(t),

o(t), Vi [Co(t) ]/n, vd(t), i(t), and Vi(t)/n will be examined. In Figs.

(2a) to (2c), results are plotted for Eln= 1 kTd, where 1 kTd is 10-14 V

cm 2 . The v0 (t), co(t), and vi[(%(t)J/n for the primary electron are

attaining steady-state values, and the corresponding averages are also

shown. The overshoots in v0 (t) and vd(t) are clearly seen. The results

for E/n - 10 kTd are given in Figs. (3a) to (3c). The primary electron

is running away; v (t) and co(t) are increasing indefinitely with time.

The Vi[(%(t)]/n for the primary electron attains maximum value at energy

about 365 eV, and decreases monotonically with increasing energy (time).
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Fig. 2. Numerical results for E/n - 1 kTd as functions of nt.
A. Drift velocity of the primary electron and the average
drift velocity vd' B. Energy of the primary electron %

and the average energy i. C. Ionization rate coefficient
of the primary electron vI/n and the average ionization
rate coefficient :t/n.

Hovever, the averages i(t), vd(t), and t(t)/n are attaining well-defined

steady-state values. This illustrates the important fact that in the

runavay regime, the steady-state distribution is mainly composed of

transient distributions of younger generations of secondary electrons.

Without the secondary electron production, meaningful steady-state

averages cannot be defined.

With the averages defined, an energy-balance equation relating i,

VdP C, and !t is obtained. An outline of the derivation is given as

follovs. To begin vith, ve have

ddn e  de

-(ne) e ¢-+ ne -* (7a)
dt dt dt
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Fig. 3. Numerical results for E/n = 10 kTd as functions of nt.
A. Drift velocity of the primary electron v and the

average drift velocity Vd" B. Energy of the primary

electron C6 and the average energy i. C. Ionization rate

coefficient of the primary electron vi/n and the average

ionization rate coefficient i/n.

Using the definition for Z, we also have

td -- d° % n(r d

- n J - + d ni d (t - T). (7b)
dt dt I dr dt

0

Equation (lb) for dco/dt can be used to simplify Eq. (7b) to give

- (nec) = ne e - - 2 eldt I M(70)

where ;el(t) for elastic collision is defined by
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ne (t) el(t)= %(t) V[t)]

t

dT _ % ( t - 'r) 'Yil[ %(t - r)] (7d)

j d
0

where

V (c) .nv 00€)

Notice that the definition for el(t) [Eq. (7d)] differs from the

definition for -(t). Similar situations arise when deriving an energy

balance equation from the two-term Boltzmann equation. From Eqs. (3a)

and (6b) it is easy to see

dnedt= vi(t)ne. (7e)

dt

Thus combining Eqs. (7a), (7c), and (7e), we have

de 2m
-=eE vd - Z - Ve CV . (8a)

dt k N

Equation (8a) is the usual form of energy balance equation, and the

summation over k includes the ionization channel. In steady state (di/dt

= 0), we have

eEvd= m kk+ 1 C+ C c. (8b)

k

Based on the above discussion, the distribution function f(c, t),

the power dissipated into various inelastic channels (. ) and power

required to bring the secondary electrons to the average energy (si) can

be computed numerically. It turns out that it is much easier to

determine f(e, t) using an alternate formula:

M ne

f(-,t)0 + [- c(t)] (4b)

Idt'it' =t-

where c . co(t - V.

Computations based on Eq. (4b) are very convenient once ne(t) and

co(t) are obtained. The numerical normalization is used as a check for

the numerical algorithm and found to be one within 0.2Z for all the
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calculations performed. Some results for f(c,t) are given in Figs. (4a)

and (4b).

Note that the spiky behavior associated with the & function distri-

bution for the primary electron is ignored, and f(c,t) is determined for

three different times. In Fig. (4a), E/n = 1 kTd, and the primary

electron attains a final energy at around 23 eV. The steady distribution

functions computed at three different times are identical. This is not a

realistic distribution where electrons are piling up around 22 eV with

little at lower energies. Thus the multibeam model fails at such low

E/n. In Fig. (4b) the steady-state distributions for E/n = 10 kTd at

three different times are plotted. The bulk of the distribution

functions are identical (and Z, v.i, etc., attain steady values), whereas

the primary electron acquires higher energy as time increases. The

sudden drop in f(c,t) indicates the maximum energies of the primary

acquired in three different times. Finally, in Fig. (5), the

steady-state ratio of 'i to the power input e E Vd is plotted as a

function of E/n. Above 10 kTd, over 96% of the power input is dissipated

in bringing the secondary electrons to the average energy.

DYNAMICS OF IONIZATION GROWTH

The multibeam model provides the simplest approach to study the

dynamics of ionization growth. We first describe the experimental

observations and some of the underlying reasoning, then we will demon-

strate that all the observed features can be predicted by an analytically

solvable multibeam model.

2
J: A
0. _

S-2-

-4-
4.1:-=. ..- ..
0 10 20 30

Energy (OV)

0

9  O nt o 4.2x10' nt3- 1.26 x I;n - x .4x 10'
-401

0 40.000 80,000 120,000
neegy (Ow)

Fig. 4. Steady-state electron energy distribution function for A.
E/n - 1 kTd, B. E/n - 10 kTd at three different times.
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Fig. 5. Fractions of power dissipated in bringing the secondary
electrons to the average energy vs. E/n.

In the experimental set-up (Hays et al., 1987) to measure ionization

rate coefficient, the time-dependent electron densities are recorded, and

a schematic of the result is shown in Fig. (6). Two distinct regions are

seen: an exponential growth region at late times, and an early

nonexponential region, which is due to the finite response time needed

for the electron energy distribution function to reach the equilibrium

for a given E/n. Two important parameters are extracted from Fig. (6),

the steady-state ionization rate i and the induction time s , which is a

convenient measure of the finite response time for the electron distri-

bution function. The variations of 7i/n and nT5 with E/n are the main

concern here. Such variations have been calculated numerically using the

multibeam model and plotted in Figs. (Ba) and (8b). Recently, measure-

ments for 'i/n and nts as functions of E/N in hydrogen were performed,

(Hays et al., 1989), and similar qualitative behavior was observed. From

these figures two distinct features are clearly seen.

First, vi/n is an increasing function with E/n at lover E/n and
switches over to a decreasing function. This reflects the fact that as

E/n increases, the average electron energy moves past the energy at which

electron impact ionization is most efficient.

MOPSe - V

-4 _ t

Fig. 6. A schematic of the experimental results from which the
ionization rate ii and the induction time T. are
determined.
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Second, n ts decreases monotonically with E/n and turns negative at

sufficiently high E/n. The negative induction time is due to a strong

overshoot in the transient ionization rate coefficient, as illustrated in

Figs. (7a) to (7c). Here the vi/n, %i/n, and In [ne(t)] calculated using

the multibeam model for E/n = 5 kTd and 25 kTd are shown.

The strong overshoot in ionization rate coefficient -i(t)/n for E/n =

25 kTd in Fig. (7b) leads to the negative induction time in Fig. (7c). From

Fig. (7b), the maximum value of the transient ionization rate coefficient

i(t)/n is 1.66 x 10-7 cm3/s, which is 37% higher than the maximum steady-

state ionization rate coefficient given by 1.21 x 10
-7 cm3/s which occurred

at E/n = 14 kTd. This indicates the strong nonequilibrium effect associated

with the transient distribution function and cannot be described in terms of

the successive evolution of a series of steady-state distributions. Thus,

it is important that such transient distributions can be understood

qualitatively and calculated quantitatively.

Now we are going to construct an analytically solvable multibeam

model which describes the transient and steady-state behavior of the

ionization growth. The model based on Eqs. (la), (lb), and (3c) is

intractable. To make progress, instead of solving the Eqs. (la) and (lb)

to get vo(t) and vi[c0(t)], a specific form of vi[o(t)] is assumed:

Vi[Co(t)] = v0(e- at-e- a  ) (5a)

with o 2 > aL1

= V max/ { a2 3c (5b)

and v /n is given by 2 x 10-7 cm3/s.max

According to Eqs. (5a) and (5b), the primary electron ionization

rate rises from zero to maximum value 'max in a short time scale

(- 1/a 2) and decays exponentially in a longer time scale (- 1/a 1
) .

Fig. (7a) clearly demonstrates this qualitative behavior, and in

addition, both the rise and decay times decrease with increasing E/n. To

completely specify the model, the following relations for a 1 and a 2 as

functions of E/n are used:

al/n = a1O/n (E/n/10)
0  (6a)

a2/n = ao/n (E/n/1O)5, (6b)
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Fig. 7. Numerical results vs. nt for different E/n. A. Ionization
rate coefficient of the primary electron vi/n. B. Average

ionization rate coefficient ./n. C. Natural logarithm of the

total number of electron ln[ne (t)] and negative induction

time obtained for E/n = 25 kTd.

where a 10/n = 4.3 x 10.8 cm 3s, 20/n = 3 x 10 7 cm 3Is and E/n is in

units of kTd. 0 is considered as a free parameter and in the subsequent

calculations, 0 is taken as 1, 1.5, and 2. The values of a 10 and o 20

are determined approximately from vi[ec(t)) for E/n = 10 kTd, vhich is in

turn obtained from the numerical multibeam model.

The integral equation given by Eqs. (3c) and (5a) can be solved

analytically by taking the Laplace transform

1
ne(s) = - + vi(s) ne(s), (7)

s

where
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f(s) = I d t f(t)d j t

0

(ss) = o (s 1)  (s + a2),

and ne (s) can be determined by

1

ne(S) - (8)

Following the usual procedures of partial fractions, ne(s) can be

simplified and n e(t) can be solved analytically by taking the inverse

Laplace transform. The result is

ne(t) f 1 - D1(1 - e-B1t) - D2 (1 - e-B2 t), (9a)

where

2 v0 (c 2 -c 1)01  (9b)
SP2R (R - 1)

2 0o( 2 -cx 1) (9c)
2 P1

2R (R + 1)

P1 = Ixl + cc 2 (9d)

P2 = c 2 (Vo -c1 -at1 o I (9e)

R= 1 + - (9f)P1 2

P
B1 = (1-R) (9g)

2

P2

B2 = - (I+R). (9h)
2

Notice that we have a 2>> V P2 - v. 2 - c ) > 0, and R > 1;

thus D > 0, D2 > 0, B1 < 0, and B2 > 0 follows. The exponentially

growing term Jn Eq. (9a) is represented by (D1 e-Blt), and the average

ion rate i in steady state is given by

, --B1 . (l1a)
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Suppose the ne(t) is represented by Die for late times.

The extrapolation back to t = 0 gives

D ie ,

and -rs is solved to be

D1

Thus the steady-state ionization rate . and the induction time -s are

determined in terms of a ' = 2' and vmax* The subsequent E/n variations of

Vi/n and nTs reflect those of a 1 and a 2 given by Eqs. (5a) and (6b), and

the results are given in Fig. (8a) and (8b) for 1 = 1, 1.5, and 2.

Corresponding results based on the numerical solutions of the multibeam

model [Eqs. (la), (1b), and (3c)] are also given.

The general behavior of the Di/n and nt s with E/n agrees quite well

with the full numerical multibeam model results. However, the functional

form of vi given by Eq. (5a) cannot accurately mimic the actual Vi, thus

some quantitative discrepancies between the analytic model and the numerical

results for i/n are not surprising. However, the good agreements for n-rs

at higher E/n with 0 = I may indicate that the rise and decay times for
vi (t) are very much inversely proportional to E/n.

1.0X 10---1>

5.0 X 104 -
6° 2

0 10 20 30
E/n (kTd)

5.0 X 10'
3.0 x 10'- B . Numerical

F~1.0.106-
1.0 x 10 "-

-3.0x1 10'-
S-6.0 UP-

-7.0 "- 2' 0 1.5
4.0 x 109L

0 10 20 30
S/n (kTd)

Fig. B. Comparison between the analytic models of different 0 and
the numerical results. A. Steady-state average ionization
rate coefficient i/n. B. Density-normalized induction

time n~s as functions of E/n.
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ELECTRON SWARM DRIVEN BY HIGH-FREQUENCY ELECTRIC FIELDS

For an electron swarm driven by a high-frequency electric field (E =

E sin ox) of low E/n, the distribution function can be adequately deter-

mined from the two-term expansion of the time-dependent Boltzmann equa-

tion (Allis, 1956). Transport properties can be calculated accordingly.

If the frequency (w) of the field is much larger than the energy relaxa-

tion frequency (vu), a time average over the period of the field (2n/)

can be performed, and a two-term approximated Boltzmann equation with the

DC effective field (Eeff) is obtained. The Eeff is given by

V 0 (11)
Eeff -2 [ 1 1()]

In summary, the calculation of i, vk' i for an electron swarm

driven by high-frequency electric field can be converted to the one

driven by a DC effective field Eeff given in Eq. 11. For detailed

derivations of the Eeff, in the presence or absence of a static magnetic

field and arbitrary polarization of the electric field, see the work of

Allis (1956), Hays et al. (1987) and Li and Pitchford (1989). However,

the validity of the concept of effective field at high E/n remains an

open question.

Using Monte Carlo simulation, the effective field was first shown to be

invalid for an electron swarm driven by a high-frequency electric field at

high E/n (Li and Pitchford, 1989). The transport properties i, /i/n, and

6/n (e is the time average absorbed power per electron) were determined for

a swarm driven by a high-frequency field (HF) and by DC effective field

(DC). The percentage deviation of the quantity * is given by

*(HF) - 4KDC)
*= x 1OOX. (12)

(HF)

The results of the percentage deviations are shown in Fig. 9. It is

clear that i, 7i/n, and e/n are higher in the HF case than in the corre-

sponding DC effective field case, and the percentage deviation increases

with increasing Eeff/n.

For the swarm driven by a high-frequency field, the secondary elec-

trons produced at time will see an electric field E0 sin rr and will

not follow the trajectory of the primary electron. Thus the multibeam

model cannot be applied directly. If w >> N, such that there are a

number of field oscillations between two momentum transfer collisions,

the initial phase of the secondary electron relative to the field can be

averaged over, so that both the primary and the secondary electrons

follow the same initial-phase-averaged (or cycle-averaged) trajectory.
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Fig. 9. The percentage deviations of average energy , average
ionization rate coefficient i./n and density normalized
absorbed power Wn vs. Eeff /n!

Then the multibeam model is again applicable and utilized to explain the

difference between the high-frequency-driven swarm and the DC effective

field-driven swarm. To carry the analysis further, let us consider

motion of the primary electron as given by Eqs. (la) and (lb) with E

given either by (1) E = E sin wt or (2) E = Eeff* If vm is constant,

the equation for v0 can be solved with v (0) = 0. For the HF case:

eE -Vt
vo(t) = m(2 + 2)2 (vm sin wt - wcos wt + we m). (13a)

For the DC case:

e Eeff ' e t

v (t) = e E (13b)
m V

m

Substituting Eqs. (13a) and (13b) into Eq. (lb), the corresponding

energy equations for HF and DC are

d e E2 sin e- t'

dt 2) sin wt - w cos wt + w e _VuC0 (14a)

dt m I eV JV u%dt m (

Suppose w >> v and Eq. (14a) is averaged over one cycle. It

simplifies to

d<eo> e E2  (02~ 2,,v M
[1 + -Ji -e -" e-t<>, (15)

dt my m  YE mv

where <%o> is the cycle averaged e.
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By comparing between Eqs. (15) and (14a), and in the runaway

regime eEef> VuCo , three interesting facts are quite apparent:
mm

1. For t >> 1/vm , dco/dt is the same for both HF and DC. The

above analysis is essentially the derivation of effective

field formula [Eq. (11)], using the single electron picture.

2. The transient term associated with e-m t enhances the rate

of gaining energy for the HF case [Eq. (15)], but reduces

the rate for the DC case [Eq. (14a)].

3. For t -
1 /m , the electron in the HF case will gain more

energy than in the DC case, thus <%(t)> for HF is higher

than co(t) for DC. The most pronounced differences in

energies occur in this transient regime.

The physical reason for the failure of the DC effective field at high

E/n can be explained as follows. As shown in Figs. (3a) and (3b), the

majority of the population of the steady-state distribution is always

consisting of secondary electrons of the "younger" generations, such that

the energies they had acquired after their birth are close to the steady-

state average energy i. Since the electron driven by a high-frequency field

gains much higher transient energy, it will naturally give rise to a steady

state distribution of higher average energy and ionization rate.

Furthermore, the transient term in Eq. (15) is an increasing

function of W . For the same effective field, the swarm driven by the

electric field of higher frequency (higher WVv m) will have higher average

energy and ionization rate. This conclusion has also been verified using

Monte Carlo simulation (Li and Pitchford, 1989).

SUMMARY

In this work, the multibeam model is examined and applied to two

interesting cases. First, the transient and steady-state ionization

growth at high E/n is studied by a tractable multibeam model. Second,

the conce ,t of the DC effective field for swarms driven by high

frequency electric field of high Eln is demonstrated to be invalid.
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APPENDIX

This is not a successful attempt, but the effort recorded here may

stimulate further work. The question we try to answer is whether one can

find a Boltzmann-like kinetic equation whose solution is the distribution

function generated by the multibeam model. A reasonable kinetic equation

is given as follows:

3f d% af
-+ dt - 6(= U) Jdelvi() f(C',t), (Al)

at dt a
0

where c 0 (t) satisfies the following equations:

deo(t)
- eE v O(t) - Vu%(t) (A2)

dt 0 u

and

dv.t) .. (t) (A3)

dt m mo

Let us now construct the solution for Eq. (AI). The homogeneous

solution (where the ionization term of the right-hand side is set to

zero) with the initial condition f(e,O) = 6(c) corresponds to the

evolution of a single primary electron with zero energy is given by

fp( , t) = 8 [e-C(t)]. (A4)

The particular solution corresponding to the evolution of the

continuously produced secondary electrons is assumed to be in form of

fs(C, t) = e(e)O(&) A(E), (A)

where e is the step function and

= Co(t) - 0, (A6)

where function A has to be specified.

Substituting fs back Into Eq. (Al), we have

6(s)e( )A(Q- -= 8(c) de'vi(d ) f(el,t),
dt j

0

which implies
a

A [o(t)I - dc'l1(C') f(e',t). (A7)
dt J

0
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Since f(c, t) = fp (,t) + fs(e,t), and fs is given by Eq. (A5).

Eq. (A7) becomes an integral equation for A[e (t)]:

A[ cot) -- = I[CoMt)I + del'vi(el') Oe 0(t)--V')A(e 0(t)--'). (M8)
dt I

0

Let %(t) - e' = %(,r), Eq. (A) becomes

t
dc° F do0

Afro(t)] - = Vi[om(t)] + d -- A[o('O)]lvi[o(t) - CO()]. (A9)
dt I dt0

0

Using the definition

ne(t) = J de f(e,t), (AlO)

0

and integrating Eq. (Al) with respect to C, we have

dt- de' v i(')f(o',t). (All)

0

Comparing Eq. (All) and Eq. (A), the following identification can

be made:

dn d e-- E n Afeo(t)]___ (A12)

dt dt

Eq. (A9) can be rewritten as

t

dne i[ V0 (t)] + d-r ;.e) vi[(t) - o( )I (A13)

0

Notice that Eq. (A13) is very similar to Eq. (3a). However, the

kernals of the integral equations, vi(o(t) - co( )] and vi[ %(t - T)]

are different. Thus a positive identification of the kinetic equation

vhich the multibeam model obeys has not been found yet.
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ELECTRON COLLISION CROSS SECTIONS FOR PROCESSING PLASMA GASES FROM SWARM
AND DISCHARGE DATA

Larry E. Kline

Westinghouse Science and Technology Center
Pittsburgh, PA 15235

INTRODUCTION

Plasma etching and deposition are key processes in integrated circuit

manufacturing. The important microscopic physical processes in plasma pro-

cessing discharges include 1) electron impact dissociation and ionization,

2) gas phase chemical reactions by ions and neutrals and 3) surface chemical

reactions including ion reactions. Process modeling is widely used in the

design of both integrated circuits themselves and in the design of inte-

grated circuit manufacturing processes, and empirical models of plasma

processes are currently in use. However, there has been limited use of

plasma process simulation models which are based on the solution of the

fundamental equations which describe the underlying, physical processes.

Kline and Kushner (1989) describe the current state of the art in the

formulation and validation of physically based, first principles, models for

plasma etching deposition processes. They discuss modeling of the electron,

heavy particle and surface kinetics. Boeuf and Belenguer (to be published)

have recently reviewed discharge kinetic models. The limited use of first

principle models is due, in part, to the limited availability of the data

needed for such models. The needed data include electron cross sections,

electron and ion transport data and data for heavy particle gas phase and

surface chemical reaction rates.

This chapter describes recent progress toward the determination of the

electron collision cross section and electron transport data for some of the

gases which are used in plasma processing. The rest of the chapter is

organized as follows: The next section describes some typical experimental

data for plasma processing discharges. This experimental data serves to

establish the range of electric field-to-gas density (E/N) values which are

experimentally observed and give an indication of the range of cross section
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data needed to model plasma processing discharges. The third section

describes two basic approaches vhich have been used to calculate electron

energy distributions (EED's) and discusses several aspects of the calculated

EED's. Next, some of the various approaches which have been used to model

plasma processing discharges are briefly described. This description of

plasma processing discharge models provides additional information about the

type of data needed. The last section describes some of the techniques

being used to measure electron cross section and transport data for plasma

processing gases and briefly reviews some of the available data.

DISCHARGE EXPERIMENTAL DATA

Many different types of discharges are used for plasma processing. The

important experimental parameters include the gas pressure, mixture and flow

rate, the applied electrical power, frequency and voltage and the reactor

geometry, including the means of coupling the electrical power to the gas

and the gas flow pattern. When electrodes are used to couple power into the

plasma, the electrode spacing and electrode area ratio are reactor design

parameters. Electrodes are not needed for some types of inductively coupled

radio frequency (rf) discharges and are not usually used for microwave (Uw)

discharges. Most of the numerous reactor types which are used operate at

low pressures, in a discharge regime which is on the "left hand side" of the

Paschen breakdown curve. Operation in this regime leads to very high E/N

values which are discussed first. Then the consequences of these very high

E/N values are discussed, including the mechanisms for power deposition in

the discharge. The low operating pressures also lead to sheath regions

which occupy a substantial part of the reactor volume. The discharge

electrons are not in equilibrium with the local electric field in these

sheath regions, and the energy which the electrons gain in the sheaths is

often deposited in the glow region outside the sheaths. Experimental data

on sheath fields versus position and the spatial distribution of the

electron energy deposition is presented to illustrate these points. The

discharge ions may also play an important role in the discharge energy

balance. Recent experimental data which emphasizes the importance of the

discharge ions are briefly discussed.

Breakdown and Sustaining Fields

Both the voltage required to produce a discharge, i.e., the breakdown

voltage, and the voltage required to sustain a discharge are functions of

the parameter Nd (- gas density x gap spacing). Figure 1 shows curves of

measured values (Perrin et al., 1988; Den Hartog et al., 1988; Viadud et

al., 1988; Scheller et al., 1988; Horvitz, 1983; Thompson and Sawin, 1986)

of the BIN needed to sustain a discharge versus nd for several gases. The

values plotted are average electric field to gas density ratio, V/Nd - E/N.
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Fig. 1. Operating or breakdown electric field-to-gas density ratio
versus gas density X distance for SiH 4 (---), (Perrin et

al., 1988); He (0), (Den Hartog, 1988); N2 (- -), (Viadud

et al., 1988); BM13 (3) (Scheller et al., 1988); Ar

( --- ), (Horwitz, 1983); and SF6 (- ), (Thompson and

Sawin, 1986).

All of the data are for parallel plane gaps. E/N values are shown for a dc

discharge in He and radio frequency (rf) discharges in Ar, N2, BC13, Sit 4,

SF6 and an Ar + BC13 mixture. The rf voltages are rms values. All of the

E/N values shown are discharge-sustaining voltages except for the SF6 data

which is rf breakdown data.

Several features are apparent from the data shown in Fig. 1. First,

for the range of conditions shown in the figure, the B/N values rapidly

increase as nd decreases for all of the gases shown and for the entire range

of frequencies. A similar variation of Es/N versus Nd is observed at Uv

frequencies, where Es is the breakdown field. Also, the B/N values are

similar for all of the gases shown. Although the data are not shown in

Fig. 1, the breakdown and sustaining voltages are similar for each gas. The

increase in E/N as Nd decreases which is shown in Fig. 1 occurs because the

number of ionizing collisions per cm of electron travel decreases as the gas

density decreases. As a result, the applied field required to accelerate

the electrons and produce enough ionization to balance electron losses

increases as Nd decreases.

These low pressure breakdown and discharge maintenance B/N values are

one to two orders of magnitude higher than the breakdown and discharge

maintenance B/N values which are observed for uniform field gaps of a few

centimeters at atmospheric pressure. The range of B/N values over which a

discharge can be sustained is also large at loy pressures, and the
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experimental data suggest that two modes of discharge operation are possible

(Boeuf and Belenguer, to be published; Perrin et al., 1988; Viadud et al.,

1988; Popov and Godyak, 1985). In the first mode, secondary electrons which

are produced at the cathode by ion impact help to sustain the discharge. In

the second mode, secondary electrons are not important.

Electrode Sheath Characteristics

Although the average E/N values for 1) producing a discharge, i.e.,

breakdown of the gas and 2) sustaining a discharge are similar, there is an

important difference between these two experimental situations. During the

breakdown process, the charged particle densities are small. Consequently,

space charge effects are also small and the applied fields in a parallel

plane gap are spatially uniform, at least for dc and rf applied voltages.

Once a discharge has been established, electrode sheath regions form because

the electrons are much more mobile than the positive ions. The field in

these sheath regions decreases the electron loss rate and increases the ion

loss rate so that the electron and ion loss rates to the electrodes and

chamber walls are equal in an electro-positive gas. This loss rate is

termed the "ambipolar" diffusion loss rate (Allis and Brown, 1951). In

electronegative gases the negative ions can also play an important role in

determining the properties of these sheath regions (Boeuf and Belenguer, to

be published; Gaebe et al., 1987).

The electric fields in the sheath regions in dc discharges in helium

have recently been measured spectroscopically by Den Hartog et al. (1988).

They also measured population densities of the He 21s and 23s metastable

states. Their measured fields versus position for five different current

densities are shown in Fig. 2. The average E/N values corresponding to

these conditions are shown in Fig. 1. The corresponding dc breakdown

voltage for their Nd value (7.16 x 1016 cm- 2 ) lies in the middle of their

measured range of discharge operating voltages. Their predicted He 23s

metastable production rates are shown in Fig. 3 for one of the current

densities in Fig. 2. Note that the high field region, where the electrons

gain energy, is located close to the cathode. In contrast, the region of

maximum electron energy deposition, as indicated by the peak in the

metastable production rate, is in the negative glow region where the field

is approximately zero. These results clearly show that the electron energy

distribution is not in 'Local equilibrium in these helium discharges. Den

Hartog et al. show that the metastable production rates in Fig. 3 are

consistent with their measured metastable densities and confirm the lack of

local equilibrium for the electrons. Their model uses their measured field

values. Modeling of discharges in helium is feasible because of the

extensive data base of measured and calculated cross sections and metastable

diffusion and quenching rates for helium.
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Fig. 2. Measured electric fields versus position for dc glow
discharges in helium (Den Hartog et al., 1988).

Space and time resolved electric fields in rf discharges have been

measured spectroscopically by Gottscho and his colleagues (1987; 1989) in

BC1 3. Their results for 50 KHz discharges are shown in Fig. 4 for several

different electrode area ratios. Similar measurements have been made by

Gottscho at higher frequencies. Note that the field in the center of the

discharge in Fig. 4 is negligible compared with the field in the sheath

regions. In fact, the field in the center of the discharge is below the

threshold for quantitative field measurements in Gottscho's papers (1987;

1989). These measurements also show that the sheath field and sheath thick-

ness both increase as frequency decreases as the electrode area ratio

increases. In addition, they show that almost all of the applied voltage is

dropped within the sheath regions for frequencies from 50 KHz to 10 MHz in

BC13 and in BCl3-rare gas mixtures. Since the sheath regions occupy only a

(b) 21 S excitationW- M 21S excitation
00.4 -JD=0.519 mA/cm 2  

0 2'P excitation
i
a

0.3 I

0

Z 0.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Distance From Cathode (cm)

Fig. 3. Predicted excited state production rates versus position for a
dc glow discharge in helium (Den Hartog et al., 1988).
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fraction of the interelectrode gap, and since essentially all of the applied

voltage drop is in the sheaths, the sheath field values are several times

higher than the average field values.

Gottscho and his colleagues have also measured space- and time-resolved

Ar metastable and BC profiles for discharges in BCI 3 and Ar-BCI3, Ar-Cl2
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Fig. 4. Measured cathodic electric fields versus position for
different electrode area ratios in rf discharges in BCI
Top: small electrode (vhen the electrode voltage relative
to the large electrode is a maximum). Bottom: large
electrode (vhen the electrode voltage relative to the small
electrode is a minimum). From Gottscho et al., 1989.
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and Ar-SF6 mixtures (Scheller et al., 1988). These results, together with

the measured space- and time-resolved fields just discussed, again provide

clear indications that the electrons are not in local equilibrium in these

rf discharges.

Many of the features which have been observed in the space and time

resolved field measurements of Gottscho and coworkers have been qualita-

tively predicted by Boeuf and Belenguer (to be published). However, these

efforts to theoretically understand the microscopic physics of rf discharges

in BCI3 and BCl3-rare gas mixtures have been hampered by a lack of electron

and ion collision cross section and transport data.

ELECTRON ENERGY DISTRIBUTIONS AND EXCITATION RATES

The discharge data just described clearly show that the electrons are

not in equilibrium with the local electric field in both dc and rf low-

pressure discharges. Therefore, the electron kinetics in these discharges

can be completely understood only by calculating the space- and time-

dependent behavior of the EED. Non-equilibrium electron kinetics calcula-

tions of this kind are very difficult to perform, as discussed in the next

section. Fortunately, much simpler dc EED calculations provide considerable

insight into the electron kinetics and electron energy deposition pathways

in these discharges. Some dc EED results for CH4 are described in this

section to illustrate several aspects of election behavior at high E/N

values. First, the Boltzmann equation for electrons is described in order

to provide the necessary background for the discussion.

The Boltzmann Energy Balance Equation for Electrons

The steady state and time dependent behavior of the electron energy

distribution can be described by tl, Boltzmann equation (Holstein, 1946).

In its most general form, the Boltzmann equation is a continuity equation

for the electron density ne(rv):

an
- + . Vn + a • Vn =at re ye

(one/at) elastic collisions

+ (ane/at) inelastic collisions

+ (e/at) attaching collisions

+ (ane/ at) ionizing collisions (1)

where the terms on the left hand side express the continuity of the electron

density in a six dimensional phase space with three position coordinates and

three velocity coordinates. The collision terms on the right hand side

account for the instantaneous redistribution of electrons in velocity space
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due to elastic and inelastic collisions, the loss of electrons in attaching

collisions and the gain of new electrons in ionizing collisions. These

terms are described in detail by Holstein (1946). The accelerating force,

a includes contributions from the time- and space-dependent applied

electric and magnetic fields and the effects of space charge distortion of

the applied electric field.

There are two basic approaches which have been used to calculate dc

EED's. In the first approach, a representation is chosen for the electron

energy distributions and substituted into the Boltzmann equation, Eq. (1),

to obtain a system of equations which is then solved numerically. In the

second approach, Monte Carlo simulation techniques are used. Both of these

approaches require a complete set of electron collision cross sections, for

each gas or gas mixture to be studied, as the input data. The study of

mixtures is straightforward because cross sections are used as the input

data. The cross sections for each component of a mixture are weighted by

the fractional concentration for that mixture component.

The results presented here were calculated by performing Monte Carlo

simulations for electrons in CH4 using an anisotropic cross section set. The

dc EED's were calculated by following a group of electrons as they move in a

uniform field. Boundaries were not included in the simulation. The EED

develops during an initial transient period which is ignored in estimating

the properties of the dc EED. Figure 5 shows calculated rate coefficient

values versus E/N for elastic collisions, vibrational excitation, neutral

dissociation and ionization in CH4. Figure 6 shows the corresponding calcu-

lated fractional electron energy deposition versus E/N. Note that most of

10"6

° ............ ............... l:!
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/

/ /
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Fig. 5. Calculated extitatlon rate coefficients for elastic collisions
(-), vibrational excitation ( ---- ), neutral dissociation

-) and ionization --- ) versus E/N in CH4 .
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Fig. 6. Calculated fractional electron energy loss to vibrational
excitation ( ---- ), dissociation (- -) and ionization
(- -) versus EIN in CH4.

the electron energy is lost to dissociation and ionization for E/N values >

300 Td. Furthermore, the fractional energy losses to dissociation and

ionization are comparable for E/N values > 500 Td. These results for CH4

show that all of the electron energy is lost to the processes which drive the

plasma chemistry even at E/N values which are relatively low compared with

the average discharge B/N values shown in Fig. 1.

The dc EED results can also be used to estimate the electron energy

relaxation time versus EIN. The time constant for electron energy

relaxation in an applied dc field is:

(r uN)/Vj = u o/e(E/N)Vl

where u0 is the steady state value of the electron energy, u, V is the

electron drift velocity and ri is the fractional electron energy loss per

collision. If u0 is approximated by the measurable quantity (3/2)D/p,

where -=W/E is the electron mobility and D is the electron diffusion

coefficient, then (-tuN)/1 can be approximated as:

(-ruN)/ = (3/2)(DN/W2 )|u
The quantity (-uN)/ is a function of EIN since DN, V and V are functions of

E/N. Calculated dc values of (TuN)/) and uo for CH4 are plotted in Fig. 7

as functions of E/N. Note that the mean energy is a rapidly increasing

function of E/N, and the time constant for electron energy relaxation is a

strongly decreasing function of EIN. These dependencies result from the

variation of the electron energy losses with B/N which are shown in Fig. 6.

At the low end of the EIN range shown in Figs. 5, 6 and 7, the dominant

collisional loss is vibrational excitation with corresponding energy losses

of 0.161 eV and 0.361 eV. As E/N increases, the dominant energy loss

processes become dissociation, ionization and dissociative ionization with
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Fig. 7. Calculated values of (electron energy relaxation time x gas
density)/fractional energy loss, (t N)/Vl, and calculated
electron mean energy versus E/N in CH4.

minimum energy losses of 9, 12.6 and 14.3 eV, respectively. Electron energy

relaxation is much faster at high EIN values where dissociation, ionization

and dissociative ionization are the dominant electron energy losses.

These results also imply that low energy electrons will relax slowly

even at high E/N values, because they can lose energy only by vibrational

excitation and elastic collisions. Thus the high energy part of the EED can

follow much stronger time and space variations in the applied electric

field, compared with the low energy part of the EED below the dissociation

threshold at 9 eV. The high energy part of the EED will be in local equi-

librium with the field when 1) Tu is short compared with one rf cycle and

2) the electron mean free path is short compared with the characteristic

distance over which E/N changes. Note that both the mean free path and the

electron energy relaxation time increase as the pressure decreases. These

results provide insight into the applicability of the rf discharge models

which are discussed next.

MODELS OF rf DISCHARGES

Many different approaches have been used to predict and understand the

behavior of electrons in rf discharges. Four different approaches will be

discussed here along with the data needed to apply each approach.

Space and Time Averaged Electron Energy Distributions

Many aspects of the behavior of plasma processing discharges can be

predicted by assuming that the time and space averaged behavior of discharge

electrons can be approximated by the dc behavior which would be obtained at

the dc E/N value corresponding to the time- and space-averaged field in the
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discharge. The resulting constant electron rate coefficient values can then

be used in a chemical kinetic model. The data needed in this approach is

either calculated or measured electron collisional rate coefficients. In

fact, the only rate coefficients which are needed are those which affect the

discharge chemistry. This approach is attractive because it is very simple.

However, it cannot predict any of the non-equilibrium or time- and space-

dependent behavior of the type described in the Discharge Experimental Data

section.

Electron Energy Distributions in Spatially Uniform rf Fields

A second approach to rf discharge modeling is to neglect spatial varia-

tions in E/N while including time variations. Winkler et al. (1987) and

Capitelli et al. (1988) have performed an extensive series of calculations

of this kind. They assumed a spatially uniform field and studied the effect

of varying w IN, at fixed values of E/N, for several different gases. W is

the applied rf frequency. The effects of electron production and loss were

neglected in most of these calculations. However, a recent study for SF6

(Winkler et al., 1987) included electron production by ionization and

electron loss by attachment. In the SF6 calculations steady state occurs,

i.e., the electron production and loss rates are equal, at an EIN close to

the dc limiting E/N value over the range (n/2)9xl0
7 < w IN < n 9x10 8 sec-1

Torr-1. Similar calculations have been performed by Makabe and Goto (1988)

for CH4.

These calculations require a complete set of electron collision cross

sections, for each gas or gas mixture to be studied, as the input data. As

in the dc EED calculations, the study of mixtures is straight forward

because cross sections are used as the input data.

The E/N values assumed in most of these calculations were well below the

EIN values shown in Fig. 1. The assumed E/N values may be representative of

the E/N values in the central, lov-field glow region of rf discharges. This

approach is valid for predicting the behavior of rf discharges at relatively

high pressure (> 1 Torr) where the bulk electrons in the glow region are in

local equilibrium. However, it cannot be used to model the sheath regions or

to model much lover pressure discharges where there is no local equilibrium.

Models which can be used for both the sheath and glow regions are discussed

next.

Self Consistent Continum Models of rf Discharges

Self-consistent models of rf discharges have recently been reviewed by

Boeuf and Belenguer (to be published). These models simultaneously solve

continuity equations together with Poisson's equation. The general model

formulation used in these studies includes a continuity equation for each

charged species considered, Poisson's equation to relate the magnitude of
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the space charge distorted applied field to the net local space charge

density, and in some cases, momentum and energy equation for the electrons.

Appropriate boundary conditions are also required for the densities and the

fields and the electron energy and momentum. The following formulation was

used by Graves and Jensen (1986) for a plasma containing electrons and one

positive ion species

an 
e

- .•e = r. (2)

an

SV• j+ =r i  (3)

Ft- fnehe + " q eE + rju (4)

ev e) e

= t- - n+) (5)

where J e is the electron flux, ri is the ionization rate, j + is the ion

flux, V is voltage, e is the electron charge, %o is the permittivity of free

space, he is the electron enthalpy, qe is the enthalpy flux, E is the

electric field and u. is the ionization energy; Graves and Jensen also give

the needed constitutive equations and boundary conditions. The data needed

in order to apply Eqs. (2)-(5) is a set of electron transport coefficients

for each gas or gas mixture to be studied. These transport coefficients can

be measured or calculated in dc EED calculations of the type described in

the last section.

The model described by Eqs. (2)-(5) is capable of predicting many of

the observed properties the sheath and glow regions in low pressure rf dis-

charges, even though it is essentially a local equilibrium model which

describes the properties of the "bulk" electrons, i.e., electrons which are

in local equilibrium with the local electric field. For example, the

results of Graves (1987) and Richards et al. (1987) predict local maxima in

the light emission near the discharge electrodes in qualitative agreement

with the experimental observations of several workers. Graves also shows

that the time behavior of the light emission which is predicted by his model

is in qualitative agreement with the experimental results. Boeuf presents

results which show that the model he used can predict the frequency depen-

dence of the phase relationship between the discharge voltage and current

and the magnitude of the sheath voltage. His model also correctly predicts

some of the sheath effects observed by Gottscho and coworkers (1987; 1989)

in comparing pure BCl3 discharges with discharges in BCl3 -rare gas mixtures.

All of these models correctly predict the qualitative space time behavior of

the space-charge distorted electric field which has been observed experi-

mentally by Gottscho. Specifically, the predicted fields are small in the
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central regions of the dischaiges at all times during the rf cycle, increase

in the direction toward the electrodes within the sheath regions, have

maxima at each electrode when that electrode is the instantaneous cathode,

and have minima at each electrode when that electrode is the instantaneous

anode. Also, most of the models predict a repulsive sheath at both elec-

trodes at all times during the rf cycle except when the electrode is the

instantaneous anode.

The domain of applicability of this type of model can be considerably

broadened by adding "beam" electrons to the model. These are high energy,

forward-directed electrons which are produced by secondary emission at the

instantaneous cathode and accelerated through the sheath regions. Boeuf and

Belenguer (to be published) describe a number of calculated results which were

obtained using continuity equation models which include both beam and bulk

electrons. The beam part of the model uses electron cross sections as its

input data. These models are attractive, compared with detailed Monte Carlo

simulations, because they require much less computation. However, the Monte

Carlo simulation approach provides a more accurate description of the electron

kinetics and can include a detailed treatment of anisotropic scattering.

Anisotropic scattering is potentially important because it affects the range

of the beam electrons. Monte Carlo simulation has been used in a number of

rf discharge modeling studies. The Monte Carlo approach is described next.

Monte Carlo Simulations

In a Monte Carlo simulation the trajectories of a large number of elec-

trons are followed as they are accelerated by the local electric field and are

scattered and lose energy in elastic and inelastic collisions. Thus, the

simulation is capable of predicting the time- and space-dependent electron-

molecule collision rates for processes such as dissociation and ionization

whether or not the electrons are in equilibrium with the local electric field

in the discharge. A complete set of electron collision cross section data is

required as the input data for a Monte Carlo simulation. Detailed treatment

of anisotropic scattering and electron reflection at the discharge boundaries

can easily be included in Monte Carlo simulations, as long as the appropriate

electron scattering and reflection data are available.

Most of the Monte Carlo simulations which have been performed for rf

discharges have assumed a space-time variation for the local electric field

based on the experimental studies of Gottscho (1987) and on measurements of

ion energy distributions arriving at the electrodes in rf discharges

(Thompson, et al., 1986). Monte Carlo calculations of this kind have been

performed by Kushner, (1983; 1986; 1988) and Kline et al. (1989). These

treatments are similar except for the treatment of secondary electrons and

the details of the assumed space-time variation of the electric field.
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Kline et al. (1989) added the secondary electrons produced in ionizing

collisions and adjusted the number of simulation particles as in the Monte

Carlo simulation model of Kline and Siambis (1972). Kushner added secondary

electrons at a rate equal to the diffusion loss rate. The calculations of

Kushner (1983) and Kline et al. (1989) assumed stationary sheath boundaries.

In more recent calculations Kushner (1986; 1988) has assumed a moving sheath

boundary.

The Monte Carlo simulations described above are not completely self

consistent due to their use of parametrically described, assumed electric

fields. Kitamori et al. (1989), Boswell and Morey (1987), Hoffman and

Hitchon (1989), and Surendera and Graves (1989) have reported self consis-

tent simulations for parallel plane rf discharges. These Monte Carlo

simulations can provide a very detailed description of the electron kinetics

in rf discharges. However, they are very computationally intensive.

Therefore, they have been used mainly as checks on the simpler models

described above.

Discharge Model Input Data Needs
The input data needs of each of the discharge models described in this

section are summarized in Table 1. Note that electron impact cross sections

are needed, or can be used, as the input data for all of the models, since

electron transport data can be calculated from cross sections. Calculation

of electron transport data from cross sections is discussed in the next

section. The types of electron molecule and atom cross sections which are

needed and the methods used to determine these cross sections are also

discussed in the next section and sources for cross section data are briefly

listed.

Table 1. Input data needed by various rf discharge models

Model Input data needed

Space-time averaged EED Electron transport data

Spatially uniform Electron cross sections
time varying EED

Self consistent, local Electron and ion transport data
equilibrium models

Self consistent, two- Electron cross sections, electron
electron group models and ion transport data
(beam/bulk models)

Monte Carlo models Electron cross sections
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ELECTRON IMPACT CROSS SECTIONS

A complete set of electron impact cross sections for each gas in the gas

mixture to be studied is needed in order to use the discharge models just dis-

cussed. In principle, cross sections for dissociation fragments and excited

states are also needed in order to completely describe plasma processing dis-

charges, because significant dissociation and excitation occurs under many

plasma process conditions. However, the description of these species is

incomplete in present plasma processing models because there is a very limited

amount of cross section data available for short-lived, chemically reactive and

excited species. Some ionization cross section data for chemically reactive

species are available and are discussed below. The types of electron collision

processes which must be included are elastic scattering, vibrational excitation,

electronic excitation, dissociation, attachment, ionization and dissociative

ionization. The availability of cross section data for each of these types of

electron collision processes is dependent on the ease of detecting either

collision products or the presence or absence of electrons which have

participated in a specific type of collision. The methods which are used to

measure these various types of cross sections are briefly discussed below.

Some of the gases which are used in plasma etching and plasma enhanced

chemical vapor deposition are listed in Table 2. All of the electron impact

ionization is dissociative for many of the polyatomic molecules listed in

Table 2. Molecules for which the parent ion is not observed include CF4 , C2Fx
and C3Fx species, SF6 , SiF4 , CCxFy, CCl 4, SiCl4, CF3H, CBrxF y, SiH 4 , Si2H 6 ,

TEOS, B2 H6, TiCl4 , F6 , MoF6 and MoCl5. Furthermore, spectroscopic data shows

that these molecules do not have stable electronically excited states. In-

stead, electronic excitation leads to dissociation and the available data

suggests that a large fraction of the dissociation products are in their

ground electronic state. This conclusion appears to be valid, for example,

for CH4 , CF4 and SIH 4 where reasonably complete cross section data are avail-

able. The dominance of the neutral dissociation channel limits the avail-

ability of cross section data for these molecules because neutral fragments in

their electron ground state are difficult to detect. This point is discussed

further below when the data presently available for the gases listed in

Table 2 are briefly described.

Cross Sections from Beam and Swarm Data

Most of the cross sections needed as input data to rf discharge models are

measured in beam experiments. In beam experiments a monoenergetic beam of elec-

trons is reacted with a volume filled with gas or with a beam of gas molecules or

atoms. Conditions are adjusted so that the probability of more than one collision

per electron is negligible. The methods which are used to measure the various

types of cross sections listed above are reviewed by Christophorou (1983-84).
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Table 2. Gases used in plasma etching and deposition

Etching Gases (for Si, GaAs, Si oxide, Si nitride, metals)

CF4, CxFy, SF6, SF 4, NF3, CClxFy, Cl2, CC14, BC13, HC1,

PC 3, SiCl4, H2, 02, CF3H, Br2, CBrxFy, Rare gases,

plus numerous stable and intermediate product species

Deposition Gases (For Si, Si oxides, Ti oxides, Si,B nitride, metals)

SiH4, 5i2H6, TEOS, 02, N20, C02, NB 3, N2, B2H6, BC 3,

BBr3, TiCl4, VF6, MoF6, MoC15, H2, Rare gases,

plus numerous stable and intermediate product species

The fact that charged products are detected facilitates the measurement

of ionization and attachment cross sections. As a result, ionization cross

sections have been measured for almost all of the gases listed in Table 2

and attachment cross sections have been measured for most of the gases which

form negative ions. Since ionization cross sections are usually measured by

detecting the positive ion products, the differential cross section data for

ionization is limited.

Total cross sections are usually measured by measuring the attenuation

of the electron beam. Total cross section measurements are difficult at low

energies because it is difficult to produce a monoenergetic electron beam at

low energies. Thus, total cross sections are often not available from beam

experiments at low energies. Low energy momentum transfer cross sections

can be determined from swarm experiments, and this approach has been used to

study some of the gases listed in Table 2.

Vibrational cross sections are usually measured by detecting electrons

which have lost one or more vibrational qunata of energy. Detection of

electrons which have lost a specific amount of energy is more difficult as

the energy loss becomes smaller. In addition, vibrational spacings decrease

as the size of the molecule increases. Consequently, vibrational cross

section measurements become more difficult as the size of the molecule

increases. Cross sections for vibrational excitation have been measured for

most of the small molecules listed in Table 2 but not for the larger

molecules. Swarm data can also be used to determine vibrational cross

sections. Swarm data has been used to estimate vibrational cross sections

for some of the gases listed in Table 2.

Cross sections for electronic excitation have been measured for those

molecules listed in Table 2 which have bound electronically excited states.

However, as discussed above, many of the larger molecules listed in Table 2
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do not have bound, electronically excited states. Therefore, the cross

sections needed for these molecules are dissociation cross sections.

Measurements of these dissociation cross sections is discussed next.

Dissociation cross sections where one (or more) of the dissociation

fragments is in an electronically-excited radiating or metastable state have

been measured for many molecules. Becker (to be published) reviews some of

the recent measurements of these dissociative excitation cross sections for

plasma processing gases.

Dissociative excitation cross section data for processes where an

excited fragment is produced are available for many gases. However, the

data for gases where a complete cross section set is available suggests that

many dissociative excitation processes produce two (or more) fragments which

are all in their electronic ground states. The cross sections for these

neutral dissociation processes are difficult to measure because the products

are difficult to detect. In fact, direct detection of neutral dissociation

products has been performed for only a few molecules (Melton and Rudolph,

1967; Cosby and Helm, 1989).

Another approach to measuring neutral dissociation cross sections is to

measure total dissociation and dissociative ionization. The neutral disso-

ciation cross section is then the difference between the total dissociation

cross section and the dissociative ionization cross section. Total disso-

ciation cross sections have been measured for a number of plasma processing

gases by Winters and Inokuti (1982).

Cross section data for chemically reactive and excited species is

limited, as discussed above. However, Freund and his colleagues (Freund,

1985; Baiocchi et al., 1984; Hayes et al., 1987; 1988) have recently

measured ionization cross sections for a number of reactive species which

are relevant to plasma processing discharges.

When a "complete" set of electron cross sections has been assembled,

the consistency of the cross section set can be checked by using the cross

sections to predict swarm data including the electron drift velocity and

diffusion coefficients and ionization and attachment coefficients.

Comparison of the predicted swarm data with measured swarm data provides an

indication of the consistency of the cross section set and can also be used

to make adjustments to the cross section set. In fact, this approach can be

used to determine an unknown cross section in some cases where information

about all other cross sections is available. The use of swarm data to

determine cross sections has been reviewed by Phelps (1968) and Crompton

(1983). The procedure used is shown schematically in Fig. B. Recently,

Hayashi (1985; 1987) has used this approach to develop cross section sets

for many plasma processing gases.
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Fig. 8. Schematic diagram showing the computational procedure used
to determine electron cross sections from electron beam
data, electron swarm data and discharge experiments.

Cross Sections from Discharge Data

Since the data for neutral dissociation cross sections are very limited,

it is useful to consider other approaches to determining dissociation rate

coefficients and/or cross sections. One approach is to measure the products

which are formed in discharge dissociation of a plasma processing gas. Ryan

and Plumb have used this approach to study several gases including CF4 , CF4 +

02 mixtures, SF6 and SF6 + 02 mixtures. They used mass spectrometric

composition measurements in conjunction with a chemical kinetics model to

determine rate coefficients. In principle, it is possible to "work

backwards" from this kind of experimental result to determine the neutral

dissociation cross section. This approach can be used where all of the other

cross sections are known. The needed data are known, at least approximately,

for many of the gases listed in Table 2. In these cases, the shape of the

neutral dissociation cross section can be estimated and used, together with

the other cross sections, to calculate electron energy distributions (EED's)

and rate coefficients. For example, the shape of the neutral dissociation
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Table 3. Gases of Interest to Plasma Processing For Which Comprehensive
Electron Impact Cross Sections are Available

Etching Systems:

CF4  Winters and Inokuti, 1982; Hayashi et al., 1985; Stephan
et al., 1985; Masek et al., 1987; Curtis et al., 1988;
Spyrou et al., 1983

CC12F2  Hayashi et al., 1985; Novak and Frechette, 1985; Okabe and
Kuono, 1986; Leiter and Mark, 1985

F2  Hayashi and Nimura, 1983; Deutsch et al., 1986; Stevie and
Vasile, 1981

C12  Stevie and Vasile, 1981; Rogoff et al., 1986

C2F6  Winters and Inokuti, 1982; Spyrou et al., 1983

CCl4  Hayashi et al., 1985; Leiter et al., 1984

HC1 Hayashi et al., 1985; Davies, 1982

SF6  Deutsch et al., 1986; Phelps and VanBrunt, 1988; Hayashi
and Nimura, 1984

Deposition Systems:

SiO 4  Hayashi et al., 1985; Ohmori et al., 1986; Perrin et al.,
1982; Garscadden et al., 1983; Chatham et al., 1984

CH4  Hayashi et al., 1985; Chatham et al., 1984; Ohmori et al.,

1986; Davies et al., 1989

N20 Hayashi et al., 1987

Si2H6  Hayashi et al., 1985; Perrin et al., 1982; Chatham et al.,
1984

C2H6  Hayashi et al., 1987; Chatham et al., 1984

Diluent Gases:

He Hartog et al., 1988

Ar Tachibana, 1986; Nakamura and Kurachi, 1988
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cross section can be estimated by using the ionization cross section shape

for the same gas and shifting the threshold or by analogy with known neutral

dissociation cross section shapes for similar gases. Since dissociative

ionization cross sections must be known to use this approach, the ionization

contribution to dissociation will be one of the outputs of the EED calcula-

tions. Therefore, the magnitude of the neutral dissociation cross section

can be estimated by comparing the predicted and measured neutral

dissociation rates. Although this approach is approximate, it should allow

plasma processing modeling over a much wider range of discharge conditions

than would be possible by simply using the rate coefficients determined for

one specific set of discharge conditions.

Cross Section Data Sources

The available cross section data for various plasma processing gases is

summarized in Table 3. The references listed in this table include both
complete cross section compilations for these gases and individual cross

sections. Complete compilations of cross sections or cross section ref-

erences are given Den Hartog et al. (1988), Hayashi et al. (1985), Hayashi

et al. (1987), Masek et al. (1987), Novak and Frechette (1985), Okabe and

Kuono (1986), Hayashi and Nimura (1983), Davies (1982), Rogoff et al.

(1986), Phelps and VanBrunt (1988), Hayashi and Nimura (1984), Ohmori et al.

(1986), Garscadden et al. (1983), Ohmori et al. (1986), Davies et al.

(1989), and Tachibana (1986). The remaining references which are listed in

Table 3 give either individual cross sections or cross section sets which

are useful only for low energies. There are many other sources of specific

cross sections for these gases which are referenced in the papers listed in

the bibliography at the end of this chapter. Cross sections for a number of

free radicals and excited states have been measured by Freund and his col-

leagues (Freund, 1985; Baiocchi et al., 1984; Hayes et al., 1987; Hayes et

al., 1988). In addition there are two ongoing projects to develop cross

section data compilations for plasma processing gases. One of these is

being performed under the sponsorship of the International Union of Pure and

Applied Chemistry (IUPAC) Subcommittee on Plasma Chemistry. This effort is

being chaired by L. E. Kline. The second effort is being carried out by

W. L. Morgan of the Joint Institute for Laboratory Astrophysics in Boulder,

Colorado.
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ABSTRACT

Electron swarm data (e.g., first Townsend coefficient, diffusion

coefficient, drift velocity) have at least two important uses. The

first is that swarm data may be used to derive electron impact cross

sections. These cross sections may then be used, in conjunction with

solving Boltzmann's equation, to obtain reaction rate coefficients to

model gas discharges. The second use is to directly model gas

discharges using the coefficients obtained from swarm experiments. The

use of swarm data in this manner presupposes that the conditions under

which the swarm parameters were measured resemble those of the gas

discharges in question. With this in mind, one must consider whether

differences in current density, nonequilibrium aspects of the electron

energy distribution, and cleanliness of the system affect the validity

of using swarm data to directly model gas discharges in this manner.

In this paper, we discuss the parameter space in which swarm data may

be directly used to model gas discharges, while paying attention to

these parameters. We will also suggest that swarm data may be extended

beyond the accepted parameter space by using scaling laws.

INTRODUCTION

Electron swarm parameters are transport coefficients and reaction rate

coefficients obtained directly from experiments and which are typically

catalogued as functions of electric field/gas number density (E/N) (Dutton,

1975; Wedding et al., 1985; Hunter et al., 1986). In the typical experi-

ment, a small burst of electrons (containing a few as 104 electrons) is

generated at the cathode and accelerated towards the anode in a uniform E/N

(Hunter et al., 1986). The time of flight, dispersion and multiplication of
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the electron cloud are recorded. These values are used to derive the

electron drift velocity, diffusion coefficient, and ionization coefficient.

The parameters so obtained are averages over the electron energy distri-

bution (EED).

The further use of these swarm parameters falls into two categories.

The first is that the swarm data may be "deconvolved" to yield the fund-

amental electron impact cross sections (Phelps, 1987; Hayashi, 1987). This

procedure begins by proposing a set of cross sections for, say, momentum

transfer, vibrational excitation, and ionization. The EED is then calcu-

lated by solving Boltzmann's equation, and the distribution averaged

transport coefficients are computed as a function of E/N. These quanti-

ties are then compared to the experimentally derived swarm parameters, and

adjustments are iteratively made to the proposed set of cross sections as

needed. The cross sections so obtained are not necessarily unique.

However, they are fundamental values which may then be used to model gas

discharges under rather arbitrary conditions by first calculating the

EED for those conditions.

The second use of the swarm data allows one to directly model gas

discharges as a function of E/N (Wu and Kunhardt, 1988; Morrow, 1987).

For example, the electron continuity equation for density ne may include

the terms

&ne  Dne
R - - v d - * n e  2 . . ( 1 )

A

In Eq. 1, vd is the electron drift velocity (cm/s), a is the ionization

coefficient (cm- 1 ) and D is the diffusion coefficient (cm2 Is), all of

which are functions of E/N and can be obtained directly from swarm exper-

iments. The use of swarm data in this manner implicitly assumes that the

conditions of the discharge resemble those of the swarm experiment. For

example, in a properly performed swarm experiment, the EED is in equilib-

rium with the applied E/N so that the Local Field Approximation (LFA) is

valid. Additionally, the current density in the swarm experiment is

sufficiently low that collisions with excited states of the gas make no

important contribution to ionization. Finally, the system is extremely

clean. If any of these conditions are violated, then the direct use of

swarm data to modeling gas discharges is questionable.

New modeling techniques are currently being developed which are fully

capable of describing the nonequilibrium aspects of electric discharges

(Sommerer et al., 1989; Boeuf and Marode, 1982; Kushner, 1987). This is

accomplished by using the fundamental cross sections derived from swarm

data, and calculating the time and spatially dependent EED. One may then

ask whether it is necessary to directly use swarm data to model gas
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discharges, given these capabilities. In the foreseeable future, there will

inevitably be instances where the complexity of solving Boltzmann's equation

in, for example, many dimensions and as a function of time is beyond the

scope of the problem, or the fundamental electron impact cross sections are

not available. In these cases, we must rely upon the use of swarm data

to model gas discharges.

The question we wish to address in this paper is "In what parameter

space may swarm data be directly used to model gas discharges?" The intent

of this work is to both begin to answer that question and to motivate the

Investigation of new scaling parameters. These new parameters will enable

swarm data to be extended beyond what we will call the "intrinsic" regime.

By extending the parameter space in which swarm data may be used, it becomes

a more utilitarian tool in modeling gas discharges.

NONEQUILIBRIUM EFFECTS

Implicit in the use of swarm data is the assumption that the electron

energy distribution is in equilibrium with the applied electric field or

more accurately, the local EIN. This restriction is quite limiting in two

regards: swarm data may not always be used during transients or when there

are gradients in the electric field which may produce nonequilibrium effects

(Moratz, 1988). A classic example of this behavior is in the cathode fall

of a glow discharge. Under these conditions a "beam" component of the EED

may exist (Sommerer, et al., 1989). The "beam component of the EED most

dramatically affects the rate constants for high threshold processes,

such as ionization.

To investigate the conditions for which the beam component of the BED

significantly contributes to the rate of high threshold inelastic processes

and, hence, when the use of swarm data is not valid, the following computa-

tional experiment was performed. We considered a "box" in which a current

is flowing, driven by a uniform E/N. An electron beam of fixed energy, Vb,

is injected into the box and allowed to slow down below the inelastic

threshold energies. The beam is specified to carry a given fraction of the

total current, 6 - Jb/J. The remainder of the current is carried by the

"bulk" portion of the BED which is in equilibrium with the applied B/N. As

a measure of the importance of the beam component of the distribution, we

calculate the rate constant for ionization, kI (cm
3s-1), as a function of

Vb , 6 and E/N. We call this experiment the Beam-In-a-Box (BIB).

The electron energy distribution for the BIB was obtained by first cal-

culating the slowing of the injected beam using a Monte Carlo simulation.

From this calculation, the influx of electrons to the bulk BED was obtained

and used to solve Boltzmann's equation using a conventional 2-term expansion
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Fig. 1. Electron energy distribution for "Beam-in-a-Box"
experiment.

(Kushner, 1989). A typical EED for a BIB sustained in argon is shown in

Fig. 1. The energy at which we split the EED between the beam current and

bulk current is shown and is at the intersection of the bulk distribution

with the slowing beam component. This division between the beam and bulk

currents causes a non-intuitive systematic "slant" to the resulting rate

coefficients as a function of, for example, BIN. The reason for this choice

of normalization, however, will become clear when we propose the use of a

new scaling parameter.

The rate constant for ionization of argon as a function of BIN is shown

in Fig. 2 for different values of 8, the fraction of current in the beam.

For BIN values of < 30 Td (I Td = 10-17 V-cm-2  kIwihtebaisigr

than the value for bulk alone, provided that & > 10- . However, for BIN >

30 Td the value of k I for only the bulk is nearly the same as the combined

beam-bulk values provided that 8 < 2-3 x 10 In this region, swarm data

are "valid" in spite of the BED being nonequilibrium. For values of 6 >

102 , the ionization coefficient of the bulk never "catches up" to the

beam-bulk value, and swarm data are not valid.

The enhancement in kit that is the increase in k I for the BIB compared

to its value for the bulk distribution only, is a function *of BIN, 8, and

type of gas. The enhancement in k I for V b = 200 V and 8 - 10-2 is shown in

Fig. 3 as a function of BIN for discharges in Ar and N 2. As one would

expect, the enhancement can be many orders of magnitude at low values of

BIN. The enhancement is larger for molecular gases, at a given value of

BIN, than for atomic gases.

The cited choice In the division of the current between the beam and
the bulk is quite convenient when defining the enhancement factor. Given

146



1E-8
d

Ar, Vbeam = 200 V
IE-9

E

Z-1E-10z b/J 10

1E-11

L.J
10-

0 1E-13

Z

o 1E-14

SIE-15'
o 1 2 5 10 20 50 100 200

E/N (10-17 V-cm2 )

Fig. 2. Rate coefficient for ionization in the BIB experiment for
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this normalization, the enhancement factor is independent of beam voltage

for values of Vb > 100 V and depends only on the type of gas, & and E/N.

This effect is shown in Fig. 4 where kI is plotted as a function of E/N for

Vb = 100, 200 and 300 V. since the ratios of the cross sections for

ionization compared to non-ionizing electron energy-loss processes do not

significantly change for energies between 50-60 eV and many hundreds of eV,

the initial energy of the beam is not important in determining its relative

contribution to ionization. The only important parameter is the amount of

current which is in the beam.
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Fig. 3. Enhancement in the rate coefficient for ionization for Ar and
N2 in the BIB experiment.
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Fig. 4. Rate coefficient for electron impact ionization for various
beam voltages in the BIB experiment, shoving invariance
with our definition of beam current.

These results for the contribution of the beam component of the EED to

ionization bracket the region of E/N and 6 for which swarm data may be used.

The region is fairly narrow; however, the deviation from swarm data is

fairly well behaved. Given-this behavior we ask: Can we extend existing

swarm data to include nonequilibrium effects by using an enhancement factor?

This factor would increase the swarm derived ionization coefficient accord-

ing to the values of E/N, 6 and Vb. This enhancement factor could be used

in modeling gas discharges provided the user could specify these parameters

as a function of position and time.

CURRENT DENSITY EFFECTS

It is well known that electron impact ionization in gas discharges can

occur from excited states as well as from the ground states of atoms and

molecules. Due to the lower threshold energy and larger cross section for

this process, multistep ionization (that is, ionization of excited states)

can contribute a significant, if not dominant, fraction of the ionization

(Friedland, 1989). The contributions of multistep ionization should

increase with increasing current density since the relative number density

of excited states also increases with increasing current density.

Swarm experiments are specifically designed to operate at low current

densities so that space-charge effects and multistep processes are not

important. The question must then be asked whether transport coefficients

derived from swarm experiments, such as the first Townsend ionization

coefficient, are useful for modeling real gas discharges where multistep

processes may be important? If not, in what range of current densities can

one expect that swarm-derived transport coefficients are valid for modeling?

Finally, is there a "fix" one can apply so that swarm derived transport

coefficients can be used at higher current densities?
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To try to answer these questions we constructed a simple model of a

positive column gas discharge in argon. The following processes were

included in the model.

e + Ar Ar + e e + Ar Ar + e + e (2a)

4Ar+ + e +e Ar +Ar* *A4A
+ Ar Ar2 + Ar (2b)

Ar + Ar+ + Ar4 Ar+ + Ar Ar+ , Ar2+ (2)At (2c)2

e+Ar 4Ar + e Ar, Ar2  (2)Ar (2d)
(momentum transfer)

where Ar represents the density of argon excited states and D denotes loss

by diffusion to the wall. Rate coefficients for these electron impact

processes were obtained by solving Boltzmann's equation. The rate

coefficients were catalogued as functions of E/N, [Ar* I[ArI, and [eJ/[ArJ,

as the EED depends upon all of these factors. The rate coefficients were

then used in the model invoking the Local Field Approximation. DC values of

the densities of the species were obtained by integrating their respective

rate equations until the steady state was reached.

Results from this simple model are shown in Fig. 5 where the

effective ionization coefficient, or/N (cm 2), is plotted as a function of

current density, j (A/cm 2), in an Ar positive column. The scaling

parameter is pR, where p is the gas pressure and R is the radius of the

discharge tube. In a simple positive column W/N should be independent of

j because losses are dominated by diffusion. At low values of j, a/N is

nearly a constant and essentially equal to the value one would use if

modeling the discharge strictly using swarm data. At an intermediate

value of J, the density of Ar* begins to become significant, and /N

increases due to the multistep ionization process. Finally, at larger

values of j, /N is again nearly a constant value. At these higher

values of j the ratio [Ar*j/[Arj reaches a nearly constant value as the

excitation of Ar* is balanced by depletion of that level due to super-

elastic and ionizing collisions (see Fig. 6). Note that the current

density above which the swarm-derived values of W/N are not valid is only

10 VA-cm -2 for pR = 1 cm-Torr, but as large as 1 mA-cm -2 for pR = 10

cm-Torr.

This exercise is illuminating because we have isolated two operating

regimes. The first is what we call the "intrinsic" regime where the ef-

fective ionization coefficient is equal to the value derived from swarm

data. In this regime, the positive column may be directly modeled using

swarm data. The second is what we call the "saturated" regime in which

the ratios of species densities have saturated (see Fig. 6) and in which

a new "equilibrium" has been achieved. Under these conditions, a/N is
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Fig. 5. Ionization coefficient in an Ar positive column as a
function of current density shoving intrinsic and saturated
regimes.

again a constant and a fixed value greater than the intrinsic regime. The

degree of enhancement uniquely depends upon the gas mixture and the product

pR at pressures below which diffusion losses dominate and the three body

reactions are not important. The dependence is less straight-forward at

higher pressures. The question is then whether there is a second operating

regime for which "corrected" swarm data may be used? This second operating

regime includes the higher current densities for which some degree of

equlibrium has been achieved in the excited state manifold and in which O/N

is a constant and independent of j. The fact that &/N is independent of j

in the saturated regime qualifies it as a valid transport coefficient for

modeling. It appears that operation between the "intrinsic" and "saturated"

current densities is not well modeled using transport coefficients because,

for example, a/n is a function of J.

16 ------
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Fig. 6. Enhancement in a/N and ratio of Ar*/N as functions of
current density showing saturation effect.
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CLEANLINESS EFFECTS

An underlying premise in using swarm data to model gas discharges, and

for that matter in using any transport coefficients or cross sections, is

that the identities of all species are known. Furthermore, these species

are the same as those in the experiment in which the transport data was

measured. This is an obvious, "zeroth" order assumption with one exception.

Real gas discharge devices (e.g., lasers, lamps, plasma processing reactors)

are unavoidably contaminated by impurities, both microscopic (trace gases)

and macroscopic (dust or particulates) in size. Because of this contamina-

tion the operational gas mixtures will always be different from those of the

swarm experiments. The question is, then, how contaminated can the real gas

mixture be before swarm data measured in the "pristine" mixture are no

longer valid? The effect of trace gas impurities on transport coefficients

has been addressed by many other workers. We will not repeat their work

here other than to remind the reader that minute amounts of impurities,

especially molecular gases in atomic gases, can significantly change the

transport coefficients. For example, in Fig. 7 we show the change in the

Townsend ionization coefficient for a helium discharge contaminated with

water at three values of E/N. At low values of E/N where negligibly small

amounts of ionization might be expected, a water impurity of < 0.01% can

result in significant ionization.

The topic we will address here concerns the fact that real gas

discharges are unavoidably contaminated with large particulate matter, or

dust, resulting from sputtering of electrode and wall materials or gas phase

polymerization (Dorrin and Khapov, 1986; Roth et al., 1985). If suffi-

ciently large [diameter > 'D (the Debye length)], the "dust" appears to be a

macroscopic, electrically floating surface in the plasma and negatively

charges in the same manner as a dieletric wall of the discharge tube. In

doing so, a sheath forms in the vicinity of the surface of the dust. The

dust then appears as a massively large negative ion with a shielding volume

many )D thick. These repulsive centers can be expected to detrimentally

effect electron transport. The question we wish to answer is how clean does

the discharge need to be in order for swarm data, measured in pristine

plasmas, to be valid? That is, what is the dust density which changes

electron transport coefficients?

To answer this question we have developed a hybrid Monte Carlo-

Molecular Dynamics simulation to calculate the electron energy distribution

in contaminated plasmas. In this model, schematically illustrated in Fig.

8, conventional Monte Carlo techniques are used to advance pseudo-electrons

in a uniform applied electric field far from a dust particle. As the

pseudo-electron nears the sheath of the particle, molecular dynamics

techniques are used to advance the electron while allowing collisions to
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occur in the sheath. Electrons striking the particle are removed from the

simulation as having been "collected" by the dust. When the pseudo-electron

passes the particle and is far from the sheath, conventional Monte Carlo

techniques are again adopted.

The floating sheath potential in a Maxwellian plasma is given by

kTe  TeM
+ - kqe ln (TM 1  (3)

where Te and TI are the electron and ion temperatures; me and MI are the

electron and ion masses (Mitchner and Kruger, 1973). Since, however, the

EED in our plasma is not Maxvellian, this value for + is not necessarily

valid. The model accounts for the non-Maxvellian nature of the plasma by

calculating * by balancing the flux of electrons and ions to the surface

of the dust and updating the sheath potential over time to reflect

changes in the electron energy distribution. #s is obtained from

GAs P~IL

fonle Carlo Mrt ~l, :o~ alMolecular Oytanamic

Fig. 8. Schematic of the hydrid Monte Carlo-Molecular Dynamics
simulation for obtaining the BED in dusty plasmas.
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ne 40 .2 . 1/2 nlIVlI
re = eWsJ de 4 = rI (4)

e e

where r is the electron or ion flux, VI is the ion thermal velocity, and

f(e) is the EED. This expression accounts for the fact that only

electrons with energy greater than +s can reach the surface of the dust.

The electric potential in the shielding volume around the dust was
1

approximated as a 1 Coulomb potential with Debye shielding

d
+(r) = *s (!) exp(-(r-d)/l) (5)

where d is the radius of the dust particle and r is the radial distance

of the electron from the center of the particle. The characteristic

shielding volume radius, I, is the minimum of 'D and the distance

required for the shielding electric field to decay to 10% of the applied

electric field in half the interparticle spacing. This latter constraint

is necessary only at high dust densities in order to avoid the unphysical

condition of the Debye spheres of adjacent dust particles overlapping.

The force due this potential is then added to the applied electric field

and used in the molecular dynamics portion of the model.

The electron energy distribution in an Ar discharge calculated by

the model for pristine and dusty plasmas is shown in Fig. 9. The

conditions are E/N = 7 Td, p = 0.1 Torr, and T = 300 K. The dust
gas 11

density is p = 10 cm 3 and electron density is 5.0 x 10 cm3 . These

parameters were chosen to simulate a gas laser or magnetically assisted

plasma processing reactor. The scattering of electrons from the Debye

shield around the dust causes a reduction in the high-energy component of

Dulty
0.12

i> 0.09
- Prisine

0.06

Duly
0.03

0 1
0 5 10 15 20

ENERGY (eV)

Fig. 9. Electron energy distributions in pristine and dusty argon
5 -3

plasmas (E/N = 7 Td, p 105 cm -
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the EED and an increase in the low-energy component. The ionization rate

coefficient for pure argon and in dusty plasmas (p = 105 cm- 3 ) is shown as

a function of applied E/N in Fig. 10. The depression of the high energy

component of the EED results in a decrease in the ionization rate

coefficient, k . The difference between ionization coefficients in the

pristine and dusty plasmas decreases as E/N, and average electron energy,

increase. This behavior is consistent with the 1/c energy scaling of the

Coulomb-like "cross section" of the Debye-shielded dust particles.

Ionization rate coefficients of Ar as a function of dust density are shown

in Fig. 11 for two E/N values. These coefficients have been normalized by

their pristine values to emphasize the effect of the dust. Increased dust

densities result in lower overall rates of ionization as a result of the

increasing reduction of the high energy component of the EED. The

threshold dust density for which this effect occurs, 10-105 cm- 3 ,

decreases with decreasing E/N. Below this value of p, transport

coefficients obtained from "pristine" swarm experiments may be used. Above

this value, swarm data is no longer applicable. Ionization coefficients

also decrease with increasing diameter of the dust particles.

We see, then, that electron transport in plasmas contaminated by

particulate matter may not necessarily be well represented by swarm data

obtained under pristine conditions. Due to the many variables upon which

transport coefficients may depend under these conditions (e.g., "DV p9

dust radius, +s) , it is not clear that there is a simple scaling that may

be applied to pristine swarm data to extend it into the contaminated

regime.

CONCLUDING REMARKS

In this article, we have briefly examined the conditions under which

swarm data may be used to model electric discharges. The parameter space

(with respect to equilibrium of the EED, current density and cleanliness)

in which the "intrinsic" or "pristine" swarm data may be used is fairly

small. There do, however, appear to be new sets of scaling parameters

which may be used to adapt intrinsic swarm data to model gas discharges

under more relevant conditions. Realization of these scaling parameters

will permit more engineering oriented models to be constructed.
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NON-EQUILIBRIUM EFFECTS IN DC AND RF GLOV DISCHARGES
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INTRODUCTION

Glow discharges are used in a variety of applications, including

electronic materials processing, lasers, discharge switches and lighting

sources. In the microelectronics industry, considerable interest has devel-

oped within the last decade in plasma film etching and deposition. A major

advantage of glow discharges in microelectronics material processing is that

the gas can remain at or near room temperature while considerable physical and

chemical energy is supplied to the surface. Indeed, the enormous range of

conditions that can be achieved in low pressure plasmas by varying operating

conditions and reactor design makes a plasma environment an extraordinarily

versatile surface processing tool. The major processes occurring in the

plasma that result in surface modification are (1) electron-impact dis-

sociation of molecules to create chemically active molecular fragments; and

(2) ion bombardment of surfaces bounding the plasma. The first effect is

chemical: the original parent species is often not reactive and the fragment

resulting from electron-impact dissociation is often very reactive at the

surface. The second effect is primarily physical in that ions with tens to

hundreds of electron volts of energy can dramatically Influence virtually all

surface processes from bond creation and breaking to desorption, lattice

disruption, etc. The structure of the plasma determines the nature of these

surface effects: electron density and energy distribution change dissociation

rates and plasma potentials, ionization rate profiles and other parameters

influence ion energies incident at surfaces.

Although low pressure, weakly ionized plasmas have proven remarkably

useful, the complexities in chemically reacting discharges makes process

development inefficient. As a result, a number of investigators have

attempted to develop models and simulations that will help unravel the

Nonequilibrium Fffects in Ion and Electron Transpol
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couplings and complexities in this technology. In this paper, attention

will be focused on recent work in simulations of chemically simple dis-

charges, and in particular on treating the non-equilibrium aspects of dc

(direct current) and rf (radiofrequency) glows.

The discharges that will be discussed here are characterized by a

number of parameters. The plasma densities are usually between 108 and 1012

cm ; average electron energies range from a few tenths of an electron volt

to tens of electron volts (however, some electrons may have energies well in

excess of this); ions have energies that are on the same order as the room

temperature neutral gas (except in sheaths); degrees of ionization range

from 10-3 to 10-6; neutral gas pressures typically range from 10-2 Torr to

10 Torr; and applied voltages vary from 50 to 500 volts, typically. These

discharges are often struck between parallel plate electrodes separated by a

few to perhaps tens of centimeters, and attention in this paper will be

restricted to this configuration. In direct current glows, electron emis-

sion from the cathode due to ion, photon, metastable etc. bombardment

sustains the discharge. In rf glows, electron emission may or may not be an

important discharge mechanism. We will not consider discharges with

appreciable quantities of negative ions.

In swarm experiments, electric fields tend to be uniform and static,

spatial gradients are usually mild and charged particle density is low

enough that space charge can be ignored. However, in discharges none of

these simplifying conditions hold, in general. Quantities vary as a func-

tion of position (especially near bounding surfaces) and time (in rf

discharges), and space charge is a central issue coupling electron and ion

motion. Furthermore, the strong gradients that form naturally near walls

not only influence the rest of the glow, but also are of great importance in

applications that involve surface processing. These gradients, and in rf

discharges time variations of these gradients, can introduce non-local and

non-equilibrium effects in discharge structure.

DISCHARGE MODELS

We know that weakly ionized plasmas are intrinsically non-equilibrium

in the sense that electrons are not at local thermal equilibrium with other

species in the discharge. The form of the electron velocity distribution

is, in general, not Maxwellian (and may not even be close to isotropic) and

depends in a complex way on the gas, the electric field profile and

gradients in the discharge. Ions tend to be close to the neutral gas

temperature, and it is commonly assumed that ions are at the local gas

temperature. However, ions in the sheaths often show large deviations from

the local gas temperature; indeed, the highly directed nature of ion motion
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in the high field sheath regions is not well described by an isotropic

velocity distribution. Space charge is important and must be accounted for

in modeling the discharge. As a result of these considerations, one would

like to be able to formulate a description of the plasma that can account

for both electron and ion non-equilibrium as well as predicting the self-

consistent electric field profile. However, rigorously accounting for

electron and ion non-equilibrium in a self-consistent model has proven to be

relatively expensive and difficult, so discharge modelers have explored

simpler alternatives involving moment equations, also known as the equations

of change (Self and Ewald, 1966; Ward, 1962; Graves and Jensen, 1986;

Richards et al., 1987; Barnes et al., 1987; Boeuf, 1987). Sometimes, these

equations are referred to as 'fluid' equations. These equations have been

very useful in helping to understand the complexities of discharge structure

(Boeuf and Belenguer, 1989).

A technique that has been applied to problems in fusion and space plasma

physics, namely the particle-in-cell method, is now being adapted to weakly

ionized, collisional glow discharge plasmas. This technique, while limited in

some respects, can be used to obtain a self-consistent, fully kinetic descrip-

tion of electrons and ions in discharges. The particle-in-cell method and

some recent results will be described later in the paper (Birdsall and

Langdon, 1985; Boswell and Morey, 1988; Surendra et al., 1990b).

A complete macroscopic picture of a discharge involves the number

density, flux and energy of all charged species in addition to the self-

consistent electric field, all as a function of position and time. The

charged species will be assumed to be immersed in some neutral gas at a

given density. Due to the weakly ionized nature of the gas and with the

assumption of no chemistry, no equations need be solved for neutral species.

In some discharges, this is a good approximation. Of course, in chemically

active plasmas the local neutral gas composition can vary, and especially if

molecular dissociation products are present (for which cross sections are

rarely known), the situation is complicated substantially. There is a

serious need for cross section data for unstable molecular fragments in

models of plasma chemical processes.

Local Field Assumption

The simplest self-consistent model consists of continuity equations for

electrons and ions coupled with Poisson's equation and the 'local field'

assumption. The latter assumption associates the instantaneous and local

electric field with values for rate and transport coefficients that go into

continuity equations. Since rate and transport coefficients from swarm

experiments are correlated with E/N, swarm data can be used directly in this
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model. A typical set of local field equations are the following, assuming

quantities vary with only a single dimension, x:

an e/Bt + j e/3x = Rion  (1)

n +/at + j +/8x = Rion  (2)

aE/ax = e/eo(n+ - ne). (3)

In (1), ne is electron density, je is electron flux (the product of

number density and directed velocity) and R ion is ionization rate. Corre-

sponding quantities for positive ions are in (2). Equation (3) is Poisson's

equation, which provides the electric field E. (l)-(3) are incomplete as

written since no expressions have yet been provided for j e' j+ or Rion* In

a local field model, one commonly assumes that electron and ion motion are

collisionally dominated so that momentum balance equations reduce to

expressions involving only drift and diffusion:

je = -U eneE - De ane /U (4)

j+ = + n +E - + an + /x. (5)

In (4) and (5), v is mobility and D is diffusivity for the respective

species. As mentioned above, (4) and (5) result when one begins with the

momentum balance equation for each species, then discards all terms but the

force due to the applied field (mobility term) and that due to pressure or

density gradient (diffusivity term). This neglects the acceleration term

(time rate of change of net velocity) and the inertial term (involving the

product of net velocity and the gradient in net velocity). Unless the

electron velocity distribution function is highly anisotropic (as will be

seen later for high energy electrons), these assumptions are generally

acceptable for electrons. For ions in rf discharges, it is in principle

necessary to include the acceleration term because the ion-neutral momentum

transfer collision frequency is not large with respect to applied

frequencies in common use (Richards et al. 1987).

In local field models the quantities normally correlated with electric

field are ion mobility and ionization rate. Boeuf (1987) used the expres-

sion reported by Ward (1962) for electrons and helium ions in a helium

background gas:

a /p - A exp[-B(p/E) 1/2 (6)

1+ = C1 /p (1 - C2E/p) E/p<W 1  (7a)

U+ . C3/ (Ep)
1/2 (1 - C4E-3/

2 p3 /2) E/p > WV (7a)
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The Townsend first ionization coefficient a is related to Rio n - Je

A, B, C1, C2, C3, C4 and W1 are constants, determined by fits to experi-
mental data. Electron and ion diffusivities and electron mobility were

taken to be constants. Values used by Ward (1962) are listed in Table 1.

The above set of equations have been used extensively in the field of

semiconductor device simulations, where of course the positive species are

holes rather than ions (Barnes et al., 1987; Boeuf, 1987). Furthermore,

numerical techniques to solve the equations have been well developed, and

much progress has been made in extending these calculations to two spatial

dimensions. The local field approximation is the simplest and computation-

ally most efficient self-consistent discharge simulation technique. As a

result, it would be useful to have a careful analysis of its strengths and

weaknesses so that it can be exploited when possible. Preliminary results

suggest that the approach is at least qualitatively correct for applied

(radio) frequencies above the ion plasma frequency and at pressures above

several hundred millitorr. At lover frequencies, directed electrons that

originate in sheaths can dominate plasma structure and the local field

approach can be qualitatively in error. In such cases, the use of separate

moment equations for high energy 'beam' electrons can be successful, at

least qualitatively, in representing discharge structure. At pressures

below several hundred millitorr, mean free paths become too large for the

local field, drift-diffusion assumption to be satisfactory. At lover

pressures, other techniques must be used, and one possibility (the

particle-in-cell method) is discussed later.

Table 1. Local Field Model Parameters for Ionization and
Transport Coefficients in Helium Discharges (Ward, 1962;
Boeuf, 1987)

A 4.4 cm
-1 Torr-

1

B 14.0 V1
/2 (cm Torr)

- 1/2

C1  8.0 x 10
3 cm2 Torr (V sec)

- 1

C2  8.0 x 10
-3 Torr cm V

-I

C 3  4.1 x 104 cm3/2 Torr1/2 V-1/2 sec-1

C4  27.44 (V cm
- 1 Torr- 1

) 1/2

V1  25 V cm
-I Torr-1

lie  10 6 cm
2 Torr V

1 sec-1

D 106 cm
2 Torr sec

-1

e
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Beam Electron Models

In low frequency rf discharges and dc discharges, it is well known that

electrons created at electrode surfaces via secondary emission processes and

subsequently accelerated into the plasma play the key role in sustaining the

discharge (Boeuf and Belenguer, 1989). Under these conditions, the so-

called beam electrons (motion strongly directed with a small random

component) are primarily responsible for important electron-impact inelastic

collisions such as ionization, dissociation, excitation etc. However, the

number density of these fast electrons is typically orders of magnitude

smaller than the relatively cold bulk electrons sitting in the plasma or

quasineutral region. An obvious strategy is to write separate equations for

the fast or beam electron (Boeuf and Belenguer, 1989; Phelps et al., 1987;

Sommerer et al., 1988; Gottscho et al., 1988; Surendra et al., 1990a) and

bulk electrons and ions. The beam electrons in such a model would be

responsible for all ionization in the discharge, so the local field

assumption is relaxed for ionization. However, the electric field in the

discharge is dominated by space charge from bulk electrons and ions, and

acceleration of beam electrons depends on this field profile; hence, the

bulk and beam equations are coupled.

In a single beam model, the assumption is made that all (fast or beam)

electrons have the same purely directed velocity at every point in space at

each point in time. Then the beam electrons are completely characterized by

their number density nbe and velocity vbe; the product of density and

velocity is beam flux Jbe" Number density and velocity are determined by

continuity and energy balance equations, respectively. The energy of the

directed electrons be is of course 1/2mevbe , where me Is electron mass.

Two issues complicate this simple model in a discharge: first, beam elec-

trons can be created in the high field cathode fall region, but not in the

low field plasma region; and second, some method of transferring electrons

from the beam group to the bulk group must be devised for beam electrons

that suffer enough inelastic collisions before they reach the anode. Both

issues introduce ad-hoc features into the model. The equations for beam

electrons in a single beam model (ignoring time variations) are the

following (Surendra et al., 1990a):

dJbe/dX = (1-a)Rio n, for %e> Cion' and (8a)

dJbe/dx - -a Rd, for %oe< 5ton' where (8b)

R ion' 'ion( oe)Vbennnbe, and (9a)

Rd . 'envbennnbe. (9b)
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In equation (Ba), o is 0 when in the cathode fall, so beam multiplication

occurs, and is 1 In the bulk or plasma region. In this region, ionization

creates bulk, not beam, electrons. Equation (8a) is for electron energies

above the ionization threshold (cion), so the flux either increases or remains

constant. If beam electron energy is below this threshold, equation (8b)

states that beam electrons are lost at some rate Rd, which depends on the

total collision cross section, gen. Rion and Rd depend on the beam velocity

or energy, which is calculated via the beam energy equations:

d(j e )/dx u ej dV/dx-(R i i+Re , for e >i , and (10a)
be be be I ion ion e extJ be ion

d(j c )/dx = ej dV/dx-R e +R c , for <e ,and (10b)
be be be fd be e ext) be ion

Re f 'ext( %e)vbenn nbe-

In (lOa), the divergence of beam energy flux is balanced by the energy

gained by acceleration in the field (which can be an energy gain or loss

depending on the sign of the field), and the collisional losses, which here

we have restricted to ionization and electronic excitation (Re). For

molecular gases, other terms would be included.

Bulk electron and ion transport coefficients used are listed in Table 2;

cross sections for beam electrons are plotted in Fig. 1. It is intended that

these transport coefficients and cross sections approximate electron-argon

collisions. Typical results (all taken from Surendra et al., 1990a) for these

single beam equations are shown in Fig. 2. The cathode fall extends about 2

mm from the cathode (at position x = 0.0), and in this region positive ion

density is nearly uniform, resulting in a nearly linear variation in electric

field profile. Although it is not possible to see on the scale of the figure,

the electric field goes through zero very near the maximum in the plasma

density, at a position about 5 mm from the cathode. Ions fall to the cathode

if they are created on the cathode side of the density maximum and to the

anode if they are created on the anode side of the density peak. This is

because ion transport is completely controlled by field-induced drift; there-

fore, ions always move in the direction of the local electric field. Elec-

trons move from cathode to anode, and carry most of the discharge current in

the region to the anode side of the density maximum. Our results for dc

discharges invariably show the zero crossing for the electric field close to

the maximum in plasma density and therefore that ions created on the cathode

side of the density maximum fall to the cathode.

Although the single beam model is adequate to qualitatively represent

the non-local nature of fast electron transport, it clearly has limitations.

Even if one assumes that fast electron motion is completely forward directed
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Table 2. Conditions and Discharge Parameters for Single Beam -
Fluid Model of DC Glow Discharge in Ar (Surendra et al.,
1990a)

Quantity Value

Discharge Voltage 300 V

Electrode Gap 2.0 cm

Gas Pressure 0.6 Torr

Electron Diffusivity 2.0 x 105 cm
2 Torr sec-1

Electron Mobility 2.0 x 105 cm2 Torr V
1 sec -I

Ion Diffusivity 4.0 x 102 cm
2 Torr sec-1

Ion Mobility 1+ = '+0 [l+aIE/nnI]-
1 /2

U+0 1.42 x 103 cm
2 Torr V

1 sec- 1

a 7.36 x 1014 cm
-2 V 1

Secondary Electron
Emission Coefficient, y 0.033

(that is, no angular scattering), if electrons are created at different

positions in the cathode fall or if they lose energy via inelastic colli-

sions at different locations, the distribution function will not be a delta

function in velocity space: there will be a distribution of fast electron

velocities. We have therefore explored a multibeam model which can predict

1E-15

E

z tot0

~els
v) 1E-16
V) ion
0

I \ \ ext

1E-17
1E-2 1E-1 1 10 100 1000 1E4

ELECTRON ENERGY (eV)

Fig. 1. Cross sections (total, elastic, ionization, composite
excitation) for electron-neutral collisions in argon.
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Fig. 2. Solution to the single beam model (30oV, 0.6 torr). (a) Slov
electron and ion densities; (b) potential and electric field;
(c) inelastic rates; (d) charged particle fluxes and total
current density.

a distribution of fast electron velocities. The approach ve take is based

on the ideas of Carman and Maitland (1987) vhich can be shown to be equiv-

alent to a finite difference solution to the Boltzmann equation for fast

electrons assuming completely forvard scattering. Details can be found in

Surendra et al. (1990a). A typical fast electron flux distribution in the

cathode fall region is shown in Fig. 3. Note the existence of the spikes at

high energy. These electrons have either experienced no inelastic

collisions or only a single inelastic collision, and therefore have either

exactly the cathode fall potential or Just less than that quantity. Another
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Fig. 3. Energy distribution of fast electron flux as a function of

position at 300 V and 0.6 torr from the multibeam model
solution.

important point is the relatively flat distribution from about 50 eV to the

cathode fall potential. This distribution is significantly different from a

single velocity approach.

The last example of treatment of fast electrons in dc discharges is the

use of a hybrid fluid-particle model (Surendra et al., 1990a). In order to

take account of angular scattering of fast electrons, we have used a Monte

Carlo simulation of fast electrons and have made the treatment self-

consistent by iterating with the bulk fluid equations in a manner identical

to the one used with fluid beam electron models. In this approach, elec-

trons in the cathode fall are all assumed to be fast electrons, but in the

low-field region, only electrons with energy above the first inelastic

threshold (about 12 eV for argon) remain in the fast group. Slower elec-

trons drop into the bulk electron group and contribute to space charge but

do not experience inelastic collisions.

The assumed form for angular dependence of the electron-neutral

collision cross sections is given in Fig. 4. This form was chosen partly

for convenience and because it qualitatively represents the gross features

of angular scattering as a function of electron energy: at higher energies,

electrons tend to forward scatter, whereas at lover energies, angular

scattering is important. Figure 5 summarizes the results of various

scattering assumptions for fast electrons when treated using the particle

simulation approach. In Fig. 5a, fast electrons are assumed to scatter

isotropically; in Fig. 5b, scattering follows the angular form in Fig. 4;

and Fig. 5c assumes completely forward scattering. The latter assumption
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Fig. 4. Normalized differential cross sections used in particle-
fluid hybrid simulation of dc glow: f(c,x) = /(4n[l + e
sin2 (X/2)Iln(l + 0)).

.300-

... 200-

Os 100- :..

0-,

100- .

C9200- .

0-

0 2 4 6 8 10 12 1 1 18 2

position (mm)

Fig. 5. Snap shot of energy and position of electrons for different
scattering assumptions. E(x) and electron beam flux from
the cathode are from the multibeam model solution at 275 V
and 0.6 torr: (a) isotropic scattering; (b) anisotropic
scattering; (c) full forward scattering.
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results in a fast electron profile identical to that from the multibeam

model, as it should since the assumptions are the same. The major point

from this figure is that angular scattering is important under the

conditions used in the simulation, and that the anisotropic form assumed

gives results closer to purely isotropic scattering than purely forward

scattering.* Accurate differential cross sections are essential for

quantitatively accurate models of discharges with fast electrons.

Particle-In-Cell Technique

A simulation method which is, in principle, more rigorous than fluid or

moment equations is the particle-in-cell method since it is a self-

consistent kinetic approach to plasma structure. This technique (Birdsall

and Langdon, 1985; Hockney and Eastwood, 1981) has been developed primarily

for application in collisionless fusion and space plasmas, but is beginning

to attract the interest of investigators in plasma materials processing

(Boswell and Morey, 1988). A brief description of the method will be given

here, but details can be found in the many articles and monographs that are

available (Tajima, 1989; Kruer, 1988; Dawson, 1983). We then present some

preliminary results from PIC simulations of rf discharges between parallel

plate electrodes. The primary motivation for these simulations is to

understand some of the important non-equilibrium effects in rf discharges.

In essence, the PIC method involves following a few thousand to perhaps

a few million electrons and ions simultaneously and solving for the self-

consistent electric field via Poisson's equation. Rather than try to follow

how each particle interacts with each other particle (as would be done, for

example, in a molecular dynamics simulation), the contribution of each

particle to the local charge density is calculated by interpolation to a

spatial grid. Poisson's equation is then solved, typically via finite

difference, on this discrete grid. The force on each particle is determined

by finding the electric field at each grid point (this is the numerical

solution to Poisson's equation) and then interpolating from the nearest grid

points to the individual particle position. The particle's position and

velocity is advanced using a discretized version of Newton's second law.

The time step taken (for explicit particle codes) must be a small fraction

of the electron plasma period, typically 0.05. The normal cycle is shown in

Fig. 6. Collisions with neutrals are treated in a straightforward manner,

using a standard Monte Carlo approach, such as those employed with Monte

In making this comparison between scattering laws, we have kept the
total cross section constant, thereby changing the momentum transfer
cross section. Some authors have suggested keeping the momentum
transfer cross section constant.
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Particle pusher Remove electrons and ions
Interpolate field (calculate new positions outside boundary and inject

at species positions and velocities for new electrons (if secondary
electrons and ions) emission coefficient # 0)

Monte Carlo scheme used to
Solve Poisson's determine the possibility and

equation (calculate Weight electrons n c s
field at grid points) and ions to grid. snature of collisions. Changespecies velocities and add new

species accordingly.

Fig. 6. PIC computation cycle, calculating the positions and
velocities of electrons and ions self-consistently with the
electric field. Collisions with neutrals are treated using
a Monte Carlo approach.

Carlo swarm simulations. Since the PIC time step is much less than

electron-neutral or ion-neutral collision times, it is more convenient to

use the constant time step technique than the null collision cross section

Monte Carlo approach. Typically, about 4% of electrons have a collision per

time step.

The key idea behind the particle-in-cell method is that in a plasma one

is most often interested in the collective behavior of large numbers of

charged particles interacting over relatively large distances. This is a

consequence of the fact that charged particles interact primarily via rela-

tively long range Coulomb forces. As a result, one can employ a particle

simulation that uses 'finite size particles' to smooth out the microfields

associated with individual local particle encounters. The fact that

particles are interpolated to a spatial grid in PIC codes acts as the

important smoothing mechanism that allows meaningful results to be obtained

with relatively few particles (Dawson, 1983).

The electron-neutral collision cross sections we have used in this

simulation are shown in Fig. 7. Only elastic and ionization collisions are

included in the preliminary simulation. The values chosen are meant to

approximate helium cross sections. Ion collisions are modeled assuming a

constant collision frequency, so the cross section varies inversely with ion

velocity:

"ion = e/V+ (12)

Operating conditions and numerical values for the simulation are listed

in Table 3. We chose an applied frequency of 30 MHz because Ion mass in

helium is relatively low and it was the intent to be well above the applied

frequency at which ions can follow the time varying fields. (Future
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Fig. 7. Model cross sections for elastic and ionization electron-
neutral collisions used in PIC simulation.

simulations will address lower frequencies.) Results are averaged over at

least 10 cycles in plotted results.

Figure 8a is a plot of ion density as a function of position and rf

phase (as a parameter). At 30 MHz, the ion density profile doesn't modulate

significantly during the period, which is expected. Figure 8b is the cor-

responding electron density profile, and the sheath modeulation is marked.

Note that the discharge is symmetric but 180 degrees (n radians) out of

Table 3. Conditions and Discharge Parameters for RF PIC Simulation

Discharge Voltage 800 VRF

Applied Frequency 2x x 30 MHz

Electrode Gap 4.0 cm

Gas Pressure 0.1 Torr

Secondary Electron
Emission Coefficient, y 0.0

Electron Reflection
Coefficient 0.25

Ratio of Ion Mass
to Electron Mass 4.0 x 1836 (4 amu)

Number of Grid Points 100

Time Step 1.7 x 10- 1 0 sec

Total Number of
Particles at Steady State

Electrons 6.5 x 103
Ions 7.0 x 10

Number of Periods Integrated 350
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Fig. 8. Solution to PIC model of rf discharge at 0.1 torr, 30 MHz
and 800 Vrf applied voltage: (a) ion density profiles at

four times in the rf period; (b) corresponding electron
density profiles, showing sheath modulation.

phase. For example, all quantities at position x = 12 mm at 6/8 through the

period are identical to those at position x = 28 mm at 2/8 through the

period. (The exception is for vector quantities which must change sign at

the midplane, such as electric field; in this case, however, it is the

absolute value that is symmetric). Thus results are similar to profiles

from local field fluid simulations (Boeuf, 1987) at a lower applied

frequency of 10 MHz. The voltage and electric field profiles are shown in

Figs. 9a and 9b, respectively. Note that as expected, the fields are

largely confined to the sheaths.

A major advantage of the PIC method Is that velocity distributions are

generated self-consistently. In particular, the electron velocity (or

energy) distribution function is of interest because ionization (and other

important inelastic collision) rates depend sensitively on the high energy

tail of the distribution. Boltzmann calculations in (spatially uniform) dc

and rf fields for electrons in atomic gases predict that the tail of the

distribution is depressed relative to low energy electrons (Winkler et al.,
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Fig. 9. PIC solutions for the same conditions as Fig. 8:
(a) potential profiles; (b) electric field profiles.

1984; Vriens, 1973, Postma, 1969). This is because of the existence of

inelastic collisional losses above some threshold energy, typically 10-20

eV. One can often approximately represent the electron energy distribution

function - (eedf) in rare gases as two electron temperatures: one

temperature for the 'bulk' group and one for the 'tail' group. Inelastic

collisions cause the tail temperature to be less than the bulk temperature.

However, in PIC simulations of 30 MHz rf discharges, we have found evidence

of a higher tail temperature compared to the bulk temperature rather than

the reverse. This is demonstrated in Fig. 10. One can clearly see the

difference between the cedf from the PIC simulation (in the center of the

discharge) and a swarm simulation which utilizes a uniform electric field

with about the same mean electron energy. In the former, the tail has a

higher equivalent temperature (which is modulated in the rf field) than the

bulk, and in the latter, the tail has a lower equivalent temperature than

the bulk group.

We believe this 'tail enhancement' is a direct result of heating at the

plasma-sheath boundaries during the time the sheath expands into the plasma.

As Boeuf and Belenguer (1989) have outlined, one can distinguish three types
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Fig. 10. Electron energy distribution function, averaged from the
central 8 mm of the discharge as a function of time in the
rf period. Also shown is eedf from a local field simu-
lation at the same mean electron energy as the PIC results.

of electron heating in an rf discharge: (1) secondary electrons (and
progeny) that accelerate through sheaths completely analogously to the dc

case; (2) bulk Joule heating due to electric fields and conduction current

in the body of the plasma; and (3) sheath heating which is due to the

'scillating motion of the sheaths (Godyak, 1972; Liebermann, 1988; Kushner,

1986). Note that in our PIC simulations, the secondary electron emission

coefficient has been set to zero. The observed tail enhancement is
therefore not due to secondary electrons that fall through the rf sheaths.

This effect of sheath heating and tail enhancement appears to be unique

to rf discharges since it relies on both time- and space-varying electric

fields at the boundaries of the quasineutral plasma (i.e. the plasma-sheath

boundaries). It is therefore difficult to directly compare this case to

studies that incorporate either solely time-varying (Kunhardt et al., 1988)

or solely space-varying (Moratz et al., 1987) electric fields. Godyak and

Oks (1979) have measured electron energy distribution functions in 40.58 MHz

Hg discharges at pressure-gap (pL) products below about 0.02 Torr-cm and

find that, indeed, the distribution is enriched with fast electrons as

compared to a Maxwellian. It was suggested (Godyak and Oks, 1979) that this

is because only energetic electrons are capable of overcoming the ambipolar

electric fields that tend to confine lower energy electrons to the center of

the discharge. Godyak (1972) has also demonstrated that if one considers a
group of Maxwelliam eiectrons interacting with a sinusoidally varying sheath

velocity, the distribution function is enhanced at high electron energies

after a single 'collision' with the sheath.

Note that pL in our simulation is 0.4 Torr-cm, above the limit observed

by Godyak and Oks (1979) for fast electron enhancement. We attribute the

difference to the fact that in the model gas we use in the simulation, the
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inelastic collision threshold energy is about 24 eV, whereas mercury (the

gas used in the experiments) has inelastic collisions at much lower electron

energies. In addition, fast electron enhancement is probably a function of

parameters such as frequency, rf voltage, sheath velocity, etc., all of

which are no doubt different in our simulations as compared to the experi-

ments. Since we have eliminated secondary electrons from the simulation,

the only other mechanism for electron heating is Joule heating in the bulk

of the discharge. We cannot rigorously exclude bulk Joule heating as the

source of the tail enhancement, since the fields in the bulk do vary with

both position and time in the period, and are therefore not identical to

local field conditions (which invariably show tail depression). However,

the small magnitude of the bulk fields (about 1 volt/cm Torr) suggests that

this is not the mechanism responsible for enhancing the tail of the electron

energy distribution. More simulations and careful comparison to experiment

will be necessary to completely resolve this issue.

APPLICATION OF SWARM DATA TO NON-EQUILIBRIUM DISCHARGES

Most swarm experiments are conducted under conditions in which pertur-

bations due to spatial gradients and time-varying quantities are minimized.

One obtains transport and rate coefficients under well defined conditions,

parameterized by the value of E/N and the gas composition. These data can

be used directly in discharge simulations that employ either the local field

approximation or those that parameterize electron and ion transport through

a mean energy, obtained through a simultaneous solution of an energy balance

equation. Any discharge simulation that attempts to predict velocity or

energy distributions requires cross sections, and perhaps differential cross

sections. The latter are especially important when directed electrons are

present, for example in dc and low frequency rf discharges. Cross sections

can be inferred from swarm data by iterating on trial cross section sets

until rate and transport coefficients predicted from the trial cross

sections agree with measured coefficients. It hardly needs to be stressed

that without accurate cross sections, quantitative discharge simulations are

not possible. Other phenomena, such as ion-molecule or fast neutral-

molecule ionization and excitation collisions, have not been discussed here.

Phelps and coworkers (1987) have demonstrated the importance of these

collisions at very high E/N, and these collisions may be significant in the

high-field sheath regions of glow discharges. Unpublished results from our

laboratory suggest that the simple dc discharge models we have presented

fail at moderate to high values of the cathode fall voltage (above about a

few hundred volts). This appears to be due to complications involving

emission (and probably ionization) near the cathode, unexplained ion

emission in the center of the discharge, and the roles of contaminant

impurities (such as H2 absorbed in the chamber walls) and mateials
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sputtered from the cathode (such as Fe and Al, depending on electrode

materials used). Quantitative models of discharges which include these

complications have yet to be fully developed and tested.

Even when it is desirable to use less sophisticated (and less expensive)

methods involving the solution of moment equations, it is important to be able

to evaluate the accuracy of the simpler approaches with more complete models

(Boeuf and Belenguer, 1989; Moratz et al., 1987). Then the simpler and less

expensive techniques can be used when multiple spatial dimensions are to be

included in simulations, and especially when detailed chemistry is to be

incorporated into the model. Both additions will be included in future models

of plasma processes, so there is a strong motivation for developing acceptably

accurate approximate models. An important challenge is to find ways to use

swarm data meaningfully, and also to expand the swarm data base to include

transient, chemically active species. Also, data for fast neutral particles

and ions are needed. A summary of discharge models and their utilization of

swarm data is provided in Table 4.

Table 4. Discharge Models and Utilization of Swarm Data

Equations Data Strengths Veaknsns

First tvo Use swarm Simple; Inaccurate for
momnt eqns. daLa directly: inexpensive non-local, nn-
(continuity, u(R/N); to solve, equilibrium
momentum) for D(I/N); phenomena.
electrons A a (BIN), etc.

First three Use swarm Can treat Inaccurate for
mmt eqns. data indirectly: electron strongly

for electrons P(c); D(c); energy with non-local and
(add energy a (), etc.; C. temperature non-equilibrium
balance); first t(lN). gradients and pheoena such
two oent bulk electron as besm electrons.
eqns. for ions. motion. Also adds

significantly tocomputat ional
cost.

Add moment Cross sections bandles Ad-hoc
eqns. for fast for beams; strongly treatment for
electrons. Local sware data for non-local two separate
field approx. for cold electrons effects due groups of
cold electrons and ions. to highly electrons. Ignores
and ions. forward angular scattering

scattered A therefore over-
electrons, predicts fast

electron
penetration.

onte Carlo for Differential Rendles highly ore costly
fast electrons, cross sections non-local than beam
including angular for particle effects but is models. Still
scattering. Local electrons; more accurate requires ad-hoc
field approx. for swarm data for than bem two electron
cold electrons cold electrons models, groups.
ad ion. and ions.

All species Differential Ion and Relatively
treated as cross sections. electron expensive comp-
particles, velocity utationally. Rplicit

distributions particle codes are
obtained in limited to relatively
self-consistent abort ties- end
field. Coding is space-scales.
simple. Treats Implicit codes not
am-local, mem- yet wll developed
equilibrium for boended
effects with n plansm.
*d-boc

amptio".
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MEASUREMENTS OF ATTACHMENT COEFFICIENTS IN THE PRESENCE OF IONIZATION

D. Kenneth Davies

Westinghouse Science and Technology Center
Pittsburgh, Pennsylvania 15235, USA

ABSTRACT

A critical comparison of available methods for the determination of

the attachment coefficient of an electronegative gas at values of E/N

(the ratio of electric field to gas density) above the onset of

ionization is presented. It is concluded that the shielded-collector

pulsed drift tube method leads to the most direct and unambiguous

determination of the attachment coefficient under these conditions.

Examples of data determined using this method are given for dry and

humid air, C02 , HCl, and CC1 4.

INTRODUCTION

Many discharge devices operate in a region of E/N (the ratio of elec-

tric field to gas density) where a significant number of electrons have

sufficient energy to ionize the gas medium. Thus, the determination of

swarm parameters in this region of E/N provides a particularly desirable

contribution to the basic database necessary for obtaining a complete

understanding of device behavior. In this paper, we focus on the deter-

mination of electron attachment coefficients as a function of E/N in

electronegative gases above the onset of ionization; in this region of E/N

attachment processes are usually dissociative. Thus, in the context of this

paper, low-energy attachment processes are precluded, since the measurement

of attachment coefficients below the onset of ionization are more straight-

forward and not subject to ambiguous interpretation.

The methods that have been traditionally used for measurements of

attachment coefficients in the presence of ionization are briefly reviewed,

and their strengths and shortcomings discussed. An alternative technique is

Nonvqilfbrium Efffas in Ion and Eleatr Trnport 177
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described which provides a more direct approach to the measurement of

attachment coefficients in the presence of ionization. Examples of attach-

ment data as a function of E/N obtained using this technique are described

for dry and moist air, C02, HC1, and CC 4.

IONIZATION GROWTH IN THE PRESENCE OF ELECTRON ATTACHMENT

The determination of swarm parameters from experimental data obtained

from the different experimental techniques all rely on the appropriate solu-

tions to the continuity equations (Huxley and Crompton, 1974) for electrons
and ions:

an a2n ne e e- = nevecc - il) +D - e -- 1

at e eL az e 8z

+ +
= n w a + v - (2)

at e e + 3z,

an an
ne We ) w-V - (3)

where ne, n+, and n_ are the densities of electrons, positive ions, and

negative ions, respectively; we, w+, and w- are the drift velocities of

electrons, positive ions, and negative ions, respectively; DL is the

electron longitudinal diffusion coefficient; and a and 4 are the ionization

and attachment coefficients, respectively.

Most of the experimental data have been analyzed neglecting diffusion

effects. While this is generally a justifiable assumption for ions, the

effects of electron diffusion become important at high values of E/N where

the ratio DL(a - )/we is appreciable compared to unity. In cases where

electron detachment is important, detachment terms must be included in the

continuity equations and solutions to the equations have been obtained for

such conditions (Raether, 1964; Llewellyn-Jones, 1967).

Under steady-state conditions where a continuous stream of electrons is

released from the cathode, and neglecting the effects of electron diffusion,

the solution of the continuity equations [Eqs. (1)-(3) with the right hand

sides set equal to zero] leads to the following expressions for the electron

and negative-ion density distributions:

ne(z) - n0expl(a - ')z], (4)

n_(z) - no (- ) ( {exp[(a - rl)zj - 1), (5)

where n0 is the electron density at the cathode. The total current density

at the anode is then given by
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j(d) = Jo( (cc1) exp[(a - l)d] - ()- ) (

where J. . enove is the current density at the cathode.

Under conditions where a pulse of electrons of duration St is

released from the cathode, such that 6t << d/ve, the solution of Eq. (1)

leads to the expression for the time-dependent electron density in the

field direction given by:

ne(zt) = n 0t v ex3/2 e 4 D t + (a - r
.)et (7)

(4 ni D Lt01)

for 0 < t < d/we , where n0 is the initial net electron charge released

from the cathode. Eq. (7) reduces to

ne(z,t) = n0 St we exp [(m- r)Wet], (8)

when DL(a - V)we << 1.

In the case of attachment/ionization studies, since the drift

velocity of electrons is much greater than that of the ions, the initial

electron pulse St (in the pulsed methods) is usually made sufficiently

long so that the electrons may be considered to have established a

steady-state distribution throughout the drift space and yet any ions

which are formed will have moved an insignificant distance in that time.

Thus, neglecting the effects of electron diffusion, the electron density

spatial distribution is given by Eq. (4). The ion density distributions

at time t = 0 (which are identified with those at time 6t) are then

determined from solutions to Eqs. (2) and (3), omitting the drift terms

and substituting for ne from Eq. (4); i.e.,

n+(z,0) = n+(z,&t) = a ve no 6t exp [(a- 11)z], (9)

n_(z,0) = n_(z,6t) = V we no 6t exp [(a- 11)z]. (10)

The ion densities as a function of time at later times are then

determined by solving Eqs. (2) and (3) with the source terms set equal to

zero. The resulting expressions for the time dependent positive- and

negative-ion densities are given by:

n+(z,t) - ave no 6t exp [(a- Vj)(z + v+t), (11)

n_(z,t) = 1 we no 6t exp [(a- 11)(z - wt)], (12)

for 0 t d/v+ and 0 < t d/w_, respectively.

The analyses of the different experimental methods are based on

these solutions and depend on whether the method is a steady-state or
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time-resolved one; in the case of the latter, the analysis further

depends on the experimental arrangement, i.e., on whether the drifting

charged species are detected continuously by the current induced in the

external circuit or are sampled at some specific drift position. More

complex solutions taking into account electron diffusion effects have

been derived (Blevin et al., 1981; Purdie and Fletcher, 1989). However,

for the purposes of the present comparison, it is convenient to restrict

the discussion to the simpler solutions.

METHODS USED FOR MEASUREMENTS OF ATTACHMENT COEFFICIENTS ABOVE THE ONSET

OF IONIZATION

Three basic methods have been used to determine attachment

coefficients at values of E/N above the onset of ionization: (1) steady-

state current growth, (2) pulsed Townsend, and (3) shielded-collector

pulsed drift tube. We now discuss each of these techniques in more

detail.

Steady-State Current Growth Method

This method is an extension of the classical Townsend approach

(Townsend, 1925) for measuring ionization coefficients introduced

initially by Harrison and Geballe (1953) and illustrated in Fig. 1. The

apparatus usually consists of two plane-parallel electrodes, whose

separation may be varied, contained in a chamber so that the ambient gas

and gas pressure can be controlled. The electric field between the anode

and cathode electrodes is arranged to be as uniform as possible either

through the use of guard rings or by suitably profiling the electrode

surfaces. Measurements of the amplification of a dc current injected

into the uniform-field region (e.g., by irradiating the cathode with uv

light) are recorded as a function of electrode separation but for a

constant value of the electron mean energy parameter E/N.

The appropriate expression for the analysis of these data is given

by Eq. (6). If the currents, Ido are measured at constant incremental

electrode separations, 6d, then Eq. (6) may be rewritten to give (Davies,

1976)

Id+6d =Id exp [(in- 11)6dI + [Io r/(a- r)](exp[(in- n)6d] - 1). (13)

Thus, a plot of Id+6d versus Id is linear of slope M1 and intercept Ni,

from which

(a - 11) - (1I/d) ln M1, (14)

10rV(a- N1 /(M1 - 1). (15)

180



hv

Cattode Anode

0E

0 d

Fig. 1. Schematic diagram of the steady-state current growth
method.

If the expression for Id is now rewritten in the form (Davies, 1976)
in I d + N1/(M1 - 1)] = (et- ')d + in [I Oa/(a - r)], (16)

a plot of in [Id + N1/(H1 - 1)] versus d is linear of slope M2 and

intercept N2 from which

cc - I = M2, (17)

Io~/(i- ) = exp N2. (18)

Thus, from Eqs. (15) and (18),

a/11 = (H1 - 1) exp N2/N1, (19)

so that knowing a - V and oJ/r, the individual coefficients are

determined:

a = ( a- ri)/(1 - rV), (20)

= (in - rI)/(/ri - 1). (21)

This method is capable of yielding very accurate values of the net

ionization coefficient, even in more complex situations where electron

detachment is occurring (Davies, 1976). However, the procedure for

extracting the individual coefficients is rather indirect, involves

determinations of intercepts, and is subject to large uncertainties.

Pulsed Townsend Method

This method, first introduced by Hornbeck (1948), uses essentially

the same apparatus as the steady-state method, with the exception that a

pulsed source of electrons is employed instead of a continuous source, as

illustrated in Fig. 2. This allows the separation of the electron com-

ponent from the ion components by time resolving the measured signals and
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taking advantage of the large difference in the drift velocities of elec-

trons and ions. This method has been developed by Raether and co-workers

(1964) for the measurement of attachment coefficients in the presence of

ionization. In their arrangement, a resistor in the anode circuit is

used to measure the flow of charge between cathode and anode following

the injection of an electron pulse from the cathode. In this case, the

relevant analytical expressions are Eqs. (8), (11), and (12). Thus, the

three components of current measured in the external circuit

when the time constant of the measuring circuit RC << e are:

Ie(t) = (en ° 0t we/te) exp [(a- 11)wet], (22)

I+(t) = (en ° 0t we/T+)[a/(c - V)]{exp [(o - VI)dl - exp [(a - )v+tl),(23)

I_(t) = (en 0t we/T_)[rV(c - l)]{exp [(a - 11)(d - w_t)] - 1), (24)

where Te, c+, and -_ are the transit times of electrons, positive ions,

and negative ions, respectively. At time t = -e, the following relations

are obtained from Eqs. (22)-(24):

a( - ri) = ( T+/ e)[I+(te)/Ie(te)I, (25)

a/ = (+Pr _)[I+(,e)/I_( e)I .  (26)

Thus, in principle, the individual coefficients may be derived from the

total waveform. However, in practice, it is difficult to distinguish

between the positive- and negative-ion components at time t = Te, parti-

cularly if there are more than a single ion species of either polarity

present simultaneously; moreover, it is also difficult to determine the

smaller of the negative- and positive-ion transit times in the usual

event that they are unequal. Consequently, this approach has not been

used extensively.

On the other hand, a variant of this technique has been developed,

primarily by Grunberg (1969), which offers more precision. In contrast

to the measurements of Raether et al., the time constant of the measuring

circuit is deliberately made much larger than the ion transit time, i.e.,

Anode

TT+ t

Fig. 2. Schematic diagram of the fast-response, pulsed Townsend
approach and predicted vaveforms for the case where ) r.
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*RC >> T, leading to predicted waveforms as shown in Fig. 3. The

relevant expressions for the contributions to the voltage leveloped in

the external circuit due to the drift of electrons, positive ions, and

negative ions are obtained by time-integrating the expressions given in

Eqs. (22)-(24) over the appropriate species tran~it time:

en Stw
V (re ) a - 0 e exp [(a - ri)d 1), (27)
e e C C t - o) d

e n 0 t ot (
V+(T) = - 0 e d exp ( - n)d] exp [(c- n)dl - (28)

++ C(cx- )') d I( Ot- 11)

e no t edl exp [(a- r)d - (29)V_(r) = C ( - (_ ))

and a total voltage VT = Ve + V+ + V_ given by:

VT = C ( ) exp [(ct - 1)d] - . (30)

Evidently, this expression is identical to that derived foL the steady-

state current growth method [Eq. (6)). Thus, accurate values of the net

ionization coefficient may be derived using exactly the same procedure as

described for the steady-state method. However, despite the temporal

resolution of the electron and total ion components of the total signal,

determination of the individual ionization and attachment coefficients

must still be made using either the indirect procedure described for the

steady-state method or a curve-fitting routine, both of which are subject

to large uncertainties.

Shielded-Collector Pulsed Drift Tube Method

The principle of this method is illustrated in Fig. 4 and utilizes a

pulsed drift tube in which both cathode and anode collectors are shielded

from the main body of the drift region by highly-transparent conducting

_V V

clt VT------------

v

RC > i

Fig. 3. Schematic diagram of the time-Integrated pulsed Townsend
approach and predicted waveforms.
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Fig. 4. Schematic diagram of the principle of the shielded-
collector drift tube and predicted collector currents at
the cathode and anode.

screens located in close proximity to either collector. Thus, the col-

lectors are very effectively shielded from induced currents due to the

motion of charge between the two screens. In this way, all three com-

ponents (i.e., the electron, positive ion, and negative ion components)

of the total current may be directly resolved. Following the release of

a pulse of electrons from the cathode, the signal collected at the

cathode comprises that due to the initial electron pulse before it drifts

through the cathode screen followed at later time by the positive-ion

pulse after it has drifted through the cathode screen. At the anode, the

collected signal comprises the amplified or attenuated initial electron

pulse (depending on the value of E/N) followed at later time by the

negative-ion pulse, both signals being recorded only after the drifting

electrons and negative ions have passed through the anode screen. Pre-

dicted cathode and anode current waveforms are shown in Fig. 4 for the

cases where ionization is larger than and less than attachment.

Examples of actual measured cathode and anode vaveforms taken in

Cl 4 using a shielded-collector drift tube (Davies, 1990) are shown in

Fig. 5. Each photograph is a composite of superimposed cathode (upper)

and anode (lower) waveforms, with (a), (b) recorded at a value of E/N

= 850 Td where a < 11, and (c), (d) recorded at a value of E/N = 950 Td

where a > V1. The upper two photographs (a) and (c) clearly show the
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Fig. 5. Examples of cathode and anode waveforms obtained for a
drift distance of 5.2 cm in CCl4 under conditions where

(a), (b): oc< Y (E/N = 850 Td, and N = 1.092x10
16 cm- 3);

(c), (d): o > ) (E/N = 950 Td, and N = 9.45x1015 cm- 3).
The photographs (b) and (d) are the integrated current (or
charge) waveforms corresponding to the current waveforms
(a) and (c). The time scale is 100 ns/point (- 6 us,
division).

resolution of the positive- and negative-ion current components and their

widely different transit times. However, in general, both the positive-

and negative-ion components can be complex in that each may be composed

of more than one ion species which alternatively can be primary ions

formed directly as a result of electron-molecule collisions or product

ions formed as a result of ion-molecule reactions during the drift of the

primary ions. As a result of this probable ion waveform complexity, it

is convenient to determine the ionization and attachment coefficients

from the time-integrated or charge waveforms derived from the current

waveforms as shown in the lower two photographs (b) and (d) of Fig. 5.

The procedure for the determination of the individual ionization and

attachment coefficients is outlined in Fig. 6. Current waveforms are

measured both at the cathode and anode in separate experiments but at

constant E/N, from which the charge waveforms are derived by integration.

The expressions describing each of the charge components are derived

from Eqs. (8), (11), and (12). At the cathode, these are (Davies, 1990):
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Fig. 6. Schematic diagram of the shielded-collector drift tube
procedure for the determination of the ratio a/tI,

Se (C ) = 0o9 (31)

fe f K-o-

0+(C) e = 1) 0 exp [(a - rj)d] } (32)

0 f e f i x a L Id f ef i l (33QT
( C ) 

= Ao (a- n) (M -- )3

where we have written g = e no ft te for the initial electron charge

pulse released from the cathode and f e and f i are the fractions of

electrons and ions, respectively, transmitted by each screen. The
corresponding expressions for the charge waveforms at the anode are

(Davies, 1990):

0e(A ) = f2 exp [(a- rl)d], (34)

f e fl 0o r)0_(A) i a (exp [(a- I)dl - 1), (35)

OT(A) = 00 fe fi exp [( f]e - fee f T -- ) (36)

T(at - Ti) ea ( 0 )J i

The expressions given by Eqs. (33) and (36) for the total cathode and

anode charge, respectively, have the same form as Eq. (6) derived for the

steady-state method; in fact, if we set f e ff f i - 1, then Eqs. (33) and

(36) reduce identically to Eq. (6), as expected.

Thus, the same procedure outlined for the steady-state method can be

used to determine accurate values for the net ionization coefficient from
either the total cathode or anode charge waveforms. Hoatver, the separa-

tion of positive-ion and negative-ion charge components achieved in the

shielded-collector pulsed drift tube enables the ratio a/Vj to be deter-
mined directly [by arranging (Davies, 1990) for proper normalization

of the initial charge 0o from:
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Ow1 = 0+(C)/Q_(A). (37)

Since both (a - In) and oL/Vl are determined, the individual coefficients m

and V are also determined from Eqs. (20) and (21). Thus, the analysis of

the experimental data is direct and simple and the random uncertainties

associated with the derived coefficients are well defined. The major

source of systematic error in the method arises from the assumption that

the screen transmission is the same for positive and negative ions.

While this is expected to be true to first order, the assumption may be

tested experimentally at the limiting value of E/N where c = I. At this

value of E/N (which may be determined from the independent measurements

of the net ionization coefficient) the ratio of Q+(C)/Q_(A) should be

equal to unity if the transmission of the screens is the same for posi-

tive and negative ions [cf. Eqs. (32) and (35)]. This result has been

observed to be true for all the attaching gases we have studied so far.

MEASUREMENTS OF ATTACHMENT COEFFICIENTS USING THE SHIELDED-COLLECTOR

PULSED DRIFT TUBE

The shielded-collector pulsed drift tube (Davies, 1990) has been

used for measurements of attachment coefficients in a variety of gases

and gas mixtures including dry and humid air and gases used in laser and

etching/deposition discharges. A summary of the data obtained in some of

these gases is now described to illustrate the capabilities of this

technique.

Dry and Humid Air

Figure 7 shows the measurements of two-body attachment coefficient

determined over the range from 60 to 200 Td both in dry air and in dry

air-2% water vapor mixtures. In contrast to previous work (Raja Rao and

Govinda Raju, 1971; Moruzzi and Price, 1974), negative ions are detected

at values of E/N > 100 Td, i.e., well above the onset of ionization.

Over the range of values of E/N covered by the present measurements, the

primary negative Ion in dry air is expected (Moruzzi and Phelps, 1966) to

be 0- formed in the dissociative reaction

e + 02 -- 0 + O,

whereas for the case of humid air, an additional primary ion H is

produced (Moruzzi and Phelps, 1966) by dissociative attachment of H20

according to the reaction

e + H20 -* H + OH.

Further selected reactions involving the 0 ions, H- ions, and their

progeny resulting in the formation of more complex ions are (Parkes,

187



00

00

E/N. Td

Fig. 7. Attachment coefficient in dry and humid air as a function
of E/N.

1971; Fehsenfeld and Ferguson, 1974; Febsenfeld et al., 1969; Dotan et

al., 1977; Dunkin et al., 1970; Betovski et a].., 1975)

0 + 02 + x -* 03  +HM

0-+ C02 +M - C0 3  +HM

03+ H 2 0 + M -+0 3  - H 20+ M

0 3 +C0 2 -+ C03  + 02

0+ 0 2 -- * 0 2 + 0

H1 + H12 0 -4+ OH +H2

OH- +H 2 0 + M- OH- 1 2 0+ M

OR- +CO 2 + M- OH *C0 2 +HM.

on the other hand, the primary ions 0- and H- can also undergo either

associative detachment or collisional detachment reactions according to

(Corner and Schulz, 1974; Lindinger et al., 1975; Rayment and Horuzzi,

1978; Doussot et al., 1982; Fromahold, 1964; Ryzko and Astrom, 1967;

Eccles et al., 1970; O'Neill and Craggs, 1973; Berger, 1981)

0-+ N 2 --+ N 20 + e

+-H+-M 0 + M + e

H- + 0 2- HO02 + e
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Based on the known rates for these reactions (Parkes, 1971; Fehsenfeld

and Ferguson, 1974; Fehsenfeld et al., 1969; Dotan et al., 1977; Dunkin et

al., 1970; Betowski et al., 1975; Comer and Schulz, 1974; Lindinger et al.,

1975; Rayment and Horuzzi, 1978; Doussot et al., 1982; Frommhold, 1964;

Ryzko and Astrom, 1967; Eccles et al., 1970; O'Neill and Craggs, 1973;

Berger, 1981) (albeit at thermal energies), the observed ions corresponding

to the measurements in CO2 - free dry air are expected to be 03 . However,

the attachment coefficient data show a very sharp decrease as a function of

E/N for values of E/N > 100 Td which is contrary to the behavior predicted

from solutions to the Boltzmann equation (Kline, private communication). On

the other hand, the data at the lower values of E/N are in very good

agreement with Boltzmann code predictions. The decreasing attachment

coefficient with increasing E/N observed experimentally is interpreted as

due to the presence of detachment, and that the observed values are to be

regarded as effective values. For arbitrary density N, this effective

attachment coefficient is a function of the true attachment coefficient (for

0- formation), the charge transfer coefficient, and the detachment

coefficient (Davies, 1976). The onset for associative detachment occurs at

a value of E/N - 5 Td whereas that for collisional detachment occurs at E/N

- 100 Td. Unfortunately, reported measured detachment rates vary by more

than an order of magnitude for associative detachment and by more than three

orders of magnitude for collisional detachment. In view of the agreement of

the present measured effective attachment coefficients with predicted

attachment coefficients for E/N values up to 100 Td, it is concluded that

the detachment process is collisional rather than associative. Since the

ion conversion channel for the 0- is a three-body process compared with the

two-body collisional detachment reaction, the effective attachment

coefficient is expected to be pressure dependent, reflecting the competing

reaction channels for the 0- ions.

In the case of CO2 - free humid air, the presence of H20 in the

humid air mixtures is observed to have a large effect on the measured

attachment coefficient for values of E/N > 100 Td, but for E/N < 100 Td

the attachment coefficient is only slightly increased. Based on reaction

rate data (again at thermal energies), the dominant reaction path of ions

derived from 0- is expected to lead to the formation of 0 • H 20 and

higher order clusters. On the other hand, for the ratio of H20/02 - 0.1

pertaining to the present mixtures, the H- ions are most likely to suffer

detachment reactions. Thus, even though the attachment rate coefficient

for H- formation is approximately a factor of two larger than that for 0-

formation at comparable electron mean energies, the contribution of H-

derived ions to the total negative ion spectrum is expected to be small.
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However, the presence of H20 provides an important additional ion

conversion channel for the 0- ions which is not present in dry air. It

is proposed that the formation of cluster ions reduces the probability of

collisional detachment as a result of (1) the decreased mean energy of

the more massive cluster ions and (2) the additional degrees of freedom

for energy conservation in ion-molecule collisions provided by successive

detachment of H20 molecules. Although these measurements in humid air

are in good agreement with Boltzmann code predictions for 0- attachment

(i.e., neglecting detachment), they must still be regarded as effective

coefficients.

Further measurements in humid air mixtures having different water

vapor concentrations over the range from 0 to 2% would provide further

information on the branching ratio of 0- ion conversion to detachment as

a function of E/N. The analysis of such data is particularly straight-

forward (and less ambiguous) if the production rate of 0- is independent

of water vapor concentration at constant E/N. For this to be true, the

contribution of the electron collision cross sections in water vapor in

determining the electron energy distribution in humid air over the range

of E/N > 60 Td must be small. That such is the case is suggested by

comparison of our measurements of the electron drift velocity in this

range of E/N for dry air and humid air with 2Z H20.

CO2

Figure 8 shows our measurements of attachment coefficients in CO2

compared with previous measurements (Moruzzi and Price, 1974; Bhalla and

Craggs, 1960; Alger and Rees, 1976; Davies, 1978). Previous data are

broadly clustered in two sets and the present results are consistent with

the lower of these sets and also with predictions (Davies, 1978) of the

two-term Boltzmann equation using an accepted cross section set (Lowke et

al., 1973). The primary negative ion formed in CO2 is expected (Moruzzi

and Phelps, 1966) to be 0- produced in the dissociative attachment reaction

e + C02 -- 0 + CO.

However, these 0- ions are rapidly converted to CO 3- ions in three-body

reactions according to the reaction

0- + CO2 + CO2 --+-C03- + CO2.

Measurements of the negative-ion mobility determined in the present work

agrees within combined uncertainties with the mass-identified CO3-
measurements of Ellis et al. (1976) and of Moseley et al. (1976).

HC1

Measurements of attachment coefficients in pure io as a function of

E/N are shown in Fig. 9 where they are compared with previous data
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Fig. 8. Attachment coefficient in CO 2 as a function of E/N.

(Bailey and Duncanson, 1930). For values of E/N < 100 Td no positive

ions are detected and the data in this region correspond to values of E/N

below the onset of ionization. The experimental data are also compared

with predictions of the Boltzmann equation using the two-term approxi-

mation and a cross section set derived from our additional swarm

measurements on electron mobility and ionization coefficient (not

described here). Three predicted curves are shown corresponding to Ha,

C1-, and the sum of the two. The primary ions H_ and Clf are formed in

the dissociative attachment reactions

e + HCl - Cl + H

e + HCl - H_ + Cl

with onset energies of 0.67 eV and 5.6 eV, respectively.

The predicted curves shown in Fig. 9 have been obtained using the

cross section shapes reported by Azria et al. (1974). In the case of the

Clf cross section there is excellent agreement among four independent

measurements (Azria et al., 1974; Ziesel et al., 1975; Abouaf and

Teillet-Billy, 1977; Allan and Wong, 1981). However, the magnitudes of

the cross sections have been increased uniformly by approximately a

factor or two from those reported by Azria et al. The resulting

magnitude at the peak of the Clf cross section is 2.3x10'7 cm.

Attempts to reconcile the measured attachment coefficients with those

predicted from the Boltzmann code for the total (H_ + Cf-) attachment

coefficient by adjusting the magnitudes of the cross sections have not
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Fig. 9. Attachment coefficient in HUl as a function of E/N.

been successful. Thus, in view of the very good agreement between our

measured values and those predicted for Cl- production, our inter-

pretation of the present experimental measurements is that they pertain

to Cl? only. In fact, the agreement is within 20% for values of E/N in

the range from 40 to 250 Td and within 2% at the peak. Moreover, the

position of the peak is in exact agreement with experiment. The

increasing discrepancy between predicted and measured values at values of

E/N > 250 Td may be indicative of the presence of an additional process.

The only likely process in this range of E/N is the pair production

process

e + HCl --+ H + Cl?

and further work is required to determine the role of this process.

The fate of the H_ ions under the present swarm conditions is not

known at present but follows a trend observed in other gases (Davies et

al., 1989) in which this ion is known to be formed under single collision

conditions using monoenergetic electron beams at low gas density. Thus,

we propose that the H_ Ions suffer collisional detachment in a swarm

enwironment according to

Hf + HCl --* H + HCl + e.

From the work of Azria et al. (1974) it is known that the H_ ions are

formed with appreciable kinetic energy (>3 eV) leading to a high
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probability for collisional detachment. Further, the production of H-

occurs at sufficiently high values of E/N for the ions to gain

appreciable energy from the applied field. Evidence in support of this

interpretation is our observation of only a single ion specie in the

negative-ion waveforms. The low-field mobility of this ion is in very

good agreement with that obtained by McDaniel and McDowell (1959).

CCl 4

Figure 10 shows the measurements of attachment coefficient obtained

in CCd4 as a function of E/N. From the negative-ion waveforms, only one

ion specie is observed. There is general agreement (Reese et al., 1956;

Fox and Curran, 1961; Dorman, 1966; Scheunemann et al., 1980) that the

dominant ion specie produced by electron impact on CC14 under single

collision conditions is Cl- formed by dissociative attachment. Although

there is little doubt that the primary ion formed in the present work is

C1-, the identity of the final species recorded is undetermined. No

positive ions are detected for values of E/N < 650 Td, and the data in

this region correspond to values of E/N below the onset of ionization.

The present data are compared with the values determined by Geballe

and Harrison (1955) from spatial current growth measurements in Fig. 10.

Their data exhibit anomalous behavior in the vicinity of the limiting

value of E/N (i.e., 880 Td). Such behavior is difficult to understand

10-1. 1

4cci 4

2

SS
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Fig. 10. Attachment coefficient in CO1 4 as a function of E/N.
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and is attributed to uncertainties arising from the analysis of the data

particularly since the measurements are concentrated in the vicinity of

the limiting value of E/N where such uncertainties are largest.

SUMMARY

The three methods available for the determination of attachment

coefficients in the range of E/N where ionization is occurring have been

compared with emphasis on their respective ability to yield unambiguous

values of well-defined uncertainty. All three methods are capable of

giving high-precision measurements of the net ionization coefficient.

However, it has been shown that for the determination of the individual

coefficients, resolution of the three components of charge - electron,

positive ion, and negative ion - is highly desirable for unambiguous

analysis of the raw data.
The steady-state method provides no resolution of charge carriers

and is restricted to the range of E/N above the onset of ionization. The

pulsed drift tube removes this latter restriction. However, in its usual

form (i.e., the pulsed Townsend method), only the electron and total ion

charge is resolved and analysis of the raw data suffers from the same

limitations as the steady-state method for the determination of the

individual attachment and ionization coefficients. On the other hand,

incorporation of shielded collectors within the pulsed drift tube enables

all three charge types to be resolved. This not only provides an

4 unambiguous method of detecting the occurrence of attachment in the

presence of ionization but also leads to a very direct and simple

analysis of the raw data to yield the individual coefficients.
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ION TRANSPORT AND ION-MOLECULE REACTIONS OF NEGATIVE IONS IN SF6

Yoshiharu Nakamura
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A double shutter drift tube which is practically the same as used in

measurements of electron swarm parameters in gases is used to investigate

negative ion transports in SF6. An explanation is given to the signal

obtained by the drift tube in SF6, and reduced mobility and longitudinal

diffusion coefficient of negative ions (F-, SF5 , and SF6-) and electron

drift velocity are determined. Results of the measurements are given for an

E/N range from 20 to 600 Td for negative ions and from 280 to 700 Td for
17 2

electrons (1 Td = 10- V-cm2.)

An analysis of time-of-flight (TOF) spectra of negative ions in SF6 is

given, and the results of negative ion-neutral reaction coefficients are

presented for E/N from 180 to 450 Td. The present results are compared with

other results.

INTRODUCTION

Sulfur hexafluoride (SF6 ) among other gases |As long attracted con-

cerns of many scientists and engineers because of its wide applications

in the fields of high voltage engineering and excimer lasers (Teich,

1981; Maller and Naidu, 1981; Gallagher et al., 1983). Numerous efforts

have been made to determine electron swarm data in the gas. Also there

have been several attempts (Kline et al., 1979; Yoshizawa et al., 1979;

Novak and Frechette, 1984) to obtain a set of cross sections for the SF6

molecule which is consistent with electron transport coefficients In the

gas. The evaluation, however, has been hindered by the fact that there

have been only a limited number of measurements of electron drift velo-

city in SF6 (Harris and Jones, 1971; Naidu and Prasad, 1972; Teich and

Sangi, 1972; Aschwanden, 1985) and that the consistency among them was

not necessarily good.
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Insulating property of SF6 stems from its strong electron affinity and,

therefore, negative ions in SF6 (SF6 -, other ionic dissociation products

such as SF5 - and F-, and cluster ions) also play important roles. Mobil-

ities of negative ions, with masses identified (Patterson, 1970) and with

masses unidentified (Fleming and Rees, 1969; Naidu and Prasad, 1970), in the

parent SF6 gas have been studied. Those measurements, however, were limited

in low EIN.

Another recent use of SF6 stems from the chemically active property of

an SF6 plasma. It is believed that the atomic fluorine formed in SF6 plasma

acts as the main etchant for silicon. Plasma diagnostics of a SF6 rf dis-

charge (Picard et al., 1986) showed that there were three kinds of e-SF6

collisions contributing to the production of the atomic fluorine, i.e., the

dissociative ionization, the dissociative attachment and electron impact

dissociation.

Ion conversion reactions may also contribute to the formation of atomic

fluorine.

We have tried to apply a double shutter drift tube to measurements

of the transport properties of electrons and negative ions in SF6

(Nakamura, 1988). The drift tube was proved to be capable of forming

three species of negative ions selectively and, therefore, of determining

transport parameters of respective negative ions as vell as electrons in

the gas.

In the following, an explanation is given to the signal obtained by

using the drift tube in SF6. And the reduced mobility and the longi-

tudinal diffusion coefficient of negative ions and the electron drift

velocity in SF6 are given over the E/N from 20 to 600 Td on negative ions

and from 280 to 700 Td on electrons. Three negative ions are identified

to be F-, SF 5-, and SF6 , according to their reduced mobilities at low

electric field.

The negative ion signal often showed clear evidence of ion-neutral

reactions. An analysis of time-of-flight (TOP) spectra of negative ions in

SF6 is also given to reduce reaction coefficients for the following

processes (Nakamura and Kizu, 1987);

SF6 - + SF6  -* SF5 - + F + SF6 (coefficient v 1) ,

SF5 - + SF6 - o F + SF4 + SF6 (coefficient v 2
) ,

and

F- + SF6 o SF6 - + F (coefficient V 3).

Results of the measurement over the E/N from 180 to 450 Td is

presented. The present results are compared with other results.
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Double Shutter Drift Tube

The cross section of the electrode system of the double shutter drift

tube is shown in Fig. 1.

The system consists of a gold film photocathode (PK) deposited on a

quartz window, a pair of electrical shutters (S and S2), a collector (C),

and five guard rings. The inner diameter of the guard rings is 5 cm. Each

electrical shutter consists of two parallel wire grids (Tyndall et al.,

1928, 1931). The grid spacing is 1 mm and the wire spacing of the grid is

0.5 mm. The second shutter (S2) and the collector are mounted on a linear

motion feedthrough which varies the distance between the two shutters (the

drift distance) from 1 to 5 cm.

The Si- and S2-pulse are rectangular and have the same period. Typical

pulse width was 1 to 4 us for ion measurements and 100 ns or less for

electron measurements. The delay time of the S2-pulse relative to the

Sl-pulse is slowly varied, and the current to the collector (C), which is

roughly proportional to the number of the charge at the S2 when it is open,

is observed (the time-of-flight, TOF, spectrum).

Contacts UV

4) Spacer

oI oS1

Drift Distance
(0 5 cn)

S2

Fig. 1. The cross section of the double shutter drift tube.
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Time-of-Flight Spectra

Typical examples of the collector current signals as a function of the

delay time (the TOF spectra) are shown in Figs. 2 and 3. As is shown in

those figures each trace, which is vertically displaced so as not to overlap

each other, had a sharp minimum and several peaks.

The relative magnitude of minimum and the peak sensitively depended on

the combination of the blocking bias to Sl (SB1) and the amplitude of the

Sl-pulse (PHI). The bias to S2 and the amplitude of the S2-pulse, on the

other hand, had little effect on the shape of the trace. Figure 2(a) shows

the effect of PHI on the TOF spectrum at relatively low bias voltage (SBI=0.8

volt). Each trace started at the time slightly earlier than the Sl-pulse was

applied, and it reached a minimum when the two shutters were simultaneously

open (i.e., when the Sl- and S2-pulses were applied exactly at the same time).

While the minimum became deeper, the first peak gradually gained dominancy

with increasing PH1. The second peak in Fig. 2(a) in fact consisted of two

neighboring peaks and that was clearly seen in the spectra at higher pressure

and with longer drift distance as shown in Fig. 2(b), where the minimum of the

trace was not recorded deliberately. Figure 3 shows the effect of the Sl-bias

voltage (SB1) on the TOF spectrum. The peaks and the minimum initially

decreased their magnitudes with increasing SB1. When the bias voltage was

increased over a few volts the minimum turned into a sharp peak and further

increase in the bias voltage increased its height while the height of slower

peaks decreased continuously. Only a sharp peak was seen when the bias

a b
a F SF5 PHI =

30V

I _

020

012
.M 15

10 En15

.. ........ ....., .. . .., , , ,

Time base :2.5 us/div Time base 10 us/div

Fig. 2. Typical examples of the time-of-flight spectra. Examples show
the effect of the Sl-pulse height (PH1) on the TOF spectra at
constant Sl-bias voltage (SB1 - 0.8 volt). (a) EIN = 350 Td,

N = 1.110 x 101 cm -3 , Shutter pulse width = 1 Us, Drift6 c-3

)distance - 1 cm, (b) EIN - 200 Td, N = 3.54 x 1016m

~Shutter pulse width - 4 Us, Drift distance - 4 cm.200



SB1 =

17.9 V

L12.0
8.0

6.0
0' 4.0

a 
3.5

3.0

.4 1.7

0.8

0.2

Time base 2.5 us/div

Fig. 3. Typical examples of the time-of-flight spectra. Examples show
the effect of the Sl-blocking bias voltage (SB1) on
the TOF spectra at the constant Sl-pulse height (PH1 = 20

15 -3
volt). E/N = 350 Td, N = 8.8 x 10 c, , Shutter pulse
width = 1 us, Drift distance = 1 cm, Pulse height to S1 =
20 volt, Pulse height to S2 = 8 volt.

voltage was about 18 volts. The FWHM values of the minimum and the sharp peak

were the same, and they coincided exactly with the width of the shutter pulse.

The time-of-flight spectra observed in the present apparatus can be

understood in the following manner.

At higher shutter bias the Sl-shutter blocks all of the charged par-

ticles and only electrons can be admitted into the drift space by applying

the Si-pulse, and an isolated electron swarm will drift and diffuse towards

the second shutter. At lower shutter bias electrons can pass through the

shutter Si freely. When the Sl-pulse is on, the pulse accelerates electrons

between the grids of the 51 and raises energy of electrons depending upon

the pulse height. Electron attaching processes are highly dependent on the

energy of electron (McGeehan et al., 1975), and thus electrons attach to SF6

to form SF6-, SF 5 , or F depending on the Sl-pulse height. The isolated

negative ions swarm thus produced within the S1 shutter drifts and diffuses

towards the second shutter. When electrons attach to SF6 molecules to form

negative ions, an instantaneous reduction in electron density will also take

place for the duration of the SI-pulse. Since this must travel at the elec-

tron drift velocity (order of 1cm/s), its transit time beteen the two

shutters must be much shorter than the typical width of the shutter pulse
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(1 to 4 us). This reduction of electron density, therefore, arrives at the

S2 without any appreciable diffusion effect. Since the opening time of the

second shutter is the same as the first shutter, the resulting time-of-

flight spectrum of electrons must be an isosceles triangle. This is what we

have observed in our measurement.

Transport Coefficients of Negative Ions

Figure 4 shows negative ion spectra taken at four different drift dis-

tances at the same E/N. The linear plot of arrival time of a peak against

the drift distance gives the drift velocity of the corresponding ion. The

linear plot of the square of the characteristic width of a peak against the

drift distance gives the longitudinal diffusion coefficient of the ion

(Nakamura, 1987).

The actual measurements were carried out at the Sl-pulse height when

there was only one dominant peak in each trace. Measurements were done at the

gas number density N ranging from 8.0 x 1015 to 5.3 x 1016 cm-3 and over the

E/N ranging from 20 to 600 Td. The results were converted into the tradition-

al reduced mobility (reduced to the STP) and shown in Fig. 5 for two slow ions

and in Fig. 6 for the fastest. Each ion showed a clear peak in its mobility

at the E/N about 300 Td and, to the author's knowledge, there was no

measurement in the past showing mobility peaks of negative ions in SF6 .

Drift distance
2 cm

43

3 cm4c

! Time base 10 us/div

Fig. 4. Typical examples of the time-of-flight spectra taken at
four different drift distances. E/N - 170 Td, N - 3.18 x

1016 cm 3 , Pulse height to S1 a 30 volt.
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0.8 1 I 1111I1 I I 

0.7 -- '

i SF 5  0

o
I

/ 0

0
04E0.6 _ F6*0-~

.0-4 0

0 0 0

10 100 1000
E/N (Td)

Fig. 5. Measured reduced mobilities of SF 6- (open circle) and SF5 -

(closed circle) in SF6 gas. Shorw bars indicate the e
standard deviation of the mobility measured at several
different pressures.

The present mobilities of two slow ions in low E/N were compared with

those of mass analyzed measurement done by Patterson (broken line,
(Patterson, 1970)], and they were identified as SF 6 - and SPF5-' These were

also compared with the results of calculation done by Brand and coworkers

(solid line, (Brand et al., 1983)) assuming the (9,6,4)-potential betveen

negative ions and neutrals. A rather good agreement was observed for SF6-,

but the calculation gave a higher mobility peak for SF5  than the present

measurement. In E/N higher than 600 Td the mobility measurement for the two

slow Ions became practically impossible.

A simple estimation of the reduced mass using the Langevin equation and

the fact that its appearance needed a high Si-pulse strongly suggested that

the fastest ion must be F-. There were no measurements of such high

mobility of negative ion in SP in the past.
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1.3-

1.2

10 100 E/N (Td) 100

Fig. 6. Measured reduced mobility of the fastest ion. The ion was
considered to be F- as described in the text.

It was also possible, for the first time, to determine the longitudinal

diffusion coefficient times the gas number density for three negative ions

(ND L ) from the TOF spectra shown in Fig. 4 (Nakamura, 1988), although the

results are not Included in the text.

Election Drift Velocity

When the width of the S1- and S2-pulse was reduced to about 100 ns or

less, the TOF spectra clearly showed that the mobility of the V-shaped dip or

the reversed peak must be electronic, as shown in Fig. 7. It was confirmed

that both isosceles peak and dip gave the same velocity. The present result

of electron drift velocity is shown in Fig. 8 and is compared with previous

measurements available so far. it shows a good agreement with that obtained

by Teich and coworkers (broken line, (Teich and Sangi, 1972)] and by

Aschwanden [fine dotted line, (Aschwanden, 1985)1 from the pulsed Townsend

measurements. Naidu and coworkers (cross, (Naidu and Prasad, 1972)] also

measured electron drift velocity by a TOF method, but their result shows clear
i deviation at higher E/N from the present result, although their principle of

the measurement was almost the same as the present. The reason for this

disagreement was not clear to the author.
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Drift distanceD 1 cm

-2 cm

43 3cm
C

c4

Time base 50 ns/div

Fig. 7. Examples of the time-of-flight spectra of electrons in SF6.

TOF spectra showing the drift of electron swarm, E/N = 370

Td, N = 7.8 x i015 cm 3 , Pulse width = 80 ns, Shutter bias
to Sl = 15 volt, Pulse height to Si = 15 volt.

4.0 -

x
x

3.0 x
X jX

aU 2.0 -

-.4
$4O

C 0

AjI.0 00

0

U 0
a

0 II I I I I I
0 100 200 300 400 500 600 700 800

E/N (Td)

Fig. 8. Measured drift velocity of electrons in SF6. The drift

velocity is shown by the mean value (closed circle) and the
standard deviation (short bars) of the data.
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Reaction Coefficients of Negative Ions

During the present ion swarm measurements, the TOF spectra which showed

clear sign of ion conversion reactions were also observed and we have tried

to determine those reaction coefficients.

Reaction coefficients of negative ions were determined by fitting the

analytical expressions to the experimental TOF spectra.

When two species of ions (ionl and ion2) exist and ionl reacts with the

parent gas to form ion2 by charge transfer in the drift space, the respec-

tive components of the current flowing into the collector, Ii(t) and 2(t),

can be expressed as follows (Beaty and Patterson, 1965).

11 (t) = e DTi)t f (x (xWlt)21 x+W1 t *dx

J4n DLItx 4Dt J 2t

1 (x-t x 2 t

2 (t) = - e -Y DT2t (x) exp dx
4n D 2 t 

4
DL2 t 2t

V V. W2 tjJvW2  sv~ erf x-W2 t 1 -erf r 1stj
+2(W _WV2) .Iwi e2J J: 2 [bl[ tDL~ L DLlt

+ -2ex ] [e - erf (x t] f}(x) exp dx

where W, D and v, respectively, represent the drift velocity, diffusion

coefficient and charge transfer frequency for each ion. And

2 2vb 2 2D Ll 2D L2s = + -b +  andb= -

12  V 2

The transverse diffusion loss of ions was taken into account by a

constant y. The function f(x) describes the boundary condition of each

species imposed by the first shutter. Reaction coefficient, U, of each ion

was defined by the following equation,

S- V/W1 .

As described in the foregoing sections, the relative magnitudes of

peaks of TOF spectra depended sensitively on both of the blocking bias and

the height of the gate pulse to the first shutter, Sl. And simply by chang-
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ing the magnitude of the Si-pulse we were able to choose one or two target

species of negative ions injected into the drift region.

Typical examples of the TOP spectra observed in the present measurement

are shown in Figs. 9 and 10.

In Fig. 9, an example of the experimental TOF spectra taken at high

Sl-pulse (about 20 V) is shown by dots. As can be seen in the figure, the

spectrum consists of two dominant peaks and broad current component between

them. The two peaks were identified to be F- and SF5  in the preceding

measurement. This spectrum clearly shows that ions emitted from Si reacted

with neutrals and formed different ion species in the drift space. In

Fig. 10, another example taken at low Sl-pulse (about 10 V) is shown again

by dots, where the two slower ions (SF5- and SF6-) were involved.

Dominant reactions in SF6 involving those three species of negative

ions were shown by the following schemes (O'Neill and Craggs, 1973):

dissociative charge transfer (l1):

SF6 - + SF6 -* SF5 - + F + SF6,

dissociative charge transfer (p2):

SF5 - + SF6 --*F- + SF4 + SF6,

L = 3 cm E/N = 370 Td
N = 1.24x1016 cm- 3

- W(SF 5 ) = 7.08x10 4 cm/s
F W(F-) = 17.7xi04 cm/s

' SF5

0

L =4 cm
F... .. SF6 _

SI t I I I I 1 I
V -- - - ---------

0

0 10 20 30 40 50 60 70

Time (us)

Fig. 9. TOP spectra showing F-, SF5  and their reaction products at

two different drift distances. g/N - 370 Td and N - 1.24 x

1016 cm-3 .
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L =3 cm E/N = 300 Td

N = 1.24x10
16 cm

- 3

W(SF6-) = 5.32x104 cm/s

W(SF -) = 5.85x10 4 cm/s

WSF6
F5 

A

0 ~ -SF 5
pI I I I I I I I I I I

L =4 cm

30 40 50 60 70 80 90 100
Time (ps)

Fig. 10. TOP spectra showing SF 5- SF6 - and their reaction product
i at two different drift distances. E/N = 300 Td and N=

1.24 x 1016 cm - 3 .

and charge transfer (UP

F + SF6 -) SF 6 - + F,

where the notation of coefficients follows after them.

We have tried to fit the analytical expressions to the experimental TOF

spectra by considering the above three reactions. The latter two reactions

should be involved in the spectra shown in Fig. 9. And it should be noted

that the unique separation of the two reaction coefficients was realized by

simultaneous fitting to two spectra taken at two different drift distances.

The results of the fit were shown by solid lines and the four components

corresponding to two peaks (F- and SF5-) originated at the first shutter and

two reaction products (F- and SF6-) in the drift space were shown by broken

lines.

SF5 - and SP6 - are involved as injected species from the $1 in Fig. 10.

Although the two peaks were too close to be separated, the mobility and the

longitudinal diffusion coefficient determined in the previous measurement

made the fitting procedure fairly easy. As was seen in the figure, a slight

disagreement was usually observed at the later part of the spectrum. This

disagreement has not been fully analyzed yet, but it could be explained by

cluster formation in the drift space.
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The present results of three reaction coefficients (u1: circle, U2 :

square, U3: triangle) are shown in Fig. 11. The experimental point with

error bar represents the mean value of the results at several different gas

pressures and the error bar shows their maximum scattering. The solid lines

are to guide the reader's eye. The present results were also compared with

those published previously. Fair agreement for U1 was observed with the

results obtained by McGeehan et al. (1975) and de Urquijo-Carmona et al.

(1986), especially in their higher E/N. Only O'Neill and coworkcrs [broken

lines, (O'Neill and Craggs, 1973)] had measured the three reaction

coefficients at E/N > 340 Td.

Concluding Remarks

A novel application of a double shutter (four-gauge) drift tube was

demonstrated to study electron and negative ion transport in SF6.

The present results are summarized as follows:

(1) Mobilities and longitudinal diffusion coefficients of SF6 , SF5 , and F_

in the parent SF6 gas were determined over wide ranges of E/N. The ion

species in the drift space was easily selected by simply varying the pulse

height and the bias applied to the first shutter. Swarm parameters of F

ions in SF6 were measured for the first time.

I i I e 1
10-16 = U2 /N ,/

' 17710 -

10- 19

--- O'Neil (1973)

102 + McGeehan (1975)

x Urquijo (1986)

2x10-21. ' I i I

200 300 400 450
E/N (Td)

Fig. 11. Negative ion-molecule reaction coefficients in SF 6 . The

present results are shown by circle (p1), square (P2) and

triangle ((93)3
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(2) Reduced mobility peak for each negative ion was confirmed for the

first time in SF6 .

(3) The electron drift velocity in SF6 was measured over the E/N from 280

to 700 Td, and the present result showed good agreement with those

measured by Teich and coworkers and by Aschwanden.

(4) Time-of-Flight spectra of negative ions were analyzed, and reaction

coefficients of charge transfer of SF6 -, SF5- and F- in the parent SF6

gas were successfully determined over the E/N range from 180 to 450 Td.

Applications of the present apparatus may not be restricted to SF6, and

we are planning to study several halogenated gases and oxygen in the near

future.
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A SURVEY OF RECENT RESEARCH ON ION TRANSPORT IN SF6
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ABSTRACT

A compilation of recent experimental work on the mobility and

longitudinal diffusion of SF6 ions in their paren. gas is presented and

critically evaluated. Some progress in the extension of the E/N and

pressure ranges over earlier work is observed. With the exception of

very recent, mass-identified data for two positive ions, all other data

have been derived from experiments lacking ma- .-tlysis. The need for

mass-analyzed data is stressed.

INTRODUCTION

The wide range of applications of sulfur hexailuoride under swarm or

discharge conditions has made this gas the subject of research for several

decades. Considerable progress in the determination of electron swarm data

(e.g. ionization, and attachment coefficients, electron mobilities and dif-

fusion coefficients) can be appreciated from recent reviews and papers

relative to this subject (Christophorou and Hunter, 1984; Teich, 1981;

Gallagher et al., 1983; Phelps and van Brunt, 1988; Itoh et al., 1988). Of

similar importance for both basic and applied science is the determination

of accurate sets of ion transport properties, such as the mobility and

diffusion coefficients of the various ion fragments and clusters formed in

parent SF6. The mobility K, related to electric field intensity E is

K = v d/E, where vd is the drift velocity of the ion swarm in the direction

of the field, and is a function of the parameter E/N, where N is gas number

density, and the unit of E/N is the Townsend (1Td-lO -1 7 V cm 2). Mobility

and diffusion data are, on the one hand, used to derive the ion-molecule

interaction potential through their dependence on E/N and gas temperature

Nonequillbrium Effects in Ion and Electron Transport 211
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(Gatland, 1984) and for the calculation of ion-ion recombination coeffici-

ents, ion-molecule reaction rates and cross sections (McDaniel and Mason,

1973). On the other hand, these parameters are also needed in the modeling

and quantitative understanding of phenomena in electrical discharges in

gases (Thompson et al., 1986; Picard et al., 1986).

In contrast to the abundant set of electron swarm data, there is still

a scarcity of ion transport data in SF6. This situation is due to the fact

that techniques and apparatus for producing and detecting electrons in a

swarm experiment are generally less sophisticated than those for ions, where

ion sources and mass spectrometers are needed for an unambiguous de-

termination of ion transport data. This is also the case for transport

theory, where the small mass of the electron as compared with that of the

neutrals permits some simplifications for electron transport theory that are

not valid for the case of ion transport where, in addition to this, rota-

tional and vibrational degrees of freedom involved in molecular systems make

theory even more complex.

A comprehensive review of experimental techniques and theories

available up to 1972 has been provided by McDaniel and Mason, (1973); more

recent work can be found in the compilation of Lindinger et al., (1984).

The aim of this paper is to present a summary and critical evaluation

of the experimental methods and results of recent research on the mobility

and diffusion of SF6 ions in their parent gas from 1983 to date. A previous

compilation of mobility data up to 1982 has been given by Brand and Jungblut

(1983). Research on transverse diffusion can be found in the review of Rees

(1974).

SUMMARY OF RECENT RESEARCH WORK

As a guide for the present discussion, Fig. 1 shows a simplified

reaction scheme for low and moderate energy electrons in SF6, developed by

Teich (1981) and based mostly on the work of O'Neill and Craggs (1973);

McGeehan et al. (1975); Fehsenfeld (1970); and Patterson (1970). Aschvanden

(1985) recently incorporated the attachment reaction leading to formation of

F- (Curran, 1961; Hayashi and Nimura, 1984).

Let us focus our attention on the rather complex ion-molecule reaction

scheme for the ions. With the exception of F-, the mobilities of SF , SF6,

SF6SF6 and SF6(SF6 )2 were measured by Patterson with a drift tube-mass

spectrometer with fixed drift distance up to E/N of about 140 Td. To date,

these are the only mass-analyzed negative ion mobilities reported. Further

work in this direction has relied on a comparison of the data with those of

Patterson in order to infer the identity of the ions (de Urquijo-Carmona,

1983; de Urquijo-Carmona et al., 1985b; Cornell and Littlevood, 1986; de
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SF SF6 , SF=(SF6==SF6 0S6) 2

113 l 1i 122e + SF 6SF 6

Fig. 1. Simplified reaction scheme for SF6. o" 11Y 6, u, ionization,
attachment, detachment and charge transfer coefficients;
ki, k2 , k3, reaction rates.

Urquijo-Carmona et al., 1986; Nakamura, 1988). On the other hand, Patter-

son's data were the base upon which Brand and Jungblut (1983) identified the

available mobility data from which they calculated the interaction poten-

tials between these ions and SF6 neutrals. No mass-analyzed data were yet

available for the positive ions, thus leading Brand and Jungblut to assume a

mobility equal to that for SF5.

A summary of recent research on ion transport in SF6 is shown in Table 1.

An inspection of this table indicates that over the present period of survey:

(a) The data cover wide ranges of E/N and gas pressure. (b) Longitudinal

diffusion coefficients for several ion species are reported for the first

time. (c) All mobility data, with the exception of those for SF; and SF; (de

Urquijo-Carmona et al., 1990) have been derived from experiments lacking

mass-analysis. In all other cases the authors have resorted to a comparison

with either Patterson's data or Brand and Jungblut's calculations to identify

their ions. (d) Drift tube techniques were used in two cases, while the

remainink set of data were obtained from pulsed Townsend

experiments.

EXPERIMENTAL TECHNIQUES

The techniques used for the recent measurements of the mobility and

longitudinal diffusion of SF6 ions in their parent gas were drift tubes of

the (a) double-shutter (DSDT) and (b) mass spectrometer types, and (c) the

pulsed Townsend method (PTM).

The Drift Tube Technique

Drift tubes for the study of ion transport in gases have been used

extensively for several decades (McDaniel and Mason, 1973; Lindinger et al.,

1984). This technique underwent substantial improvements in the 1960's by

the incorporation of mass spectrometers to sample the ions arriving at the

213



Table 1. Summary of Recent Research on Ion Transport in SF6
a

Pressure
Apparatus Parameters Ion species /N range range Accuracy Reference

from Measured Ident. Infer. (Td) (kPa) (Z)

PT CPIT, K SFSF6  7.6-243 9.3-25.7 5 b
TX

PT CFIT K Ps. 212-910 0.13-2.7 1-3 c

PT CPT KDL SF; 909-5450 9.3-91.8 2-5a d

Pa

PT CP1T K SF 212-303 0.53-1.1 4-6 e

PT Tr Vd (K) SF6SF6  3-185 13.3-80 3 f

DSDT AATS K SP5 N.

SFP 20-600 8xl015- 2 p

F- 5.311016

DL  cm
-3  

20

DTMS AATS K SP 20-510 3.3-13.3 2 h

DL SP 30-360 Pa 10-25

a 25% accuracy for DL. PT, Pulsed Tovnsend apparatus; DST, double-shutter drift tube; CPTT, curve fitting to

ion transients; T from transit time; K, mobility; DL longitudinal diffusion coefficient; Vd, drift velocity.

Temperature range: 295-300 K AATS, analysis of arrival-time spectra.

b de Urquijo-Caruona, 1983.

c kschvanden, 1985.

d de Urquijo-Carsona et al., 1985b.

a de Urquijo-Carmona at al., 1986.

f Cornell and Littlevood, 1986.

9 Nakamura, 1988.

h de Urquijo-Caruona, at al., 1990.

end of the drift space, and by the use of movable ion sources in order to

eliminate end effects and other additional parameters influencing the

measured ion transit time, from which the ion drift velocity is evaluated

(McDaniel and Mason, 1973). More recent improvements include ion-selected

sources, but they have not been applied to the present case (Lindinger et

al., 1984). A sketch of the DSDT and the DTMS is shown in Figs. 2a and 2b,

respectively. Both types of drift tube bear several parts in common, such

as an ion source to produce the ions and a set of guard rings to produce a

highly uniform electric field in the longitudinal direction (z). Also, in

both cases the information derived from the experiment is an arrival-time

spectrum (ATS) of the ions, such as that shown in Fig. 3. However, in the

presence of several ion species in the drift space, the DSDT will produce a
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Fig. 2. Sketches of (a) a double-shutter drift tube and (b) a drift
tube-mass spectrometer. OMS: quadrupole mass spectrometer;
CEM: channeltron multiplier.

set of arrival time spectra corresponding to each ion species vhereas, in

the case of the DTMS, only the spectrum of the selected ion vill be ob-

served. In fact, this is one of the major advantages of the DTHS over the

DSDT, since unambiguous, mass-analyzed mobility and diffusion data can be

obtained.

The experiment is performed in both cases by admitting short bursts of

ions into the drift space at regular intervals and letting them drift and

diffuse under the action of the electric field and collide vith the neutrals

until they arrive at the end of the drift spate. Then, for the DSDT case, a

short, delayed pulse applied to the second shutter grids, allows the ions in

their neighborhood to be detected by the collector plate; for the DTMS case,

a sample of the ions passes through a small orifice into

a mass spectrometer folloved by a particle detector.

SF; in SF6

E/N-90 Td
p- 687 Pa

z-1092 cm

0 400 80 t200 le0
Tine ".=)

Fig. 3. Typical arrival-time spectrum from a DTHS.
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There are various methods for the analysis of an ATS (McDaniel and

Mason, 1973). Recent methods (Gatland, 1984; Lvaas et al., 1987;

Stefansson et al., 1988) are based on the evaluation of the mean

<t> = z/vd + b1  (1)

and the variance

a = 2zDL/V + b2  (2)

of the ATS, from which the drift velocity vd and the longitudinal diffusion

coefficient DL can be derived. End effects, finite injection times and mass

spectrometer effects can be eliminated by a differencing technique (McDaniel

and Mason, 1973; L#aas et al., 1987) consisting of measuring ATS at several

source positions. These effects are contained in the bi and b2 terms of

Eqs. (1) and (2), respectively.

The Pulsed Townsend Method (PTM)

Basically, the PTH is based on the observation of the total displacement

current due to the individual motion of all charge carriers drifting across a

parallel-plate discharge gap filled with gas of uniform density, to which a

uniform electric field is applied between the plates. A sketch of a typical

PT apparatus is shown in Fig. 4. The initiation of the carrier swarm current

is accomplished by a short pulse (3-20 ns) of UV light which releases a large

number of photoelectrons from the cathode. These electrons and their reaction

products with the neutrals drift to their corresponding electrodes under the

action of the electric field. These displacement currents will thus produce a

total voltage drop UR(t) across measuring resistor R, to which a parasitic

capacitance is effectively connected. This voltage is (Raether, 1964)

UR(t) = Clexp (-t/RC) fexp (O/RC) It(e) de (3)

where It is the total, observable current due to the contribution of all

charge carriers present in the gap.

El

K'

-- ITRANSIENT
U RIL1  ?-~ RECORI)ER

Fig. 4. Sketch of a pulsed Townsend apparatus. HV: high voltage
source; UV: pulsed UV source.
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Because of the substantial difference between electron and ion drift

velocities, the total current pulse shape can be decomposed into a fast,

electron component and a slow ion component. According to the value of the

RC time constant in comparison with charge carrier growth/decay, the experi-

ment can be performed under two different conditions. These are the

differentiated pulse condition, for which Eq. (3) becomes

UR(t) = RIt(t), (4)

if the RC time constant is small (a few ns or less), and the integrated

pulse condition, when the product RC can be as large as several seconds.

There are at present a number of well accounted reviews on the PTH, and

the interested reader is referred to them (Christophorou and Hunter, 1984;

Aschwanden, 1985; Raether, 1964; Huxley and Crompton, 1974; Teich and

Zaengl, 1979; de Urquijo-Carmona, 1980). The above limiting conditions have

been used widely for the determination of electron and ion swarm parameters

(Aschwanden, 1985; Raether, 1964; Teich and Zaengl, 1979; de Urquijo-

Carmona, 1980; Grnberg, 1969; Teich and Branston, 1973; Blevin et al.,

1981; Hunter et al., 1986).

As regards our present discussion, we shall briefly consider the cases

relevant to the derivation of ion transport coefficients from the analysis

of ionic transients.

A recent model (de Urquijo-Carmona et al. 1985a) considering the

occurrence of ionization, attachment, ion drift and longitudinal diffusion

in a homogeneous-field discharge gap was applied to the analysis of observed

ion transients in SF6 at high E/N (909-5450 Td) by de Urquijo-Carmona et al.

(1985b). Attachment processes at such high E/N are either negligible or

virtually absent and, therefore, were not considered in their analysis. The

ion transients were fitted according to a formula given in de Urquijo-

Carmona et al. (1985a) and an example of the fitting procedure is shown in

Fig. 5. Values of the ionization coefficient a IN, vd and NDL were obtained

with the overall uncertainties of 9%, 3% and 25%, respectively (see also

Figs. 12 and 13 for data). The a IN values are in good agreement with those

recently calculated by Phelps and van Brunt (1988) up to 3000 Td. The

reduced mobility values, derived from vd by

K° = dINo)/(EIN), (5)

and the density-normalized longitudinal diffusion coefficients NDL will be
discussed in the next section. Here, N = 2.69x1019 cm-3

o

In principle, the PTM lacking mass analysis suffers from a major disad-

vantage over the DTMS as far as ion transport research is concerned. However,

the PTH allows experiments to be carried out over wide gas pressure ranges
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Fig. 5. Positive ion transient in SF6 at E/N = 1820 Td, p f 40 Pa,

from de Urquijo-Carmona et al., 1985b. The broken curves
enclose the region of maximum combined uncertainties of the
fitting process.

(say 10-105 Pa), significantly above the upper limits imposed on drift tubes

(about 1 kPa). The experiments to be described below were carried out at

pressures near and well above the latter limit for drift tubes.

An inspection of the plot of all available negative ion mobility data

derived from the PTM (see Brand and Jungblut's plots in their paper) prior to

1983 reveals that the use of elementary models based on the drift of a single,

stable negative ion species leads to mobility values with an E/N dependence

for which no explanation can be offered in terms of existing mobility theo-

ries. In fact, Aschwanden (1985) found that by using such elementary methods

to fit ion transients, the negative ion mobilities showed a strong pressure

dependence. However, it is well known that SF6 negative ions react with the

neutrals according to the reaction scheme of Fig. 1. Then, a comprehensive

model accounting for the relevant processes occurring in the drift gap would

have to be developed in order to fit the ion transients to model and use the

full reaction scheme with success. However a limited number of reactions can

be used over particular ranges of E/N and pressure to derive useful, quanti-

tative information, as in the case of the fitting to ion transients according

to a portion of the reaction scheme of HcGeehan et al. (1975). This was used

by de Urquijo et al. (1986) in an attempt to explain observed ion transients

in SF6 in the range 212-303 Td at pressures of 0.53 and 1.1 kPa.

Figure 6 shows plots of relative contribution of F-, SF and SF6 to the

total ion current measured in a double-gap, steady state Townsend apparatus

with mass spectrometer of McGeehan et al, from which they derived their

reaction scheme. Inspection of these curves shows that over the range 200-300

Td, the contribution of F- to the total ion current is small (<1%), and that

SF5 and SF6 are the predominant ions. This finding was used by de Urquijo et

al. (1986) to fit ion transients from a time-resolved experiment by assuming a

model considering the occurrence of the reaction

SF + SF 1 + F+ 
6 6 5 F 6

218



100.
/ -SF

1 ss50- F-/

1~ 1

E 10/
5-9

0.,. 01

E/N (Td)

Fig. 6. Negative ion concentrations as a function of E/N from the
double Townsend ionization chamber experiment of McGeehan et
al., (1975) Left: p=168 Pa, Right: 1.9 kPa.

was developed, where I is the dissociative charge transfer coefficient.

Additionally, formation of SF5 and SF6  by dissociative and resonant elec-

tron attachment was considered, as well as the contribution of the current

due to positive ions.

A sample transient and its fitting curve is shown in Fig. 7, where the

contributions of the three Ions to the total current are shown by dotted lines.

T _' I I I-w

. Expefinnntol

0 - 20 . . .. -- " 40

Fig. 7. Ion transient in SF6 at E/N=303 Td, p-526 Pa. Solid line:

total, calculated current. lip 12, currents due to slower and

faster negative ions, assumed to be SF6 and SF5, respectively.

1+, positive ions. (From (de Urquijo-Carmona et al., 1986)1.
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As pointed out by these authors, the most relevant contributions of their

work were the derivation of the charge transfer coefficient, which was found

to be in fair agreement between the values of McGeehan et al. (1975) up to 240

Td, and those of O'Neill and Craggs (1973) above 300 Td. Moreover, Nakamura

and Kizu (1987) recently found that their P1 values were also in fair agree-

ment. The total attachment coefficients have been found to be in good agree-

ment by a recent Boltzmann equation analysis of Itoh et al. (1988). Because

of the neglect of diffusion and, in retrospective, of the reaction leading to

the formation of F-, the mobilities of the two negative ions, assumed to be

SF 5 and SF6, were regarded as 'apparent' (see Figs. 9 and 10).

The mobility of two ion clusters, namely SF6SF6 and SF6(SF6 )2, was first

measured by Patterson (1970) with a fixed-drift length DTMS up to about 140 Td

and 133 Pa. Recent measurements (de Urquijo-Carmona, 1983; Cornell and

Littlewood, 1986) of the mobility of negative ions using the PTM at high

pressures in the combined range 9.3 to 80 kPa provide a strong indication that

their unidentified mobilities correspond to SF6SF , in view of the good agree-

ment with that measured by Patterson for this ion. Measurements of de

Urquijo-Carmona (1983) were carried out under the differentiated pulse

condition (Figs. 8a, b), and those of Cornell and Littlevood (1986) under the

integrated pulse condition (Fig. 8c).

DISCUSSION OF THE DATA

This section presents a discussion of the recent mobility and longi-

tudinal diffusion coefficients of SF6 ions in their parent gas. Wherever

applicable, data reported prior to 1983 are included in order to enhance the

discussion. Mobility data are presented in the usual form of reduced

mobilities given by Eq. (5), and longitudinal diffusion coefficients in

terms of the product NDL.

, , l, u

C

Fig. 8. Negative ion transients in SF6. (a),(b), from the
differentiated pulse condition (de Urquijo-Carmona, 1983),
and (c) from the integrated pulse condition (Cornell and
Littlewood, 1986). (a) 45.5 Td, 25.7 kPa; (b) 242 Td, 9.3
kPa, (c) 135 Td, 26.7 kPa.
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as a function of E/N. The only mass-analyzed data are still those of

Patterson (1970) from which recent data of Nakamura (1988) in the overlap

range were inferred to correspond to this ion. Data of this author show a

clear maximum, well below that calculated by Brand and Jungblut for a (9, 6,

4) interaction potential. In connection with this, it may have been that

this higher maximum was obtained from a fitting to the unresolved trend of

negative ion mobilities derived from pulsed Townsend experiments using the

most elementary model of a single, stable ion species drifting across the

gap, without resorting to any charge-transfer reactions. In fact,

Nakamura's data are very recent (1988). The few K values of de Urquijo-

Carmona et al. (1986) are about 8% lower than those of Nakamura, and show no

clear trend. As stated above, these authors regarded these mobilities as

'apparent' because of the neglect of diffusion, and also of the formation of

F- both from charge transfer and dissociative attachment (see Fig. 1). For

comparison with these recent data, the mobilities of Fleming and Rees (1969)

are also shown, and seem to be in good agreement with those of Nakamura in

the overlap range.

SF6 in S6

Again, the only mass-analyzed reduced mobilities for this ion are those of

Patterson (1970). Recent values of Nakamura (1988) also show a maximum at E/N

between 300-400 Td. However, his data seem to be higher than those of Patterson

in the overlap region, and from which this author inferred the identity of the
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Fig. 10. Reduced mobility of SF6 in SF6 as a function of E/N. For

other symbols, refer to Fig. 9.

ion. In contrast to the above ion, the few data of Nakamura around the maximum

agree fairly with the calculated curve of Brand and Jungblut (1983), although

the suggested trend for E/N above 400 Td is clearly different. Data of de

Urquijo-Carmona et al. (1986), again lover by about 8% than those of Nakamura,

show no clear trend and have been regarded as 'apparent'. The inclusion of

previous values of Fleming and Rees (1969) and Naidu and Prasad (1970) shows a

large scatter between all the mobility data for this ion.

SF-SF6 in SF6

Reduced mobility data for this cluster ion are plotted as a function of

E/N in Fig 11. Recent values are those of de Urquijo-Carmona (1983) and of

Cornell and Littlevood (1986), for which a discussion on their derivation

- SFj SF in SF,

CorneO&LitStewood
•do Ut'aui4o

0 0 000 00 0o, 1# 0

00

10 100 00

E/N (Td)

Fig. 11. Reduced mobilities of SF6SF6 in SF6 as a function of E/N.

Recent data are due to de UrquiJo-Carmona (1983) and Cornell

and Littlevood (1986). For other symbols, refer to Fig. 9.
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has been provided already. In both cases, these authors identified the ion

by comparison with the mass-analyzed mobilities of Patterson (1970), and

found good agreement up to E/N about 70 Td for de Urquijo-Carmona's values

and 100 Td for those Cornell and Littlewood. In either case, a departure

from a constant value is apparent for EIN about 100 Td. Brand and Jungblut

(1983) have predicted a well defined maximum, but none of the experimental

data shown in this plot give an indication of it.

A comparison of the recent data, derived for the combined pressure

range 9.3-80 kPa (de Urquijo-Carmona, 1983; Cornell and Littlewood, 1986)

and previous work of Naidu and Prasad (1970) at pressures up to 1.3 kPa

(Fleming and Rees give no details, but their experiment was essentially the

same) indicates that the mobility curves of the latter authors which agree

fairly well in the overlap range, are systematically higher than those of

the recent work carried out at high pressures. We speculate about this

strong difference by suggesting that the higher mobility values could be the

unresolved mean of the drift of this ion partly as SF , since these cluster

ions vere found to be easily destroyable by Patterson, who suggested that

the reaction leading to SF6SF6 was reversible (Patterson, 1970).

Positive Ions

Mass-analyzed mobility data for SF; and SF' in SF6 have become available

from a recent DTMS experiment (de Urquijo-Carmona et al., 1990). Other recent

data derived from the PTM are those of Aschwanden (1985) and de

Urquijo-Carmona et al. (1985b) which have been plotted in Fig. 12, together

with the earlier data of Fleming and Rees (1969). The latter data are found

in good agreement with the mass-analyzed data of de Urquijo-Carmona et al.

(1990) up to E/N about 200 Td. Moreover, an extrapolation to zero field of

the SF; data gives a zero-field mobility Ko= 0.591 ± 0.006 cm2V-ls 1 , which
5 00

agrees well with the previously quoted value of Fleming and Rees of 0.59(0)

cm2V-s - . Aschwanden's data (Aschwanden, 1985) disagree strongly in their

trend for E/N < 300 Td with respect to the SF; data. This disagreement is

believed to be due to the fact that below E/N ~ 360 Td, the critical field

strength for which cc= n, the contribution of the positive ion current to the

total, observable current is a decaying exponential (Aschwanden, 1985;

Raether, 1964; Teich and Zaengl, 1979; de Urquijo-Carmona, 1980) (see also

Fig. 7), from which the positive ion drift velocity v+ is derived indirectly

from time constant l/(a -v)v+, where the value of the effective ionization

coefficient (a -11) enters sensitively in the result. On the other hard, above

E/N - 360 Td, a >1, and the role of contribution of negative and positive ion

currents reverses; the positive ion transit time and hence the drift velocity

can be determined with more accuracy from the fall of the total current pulse.

Indeed, above 400 Td, Aschwanden's mobilities for the positive ions are in

good agreement with those of SF;.
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Fig. 12. Reduced mobilities of SF; in SF6 as a function of E/N.

Diamonds, mass-analyzed data of de Urquijo-Carmona et al.
(1990). Triangles, data from de Urquijo-Carmona et al.
(1985b).

Another recent set of data for positive ions in SF6 was derived from the

PTM by de Urquijo-Carmona et al. (1985b) for E/N in the range 909-5450 Td.

These data are also shown in Fig. 12, where they depart from the smooth curve

of Brand and Jungblut (1983) up to 1600 Td, thereafter the agreement improving.

As a final point on this matter, it is interesting to notice that

Nakamura's mobilitiv for SF5 (Fig. 9) and the recent data (de Urquijo-

Carmona et al., 1990) for SF; (Fig. 12) are nearly equal in the region

around the maximum. On the one hand, this fact provides a stronger support

to the assumptions of Brand and Jungblut (1983) regarding the identity of th

positive ion, for which no mass-analyzed data were available by that time.

On the other hand, previous evidence of equal mobilities for positive and

negative ions in the neighborhood of E/N = 360 Td was established by Teich

and Branston (1973) as early as 1973, using the PTM.

Longitudinal Diffusion Coefficients

The only sets of data for this parameter seem to be those of Nakamura

(1988) for SF5, SF6 and F- over the E/N range 100-360 Td, which were derived

from the same ATS he used to obtain the mobilities referred to above. Also,

values of this parameter were reported by de Urquijo-Carmona et al. (1985b)

over the range 909-5450 Td, from the PTH. These data, together with very

recent ones obtained with a DTMS (de Urquijo-Carmona et al., 1990) are

plotted in Fig. 13 as a function of E/N. The latter data correspond to SF+.
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Fig. 13. Recent, density-normalized longitudinal diffusion
coefficients. Closed circles, mass-analyzed data (de
Urquijo-Carmona et al., 1990). Open circles from de
Urquijo-Carmona et al., 1985b.

Although there is a gap between these two sets of data, they would seem to
connect rather well through a typical S-shaped curve predicted by elementary

diffusion theories, although this mere fact is of no conclusive evidence.

The rather large scatter of the points at low E/N does not allow a precise

extrapolation to zero field in order to compare it with the predicted value

by Einstein's relation.

CONCLUSIONS

The above review on the determination of ion transport data of SF6 ions

in their parent gas can be summarized as follows:

A. Attempts to use the pulsed Townsend method for the measurement of

ion transport data should be made with care, requiring either the assurance

that the models used for fitting the observed transients are complete and

correct and/or previous knowledge of the presence of a single, stable ion

present in the drift gap. On the other hand, the PTM still proves to be a

powerful technique for the determination of ionization and attachment

coefficients from observed ion transients.

B. There is a need for more mass-analyzed measurements of the mobility

in and around the maximum of the K versus E/N curve, so that a confirmation

of the only, recently measured mobilities of Nakamura for SF5, SF6 and F-

can be provided. Furthermore, it would be advantageous to provide at least

a second set of data over the E/N region covered by Patterson, since his

data are so far the only ones with mass analysis.
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C. It is desirable to increase the range of measurement for the

mobility of SF6SF6, for which no data are available in and above the

predicted peak of Brand and Jungblut.

D. With the advent of a drift tube-mass spectrometer for the study of

ion transport at high E/N (Stefansson et al. 1988), an adoption of this tech-

nique for the present case would be very useful in order to cover wider E/N

ranges than have been hitherto possible with the pulsed Townsend method.
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INTRODUCTION

It has long been hypothesized that collisional electron detachment from

negative ions may be the cause of discharge initiation in SF6 -insulated

high-voltage equipment. However, uncertainties continue to exist concerning

the identities of the significant negative ions, and the magnitudes of the

detachment cross sections and corresponding reaction coefficients. Discharge

inception studies, which usually assume that SF6 is th.! negative ion of

interest, have predicted collisional-detachment cross sections of SF6 in SF6

with thresholds ranging from 1 to 8 eV (Kindersberger, 1986). Collisional-

detachment coefficients determined from low-pressure, uniform-field drift-tube

experiments (O'Neill and Craggs, 1973; Hansen et al., 1983) lie several orders

of magnitude above those calculated from breakdown data (Kindersberger, 1986),

while exhibiting an unexplained pressure dependence. Additionally, evidence

exists that the destruction of negative ions in SF6 is dominated by collis-

ional dissociation into ionic fragments (O'Neill and Craggs, 1973; McAfee, Jr.

and Edelson, 1963; Compton et al., 1971; McGeehan et al., 1975; Urquijo-

Carmona et al., 1986; Nakamura and Kizu, 1987) or by charge-transfer processes

rather than by the loss of an electron. However, the exact nature of these

ion-conversion processes has not previously been determined.

In this report we summarize results from the first direct measurements of

absolute cross sections for electron-detachment and ion-conversion processes

involving interactions of SF6, SP5, and F- with SF6 (Wang et al., 1989).

These cross sections are used to calculate electron-detachment and ion-

conversion reaction coefficients as functions of electric field-to-gas density
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ratios (E/N) for the reactions listed in Table 1 (Olthoff et al., 1989). We

then discuss the relevance of these results to the interpretation of data from

uniform-field drift-tube measurements and measurements of electrical-discharge

initiation processes.

CROSS SECTIONS

Details of the experimental method used to measure the cross sections

reported here are given elsewhere (Wang et al., 1989; White et al., 1984), and

will not be covered here. We shall focus here only on the results obtained

for collisions of SF6, SF5, and F- on the SF6 target gas, although

measurements have also been made using rare gas targets (Wang et al., 1989),

namely He, Ne, Ar, Kr, and Xe.

The measured center-of-mass energy dependencies of the collisional

electron-detachment cross section, oi(ecm ) for SF6, SF5, and F- on an SF6

target are shown in Fig. 1. The thresholds for the "prompt" collisional

electron-detachment processes

SF6 + SF6 -*neutral products + e-

SF5 + SF6 --#neutral products + e-,

as indicated by the vertical arrow in Fig. 1, are seen to be quite high

(approximately 90 eV), while the detachment process for F-,

F- + SF6 - neutral products + e-,

has a lower detachment threshold of about 8 eV. At center-of-mass

collision energies below the indicated thresholds there is no evidence to

suggest non-zero values for the ai(ccm)'s. Similar high values for the

collisional electron-detachment thresholds were found for collisions of

SF6 and SF 5 ions with rare gas targets (Wang et al., 1989). The

implication of these results as shown below is that prompt electron

detachment from either SF6 or SF5 cannot be important for electrical-

discharge conditions because, even for the highest E/N values which could

conceivably occur in a gas discharge gap, only an insignificant fraction

of the negative ions could acquire a kinetic energy of 90 eV or more.

Cross sections for the ion-conversion processes (reactions (4)-(9))

listed in Table 1 are shown in Fig. 2 together with extrapolations down

to the thresholds which are used later in the calculation of correspond-

ing rate coefficients. The bases for these extrapolations are also

discussed later. The solid symbols indicate cross sections due to

collisional-induced-dissociation (CID) processes, and the open symbols

indicate cross sections for charge-transfer processes (including

charge-transfer decomposition). There is evidence that the charge-

transfer process involving SF6 on SF6 is predominately dissociative
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Table 1. Collisional processes for vhich cross sections are
present~ad in the present work

cross section (a ) reaction

01 SF 6+ SF6  - + SF 6 +SF 6

02 SF 5+ SF 6  - + SF 5 + SF 6

"3 F+SF6 e+F +SF 6
04 SF+ SP 6 - F_ +SF 5 +SF 6

05 SF+ SF 6 - F + SF 4 +SF 6
06 ~~~SF 6 + SF 6 - SF;5+F+S

07F6 + FF6 cag-rnfrout + SF6

078 SF 5 + SF6 -4charge-transfer products + SF 5

09 F_+ SF 6 - F+SF 6

(Lifshitz et al., 1973; Foster and Beauchamp, 1975), and that charge

transfer Involving F_ on S6may lead to both SF 6 and SF 5(O'Neill and

Craggs, 1973; Lifshitz et al., 1973). It is interesting to note that the

ion-conversion processes predominate for c cm <200eV, i.e., upon collision

of an SF 6 or SF 5ion with SF., Ion conversion is much more likely than

prompt electron detachment.

a SF8- (al)
15 * SF5- (0F2)

I-~ .F( 3 )
z

-(12

w

3

0 10V 100

Fig. 1. Collisional electron-detachment cross sections for F-, SF,5

and SF 6 on SF 6 target gas as a function of center-of-mass

energy.
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Fig. 2. Measured cross sections for collision-induced ion-
conversion processes in SF6 target gas: (0) F- from SF;
(U) F- from SF6; (A) SF5 from SF6; (o) ions due to -
charge-transfer reactions of SF5 ; (0) ions due to charge-
transfer reactions of SF:; and (V) ions due to charge-
transfer reactions of F-. The two exponentially-decaying
curves on the left side of the figure represent the
kinetic-energy distribution of Eq. (5) for y = 1.0 and y =
0.5 scaled relative to each other.

REACTION RATES AN COEFFICIENTS

Calculations

The analysis of rates for chemical processes in drift tubes or electrical

discharges requires expressing inelastic-collision probabilities in terms of

rate coefficients rather than cross sections. For a process where the pro-

jectiles have a velocity distribution, f(w), the rate coefficient, k, is given

by an averaging of the collision cross section over all velocities, namely

k- f (v)vf(v)dv, (1)

k0

were e(w) is the velocity-dependent cross section for the process and

1(v) is subject to the normalizationS(w) dw - (2)
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For measurements where charged particles are accelerated in a gas by

an electric field (such as in a drift tube), the reaction coefficient, K,

is defined as the reaction probability per unit length in the direction

of the electric field, and is related to the rate coefficient by

K= k (3)
' vd

where N is the target-gas number density and vd is the charged particle

drift velocity. For the specific case of collisional electron detachment

from a negative ion, the reaction coefficient is referred to as the

detachment coefficient, 6 (i.e. K/N = 6/N for collisional electron

detachment).

Reaction coefficients for detachment and ion-conversion processes

involving SF6, SF5, and F- in SF6 can be derived from the measured cross

sections, vi(ccm), presented in Figs. 1 and 2 using

1= 1 f c(cL)f(cL)dcL, (4)

where cL is the projectile energy in the lab frame, m is the mass of the

negative ion, and f(cL) and a(eL) are the ion kinetic-energy distribution

and the process cross sections, respectively. The ion drift velocity is

assumed to be given by vd = VE, where p is the ion mobility and E is the

applied electric-field strength.

It should be noted that the determination of reaction coefficients from

collisional cross sections suffers from certain difficulties, the greatest

arising from the assumed form of the ion kinetic-energy distribution, f(vL)

(Albritton et al., 1977). While determination of ion kinetic-energy distri-

butions has received considerable theoretical (Lin and Bardsley, 1977) and

experimental (Khatri, 1984) attention, the theoretical work is hampered by the

lack of detailed ion-atom (or molecule) potential-energy surfaces and the

experimental work suffers from a lack of reliability (Albritton et al., 1977).

Accurate direct measurements of ion-velocity distributions have been

demonstrated in recent optical-probing experiments, (Dressler et al., 1988)

but to date no experimental data are available for the kinetic-energy

distributions of SF6, SF-, or F- in SF6.

In general, experimental work has indicated that ions with masses less

than or equal to that of the molecules of the gas in which they are moving

exhibit kinetic-energy distributions with high-energy tails (Albritton et al.,

1977; Horuzzi and Harrison, 1974). Differences in the velocity distributions

at high energies in Eq. (4) will obviously have a large effect upon the

calculated reaction coefficients derived from cross sections with threshold

energies considerably in excess of the average ion kinetic energies.
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An example of the large differences in calculated values of reaction

coefficients which can occur when different energy distributions are

assumed is shown in Fig. 3, where the collisional-detachment coefficient

for F- in SF6(83) has been calculated as a function of E/N .using the

cross section data (a3 ) from Fig. 1 and several different indicated

energy distributions. The solid line in Fig. 3 represents detachment

coefficients calculated using the kinetic-energy distribution of Kagan

and Perel (Kindersberger, 1986; Kagan and Perel, 1954),

f(f) = exp r i, (5)

d In mvd

which assumes that charge exchange is the dominant ion-molecule

interaction. For the standard Kagan and Perel distribution, y = 1.0.

However, as will be discussed later, better agreement between ion-

conversion reaction coefficients calculated here and those from analysis

of drift-tube results is obtained by assuming y = 0.5 which introduces a

larger high-energy tail in the distribution.

The dashed line in Fig. 3 was obtained using a Maxwellian speed

distribution (Kindersberger, 1986) of the form,

f( CL) = 3 L exp (6)

C 2c

where the mean energy of the ion in the lab frame is given by (Wannier,

1951)

3kT m 2 M 2 (7)
7 + 2Vd + 2"Vd,

and M is the mass of the collision-gas molecules. This distribution has

been used previously when analyzing discharge-inception data (Kindersberger,

1986) and is similar to a strongly anisotropic velocity distribution derived

by Skullerud (1973) for ions drifting in a gas composed of molecules of the

same mass as the ions under high electric fields.

Figure 3 clearly demonstrates how the use of different ion kinetic-

energy distributions in Eq. (4) can produce reaction coefficients which

differ by many orders of magnitude. This indicates the need for more

accurate ion kinetic-energy distribution measurements.

In addition to the uncertainty associated with the assumed distribu-

tion function, another source of uncertainty in deriving reaction

coefficients from cross-section data is the choice of experimentally

determined values of ion mobilities (p). Several previous mobility

measurements (Brand and Jungblut, 1983; Morrow, 1986; Patterson, 1970;

Nakamura, 1988) for SF6 and SF in SF6 are not in complete agreement.
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Fig. 3. Calculated collisional electron-detachment coefficients for
F on SF6 gas using Eq. (4) and 03(5L), and assuming

different ion kinetic-energy distributions: (-) Kagan and
Perel; (- - -) Maxwellian.

However, uncertainties in calculated reaction coefficients using dif-

ferent mobilities are significantly smaller than the uncertainties due to

the use of different energy distributions as discussed above. For the

remainder of this paper, the mobilities used for SF6 and SF5 are those

reported by Brand and Jungblut (1983) and for F-, the values of Nakamura

(1988).

Detachment Coefficients

As expected, the extremely high apparent thresholds for prompt

collisional electron detachment from SF6 and SF5 yield detachment coeffi-

cients from Eq. (4) that are insignificantly small in the E/N range of

interest here. Simple estimates of these coefficients using a Kagan and

Perel velocity distribution in Eq. (4) indicate that the detachment

coefficients for SF6 and SF5 will be tens of orders of magnitude below

the detachment coefficients determined in drift-tube experiments and the

detachment coefficients calculated for F- (Fig. 3). Thus one must con-

clude that prompt collisional electron-detachment processes for SF6 (and

SF5) in SF6 cannot be significant reactions for production of electrons

in discharge-inception processes, if, in fact, vi(ecm) is zero below the

apparent thresholds. It should be noted that this conclusion is inde-

pendent of the assumed ion kinetic-energy distribution or the ion-

mobility data used.
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It is clear from Fig. 3, however, that the collisional electron

detachment from F- in SF6 is a significant process, thus suggesting that

previously observed electron-detachment processes due to motion of

negative ions in SF6 are very likely from F-. This agrees with earlier

work (Eccles et al., 1967) which indicated that detachment in SF6 was

predominately from F-, and also with recent reanalysis of pulsed-electron

avalanche experiments (Teich, 1973). In fact, the observed threshold for

electron detachment from F- in SF6 near 8 eV is consistent with the

hypothesized thresholds predicted by some discharge-inception experiments

(Kindersberger, 1986).

Other discharge-inception experiments (Van Brunt, 1986) have, how-

ever, suggested that negative cluster ions involving H2 0 or HF may be re-

sponsible for discharge initiation in SF6 . In fact, recent measurements

(Sauers et al., 1989) of negative ions produced in negative corona dis-

charges, have indicated the presence of several types of cluster ions of

the forms F-(HF) n, OH-(H 20)n , and SF6(HF). Further investigations of the

collisional detachment cross sections for these ions are necessary to de-

termine their role in discharge initiation.

The conclusions drawn above depend upon the assumption that a(CL) =

o at energies below the apparent threshold marked in Fig. 1. If one

assumes that a(cL,) = 0.1 A2 (i.e., the experimental uncertainty) for

energies which extend down to the thermodynamic threshold for electron

detachment, then detachment coefficients for SF6 and SF5 are found to be

of the same order of magnitude as those determined by drift-tube

experiments. However, detachment coefficients derived with such an

assumption are not compatible with previously observed pressure

dependencies observed in drift-tube experiments (O'Neill and Craggs,

1973; Hansen et al., 1983) as discussed in the next section.

Ion-Conversion Reaction Coefficients

In order to calculate the reaction coefficients for the ion-

conversion processes listed in Table 1, it is necessary to extrapolate

the measured cross sections down to assumed thresholds at lower energies.

The extrapolations used for the subsequent calculations are shown in Fig.

2. These extrapolations were chosen to agree with known thermodynamic

thresholds and to minimize the discrepancies with previously determined

reaction coefficients as discussed below. The thresholds for production

of F- from SF6 and SF5 (a4 and a5 ) were determined to be 2.0 eV and 1.5

eV, respectively, by using the observed thresholds for F- production from

collisions of SF6 and SF with the rare gas targets (Wang et al., 1989).

The cross sections for SF production (*6) and SF6 were extrapolated down

to the thermodynamic threshold of 1.35 eV. For the charge-transfer

reaction involving F- and SF6, the cross sections were extrapolated down
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the thermodynamic threshold of 2.25 eV under the assumption that the primary

product is SF6. The other charge-transfer cross sections (a7 and a) were

both extrapolated down to a threshold near 3 eV which corresponds to the

thermodynamic threshold for a symmetric charge transfer between SF6 and SF6 as

suggested by Hay (1982). There is a large uncertainty in these last assumed

thresholds since the identity of the charge-transfer products in these

processes are indistinguishable in the present experiment.

The calculated reaction coefficients for processes 6, 5 and 9 of Table 1

are shown in Figs. 4, 5 and 6 respectively, along with reaction coefficients

for the same reactions as determined by previous drift-tube experiments. The

solid lines represent the coefficients calculated using the standard Kagan and

Perel distribution (i.e. y = 1) shown in Eq. (5). Note that these calculated

reaction coefficients all fall substantially below those determined previously

despite the fact that the extrapolated thresholds for these cross sections

were all assumed to be thermodynamic thresholds. Any reasonable change in the

assumptions concerning the reaction thresholds or the behavior of the cross

sections near threshold would necessarily cause the reaction coefficients to

be even smaller, thus implying that the discrepancies cannot be resolved by

changing the assumed cross section thresholds or extrapolations.
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Fig. 4. Calculated reaction coefficients for the reaction SF6 + SF6
SSF5 + F + SF6 using measured cross-section data 0(E)

and a Kagan and Perel energy distribution. The symbols are
previously calculated reaction coefficients for the same
process derived from uniform-field drift-tube data.
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viously calculated reaction coefficients for the same process

derived from uniform-field drift-tube data.
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N IDespite the fact that the Kagan and Perel distribution produces the

largest coefficients of any of the commonly used ion kinetic-energy distri-

butions, better agreement can be obtained between our calculated coeffici2ents

and those from previous experiments if one assumes that the kinetic-energy

distribution has a longer high-energy tail, in agreement with the previous

discussion of kinetic-energy distributions. The Kagan and Perel distribution

in Eq. (5) can be conveniently altered by allowing y to vary beLween 0 and 1.

The dashed lines in Figs. 4 to 6 represent reaction coefficients calculated

with y = 0.5, while in Fig. 2 the relative magnitudes of the two distributions

(y = 1 and y = 0.5) are shown for comparison.

Obviously, the curves in Figs. 4-6 with y = 0.5 are in better agreement

with the previously reported coefficients than are the curves calculated

using y = 1. This may indicate that previously assumed energy distributions

need to be modified (Kindersberger, 1986; Hansen et al., 1983). However,

one must note that the reaction coefficients derived from drift-tube data

are model-dependent and that only reactions 5, 6 and 9 (Table 1) are assumed

in the previous analysis of data from drift tubes. Thus discrepancies may

also arise because this commonly used model does not consider the

collision-induced dissociation of SF6 into F- + SF5 (reaction 4). This

reaction is found here to be significant (see Fig. 2) and its omission may

produce errors in the reaction rates derived from drift-tube data.

The calculated reaction coefficients for reaction 4 (and for reactions

7 and 8) are shown in Fig. 7 using Kagan and Perel distributions with y =

1.0 and 0.5. As stated before, no previously determined coefficients for

these processes exist for comparison.

MODEL FOR ELECTRON DETACHMENT FROM ION DRIFT IN SF6

A different interpretation of the processes which lead to detachment

coefficients derived from drift-tube data (O'Neill and Craggs, 1973;

Hansen et al., 1983) and their observed pressure dependence can be

obtained if one assumes that electron production in a drift tube is not

due primarily to prompt electron detachment from SF-, but arises from

either detachment from F- or from collisionally-excited, energetically-

unstable (SF6)* ions as suggested by the previously presented data. A

model can then be developed which assumes that under drift-tube

conditions, prompt detachment from SF5 and SF6 is insignificant, and that

a steady state condition exists for intermediate products (i.e. d[SF |/dt

= d[F-/dt = d[(SF6)*]/dt = 0). If one analyzes the drift-tube data as

done previously (O'Neill and Craggs, 1973; Hansen et al., 1983), assuming

that all ejected electrons come from SF6 ions, then the measured

electron-production rate can be written In terms of an "effective"

detachment coefficient (6eff) according to the expression
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dje aeff/ N[SF-I,()

where [el is the number of free electrons produced per unit volume which

can be detected, vd refers specifically to the drift velocity of SF6 in

SF6 , and 
6ef f/N is determined by analysis of drift-tube data (O'Neill and

Craggs, 1973; Hansen et al., 1983). Assuming that the simplified set of

processes indicated in Table 2 dominates in a drift tube, an expression

for &eff/N, can be found in terms of the relevant rate coefficients by

solving the set of coupled rate equations. The result is

(6ef , kJ ( k1e)=kll+k _T (9)k eff = v d N-- = 3 1k 3) + 12 l ki2+ 1 Ny (9

The effective detachment coefficient given by Eq. (9) is seen to consist

of two terms, a pressure independent term which depends upon various ion-

conversion and direct-detachment processes Involving F-, and a pressure-

dependent term which depends upon the rates for collisional relaxation,

excitation and auto-detachment of (SF-)*. This expression is more complex

than those previously derived (Kindersberger, 1986; O'Neill and Craggs, 1973;
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Table 2. Proposed ion-molecule reactions for drift-tubes containing SF6

SF6 + SF 66  SF-5 + F + SF6  k6
SF 6 + SF6 "F- + SF5 + SF6  k 4  Dissociative Ion Conversion

SF5 + SF6 - _F + SF4 + SF6  k5

F- + SF6 -- F + SF6 k9  Charge Transfer

F- + SF6 ---neutrals + e- k3  e- Detachment

SF6 + SF6 - (SF)* + SF6  kl0  Excitation

(SF6) + SF6 -- SF6 + SF6  k1 1  De-excitation

(SP6) SF 6 + e k12  Auto-detachment

Hansen et al., 1983) which-assume that direct detachment from SF6 was the sole

source of electrons.

If k1 1N is approximately the collision frequency of SF6 in SF6 (e.g., -

108 /sec at 1 kPa) and k1 2 is on the order of the inverse of the excited-

state lifetime (-r - lOps to 2 ns) (Odom, et al., 1975), then k1 1N >> k12 and

the model predicts an inverse pressure dependence for 6efi fN at low N. This

inverse pressure dependence is consistent with previous drift-tube measure-

ments (O'Neill and Craggs, 1973; Hansen et al., 1983). O'Neill and Craggs

(1973) also report no detachment from F- or SF 5 at low pressures in

agreement with the dominance of the second term of Eq. (9) for smaller N.

The model proposed here is consistent with the observed (Hansen et al.,

1983) variations in &ef f/N with the "age" of the SF6 ions if there is a

substantial fraction of SF6 anions which are initially in excited or

autodetaching states.

At higher pressures, the first term on the right side of Eq. (9)

dominates, giving a 6ef f/N that is essentially pressure independent. In

this pressure regime, electron production involves mainly process (3) with a

threshold of 8 eV. These results are consistent with: 1) the lack of

pressure dependence (Kindersberger, 1986; Teich, 1973) for 6efi fN suggested

from the analysis of high-pressure electrical-discharge initiation data, and

2) previously discussed results (Eccles et al., 1967) suggesting detachment

in SF6 is predominately from F-.

Ideally, one would like to calculate the effective detachment

coefficients using Eq. (9) to compare with the previously determined

drift-tube measurements. However, values for k10 , k11 and k1 2 are not

available, so only the contribution to Seff/N from the first term of Eq.

(9) can be calculated using the reaction coefficients derived above. The

solid curve in Fig. 8 shows the contribution from the first term of Eq.

(9) using a Kagan and Perel distribution with y . 1.0. Note that the
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Fig. 8. Effective detachment coefficients determined from drift-tube
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from discharge-inception data from (Kindersberger, 1986) are also
shown (- --). The contribution to the effective detachment
coefficients from the first term of Eq. (9) are shown for y = 1.0
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magnitude of the solid curve is similar to that of the effective detach-

ment coefficient derived from discharge-inception experiments (Kinders-

berger, 1986) (dot-dashed curve) but is substantially smaller than the

coefficients derived from drift-tube experiments (O'Neill and Craggs,

1973; Hansen et al., 1983) (symbols). If one uses the reaction coeffi-

cients derived using a Kagan and Perel energy distribution with y = 0.5

(dashed curve) then the 6eff/N derived from the first term of Eq. (9)

becomes of the same order of magnitude as the coefficients derived from

the highest pressure drift-tube experiments. The fact that the dashed

curve actually lies above the smallest measured drift-tube values

indicates that taking y = 0.5 may overestimate the high-energy tail for

the kinetic-energy distribution.

CONCLUSION

The measured cross sections for collisional electron detachment and

ion conversion of negative ions in SF6 have been used in a theoretical

model which invokes detachment from long-lived, energetically-unstable

states of collisionally excited SF to explain the pressure dependence of
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previously measured detachment coefficients and the high apparent detach-

ment thresholds implied by analysis of breakdown-probability data for

SF6. The model suggests that measured effective detachment coefficients

depend upon many different reaction rates, thus implying that detachment

processes in SF6 are more complex than previously assumed. At high

pressures, measured detachment coefficients appear to depend primarily

upon the rates for ion-conversion and direct-detachment processes involv-

ing F, consistent with earlier suggestions. Also, calculation of

ion-conversion rates for SF6, SF-, and F- in SF6 indicate the need to

reexamine both reaction coefficients derived from drift tube experiments

and ion kinetic-energy distributions assumed in interpreting the cross

section data presented here.
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A CLOSE ENCOUNTER BETWEEN THEORY AND EXPERIMENT IN ELECTRON-ION COLLISIONS

M. A. Hayes

SERC Daresbury Laboratory
Varrington, VA4 4AD, UK

INTRODUCTION

In the calculation of electron impact excitation cross-sections of ions,

only for a relatively few simple cases can we make a reasonable assessment of

the accuracy of the cross-sections. By simple cases, I mean for targets for

which there are relatively few strongly interacting terms, e.g., Li-like ions,

and for electron energies either low enough that all possible scattering

channels can be included in the calculation or high enough that perturbation

methods, i.e., distorted wave or Coulomb-Born type methods, can be applied.

Although the numerical accuracy of the calculations can be checked, for most

theoretical results we have to depend on comparison with experimental data to

help us Judge the reliability of our data. Even for simple cases, there are

some surprising discrepancies between theoretical and experimental results.

of course, theory has the advantage that you can calculate data for

systems at present inaccessible to experiment, and it can also be useful in

determining what are the important interactions in a collision.

In this paper, I shall look at some examples of systems for which both

theoretical and experimental cross-sections or rate-coefficients are avail-

able, to see what can be learned about the current state of the theory.

This study does not claim to be a full survey - I have selected only a few

sample cases - and I hope that more information will have been gained from

discussions at the seminar.

THEORETICAL METHODS

The calculations that I have selected, while not necessarily being

'state of the art' are never-the-less fairly sophisticated. They employ

multi-configuration descriptions of the target. The close-coupling (CC)

method Is used for evaluating the scattering cross-sections, i.e., the full
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(non-relativistic) interaction is included between the target and electron,

but because of the complexity of the calculation, only a fairly small number

of terms are included in the vavefunction expansion, which is of the form

V i A4ie i +Zc

where * are the target wavefunctions, 0 are the free-electron functions to

be determined, * are known 'bound state' functions of the target plus

electron, cj are coefficients to be determined and A is an operator for

antisymmetrisation.

The cross-sections can only be as good as the target functions and

hence much effort should be spent in obtaining an accurate description of

the target. A large part of the following discussion is centered around the

effect of the neglected terms in the above expansion. All the examples are

in LS coupling.

A "TYPICAL" PROBLEM

I was asked to calculate rate-coefficients for transitions among the
5+n = 2 states of boron-like neon, Ne , and for the excitation of some of the

low-lying n = 3 states, to compare with laboratory plasma measurements of

Lang (1989). These rate-coefficients will also be useful in analyzing

ultra-violet spectra from the sun to determine electron temperatures and

densities. Accuracies of 10 - 20Z in the rates are usually required for

such analyses. Although I am aware that there will be deficiencies in the

calculation of the n = 3 rates, because of pressure to obtain these rate-

coefficients and because there was free time on the Cray XIP at Rutherford

Appleton Laboratory during its commissioning, I agreed to attempt the

calculation. A partial term scheme for Ne5+ is shown in Fig. 1.

2S 2P p 2P0 200o 4S' 4P 'P* '0 '0'

0 2s2p3s

S - 22p3d -2p3d
-2s2p3p -

2
&2p~p

8 2s2p- - 2 23d -2s2p3s
-2s 23 2s 3p

.E6.

4- -2p 3 2p 3 2p
2 2s2p 2  s2

2 sp2- 2s~p2

0 - 2s
22p -2s2p

Fig. 1. A partial term scheme for Ne5+.
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In the target description, I included configurations of the form

23,223,224, where 223 stands for all configurations containing 2 electrons

in the n - 2 shell and 1 in the n = 3 shell, etc. The n = 4 orbitals (s, p

and d only) were non-physical pseudo-orbitals which attempt to mock up the

effect of the omitted configurations in the target expansion. For the terms

of interest, this gave energies with respect to the ground term in agreement

with experimental energies to better than 1%, except for 2s2p2 4 P and 2S

where the difference is 3%.

For the scattering problem, all the target terms up to 2s2p(3P*)3p were

included which led to 32 scattering channels in the calculation. Adding the

2s2p(3 P*)3d terms would have contributed up to 16 channels which would have

made the calculation too large. (A channel is defined by the target state

and orbital angular momentum of the scattered electron.)

For the electron temperature of interest (9 x 105 K), a large part of

the rate coefficient comes from electron energies greater than the ioni-

zation potential where there is not only an infinite number of bound target

states but also continuum states which are energetically accessible. What

is the effect on the cross-section of the severe truncation of the CC expan-

sion to a few terms containing low-lying target states? In Fig. 2 is a

section of the collision-strength for excitation of the metastable first

excited state shoving the complicated resonance structure, but how accurate

is the structure?

COMPARISON OF RESULTS FROM THEORY AND SOME CROSSED-4EAH EXPERIMENTS

As said in the introduction, for simple systems we have a fair idea of

the accuracy of the theoretical cross-sections, but there are still some

unaccountable discrepancies. One example which has been discussed in the

6.01 Ne VI 
2 P_

4 P

6.0

2.0

0.0
1.0 1.5 2.0

Rydbergs

Fig. 2. Collision strength for the 2s22p 2Pc 2s2p2 4P transition in
Ne~5 + .

Ne5~
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literature is the excitation of the resonance 2s - 2p transition in Be+ ,

where there is an 18% difference at the threshold between the measurements

of Taylor et al. (1980) and the CC calculations of Hayes et al. (1977) which

included up to the n = 3 target states. In fact, the difference between

experiment and theory is roughly constant at 20% over the electron energy

range 4 -740 ev. The experimental uncertainty is on average 8%, and near

threshold the theoretical results were thought to be accurate to about 5%.

Similar comparisons have been carried out for N and C3 , see Gregory

et al. (1979) and references therein. In these cases, agreement is well

within the 17% experimental uncertainty. We note that theoretically, Be+ is

harder to treat than higher ions in the iso-electronic sequence, as the

electron-electron interactions are relatively more important than the

central coulomb potential.

The effect of the neglected channels in the CC expansion for Be+ was

investigated by Henry et al. (1978) by using n = 3 pseudo states rather than

the real n = 3 states. They obtained a decrease in the cross-section of 3 -

4% over the energy range 26 - 110 ev. One would expect that a bigger close-

coupling calculation would decrease the cross-section further. However, below

the n = 3 thresholds, the decrease is expected to be smaller as all the open

(energetically accessible) channels have been included. I have also looked at

the effect of resonances on this transition, but it was small and tended to

enhance the cross-section, increasing the discrepancy with experiment.

Parpia et al. (1986) used a much more sophisticated target, concen-

trating on the effect of short-range electron-electron interactions and

allowing ab initio for the polarization of the ls2 core by the valence

electron, rather than semi-empirically as was done by Hayes et al. They

found agreement to within 1% with the earlier calculation for the total

cross-section although for the partial cross-section, for individual partial

waves, the difference was 3 - 4%. Note that even with a sophisticated

44-configuration calculation, the 2s - 2p energy separation obtained by

Parpia et al., is 1.1% different from the experimental energy. The

calculated f-value for the resonance transition is within 4% of the most

recent experimental value.

We shall now look at the excitation of the resonance 4s - 4p transition

in the alkali-like ion Ca+ for which there are recent CC calculations of

Mitroy et al. (1988) which can be compared with the experimental cross-

sections of Taylor and Dunn (1973) and Zapesochnyi et al. (1976). This case

is slightly more complicated due to the presence of the 3d state between the

4s and 4p states.

In the calculation emphasis was put on obtaining a good target descrip-

tion including polarization of the n - 3 core by the valence electron. The
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interaction of the target polarization with the scattered electron was also

taken into account. A semi-empirical polarization potential was used; from

the above experience with Be+ this should yield an adequate description of

the target. One can compare the theoretical and experimental f-values to

estimate the effect of short-comings in the target model on the cross-

section. There is a spread of about 20% in the f-values for the resonance

transition derived from observation. The calculated f-value is consistent

with all of the experimental results and agrees with the most accurate of

these which has an error of 3%. It was found that the inclusion of

polarization decreased the cross-section by about 20%, illustrating the

importance of core polarization for singly charged ions and the need for a

good model for the target.

In Figs. 3 and 4, taken from Mitroy et al. (1988), are given various

theoretical values for the cross-section and the measurements from the two

experiments. The CC calculations are; CCV3 - including the 4s, 3d and 4p

states; CCV6 - as CCV3 plus the 5s, 4d and 5p states. (The V indicates

inclusion of the polarization potential.) The error bars on the measure-

ments of Taylor and Dunn, denoted by crosses, are approximately 10%. Good

agreement, in general within the error bars, is obtained for incident

energies below the 5p threshold.

Above the 5s threshold, cascades have to be taken into account. Values

of the cross-sections for excitation of the 5s, 4d and 5p states are obtain-

ed in the CCV6 calculation, and although they are not expected to be as

accurate as for the resonance transition, they allow an estimate of the

Ca+ 4s-4p

20

S15

02 04 4dSp0.6
E ( Ryd)

Fig. 3. Figure 1 of Mitroy et al. (1988). Absolute emission

cross-section for electron impact excitation of the Ca+

4P3/2 state as a function of incident energy. The
following calculations are depicted: CCV6 - ,
CCV3 - - - -, UCBAV6 -- -, and CCV6 convoluted with
an energy resolution function of full width 0.023 Ryd
...... The experimental data of (Taylor and Dunn, 1973;
Zapesochnyi et al., 1976) are depicted as x and *,
respectively.
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Fig. 4. Figure 2 of Mitroy et al. (1988). Absolute emission cross-
section for electron, impact excitation of the Ca+ 4p3,2
state as a function of incident energy. The following
calculations are depicted: CCV6 -, CCV3 - - - -, the
3 state CC calculations of Burke and Moores, (1968) ......
and CCV6 with cascade corrections - - -. The experimental
data of Taylor and Dunn (1973) and Zapesochnyi et al.
(1976) are depicted as x and *, respectively.

effect of cascading to be performed. A 20% increase caused by cascading

from these levels is obtained just above the 5p threshold. In this region,

theory and experiment disagree by 20%. The cause of this discrepancy is

probably two-fold. The major contribution to cascading comes from the decay

of the 4d state. The measurements of Zapesochnyi et al. (1976) indicate

that the calculated 4s - 4d cross-section is too large by a factor 4. There

is very little evidence of an increase in the 4p emission cross-section of

Taylor and Dunn at the 4d threshold, and a small effect is discernible in

the 4p emission data of Zapesochnyi et al. (1976). Hence it would seem that

cascading is overestimated. One might also expect a decrease in the 4s - 4p

cross-section as channels based on higher target states are added to the CC

expansion.

From the above, we can probably put an upper limit of 20% on the error

of resonance transitions with no change in principal quantum number over the

whole energy range. One would have expected the accuracy to oe greater near

threshold when all the open channels are included in the CC expansion; this

would seem to be the case for Ca+ , but a problem remains vith Be
+ . There is

considerable difficulty for the forbidden 4s - 4d transition in Ca+ . For

forbidden transitions, interactions with target states other than the

initial and final states of the transition are more important than for

allowed transitions, and more terms should be added to the CC expansion.

COMPARISON BETWEEN THEORY AND PLASMA MEASUREMENTS OF RATE COEFFICIENTS

We turn to spectra of laboratory plasmas to investigate the rate-

coefficients for more complicated systems. I have selected two examples.
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The first looks at transitions among the n = 2 terms of the Be-like ion

Ne6 +. The second looks again at Li-like ions but at transitions with a

change of principal quantum number.

The Ne6+ measurements were carried out by Lang (1983) on a 8 pinch

plasma whose electron temperature and density are measured from laser
06K ad2x116 cm 3

scattering to be 106K and 2 x 10 cm- , respectively. The data consist of

emission line intensity ratios as the number density of the Ne6+ ions in the

filling gas was not known accurately enough to find absolute intensities. A

very detailed account of the analysis is given in Lang (1983).

Theoretical cross-sections and rate-coefficients have been calculated

by Kingston et al. (1985). The six n=2 terms arising from the configura-

tions 2s2 , 2s2p and 2p were included in the CC expansion. The populations

of the ten n = 2 fine-structure levels were obtained using the resulting

rates in a collisional-radiative model, including estimates of cascading

from the n = 3 terms and heavy particle collisions among the triplet

fine-structure levels.

The intensities of three lines from the n = 2 terms, with respect to

the resonance transition intensity, are considered. The first is for the

transition 2s2p 3Pa - 2p2 3P where two components of the multiplet are

measured, for both He and H2 filling gases. The theoretical ratios are

higher than experimental. For three out of the four measured ratios, the

theoretical values are just outside the experimental error bars of approxi-

mately 40Z; for the fourth measurement the theoretical result is within the

error bars. Most of the population of the 2p2 3 P term arises from

excitation from the metastable 2s2p3P state. The metastable state is

mainly depopulated by collisions rather than radiative decay at this

electron density, and hence the multiplet intensity depends mainly on the

rate-coefficients for 2s2p3PO - 2p2 3P and 2s2 1S - 2s2p3 P0. Decreasing

these rates with respect to that of the resonance transition would improve

the agreement with the experimental results.

The second ratio is for 2s2p 1P - 2p2 1D with respect to the resonance

transition. Here again the theoretical ratios are larger; the average of

the observations for the two filling gases is 58% of the theoretical ratio.

From the level population calculations, we find that 72Z of the population

of the upper state comes from the 2s2p 1P term, and the error in this rate

coefficient is the largest source of uncertainty in the intensity ratio

calculation.

Finally, the intercombination multiplet 2s2 1S - 2s2p 3PO is studied.

In this case, theory yields a lower result; a decrease of 1.5 in the experi-

mental ratio is required to bring theory within the error bars and a

decrease of 2.8 to bring coincidence with the theoretical value. Lang
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(1983) notes the relative intensity of the intercombination multiplet

depends directly on the value of the radiative lifetime for the C III 2p2 1D

- 2s3p 1P0 line used to calibrate the spectrometer in the wavelength region

of the intercombination multiplet. This lifetime is difficult to calculate

and could be the source of the discrepancy in this intensity ratio.

Kingston et al. (1985) discussed the sensitivity of the intensity

ratios to the atomic data. Even changing the relevant parameters by their

quoted uncertainty (10% and 20%, respectively, for allowed and forbidden

rate coefficients) in such a way to improve agreement between theory ana

experiment did not resolve the problems for the any of the ratios. The

effect of higher channels in the close-coupling expansion needs to be

investigated, both for the increase caused by resonances converging to

higher states and the decrease due to loss of flux into the higher scatter-

ing channels. If we assume the experimental results are correct, then we

need to revise our estimates of the accuracy of the calculated data.

From the comparison of theory and crossed-beam results for the 2s - 2p

transitions in Li-like ions, it seems that the neglect of channels with n

greater than 3 would not lead to an error of more than 20%, even for

energies above the ionization potential where one is neglecting the

continuum channels in the calculations. How large is the error for

transitions where the principle quantum number changes?

I have looked at the convergence of the CC expansion in He+ at the

first ionization threshold (Hayes, 1987). The results for the individual

transitions with n less than or equal to 3 are given in Table 1 and in Table

2 and are the sums of the transitions for different n - n' for n' up to 5.

The various CC approximations are Xl, including up to the n = 5 target

states; NX1, as Xl but excluding exchange; NX2, including up to the n = 6

target states but excluding exchange; NX3 as NX2 but with n = 6 pseudo-

states instead of real states; HS calculations of Hummer and Storey (1987)

with exchange and including up to the n = 3 states. One can see that for

the 2 - 3 collision strengths, there is a large decrease in the collision

strength as more channels are added to the CC expansion.

One would expect the convergence of the CC expansion to be better for

more highly ionized systems. We shall look at the 2-3 transitions in Ne
7+

for which there have been a number of plasma experiments (Chang et al.,

1984; Kunze and Johnston, 1971; Haddad and McWhirter, 1973) for plasmas of

differing electron temperature, ranging from 75ev to 260ev. For these

temperatures roughly 30-40% of the rate-coefficient will come from energies

between 1 and 2 times the ionization threshold. (The ionization potential

of Ne7+ is 239 eV.) The results are summarized in Chang et al. (1984).

Agreement between the theoretical rates of van Wyngaarden and Henry (1976)
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Table 1. Collision Strengths for He+

Xl HS

ls-2s 0.119 0.143

ls-2p 0.510 0.594

ls-3s 0.376
- 1 0.712

- 1

ls-3p 0.911- I  0.162

is-3d 0.323
- 1  0.505

- 1

2s-3s 0.921 1.41

2s-3p 1.99 3.00

2s-3d 2.25 4.01

2p-3s 0.935 1.56

2p-3p 4.20 7.21

2p-3d 15.3 24.8

See text for a description of

the calculations.

is well within the experimental error of 50% of Chang et al. (1984) and

Haddad and McWhirter (1973) and a factor 2 of Kunze and Johnston (1971),

except for the lowest electron temperature where the 2s-3s theoretical rate

is just within the error bars. The calculations included only the n = 2 and
7+n = 3 states of Ne . Note that in these experiments, the 2p level is

strongly populated and the theoretical rates were used to estimate the

relative contribution to the n = 3 populations from the ground and 2p terms.

Table 2. Collision Strengths for He+ from n to n'

n-n' X1 NXI NX2 NX3

1-2 0.628 0.943 0.934 0.894

1-3 0.161 0.251 0.244 0.221

1-4 0.905
- 1  0.124 0.115 0.975

- 1

1-5 0.759-1  0.887 -1  0.724-1 0.590- 1

2-3 25.8 33.3 31.7 28.2

2-4 9.31 12.4 11.0 8.60

2-5 7.81 8.72 6.64 4.38

3-4 220 250 214 175

3-5 131 149 99.0 61.1

4-5 1450 1512 848 632

See text for a description of the approximations.
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In passing, we note agreement within 22% between similar calculations

by van Wyngaarden and Henry (1976a) for N
4 + and the rate coefficients

measured by Kunze and Johnston (1971).

Thus we can see that for more highly ionized systems, the neglect of

higher channels probably leads to an error of less than 50% in the cross-

section at intermediate energies. It would be good to try to tighten this

estimate.

PHOTOIONIZATION

Photoionization experiments can also be used to estimate the accuracy

of scattering calculations. In the work described below, both the wave-

functions for the initial target atom and the final state of ion plus elec-

tron were obtained by solving the CC equations for the electron plus ion

scattering problem. For the target states, the equations are solved for

negative electron energies, yielding an eigen-value problem for the bound

states. The function for the ejected free electron is found as before. The

photoionization cross-section is then obtained from the matrix of the dipole

operator between the initial atomic state and the final ion plus electron

state.

Photoionization experiments have the advantage that in general the

energy resolution of the incident photon beam is better than that of an

electron beam, and hence, experiments with photons can better map out

resonance structure. There are also fewer final states to disentangle

because of the selection rules. I have chosen two examples where we can

look at the resonance structure in the photoionization cross-section to see

how well our close-coupling model can deal with resonant states where we

have 2 electrons in excited orbitals and one would expect their motion to be

correlated.

For photoionization of He there is a wealth of experimental and

theoretical data. Hayes and Scott (1988) looked at the resonance structure

below the n = 3 and n = 4 ion thresholds in the photoionizatiun cross-section

of the ground state. We solved the e + He+ scattering problem including all

target states of He+ up to n = 4. Solving for negative energies, we obtained

an ionization potential for the ls2 state of He of 23.85 eV compared to the

observed energy of 24.58 eV.

In Fig. 5, taken from Hayes and Scott (1988), we compare some recent

calculated and measured data (Solomonson et al., 1985; Woodruff and Samson,

1980; Lindle et al., 1985) for ionization to the n = 2 states. As can be

seen, the two theoretical curves lie above experiment, the results of

Solomonson et al. (1985) being in better agreement with experiment. At

68.88 eV, we have compared our total cross-section with the value from the
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Fig. 5. Figure 2 of Hayes and Scott (1988). Partial cross-section
for the photoionization of He to the n = 2 states of He+

against photon energy. - theoretical results of Hayes and
Scott (1988), ---- theoretical results of (Solomonson et al.,
1985), 0 experimental results of Lindle et al. (1985),
o experimental results of Woodruff and Samson (1980).

compilation of Marr and West (1976) to which the two experiments are nor-

malized. Our value was 7% too high which is a reflection of the inaccuracy

of our wave functions. The more recent experimental values, from Lindle et

al. (1985), have an uncertainty of (10-15)% and lie 20% lower than ours.

Turning our attention to the resonance structure, there is good agree-

ment between theory and experiment for the rosonance position and shapes as

can be seen from Fig. 5. There has been a recent high resolution experiment

on the synchrotron at Daresbury by Zubek et a]. (1989). Embarrarsingly good

agreement is obtained for the position and width of the first large reson-

ance from this experiment and our calculation. We can have some confidence

that for simple systems, we can reproduce the resonance structure correctly.

Zubek et al. have in fact measured the differential cross-sections for

the photo-electron ejected along the direction of the major polarization

axis of the radiation. They obtained results for photoionlzation to the

n = 2, n f 3 and n = 4 states of He+. A photon bandpass of 0.1 eV was used

for the n = 3 measurements.

One would expe.t the calculated cross-sections just below the n = 4

thresholds to be less accurate than those below the n = 3 thresholds, as we

do not have states higher than n = 4 in our calculation. Also, the cross-

sections to the n = 3 states will be less accurate than for the n = 2. I

have convoluted the differential cross-section of Hayes and Scott with a

Gaussian of width 0.1 eV and compared the result with the non-absolute

experimental data of Zubek et al. This is shown in Fig. 6. Fair agreement
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Fig. 6. Partial cross-section for the photoionization of He to the
n = 3 states of He+ against photon energy. The experi-
mental points and solid curve are from Fig. 3 of Zubek et
al. (submitted), the curve being a least squares fit to the
data including seven resonances. The dashed curve is from
the results of Hayes and Scott (1988) convoluted with a
gaussian of full width 0.1 eV.

is achieved for the position of the structure in the cross-section. There

are extremely sharp resonances in the calculated data from 74.4 eV upwards

[see Fig. 6 of Hayes and Scott (1988)). The energy mesh used in the

calculation is too coarse to represent these adequately, and hence the

heights of the peaks in the smoothed cross-section could be in error.

Of course, for He+ , the target functions are known "exactly". We look

now at a harder problem, photoionization of 0 I. Bell et al. (submitted)

performed a close-coupling calculation for the photoionization from the

three terms in the ground configuration 2s 2p . In solving the 0+ scatter-

ing problem, all terms arising from the configurations 2s2 2p3 , 2s 2p4 , and

2s2 2p2 3s were included in the CC expansion. The description of the 0+

target also contained configurations with 3p and 3d pseudo-orbitals

determined by optimising the ground state energy and static polarizability.

Bound state functions of 0+ plus electron containing 3p and 3d pseudo-

orbitals will occur in the second summation in the CC expansion. For their

target model, they obtained 0+ energies within 3Z of experimental values.

In solving the scattering problem for negative energies to obtain the oxygen

functions, they obtained ionization energies of the ground configuration

terms to within 1Z of observed energies.

Figure 7, taken from Bell et al. (submitted), shows their results,

those of other CC calculations and from experiment. The calculations

increase in complexity from Taylor and Burke (1976), Pradhan (1978) and Bell

et al., and one can see the convergence of their results.

The most complete set of experiments is of Samson and Pareek (1985) and

Angel and Samson (1988), the latter being normalized to the former. There
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Thresholds correspond to experimental values.

are two regions of discrepancy between theory and these experiments. The

first is just above the ionization threshold where theory is up to 50Z

larger. No explanation is available. The second is above the 2P° ion

threshold, where a maximum in the experimental results is not seen in the

theoretical ones. It is possible that this could be caused by the presence

of excited states of 0 in the interaction region. The calculations of Bell

et al. show a large resonance in the photoionization cross-section out of

the excited ground configuration terms at this energy. The presence of

molecular oxygen could also cause difficulty.

If we look at the resonance structure below the 2Pa threshold, we see

good agreement between theory and experiment, except that the calculated

resonance positions are a little too high. For resonances converging to the
4P threshold, Angel and Samson have not estimated cross-sections from their

experimental results. However, they do give the trace of their 0+ ion

yield, and good agreement is obtained for the resonance positions and shapes

when the energy scales are adjusted so that the 4P threshold energies

coincide.

From the above, it is seen that we can have reasonable confidence in

resonance profiles for second row ions, where a fairly accurate description

of the target ion can be found. This may not be the case for third row

systems. For example, in the calculation of electron scattering cross-
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sections for S2+ , I found that the resonance structure depended strongly on

the target description (Hayes, 1986). There are still some puzzling

differences between theory and experiment as to the magnitude of the

results, although in general agreement to 20% is obtained.

SUMMARY

The number of examples considered here is too small to draw any general

conclusions about the accuracy of calculated electron impact excitation

cross-sections. However attention has been drawn to some problems and I

believe that the calculated cross-sections may not be as accurate as we had

supposed, particularly for forbidden transitions, even for fairly simple

target ions. With the increase in super-computer power, we can include more

terms in the wavefunctions for the target and scattering problem and

hopefully sort out some of these problems.

There is obviously a need for more comparisons between theory and

experiment. In particular, we need experimental data of greater accuracy to

help us tie down the uncertainties in the calculations.
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ELECTRON-ION, ION-ION, AND ION-NEUTRAL INTERACTIONS

Rainer Johnsen

University of Pittsburgh

INTRODUCTION

In my talk, I will present an overview of ongoing work in the area of

electron-ion, ion-ion, and ion-neutral reactions. Clearly, this is a very

wide field. Rather than trying to cover the whole field, I will focus my

discussion on effects which are of importance in high-pressure plasmas,

where the "high pressure" regime is defined as that in which collision pro-

cesses are significantly influenced by third-body effects. In the absence

of experimental data on collision processes in high-pressure plasmas, models

of such plasmas, for instance, electrical discharge or laser plasmas, often

make use of rate coefficients that were obtained in low-pressure experi-

ments. This may be justified in many cases, but the problem deserves some

further scrutiny.

I will begin by looking at three-body association of atomic ions in

atomic gases, including the case where the association produces an excited,

usually radiating, state of the product molecular ion.

My second topic deals with recombination of positive and negative ions

in the presence of an ambient gas. I will present some recent data on

recombination of molecular ions, in which case mutual neutralization in

addition to three-body recombination has to be considered as a mechanism

leading to charge neutralization, and I will then proceed to ion-ion

recombination of atomic ions (Xe+ and F) into excimer states.

My last topic deals with electron-ion recombination in high-pressure

plasmas. We are presently carrying out some work in this area and have

obtained some preliminary data. I will conclude my talk with some specu-

lative remarks on diffusion limits to electron-ion recombination and how it

may be observed in cryogenic plasmas at very high densities.
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The subjects have some common aspects, and it may be of interest to

look at them from a more general perspective. Consider a general "reaction"

between two particles A and B, which may be ions, electrons, or neutrals.

An ambient gas, consisting of atoms or molecules M is present. In general,

M is different from A or B, but the case H=B may be thought of as being

included. We are interested in the rate at which particles A and B or

converted to other species. We assume that an attractive potential exists

between A and B, as is usually the case in the reactions of interest. The

rate at which A and B react may be limited by the rate at which the two

particles enter the sphere of mutual attraction by diffusion or drift. We

will postpone discussion of the diffusion limit until the end of the talk

but assume for the time being that the diffusion limited rate far exceeds

other relevant rates.

As a result of collisions of A and B with the ambient atoms M, a

population of weakly bound pairs AB** will be formed very rapidly. By
"weakly bound" we mean that their total energy (the sum of their kinetic and

potential energies) is negative by an amount of the order of thermal energy;

i.e., these pairs will be destroyed and created at a high rate. It is, in

part, the existence of a quasi-equilibrium population of these weakly bound

pairs that distinguishes reactive collisions in an ambient gas from the true

binary collisions that one studies, for instance, in a beam experiment.

Figure 1 shows a potential energy diagram of A and B; the weakly bound

states may correspond to highly excited vibrational molecular levels, if A

and B are heavy particles, or Rydberg states of electrons with a core ion in

the case of electron-ion recombination. Nov, let us consider the further

fate of AB** pairs. We distinguish two mechanisms: (1) Additional removal

of energy by collisions with atoms 4 or (2) an internal conversion of AB**

without further interaction with atoms M. Internal conversion, for instance,

may be a chemical reaction of A and B producing new particles, or a radia-

tive transition to a lower state of AB. In Fig. 1, these internal conver-

sion mechanisms are indicated by the horizontal arrow, while the energy

removal is indicated by the arrow along the potential curve. In the latter

R (A-B)

Fig. 1.
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case, the ion pair eventually becomes stable; i.e., its collisional redis-

sociation becomes negligible. It is important to realize that the two

mechanisms are in competition with each other and with the collisional

destruction of AB** into A and B. A solution to the set of rate equations

shows that the dependence of the overall loss rate of A and B on the density

of M is not a simple linear function, but can be more complicated. Denoting

the rate coefficients as k (the three-body rate coefficient for formation

of AB**), k_ (the two-body rate coefficient for destruction of AB*), ks

(the net rate of collisional stabilization of AB), and 0 (the unimolecular
rate of internal conversion), the overall reaction rate keff for the

reaction of A with B becomes:

keff = k0 + (k+/k_) (0 + ks N) [1 + (0 + k s N)Ik_N] -1 (1)

where N denotes the density of the ambient gas H and k0 denotes the rate

coefficient in the absence of an ambient gas. The function keff vs. N has

the shape shown in Fig. 2. In the low-density limit. the slope tends to k+,

at higher densities it approaches the ratio k+ks/k _.

It should also be kept in mind that for simplicity we have assumed that

only one type of AB pairs exist. A more realistic model should allow for

the existence of a distribution of ion pairs of different energies and with

different rates of stabilization and internal conversion. There is experi-

mental evidence in the case of ion-ion recombination that supports the

complicated density dependence of Eq. (1). A single three-body rate

coefficient cannot be defined in that case. Usually, however, one observes

only a simple, linear dependence of the rate coefficient on gas density.

ION-ATOM ASSOCIATION

The perhaps simplest type of a three-body reaction is given by the

association of ions in atomic gases

A++ B + M ---+ AB++ M (2)

where it is assumed that the ionization potential of A is less than that of B.

N

Fig. 2.
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Numerous experiments have been performed and a considerable body of

data on rate coefficients and their variation with gas temperature exists.

I will not discuss the experimental techniques (flowing afterglow and ion

drift tubes) (Liu and Conway, 1974; Johnsen et al., 1980), since they are

well known and have been described extensively in the literature. Somewhat

surprisingly, comparatively little theoretical work (Dickinson et al., 1972)

has been done on association in atomic gases, while the case of molecular

ions or molecular gases has been treated extensively. The case where the

ionization potential of A is larger than that of B is of interest in this

context, especially if fast charge transfer between A4 and B does not occur.

The association

A++ B + M -*AB + M (3)

then results in an electronically excited state which subsequently decays by

a radiative transition to the ground state that may be bound or unstable

against dissociation:

AB -*AB++ hv (4a)

-*A + B++ h. (4b)

The second process may be called three-body radiative cha:.ge transfer,

if AB+ dissociates into A and B+. Rates for several reactions of the type

have been measured (Johnsen and Biondi, 1978). Rigorous theories of three-

body association are difficult to construct. For the purpose of estimation

of rate coefficients we have developed a simple formula, to be given below,

which reproduces experimental data fairly well. We restrict ourselves to

the case where the third body atom M is equal to the reactant atom B. The

formula is based on the following, rather crude derivation. The basic idea

is that ion-atom association is essentially an energy loss process. As a

result of the attractive induced-dipole interaction between the ion and the

atom, the kinetic energy of the ion during the collision is increased. Dis-

sipation of this excess energy in collisions with a third atom then leads to

a bound ion-atom pair which is stabilized in further collisions. The poten-

tial energy of an ion or charge Z at a distance r from the atom is given by

U(r) = - (Ze) 2a / 8ncor4 (5)

where a is the atom's polarizability, and ° is the permittivity of the

vacuum. In the presence of N atoms/unit volume, randomly distributed, the

average potential energy is given by

<U(r)> = N fU(r) 4nr2dr - -N (Ze)2 a /2 % rc (6)
r
c

where rc is a cutoff radius to be defined later. If we assume that the

center of mass of the ion/atom system is (on average) at rest in the
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laboratory frame of reference, the average excess kinetic energy of the ion

during a collision is given by

<>= < U> NI/mi (7)

Here, m is the reduced mass of the ion and the atom and mi is the mass of

the ion. In the next step, we make the crude assumption that the rate at

which the energy <c> is lost can be estimated from the collisional energy

loss rate of ions drifting through a gas under the influence of an electric

field with ionic mobility P. It is shown easily, using Wannier's formula

for the average field energy of drifting ions, that the collisional energy

loss in that case is given by

d<c>/dt = 2 <> e/v (m+M) (8)

By combining equations and choosing the cutoff radius rc to be the

radius for which <0 = 3kT/2, we obtain an expression for the energy loss

rate of an ion in the average potential due to the atoms B. The three-body

rate coefficient for association reaction should be related to the energy

loss rate by an expression of the form

k3 = (3kT/2)
-1 N-2 d<c)/dt (9)

We have assumed here that a loss of an energy of the amount 3kT/2

renders an ion-atom pair stable, which is of course somewhat arbitrary, but

factors on the order of unity are not of interest here. The final

expression for k 3 then becomes

k 3 = (64n) 1/4 (Ze) 5/2 (o m/Tmi) 3 /NL (3ok) 3/4 1o (mi+ M) (10)

where NL (Loschmidt's number) enters when we introduce the reduced mobility

U0. Expressed in the customary units, the three-body rate coefficient is

given by

k3 (cm 6Is) = 3.27 x 10-27 Z 5/2 (otm/Tm i) 3/4 /I° (mi+M) (11)

In this formula a should be inserted in units of 1024 cm3, T in

Kelvin, all masses in atomic units, and the reduced mobility of the ion in

cm2/Vs. Clearly, the derivation of this formula is crude, but it seems to

reproduce experimental data quite well, as may be seen in Fig. 3, where the

rate coefficients have been calculated using Eq. (11) and are compared to

experimental data for a variety of three-body association processes.

Several of the data points refer to simple association reactions of ions in

the parent gases, some are for three-body radiative charge transfer of

doubly-charged* rare gas ions in their parent gases, and finally, some for

ions in different gases. In several cases, the reactions have been measured

at different temperatures (usually 77 K and 300 K). Both values are plotted

and it may be seen that the theoretical formula describes the temperature

variation quite well. References to the numerous sources of data will be
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Fig. 3. Comparison of experimental data on ion-atom association
with results of Eq. (11). Open circles: Ion-atom
association. Solid circles: Three-body radiative charge
transfer. Points marked H+ and D+: Association of those
ions to helium. Points marked by rare-gas symbols:
Association of ions in their parent gases. Points
connected by lines refer to the same reaction at different
temperatures (300 K and 77 K).

given in a more detailed publication (Chatterjee and Johnsen). Obviously,

to make use of this formula, one needs to know ionic mobilities either from

measurements or one may have to estimate them using the Langevin theory,

which works quite well in most gases except for helium.

I do not claim that the "theory" presented here is rigorous in any way,

but it may be of some use in obtaining quick estimates for association

coefficients. Very elaborate theoretical work on the three-body association

of helium ions in helium has recently been published by Russel (Russel,

1985). His results are in excellent agreement with measured rate

coefficients for this process.

ION-ION RECOMBINATION

Ion-Ion Recombination

A+ + B- -*neutrals (12)

is often the dominant deionization mechanism in plasmas containing electro-

negative gases, and it also provides an important mechanism of forming the

upper laser level in excimer lasers. The theoretical work on ion-ion re-

combination is extensive. Numerous contributions have been made by Bates

and Flannery, 1968, and by Flannery, 1982, and Monte Carlo simulations have

been carried out also by Horgan et al., 1982. The state of the art of

experiments is far less satisfactory. An important series of measurements

have been performed by Smith and Adams, 1982, using the flowing afterglow
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technique, but these measurements vere limited to low ambient gas pressures

(less than 8 Torr). All of the earlier work at higher pressures vas done

vithout mass analysis of the recombining plasma, so that the identity of the

ions vas essentially unknown. We have recently developed an experimental

technique for the study of ion-ion recombination at near atmospheric pres-

sures, vhich employs mass analysis of the recombining ions. In addition,

spectroscopic observations are made to ascertain the nature of the recom-

bining ions. This work is nov beginning to give some interesting results

which I vould like to present here.

The experiment makes use of afterglovs of photoionized plasmas. The

experimental arrangement is shown in Fig. 4. A fuller description of the

technique has been given elsevhere (Lee and Johnson, 1989). We use an array

of spark gaps to produce a burst of ultraviolet light which then ionizes the

gas contained in a probe volume, defined by the space between two concentric

cylindrical electrodes. The ion density in the decaying plasma (typically

on the order of 109 to 1010 cm-3) is obtained by measuring the ionic conduc-

tivity of the plasma. Radio frequency voltages (frequencies of 455 kfz to

15 MHz) are applied to one electrode, and the current to the other electrode

is measured using a rf-bridge method to cancel the displacement current

between the electrodes. In addition, ions from the plasma are sampled into

a mass spectrometer to monitor the plasma ion composition. In some cases,

ion-ion recombination results in an electronically excited excimer state

which then decays radiatively. The fluorescence light is dispersed by a

monochromator and then detected by a photomultiplier.

tMfl
1-2 kV > .0 5 F

-8 spark gaps

screen
RF IP . .. electrode

signal F 11
outJ

t gas handling
system

Fig. 4. Ion-ion recombination apparatus.
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Rates of recombination are obtained from the decay of the ion density.

It follows the usual recombination decay

1/ni(t) = 1/ ni(t=O) + a t (13)

where o is the ion-ion recombination coefficient. For a good measurement of

a, the linear dependence of the reciprocal ion density on a afterglow time

should be observed over a significant range of ion densities (at least a

factor of 8). At the high pressures used in this work, diffusion of Ions is

very slow and need not be considered.

We have applied this technique to two examples of ion-ion recombination

processes, one involving molecular ions and one involving atomic ions. The

first process

H3O + n + NO - + M -*neutrals (n=2,3) (14)

has been studied for M=He and M=Ar at pressures up to about 1 at. This work

has been published (Lee and Johnsen, 1989). The second process

Xe+ + F- + He -----XeF* + He (15)

is an example of excimer formation by ion-ion recombination which is thought

to be an important reaction in the XeF* excimer laser. This B-X fluores-

cence (two features at 350 nm) was observable in the experiment (see Fig. 5)

showing that an excimer is actually being formed.

A comparison of the observed recombination rates for the two different

reactions (see Figs. 6 and 7) shows that the magnitudes of the coefficients

200

150

100

50

0
345 350 355 360

A (nm)

Fig. 5. XeF* emission spectrum.
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Fig. 6. Recombination coefficients for the reaction,

H 30XH 2O0) n + NO 3  + M4- neutrals, in helium.

are not too different, but the dependence on helium pressure is quite dis-

similar in the two cases. A linear extrapolation of the data in Fig. 6 to

low He pressures would yield a very high recombination coefficient which

would be incompatible with the low-pressure results of Smith and Adams for

the same reaction. We are forced to conclude that a linear extrapolation is

invalid and that the recombination coefficients depend on pressure in a more

complicated way. The curve drawn through the data points is based on a

model which involves both mutual neutralization and three-body recombina-

tion, as discussed in the introduction. In this case, mutual neutralization

most likely occurs by proton transfer from the water cluster ion to the No 3
ion. (See Lee and Johnson, 1989, for a fuller discussion and parameters

used in the fitting). Figure 7 also shows theoretical recombination

coefficients calculated from the theories of Natanson, 1959, and Bates and

Mendas, 1982. In these theories, the ions are modeled as structureless

point charges and effects of mutual neutralization are not included.

The realization that the pressure dependence of Ion-ion recombination

is complicated by mutual neutralization is due to Bates and Mendas. Our

model is based on their ideas. There is direct ex,,erimental evidence (Smith
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Fig. 7. Recombination coefficients for the reaction,

Xe+ + F- + He - XeF* + He, in helium.

and Adams, 1982) that a sharp rise of o with gas d nsity occurs at low

pressures (up to 8 Torr).

In the case of the Xe+ + F- recombination, th dependence of o on

density is well described by a simple linear function. An extrapolation of

the data to zero pressure yields a small value which may not be significant

in view of the uncertainty of the data. Mutual neutralization by electron

transfer appears to be veiy slow, which is not surprising since the only

available crossing between potential curves occurs at a very large inter-

nuclear separation. Figure 7 also indicates results of several calcula-

tions. We have used the theory of Bates and Mendas, 1982, to calculate the

line indicated in the figure. Recombination coefficients have also been

calculated by Flannery and Yang (1978) using the modified Natanson formula

for the very similar process of Kr+ + F- and Monte Carlo simulations have

been carried out by Morgan et al. (1982), also for Kr + F-. The difference

in the masses of Xe and Kr should not be important. It is clear that the

theory of Bates and Mendas and the Monte Carlo results are in far better

agreement with our experimental data than those of Flannery and Yang. We

are unable to offer an explanation why the theoretical results are so dif-

ferent. It should be noted that the Monte Carlo simulations were carried

out for ion densities near 1015 cm- 3 under which conditions the shielding of
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the Coulomb field leads to a slight reduction of the recombination coef-

ficient. Thus, a Monte Carlo calculation for low ion densities, appropiate

to our conditions, should yield somewhat larger coefficients. This work was

carried out by H.S. Lee (to be published).

The results of our experiments show that recombination coefficients can

exhibit quite complicated pressure dependences if mutual neutralization is

present, but that a simple linear rise with pressure is observed in the

absence of mutual neutralization. The agreement between experiment and

theory is good, but the theory of Flannery and Yang appears to give rate

coefficients that are too small.

Electron-ion Recombination at High Gas Densities

The effect of the ambient gas on recombination of electrons with ions

A+ + e + M )-neutrals (16)

is considerably smaller than the effect on ion-ion recombination, the

principal cause being that an electron loses only a small fraction of its

energy in a collision with the much heavier atom. To measure the pressure

dependence of electron-ion recombination in atomic gases one needs to

measure recombination rates at very high gas densities (corresponding to

many atmospheres). In molecular gases inelastic collisions of electrons

with molecules lead to stronger pressure dependences, which have been

measured at below atmospheric pressures (Warman et al., 1980).

We have used an experimental method for studies of electron-ion recom-

bination at high densities which is similar to that used for measuring

ion-ion recombination rates. A plasma is created by the ultraviolet light

produced by a spark in helium. The subsequent decay of the plasma is

monitored by measuring the conductivity of the afterglow plasma using

radio-frequency probes. The experimental arrangement (Fig. 8) is simple and

compact and can easily be housed in a cryogenic dewar for cooling.

Helium

currernin Spark gap

electrodeq- cylindrical

screen electrode

guard electrode

Fig. 8. Experimental apparatus used in the electron-Ion recombination
studies. The pressure chamber is housed in a liquid-helium dewar.
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The probe volume is that enclosed by the inner cylindrical screen

electrode and the central segment of the outer cylindrical electrode. The

decay of the electron density during the afterglow is analyzed in the usual

manner to obtain the recombination coefficient. Experimental observations

indicated a recombination controlled decay over a factor of at least 8 in

electron density, sufficient for a reasonably accurate determinations of

recombination coefficients. Some preliminary results of measurements in

helium are shown in Fig. 9. It is clear that the recombination coefficient

increases linearly with helium density. An extrapolation of the data to

zero helium density yields a coefficient of about 4 x 10- 7 cm 3/s, which is

fairly typical for simple ions. The question of the identify of the ion is

probably not very important here, since the three-body enhancement of the

recombination rate should not dependent much on the nature of the ion. One

might ask, however, if the observed increase of the recombination rate with

gas density results from a shift of the ion population to heavier, faster

recombining ions. The question cannot be answered unambiguously at the

present time.

The three-body rate coefficient for electron-ion recombination, derived

from the data in Fig. 9 has a value of 4.7 x 10- 27 cm6 /s. There are few

experimental data available for comparison. Gousset et al., 1977, measured

the three-body recombination coefficient for Cs+ ions in helium at a temper-

ature of 625 K and obtained a coefficient of 4 x 10- 29 cm6 Is. If we assume

that the temperature dependence of the coefficient is given reasonably well

by the Thomson model (Bates, 1980) (T-5 / 2 ) their data, scaled to 77 K, would

yield a coefficient of 7.5 x 10- 27 cm6 /s, compatible with our result. The

theoretical results of Bates and Khare, 1965, would give higher (by a factor

of about 3) values than our experiment. To make this comparison, we used

the data calculated by Bates and Khare for He+ ions at 125 K and have scaled

t I i i I I i I iI iI , I

0 1 2 3

20 .3
N (He) (10 Cm

Fig. 9. Measured recombination rate in ambient helium at 77 K as a

function of helium density.
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their results to 77 K by using a T-5 / 2 dependence. According to those

authors, the mass of the ion enters the recombination coefficient only

weakly through an inverse dependence on the reduced mass of the ion/gas

system. We have assumed that the ions in our experiments were considerably

heavier than helium and have reduced the theoretical results accordingly by

a factor of two.

We are in the process of extending our experiments to different

temperatures in order to obtain the variation of the three-body coefficient

recombination coefficient with temperature.

As one goal of this work, we wish to investigate the recombination in

plasmas in which the electrons are "localized". It is known that at very low

temperatures (near 4 K) and densities above about 1 x 1021 cm 3 , electrons in

helium exhibit a drastic (by 4 to 5 orders of magnitude) reduction in mobility

and diffusion constant (Levine and Sanders, 1966). The effect may be related

to "Andnrson localization" in random scattering media. In a helium plasma at

4 K, recombination of electrons should be very large at low gas densities, but

it should be strongly reduced by the slow rate of electron diffusion if the

gas density exceeds a critical density of about 1 x 1021 cm 3 . One should

also expect that the recombination rate should increase with increasing

temperature in this regime, since increasing the electron temperature leads to

delocalization of electrons. It will be interesting to explore this density

region which is intermediate between the gas and liquid phases.
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INTRODUCTION

The behavior of excess electrons such as electron transport and

reactivity in dense media has recently attracted great interest (Freeman,

1981; Hatano and Shimamori, 1981; Warman, 1982; Christophorou and Siomos,

1984; Johnsen and Lee, 1985; Morgan, 1985; Hatano, 1986; Marsolais and

Sanche, 1988). Excess electron mobilities ue have been measured exten-

sively in a vpriety of nonpolar organic compounds in the liquid and the

dense gas phase, and several theoretical models have been proposed for

the transport mechanism of excess electrons in these media. In the solid

phase of these compounds, however, there are few investigations of

electron mobilities. Excess electron reactivity with solute molecules or

positive ions is closely related to the transport phenomena.

It is of great importance to investigate the electron-ion recombina-

tion in dense molecular media in the density range from one atm. gases to

liquids and solids (Tezuka et al., 1983; Nakamura et al., 1983; Shinsaka

et al. 1988; Shinsaka et al., 1989).

In the gas phase at the pressures of one to several atm., it has

been shown (Varman et al., 1979; Sennhauser et al., 1980) that electron-

ion recombination is overall a three-body process and that an observed

recombination rate constant kr is expressed by

kr - k2 + k3 n, (1)
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where k2 and k3 are the tvo-body and the three-body coefficients,

respectively, and n is the density of the medium.

In the liquid phase, it has been shown (Tezuka et al., 1983) that

the observed electron-ion recombination rate constant kr in a variety of

nonpolar media are in good agreement with the calculated values kD by the

reduced Debye equation,

4ne
kD= -- e ' (2)

in the range of p e from about 0.09 to 160 cm2/Vs, where e is the electron

charge and c is the dielectric constant of the medium, and thus the

reaction in these media was concluded to be diffusion controlled.

In liquid and high pressure gaseous methane, however, it has been

found recently (Nakamura et al., 1983) that the observed kr values are

much lower than k D. This experiment has stimulated the several theoret-

ical investigations of the recombination process in dense media. Since

the magnitude of the electron mobility in argon is as high as in methane,

it is interesting to investigate the electron-ion recombination in argon

and to compare further the result with theoretical ones. Electron drift

mobilities lie and electron-ion recombination rate constants kr in gas-

eous, liquid, and solid argon have been recently measured and compared

with Eq. (2) (Shinsaka et al., 1988). The observed kr values in both

liquid and gas phases are again found to be much smaller than those

calculated by the reduced Debye equation. The deviation, which is bigger

in gas than in liquid, has been compared with theoretical studies. It

has been concluded that the recombination in liquid and gaseous argon as

well as in methane is not a usual diffusion-controlled reaction. In the

solid phase, however, the observed kr values are almost in agreement with

those calculated by Eq. (2). The effect of an external DC electric field

strength on both kr and pie values has been also measured.

This paper summarizes in the following, the experimental studies of

electron-ion recombination in both methane and argon media and surveys

briefly the related theoretical studies.

EXPERIMENTAL

A research grade methane or argon was purified in a grease-free

vacuum system which was pumped down to a pressure less than 10-6 Torr,

passed through columns of "Gas Clean" which is an oxygen absorber, KOH

pellets, and molecular sieves 5A in this order, bubbled through Na-K

liquid alloy, transferred to the conductivity cell which is shown in

Fig. 1, and finally sealed in the cell.
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(a)

PRESSURE

TRASOUCER

ELECTRODES

ELECTRODE

TEMIRDJ

Fig. 1. Conductivity cell. (a) Cross sectional view, (b) top view
(Shinsaka et al., 1988).

The conductivity cell made of stainless steel can be operated up to

the inner pressure of 130 atm. The cell has two parallel rectangular

electrodes with a rectangular guard electrode.

The experimental setup for the measurement of transient electron

current is shown in Fig. 2. An x-ray pulse of a few nanoseconds vas

obtained by impinging an electron beam pulse of 0.6 MeV from a Febetron

706 on a 0.1 mm thick tungsten foil at the front of an electron-pulse

emission window. The pulse dose was controlled by setting lead plates of

various thickness behind the tungsten foil. The dose was calibrated by a

thermoluminescent dosimeter.

The lover half of the conductivity cell containing the sample was

set in a Dewar vessel in an electromagnetic shielding box. Temperature

was controlled by controlling the floy rate of cold nitrogen gas into the

Devar vessel using a temperature control system. Temperature of the

sample was monitored by the two copper-constantan thermo-couples; one of

them vas set near the upper side of the guard electrode and the other was

set near the lover side of the guard electrode. The difference in both

temperature indications was less than one degree.
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FILTER HIGH VOLTAGE

POWER SUPPLY

Fig. 2. Setup for measurement of transient electron current
(Shinsaka et al., 1988)

When thermal equilibrium was established, a negative high voltage

from a dc power supply through a low-pass filter (8 kHz) was applied to

the high voltage electrode of the cell, and then the sample was irradi-

ated with an x-ray pulse. Under the influence of an electric field, a

transient electron current was induced in the external circuit of the

cell.

The values of Ve and kr were determined by the decay curve analysis

method (Tezuka et al., 1983; Nakamura et al., 1983; Shinsaka et al.,

1988; Shinsaka et al., 1989; Wada et al., 1977). In short, ue and ktr

which is a rate constant for electron trapping due to the medium itself

or residual trace of electron attaching impurity are determined by

fitting Eq. (3) to the observed decay of electron current under the

condition of a low x-ray pulse dose, where the contribution of

electron-ion recombination can be neglected,

I(t) = 10 (1-j eEt/d)exp(-ktr t). (3)

Using the obtained ue and k tr' kr was determined by fitting Eq. (4)

to the observed decay of electron current at a high x-ray pulse dose

where the contribution of electron-ion recombination is taken into

account,

Io (1-ueEt/d)I(t) = 0 e exp (-ktrt). 
(4)

l+n k t
o r

In Eqs. (3) and (4), I(t) is the electron current at the time t

after the x-ray pulse, Io the peak current at the end of the pulse, E the
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electric field strength, d the distance between the electrodes, and n

the initial concentration of excess electrons. The error limits of the

obtained values of P e and kr were 10% and 15%, respectively.

The densities of the sample were evaluated by the measured pressure

and temperature. Temperature dependence of the dielectric constant of

the sample was calculated from the Clausius-Mossotti equation using the

evaluated density.

RESULTS AND DISCUSSION

Methane (Nakamura et al., 1983; Shinsaka et al., 1989)

Figure 3 shows the temperature dependence of U e in liquid and solid

methane together with earlier results in the fluid state for comparison.

Figure 4 shows the density dependence of the electron mobility in

gaseous, liquid, and solid methane together with earlier results in the

gas phase.

On the phase transition from liquid to solid, u e abruptly increases

as shown in Fig. 3. Similar phenomena have been observed in neopentane,

tetramethylsilane, and heavy rare gases such as Ar, Kr, and Xe, and

explained well by the Cohen-Lekner model (Cohen and Lekner, 1967; Lekner,

1967), in which p e is given by

2 (2) 1/2 (5)
3 4na2n2kTXT

where m is the electron mass, a the electron scattering length of medium

molecules, T the isothermal compressibility of the medium, k the Boltz-

mann constant, and T the absolute temperature. It has been concluded,

therefore, that the increase of p e on the phase transition from liquid

to solid is due to the decrease in the value of XT.

Recent electron transport models (Berlin et al., 1978; Basak and

Cohen, 1979), except the Cohen-Lekner model, have shown that the latter

model is not valid in the critical or the dense gas region in nonpolar

compounds and that electron scattering by the fluctuation of the cQnduc-

tion band energy AV0 is important in such density region.

The temperature dependence of kr from the critical region to solid

phase and the density dependence of kr in gaseous, liquid, and solid

methane are shown in Figs. 5 and 6, respectively. In the solid phase,

the k r value is surprisingly large.

In our previous work (Tezuka et al., 1983) it has been shown that

the observed kr values in several liquid and solid nonpolar organic
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Fig. 3. Temperature depe.idence of V e in liquid ( ) and solid (0)
phase of methane. T.P. and C.P. denote the triple point
and the critical point, respectively. Solid line shows the
T dependence of ve in the solid phase. Earlier results
(A,A, and 7) are shown for comparison (Nakamura et al.,
1983).

compounds with V e lower than about 160 cm2 / Vs are in good agreement with

those estimated from Eq. (2), and that, therefore, the electron-ion

recombination in those media is diffusion controlled.

In the present work, % r/k values in liquid and gaseous methane are

much smaller than unity except for low lie region, while the kr/kD value

in the solid phase is nearly equal to unity as shown in Fig. 7. The

Io

0

aa

Soo

+1 15000

I

Dorlly (molecules/€O)

Fig. 4. Density dependence of u in methane, gas (O,x,+, and(3),
liquid (0), and solid (6). n c means the critical density

(Nakamura et al., 1983).
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Fig. 5. Temperature dependence of kr in liquid (0) and solid (0) phase

of methane (Nakamura et al., 1983)

variation of kr/kD value over a much wider range of le is shovn in Fig.

8, where the larger deviation of kr from k D is observed in media with the

larger pe value.

Argon (Shinsaka et al., 1988)

Figure 9 shows the temperature dependence of ue in liquid and solid

argon together with earlier results for comparison. A large increase in

le on the phase change from liquid to solid is again explained quantita-

tively by the Cohen-Lekner theory.

1151

,n 25

120-
" 15 eve

'

x

4m + xX10 0a

0 021 122
C2 0  101

Density (molecules/cm)

Fig. 6. Density dependence of kr in methane. Symbols are the same

as Fig. 4 (Nakamura et al., 1983).
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Fig. 7. Density dependence of kr/kD in methane. Symbols are the

same as Fig. 4 (Nakamura et al., 1983).

In regard to the variation of electron mobility with temperature in

liquid argon, several theoretical models have been proposed and they are

rather far from giving theoretical values which are in good agreement

with the experimental values over the whole liquid region. However,

Ascarelli's treatment (Ascarelli, 1986) considering phonons and density

fluctuations is interesting because it gives rather good calculated

2.0 (b)

1.0 - - - - - - - - -"

1.0 0 +

0 0
0.5 Sao0

0,2

0.11 - 0"

0.01 0.1 i 10 100 100 10000
Electron Mobility (cm21V.sec)

Fig. 8. Plots of kr/kn vs 11e in several fluids and solids; *, solid
methane; o kiquid methane; O, gaseous methane; x, liquid
mixtures of neopentane and n-hexane; V, liquid and solid
neopentane; A, liquid and solid tetramethylsilane; +,
liquid n-pentane, n-hexane, and tetramethylsilane; o3

liquid n-hexane and cyclohexane (Tezuka et al., 1983;
Nakamura et al., 1983; Shinsaka et al., 1988).
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Fig. 9. Temperature dependence of electron mobility in liquid and
solid argon. Earlier results (AA, and 03) are shown for
comparison (Shinsaka et al., 1988).

values of electron mobility in good agreement with the experimental

values if effective electron mass is used as a fitting parameter with

density.

Electric field dependences of density-normalized electron mobility

in liquid and gas phases are shown in Fig. 10. The eleetron mobilities

were constant in the region of low electric field in both gas and liquid

and decreased gradually with further increasing electric field strength

in the region above a certain critical electric field strength in the

liquid phase. The gradual decrease in electron mobility in higher

electrical field is due to heating of excess electrons by the external

electric field.

1025 Se , q* 0 Uq.
WO%

• 0j 00 0 ~g

&A

0 0 11 A.lJ t IJ il0 * ••[.

10I I tO 100
E/n(mTd)

Fig. 10. Electric field dependence of density-normalized electron
mobility in liquid (e) and gaseous (Oand A) argon.
Earlier results (0,V, and 0) are shown for comparison
(Shinsaka et al., 1988).
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Temperature dependence of the recombination rate constants in liquid

argon is shown in Fig. 11. The observed recombination rate constants in

both liquid and gas phases were found to be much smaller than those cal-

culated by the reduced Debye equation.

In the solid phase, however, the observed recombination rate

constant was close to that calculated by the reduced Debye equation

(Fig. 12).

The recombination rate constants in both liquid and gas phases

increase roughly in proportion to external electric field strength in the

region of low electric field (Figs. 13 and 14). They form a peak around

the critical electric fields which are almost the same magnitude as those

for electron mobility and then decrease with further increase in

external electric field.

The external electric field dependence of the ratios of the observed

recombination rate constant kr to that calculated from the reduced Debye

equation kD are shown in Figs. 15 and 16.

A large deviation of kr/kD from 1 in both liquid and gas phases means

electron-ion recombination is not a usual diffusion-controlled reaction.

The difference in the values of kr/kD in gaseous (- 0.01), liquid (- 0.1

corrected for electric field dependence), and solid argon (- 1) may be

mainly caused by the difference of the medium density; the more easily the

electrons lose their energy, the more smoothly the recombination can

occur.

It should be noted that in solid argon which is known as a plastic

crystal, the ratio kr/kD is - 1 in spite of higher electron mobility than

in liquid argon. In this case, the lattice of the plastic crystal may

effectively work as an energy sink for the kinetic energy of excess

electrons in collision with the electrons.

6-

0 2

2 0

0 0.. . ...

T(K)

Fig. 11. Temperature dependence of electron-ion recombination rate
constant in liquid argon (Shinsaka et al., 1988)
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Fig. 12. Ratio of observed recombination rate constant kr to that

calculated by the reduced Debye equation kD vs electron

mobility V e in gaseous (A), liquid (0), and solid (o)

argon (Shinsaka et al., 1988)
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Fig. 13. Electric field dependence of electron-ion recombination
rate constant k in liquid argon at 87 K (Shinsaka et al.,
1988). r
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Fig. 16. Variation of kr/kD with electric field strength in gaseous

argon (Shinsaka et al., 1988).

In regard to the problem that the ratio of kr/kD becomes < 1, Varman

(1983) proposed a theoretical formula [Eq. (6)] of the recombination rate

constant, taking the diffusion-controlled recombination rate constant and

the energy exchange controlled recombination rate constant

into account:

kr/kD = (1+55T 4C2 /10 E102)_ I ,  (6)

where E1 0 is the critical field strength at which the drift velocity

deviates 10% from u th E. In spite of many assumptions for the derivation

of Eq. (6), the calculated value for liquid argon is rather in good

agreement with the experimental one. However, the calculated value for a

dense gas of argon is far from the experimental one. In case of solid

argon, the calculated value is much smaller than that of experiment. The

difference may be partly due to uncertainty in the determination of

critical electric field for solid argon reported in an earlier paper.

Recently, Tachiya (1986; 1987a; 1987b) pointed out that if 1/a where

1 is the mean free path of reacting particles and a the reaction radius,

namely the distance between two particles at which they react immediately

is not negligible, then the rate constant of bulk recombination will be

affected and deviated from k D in the recombination for neutral particles

and for an electron-ion recombination by use of Monte Carlo techniques.

It is very interesting that our experimental values of recombination rate

constant for liquid methane locate nearly on the theoretical curve of

this simulation which uses only 1/a as a parameter.

The scatter of experimental points for liquid argon which is shown

in Fig. 12 is not an experimental error but reflects subtle differences

in conditions of the measurement and the medium. Even if we take account
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Fig. 14. Electric field dependence of electron-ion recombination
rate constant kr in gaseous argon (Shinsaka et al., 1988).
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Fig. 15. Variation of kr/kD with electric field strength in liquid

argon at 87 K (Shinsaka et al., 1988).
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of such a complexity in the recombination processes, it seems to be true

that a large 1/a is an important factor for the deviation of kr from k .

In the following theoretical investigations which have been

stimulated by the present experimental results of kr/kD << 1 for dense

methane and argon are summarized.

(1) A semi-empirical treatment by Warman (1983) taking both the

diffusion-controlled and the electron-energy-exchange

controlled recombination processes into account,

(2) A Monte Carlo simulation by Tachiya (1986; 1987a; 1987b) with

the parameter 1/a,

(3) A molecular dynamics simulation by Morgan (1985; 1986),

(4) A fractal treatment by Lopez/Quintela et al. (1988),

(5) A gas kinetic approach by Kitahara et al. (1988), and

(6) An approach based on the Fokker-Planck equation by Sceats

(1989).
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THE NCKLITY OF ELECTRONS IN LIQUID ARGON; SOME DIFFERENCES AND SOME
SIMILARITIES WITH THE MOTION OF ELECTRONS IN CRYSTALS AND GASES

G. Ascarelli

Department of Physics
Purdue University
West Lafayette, Indiana 47907

ABSTRACT

After a brief description of the Basak and Cohen's and the Vertes'

calculations of electron mobility, my calculation is presented in which

I consider that the electron is scattered by both acoustic phonons and

large density fluctuations localized over a region whose dimension is

of the order of half an electron wavelength. Both the dimensions of

these density fluctuations, as well as the magnitude of the density

fluctuation themselves, are varied over a wide range in order to calcu-

late the mean free path of electrons whose energy is varied between

1/20 kT and 10 kT. The resulting mobility is compared with recent Hall

mobility results as well as with the measured ratio of the Hall and

drift mobilities. In order to get a reasonable agreement between

experiment and theory, it is found that an effective mass that varies

linearly with temperature is necessary. If we extrapolate both this

density-dependent effective mass as well as the density dependence of

V0 to the density of the solid at the triple point, the calculated

phonon-limited mobility is in excellent agreement with experiment. An

anomalous dependence of the Hall angle on the magnetic field near the

maximum of the electron mobility is ascribed to weak localization. A

brief review of the weak localization phenomenon is given, and the

calculated results are compared with experiment.

In this talk I would like to describe experiments and calculations

aimed at the elucidation of the mechanisms determining the mobility of

electrons in rare gas liquids.

Most measurements of mobility employ the so called time of flight (TOF)

technique in which a pulse of ionizing radiation creates electrons at time
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t=O and the experimenter measures the time it takes these charges to move

a specified distance.

Even in a perfectly pure liquid, as opposed to a perfect crystalline

solid, disorder permits the existence of two types of states: localized and

delocalized. Only the latter, whose wave function extends over the whole

sample, can contribute to electronic transport. In the language used in the

study of glasses, the localized states are states below the mobility edge.

In a TOF experiment the transit time of the electrons is determined

both by the time spent in states above and below the mobility edge respec-

tively. By way of contrast, in the course of a Hall mobility measurement,

localized states give no contribution to the measured signal. In general

the Hall and the drift mobility are expected to differ by a factor of the

order of 1 that depends on the energy dependence of the scattering time. A

calculation of the electron mean free path is, however, insufficient for the

calculation of the electron mobility. The latter depends not only on the

scattering processes but also on the stationary energy levels of an electron

in the fluid. A comparison of the Hall and the TOF mobility can give us an

indication on whether the TOF mobility corresponds to the drift mobility.

If it does, when the latter is compared with the Hall mobility, it can

provide an additional test for model calculations of the scattering mecha-

nisms, since the ratio of the mobilities is nearly independent of the

electronic band parameters.

A comparison of TOF and Hall measurements gives conflicting results in

the case of high mobility organic liquids. As an example, in the case of

tetramethyl silane (Munoz and Ascarelli, 1983b; Munoz and Holroyd, 1987) and

22 dimethyl butane (Itoh et al., 1989), the Hall and the TOF mobilities were

the same within the experimental errors. By way of contrast, in the case of

neopentane (22 dimethyl propane) (Munoz and Ascarelli, 1983a), the differ-

ence between the two measuremdnts suggested the possibility of a significant

contribution by localized states (see Fig. 1).

However, there are insufficient data on the thermodynamic properties of

these substances, and frequently data on the value of the energy correspond-

ing to the bottom of the conduction band are unavailable, making a compari-

son between experiment and a model calculation difficult.

In the case of rare gases, particularly Ar and Xe, there is much more

available thermodynamic data, and it is possible to make such a comparison.

A rotation of the atoms cannot affect the potential seen by the electrons;

thus disorder and the resulting scattering associated with the relative

orientation of the molecules is absent. The mobilities are large, reaching

about 6000 cm2 /Vs.
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Fig. 1. Hall mobility (1H ) and time of flight mobility (1TOF)
(Munoz and Ascarelli, 1983) and position of the conduction
band (Vo) (Holroyd and Cipollini, 1978) in neopentane.

The first calculation of electron mobility that approximately repro-

duced the experimental data was carried out by Basak and Cohen (1979).

These authors assumed that an electron moving in liquid Ar can be

imagined as moving in a band similar to what would be expected in the case

of the motion of an electron in a crystalline solid. The bottom of this

band is at an energy V0 from the vacuum. The electron is bound and can be

represented by a wave packet whose extent is large compared with the average

interatomic distance. Its momentum can be specified in the same way as in

the case of electrons in a crystalline solid. Implicit in such a picture is

the idea that the electron is not scattered by individual atoms of the fluid

but only by those atoms that are not in their equilibrium positions. This

is in contrast to what happens in a gas where each atom or molecule gives

rise to a scattering potential.

The energy dispersion of an electron in the fluid is assumed to be

E = V0 + (fik) 2/2m* (1)

where m is the so called effective mass. It is a parameter that reflects

the fact that the electron is not free but is shared by a large number of atoms

of the fluid (in principle all). The quantity fik that behaves like a momentum

is associated in the case of the solid with the periodicity of the crystal.
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It must be stressed that uk is not the real momentum of the electron in

the crystal. Indeed it is called the pseudo momentum of the electron.

Although strictly speaking translational symmetry does not exist in a fluid,

our experience indicates that volumes containing a large number of atoms can

be superposed by an appropriate translation. What must still be found out is

whether the absence of the perfect superposition that exists in a liquid can

be viewed as a perturbation in a way that resembles the case of a solid in

which the atoms are not frozen in place. We shall thus assume that over large

distances, or equivalently for small values of the wave vector k, a liquid

behaves as if it would be periodic.

Such an approach is certainly appropriate for wavelengths long compared

with the interatomic distance as when light and sound interact and are detect-

ed in light scattering experiments. These experiments indicate there is

conservation of momentum of the interacting waves; i.e. that the medium

behaves as if it would be periodic on this length scale.
dV

Basak and Cohen (1979) realized that -n - is precisely the so called
deformation potential appearing in the calcula ion of the electron acoustic

phonon coupling used in the theory of the mobility of electrons in solids.

The main term in their calculation arises in a way that resembles the

calculation of the scattering of electrons by acoustic phonons in a crystal.

These authors considered the change of potential produced by a density

fluctuation An. For the case when An is small, they expanded the scattering

potential V (n+hn) - V (i) in series of powers of Mi. In the remainder of

the calculation An was expanded in a Fourier series and the calculation of

the main terms of the result was carried out along the lines used in cal-

culating the phonon-limited mobility; e.g., in the case of semiconductors.

The calculation is also very similar to the Ornstein-Zernike theory of

critical opalescence (1914).

Shortly after this calculation was published Reininger et al. (1983)

published measurements of V0 as a function of density for Ar, Kr, Xe (Fig.

2) and compared the mobilities obtained with Basak and Cohen's calculation

to experimental data (Fig. 3).

Overall the agreement between experiment and theory was extremely en-

couraging. It provided the correct order of magnitude of the mobility with

m =m0 , the free electron mass. A mobility maximum appeared in the vicinity

of the density where dV0/dn=O as had been surmised by Holroyd and Cipollini

(1978) from data on V0 (n) and mobility in organic liquids. However, an

inescapable prediction of the theory is that, as a consequence of the

divergence of the isothermal compressibility 2the 3electron mobility is zero
at the critical point, T-150.75K, n - O.8x1O cm . The calculated peak of

the mobility maximum is much narrower than the experimental result.
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The density fluctuations considered by Basak and Cohen are necessarily

small in order for the series expansion to converge. They are certainly

appropriate for phonon scattering where the phonon wave vector is of the

order of the electron wave vector k appearing in Eq. (1). In the case of a

phonon, the corresponding frequencies are of the order of 1012s-1. In such

a time an atom can only move a fraction of a nearest neighbor distance.

Such fluctuations are very well represented by the series expansion and the

subsequent Fourier series used by Basak and Cohen. Similarly fluctuations

are also small when we consider scattering of light. The important volumes

have dimensions -X/2, where X is the wavelength of light. In the case of a
0

thermal electron, its wavelength is -1OOA. Within a volume whose diameter

is 50A, there are -1000 atoms and the corresponding probability of large

density fluctuations is much larger than in a volume whose radius is 50

times larger.

Although not explicitly recognized by Vertes (1983; 1984), this must

have been part of his rationale when he fitted the experimental mobility

assuming large density fluctuations over a volume Q whose radius was left as

a fitting parameter. From statistical mechanics (Landau and Lifchitz,

1967), the probability of a density fluctuation hn

P(&n) c exp - Q(6n)2 (2)

2iiS(O)

where S(0) is the structure factor for zero momentum transfer.

S(O)=kBTTXr (3)

where xT is the isothermal compressibility. The scattering potential is

AVo=V (n + tn) - V O(n) (4)

represents a square well or barrier over the volume 2. The radii of the

volumes necessary to fit the experimental mobilitif were of the order of
0

20A. In a fluid volume of these dimensions the probability of a large

density fluctuation, where the density is e.g. zero or equal to the

density of the crystal, is not negligible. Clearly, if such a density

fluctuation develops, it will be long lived compared vth times -10-12s.

The latter is an upper limit for the electron mean free time. From the

point of view of the electron such density fluctuations can be considered

as static and the corresponding scattering purely elastic.

These potential wells and barriers are similar to what was described

by Coker et al. (1987) in their Monte Carlo study of the behavior of

excess electrons in fluid Xe.

In the calculation of the mobility there are therefore two types of scat-

tering: scattering by phonons and scattering by large, localized density

fluctuations. Phonon scattering is inelastic, while scattering by large
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density fluctuations is elastic. An alternative view is that phonons are

either created or destroyed when they scatter an electron. By way of contrast,

static density fluctuations remain unaltered during the scattering process.

Phonon scattering has been extensively studied e.g. in the case of

semiconductors. The corresponding mobility (Brooks, 1955) is

12(2n)/2e 4 P Cs2

p 32 5e2 5 (5)

3kB o T 3/2-2 mJS

Here p is the density of the fluid (g/cm 3), C is the velocity of sound
dV°  sdV *

(cm/s), T the temperature in K, S'=-n- is the deformation potential, m
dn

and m0 are respectively the effective mass and the free electron mass.

With parameters appropriate to Ar we get:

2xlO-
27C 2

lip V 0) s L)5/2(6)

nT 3/2  mMn)jn

dV

This expression is appropriate every where except when either n - 0 or

near the critical point where Cs -+ 0. In these vicinities we must consider

that phonon scattering will be changed within a static density fluctuation

and the above expression for V p must be corrected by considering their

effect (Ascarelli, 1986a). Fig. 4 shows the density dependence of the

phonon limited mobility in the case of a constant effective mass. The value

of V0 and it derivatives is taken from Reininger et al, 1983. It is a well

known result from semiconductor theory that the mean free path associated

with acoustic phonon scattering is independent of the electron energy.

We must now extend the Vertes (1983) calculation so as to take into

account all possible volumes 2 in which there might be a density

fluctuation.

The probability of finding a constant density in a volume 2 whose

radius is r is:

P(r) a e-r/ & (7)

where t is the correlation length.

An order parameter t much larger than the dimensions of the volume we

are considering cannot influence the existence of order within that volume.

Therefore, if we consider volumes whose radii are much smaller than &, P(r)

must be constant independent of t. The necessary behavior of P(r) may be

described by substituting t in Eq. (7) with a quantity Ee that is a function

of both and r, whose limit is & where r>>&, and r when r<<.
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On account of the isotropy of the fluid, P(r) cannot change when x is

changed into -x, y into -y or z into -z. Therefore, r must appear as some
2power of r . The simplest rational function that has this property as well

as the appropriate limits is:

2 2 + r 2  
(8)

The number of atoms that are normally within the volume 2 must be rela-

tively large (of the order of hundreds?); otherwise neither the effective mass

approximation we are using nor statistical mechanics are applicable. This

limits the smallest volume that can be used in the calculation. The values of

An must also be limited. The number of atoms in the volume 2 cannot be either

negative or larger than in the crystalline solid. With both these limitations

in mind, we can write for the mean free path for momentum transfer:

- 2 r
'e 2iS(O) te - 2n -- v(e,nQ,k) (1 - cose) sine d

-1 bn r e0 fe

-l2bn 2n r(n e
E e 2iiS(O)e e

hn r

where (hn,2,k) is the cross section for scattering of an electron by a

square well:

v(hn,2,k) = 2nJ a(O,An,k) (1 - cosE)de (10)

0

= 4 in2  + 3sin 2 6 + 5sin 2 a + 7sin 283 + 9sin 284

- 2sin80 sin61cos(& 1 -5 0 ) - 8sin81 sin62 cos(&2 -8 1 )

- 2sin62 sin83cos(& 3 -62 ) - 16sin63sin84 cos(&4 -&3 ) ]

Here s to g waves have been considered. I limited the calculation to

g waves because I found that they did not give a large contribution to the

mean free path. The spikes that are seen in the energy dependence of the

mean free path when Q contains more than 128 atoms (Pigs. 5, 6, 7) are

primarily due to p and d waves. They are the consequence of the choice of

a square well potential.

In order to do the machine calculation in a reasonable time, I have

limited the values of r to the case when r > rmin and e-r/ % > 10-6 . The
value of Q was then progressively doubled up to when the upper limit of r

was reached. Similarly the maximum and minimum value of An are limited by

sections were calculated for each electron momentum and each value of Q at

100 equally spaced values of An.
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Fig. 5. Static density fluctuation limited mean free path for

electrons with m = m° in argon at 86K and density

n=2.llxlO 22cm- . On average, 9min contains 256 atoms.

The values of the electron momentum that were considered correspond to

energies from kBT/20 to lOkBT in intervals of kBT/20.

Knowing the energy dependence of the mean free path for scattering by

static density fluctuations as well as the energy independent mean free path

arising from phonon scattering, the drift mobility, the Hall mobility, as

well as their ratios can be calculated for whatever electron distribution is
desired. I considered only the case of a Boltzmann distribution. The cal-

culation was carried out along the liquid vapor coexistence line.

In order to measure the Hall mobility of an insulator we cannot use the

same techniques used in semiconductors. We also must be careful that polar-

ization is not set up so as to distort our knowledge of the applied fields.

We would like then to make pulse measurements with few charges over times

that are short compaied with the time it takes an electron to traverse the

sample under the effect of the applied fields. "The Redfield Technique",
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Fig. 6. Same as Fig. 5 for T=136K, n=1.495xl022cm 3 , m*=O.71m 0
0

initially developed for the measurement of the Hall mobility in ionic

crystals (Redfield, 1954), is ideally suited for this purpose.

The sample holder that has been designed produces a uniform axial field

in the active volume, even when it is inserted in a metallic container that

would tend to severely distort the electric field distribution (Fig. 8).

A narrow well-collimated x-ray beam produces electron hole pairs that

drift in the applied electric field. Adjustment of one of the potentiome-

ters connected across the resistive plates D and D' rotates the equipoten-

tials and nulls any differential signal detected by the amplifier.

The application of a magnetic field unbalances the system. By changing

again one of the potentiometers a transverse electric field Ey is created to

balance the VU force created by the magnetic field. The ratio of the long-

itudinal and transverse electric fields is equal to the tangent of the Hall

angle

c

!_.tan%=- (1

1 + (wc) 2

When ,c is small, tane0 = IHB - u) -r.
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Fig. 7. Same as Fig. 5 for T=150K, n=i.04xlO cm- , m =0.49m 0.

The result of the Hall mobility measurements (Ascarelli, 1989) is shown

in Fig. 9. Most of the data have been taken along the liquid vapor

coexistence line while some of the Hall and TOF mobility data have also

been taken along the 50 atmosphere isobar.

The calculated drift mobility is shown in Fig. 10 for the case of a,

constant effective mass m = m . It is clear that although it has some

features of the experimental results, quantitative agreement is poor. A much

better agreement between experiment and theory is found with an effective

mass that decreases linearly with density. Clearly such a density depen-

dence of the effective mass cannot be extrapolated to the case of the dilute

gas. It may be instead reasonable to extrapolate it to the density of the

solid (Fig. 11).

In the case of xenon (Ascarelli, 1986b) the effective mass in the

liquid at the triple point has been estimated from exciton data. With such

a value of U* the calculated drift mobility and the experimental TOF

mobility agree with no adjustable parameters (Fig. 12).
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Fig. 8. Electrode configuration used for Hall measurements. D, D',
G, GI are thick-film resistors printed on either alumina or

Macor. E, E' is a parallel plate capacitor used for
measuring the density of the fluid. A, A' electrodes
connected to the top of resistors G, G' printed on Macor
spacers B, B'. These electrodes are enclosed in a
stainless steel cell lined inside and outside with copper.

In order to find values of the effective mass in argon obtained from

other experiments we must go to the case of crystalline argon. The effective

mass that is obtained (Zimmerer, 1987; Resca et al., 1978a; Resca et al.,

1978b; Reininger et al., 1984; Perluzzo et al., 1985) varies between

approximately 0.5 m0 and 0.7 m0 , depending both on how it is calculated and on

the original experimental data used. However, since this mass is in most

cases estimated from spectra of a relatively small radius exciton (Zimmerer,

1987; Resca et al., 1978a; Resca et al., 1978b; Reininger et al., 1984), there

are important corrections that must be introduced in the Rydberg formula that

was used. These corrections are not necessarily negligible compared with the

exciton binding energy, even in the case of the n-2 exciton state. Their

estimate is difficult because they have different signs and, in the case of

the lowest exciton state, similar magnitudes (Hermanson and Phillips, 1966;

Hermanson, 1966).

It is appropriate to ask whether the density dependent effective mass

that is obtained in the fit of the mobility calculation to experiment is

Just a parameter or whether it represents an approximation of reality.

As pointed out above, the ratio of the Hall and the drift mobility has

been calculated. It is nearly independent of the choice of effective mass.
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Fig. 9. Results of mobility measurements. 0 Hall mobility along the
liquid vapor coexistence line, A Hall mobility along the 50
atmosphere isobar, OTOF mobility along the 50 atmosphere
isobar (Jahnke et al., 1971) and OTOF mobility along the
liquid vapor coexistence line (Shinsaka et al., 1988).

It varies from approximately 1 at a density much above the mobility maximum

to 1.5 at the mobility maximum, falling again to 1 at the critical point.
,

The result corresponding to m = m as well as to a variable effective mass

are shown in Figs. 10 and 11. A comparison with the drift and Hall mobility

given in Fig. 9 indicates that there is good agreement between the ratio of

the mobilities and the result of the calculation.

If both the values of V0 and of the effective mass measured in the

liquid are extrapolated to the solid at the triple point, the mobility can

be calculated with no adjustable parameters. Only phonon scattering should

be important in a sufficiently perfect crystal and the ratio of the Hall to

the drift mobility should be 3n/8. The calculated Hall mobility is 2770

cm2 /Vs to be compared with an experimental mobility of 2820 cm2 /Vs!

A more detailed discussion of some small discrepancies between

experiment and the calculation are given in Ascarelli, 1989.
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Fig. 11. Same as Fig. 10 except that m varies linearly with
density as shown.
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Fig. 12. C~lculated drift mobility of electrons in xenon using
m = 0.27mo0. On average Qmin contains either 4 (h) or 256
(V) atoms. Experimental TOF data: N Huang and Freeman,
1978, X Gushchin et al., 1982, oYoshino et al., 1976,0
Miller et al., 1968.

Before concluding, I would like to speculate on the possible existence

of weak localization effects like those that have been found in metallic

alloys at very low temperatures (Bergman, 1984; Chakravarty and Schmid,

1986), in the case of electrons on the surface of solid hydrogen (Adams and

Paalanen, 1987), and in the case of scattering of light (John, 1988) by a

turbid solution of polystyrene microspheres in water.

In order to understand the phenomenon we should refer to the Fig. 13.

Consider an electron scattered elastically at position 1, then at 2,

r 3? . . . . finally at r.. Consider the same electron wave scattered

at rN, then rN .... and finally at r1.

If at all points the electron is scattered elastically, the phase

difference of the wave scattered finally from rN and r1 is:

(kf - kl)'(rN-rl) q(rN-r) • (12)

This phase difference is zero if the electron is incident and is scattered

back in the direction perpendicular to (rN-r l).
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Fig. 13. Path L considered in the multiple scattering leading to
weak localization. Example with N=8. Figure from
Chakravarty and Schmid, 1986.

i1 In the absence of a magnetic field the waves being scattered along

either the clockwise or the anti-clockwise paths gain the same phase. The

two waves interfere. Inelastic scattering will destroy the coherence and,

therefore, the interference of the waves scattered along the clockwise and

anti-clockwise path.

Considering the electron as a classical particle executing a random

walk starting atr1 and lasting a time t, if the electron is to return to

rN near rl, this implies:

r r 1j (D r)1" ~ / (13)

where D is the diffusion constant for electrons of momentum k. When the
electron is considered quantum mechanically, the correspondence principle

Indicates that the most probable paths are those calculated classically.

The same is e.g. valid in the case of light. However, on account of the

wavelike nature of the electron when we calculate probabilities we must add

the amplitude of the waves traversing the path L in the clockwise and the

anticlockwise directions. As a result of interference, the probability of

finding the electron at the origin is twice what would be expected for a

classical particle (Bergman, 1984).

The total path L is expected to be of the order of the inelastic mean

free path, e.g. the mean free path determined by phonon scattering.

If kA<<l the electrons are localized. This is the well-known Joffe-

Regel criterion. It just indicates that if the mean free path is short

compared with the wavelength, it is not meaningful to use the concepts

associated with a plane wave. Clearly, localized electrons cannot

contribute to transport.

307



From Eq. (12) it is clear that all electron waves scattered in the

backwards direction interfere constructively. However, for large values of

i this enhanced backwards scattering only involves few electrons because
the angular width of the interference maximum is limited by the

condition lq(r N-rl) - n.

In the case of metals where k.1 the Fermi momentum, is large compared

with irN - "i+ -1 the angle e between if and 9i is q = kF6 , therefore:

1/2

kF I 4N- k- -+IL

This is not so in the case of Boltzmann statistics where k is not always

large. As an example, in the case of electrons in Ar near the mobility0

maximum the calculated A - 700A. The value of the phonon limited mean

free path is calculated to be L - 25 x 103A. The value of k - n/A is

much below the value that corresponds to the most probable energy of the

electron distribution. For these electrons the lobe of the constructive

backwards interference can be very wide and a large fraction of the
1/2

electrons of momentum k < L-) do not contribute to electrical transport.

We must now consider the effect of a magnetic field. According to the

rules of quantum mechanics, we must substitute p by (;-e ) in the

Hamiltonian of our "free" electrons; -e is the charge of the electron and

A is the vector potential. Therefore the phase difference of the waves

traversing the path L in the clockwise and anticlockwise direction is

L eJ . l 2e (a).SS = 2 .e (15)R L  R s  5

The factor 2 arises because 11 has the opposite signs when the direction in

which the path is traversed is reversed. fS is the flux of magnetic field

through the closed path that encloses the surface S. (The portion
4
r
I1

... missing in the phase integral can be added and subtracted along one
rN

of the paths. One of the terms is used closing the clockwise path, the

other the anticlockwise path).

The area enclosed by L is of the order of A2 so that #s - BA2 /3; the

factor 3 arises because the average projection of the area S on three

mutually orthogonal planes is the same.

We can now ask what happens to the condition that the lobe of the back-

ward interference maximum is broad when the magnetic field is increased.

We take 6 - n/4 as an indication of such wide lobe.
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2B2eeS
I OIrN - 1 Jcose Iq IN I-rN ' ~1 cosE - neB (16)

Since 13B2 >>qo -lr 1 qo(LA/3)1/2 for fields of a few

kilogauss, it is clear that:

q 2BSe + q 2BSe
3 - 4 4 (17)
r 1case 3 r N - r 11cosE)

Because we wish to have large angle scattering, we must also have q ~ k.

This implies that the magnetic field "scans a hole" in the electron

distribution. For calculations e.g. of the current, the "hole" that must be

considered of the order of 2
2

C [2 P 4 e 2 mkBT , (18)

c

Here Ap is a measure of its width and C reflects both the solid angle

over which incident electrons contribute to the constructive interference

and the normalization of the electron distribution.

In a liquid rare gas, weak localization will be most important near the

mobility maximum because in that vicinity the mean free path associated with

inelastic scattering is much longer than that associated with elastic

scattering. If weak localization gives rise to a "hole" in the electron

distribution that is "scanned" by the magnetic field over different values

of the energy, we would expect that the tangent of the Hall angle is:

2
O\c p -2m*k B T

+ z2/ - 1+( ), p e
tanE = K 1 2 (19)

2
_________--r __
2/ - p4 e 2m*kBTA

+ (t) 1 +

Rearranging terms and expanding the denominator in series, keeping

only the terms first order in Ap, we get:

2 2

tane 2 taneo - Cp4e 2m*kT [ - tane0 ] c 2 (20)
1+ ( T)

c

Here tane0 is the tangent of the Hall angle in the absence of weak locali-

zation (Eq. 11).

In the case of argon the calculated average mean free path at the
C

mobility maximum is 700 A. The calculated phonon limited mean free path is

25 x 10 A. From an inspection of Fig. 14, it is seen that the term
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Fig. 14. Calculated mean free path due to scattering by static
density fluctuations near the mobility maximum.

proportional to Ap in Eq. (20) is always positive because for the magnetic

fields available (1 T), p < pmax*

We may now compare the theoretical model with experiment. Contrary

to what is expected from the Boltzmann equation, in the present case when

wt < 0.3, tan e is not a linear function of B (Fig. 15). If weak local

ization is responsible for the deviation we should substitute p by

BSe in Eq. (20) and get
(3AL)1

1 /2

6 = tang - tanO 0  B 4exp - 6m T (21)

4 2
or log (&/B ) a B

Despite the paucity of the data, this seems to be the case (Fig. 16).

The straight line was obtained by reading out 7 values of A from Fig. 14.
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Fig. 15. Experimental magnetic field dependence of the Hall angle
near the maximum of the mobility. The broken line is what
is expected from Boltzmann equation.

From it, assuming that the path L is a regular polygon of side A, the

estimate of L turns out to be of the order of 7A while from the mobility

calculation I would have estimated - 20A.

I conclude with a question: is this an indication of weak localization

in liquid argon?

3.0

2D

ID

0.0 a 0.6 0.8 1.0

B8 
( Tesla)t

Fig. 16. Plot of the value of 6 from Fig. 15 to put in evidence the
predictions of the weak localization model (Eq. 21). The
straight line is obtained by reading 7 pairs of values of
A and B from Fig. 15.
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ULTRAFAST AND ULTRASENSITIVE DIELECTRIC LIQUIDS/MIXTURES: BASIC
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Basic properties of cryogenic and room temperature dielectric

liquids/mixtures with high electron yields (under irradiation by ionizing

particles) and high excess electron drift velocities are discussed. A

number of ultrafast and ultrasensitive liquid media--appropriate for

possible use in liquid-filled radiation detectors and other

applications--are identified.

INTRODUCTION

Contrary to low-pressure gases where electrons are "free," in

liquids electrons are quasifree or localized; e.g., see Christophorou and

Siomos (1984), Christophorou (1988), Schmidt (1984), Freeman (1987),

Kunhardt et al. (1988). Excess electrons are quasifree in liquids for

which the electron ground-state energy, V0 , is negative (< 0 eV). Such

liquids can be cryogenic or "warm" (room temperature). Examples are

given in Table 1. It is in such liquids (and their mixtures with

appropriate additives) that the search for ultrafast and ultrasensitive

liquid media is being focused.

ELECTRON DRIFT VELOCITIES, ELECTRON ENERGIES, AND ELECTRON ATTACHMENT TO
MOLECULES IN DIELECTRIC LIQUIDS WITH V < 0 eV

In liquids/mixtures with V0 < 0 eV (such as those in Table 1),

quasifree electrons drift fast, have energies in excess of thermal at

high applied electric fields E, and attach to molecules as in gases (but

with notable changes in the energy position, cross section, and lifetime

of the negative ion state(s) involved); e.g., see Christophorou and
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Table 1. Examples of Liquids with Negative V°

Liquid V (eV)a

- Cryogenic

Ar(87 K) -0.20

Xe(165 K) -0.61

Room Temperature

Neopentane [C(CH 3)4 1 -0.43

Tetramethylsilane [Si(CH3 )41 -0.57

Tetramethylgermanium [Ge(CH3)4 1 -0.64

Tetramethyltin [Sn(CH3)4 1 -0.75

2,2,4,4-Tetramethylpentane [(CH 3 )3 CCH2 C(CH3 )3 1 -0.36

a See Christophorou and Siomos (1984), Christophorou (1988), Schmidt

(1984), Freeman (1987), Kunhardt et al. (1988), Allen (1976) for
original sources of V data.0

Siomos (1984), Christophorou (1988), Schmidt (1984), Freeman (1987), Kunhardt

et al. (1988), Allen (1976), Christophorou (1985), Chrlstophorou et al.

(1989). Figs. 1 through 6 exemplify these properties for cryogenic liquids.

In Fig. 1 the electron drift velocity (v) as a function of the density-

reduced electric field E/N is shown for gaseous Ar (Christohphorou, 1971;

Robertson, 1977) and Xe (Christophorou, 1971; Hunter et al., 1988) and for

liquid Ar and Xe (Miller et al., 1968). (vL and vG refer to the w in the

liquid and the gas, respectively.) At any value of E/N, the vL in the

liquid far exceeds the VG in the low-pressure gas, especially for Xe at low

E/N, reflecting the profound changes in the momentum transfer cross section

a(e) between the gas, (a)G(c), and liquid, (% )) (Christophorou, 1988;

Christophorou et al., 1989).

In Fig. 2 the characteristic energy e T versus EIN (where

DT is the transverse electron diffusion coefficient and u is the electron

mobility) is shown for liquid Ar (Shibamura et al., 1979) (T = 87 K) and

liquid Xe (Kubota et al., 1982) (T . 165 K). For comparison, the

calculated (Christophorou et al., 1989; Hunter et al., 1988) e D G

versus ElN for gaseous Ar and gaseous Xe at room temperature (T - 300 K)

and at T - 165 K for Xe and at T - 87 K for Ar are also shown in the
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figure. While the Lle --. ] for liquid Ar are lower than the corresponding

gaseous values, the opposite behavior is observed for Xe. In the E/N range

over which DT/J measurements were made in the liquid phase (Fig. 2), the

characteristic energies are larger in liquid Xe than in liquid Ar.

In Fig. 3 are shown (Christophorou et al., 1989) the various estimates

of the mean electron energy <0>L versus E/N in liquid Ar. For comparison,

the gaseous <0 G versus E/N is shown in the figure for T = 300 K and 87 K.

Over the entire E/N range investigated, i11 estimates give--for a fixed

E/N---<cL less than <0>G" Similarly, in Fig. 4 are shown the <0 L versus

E/N estimates (Christophorou et al., 1989) for liquid Xe. Contrary to the

case of Ar, <0 L is greater than <0G for Xe at all E/N values (see Fig. 4).

The fact that for Xe <0 L > <0>G at all values of E/N in Fig. 2 is consis-

tent with the result wL > wG (Fig. 1) and indicates (am)L << (Om)G for

e < 1 eV.

In Fig. 5 is plotted the rate constant (k ) for electron attachment to

SF6, N20, and 02 in liquid Ar (Bakale et al., 1976) as a function of <0L

(Christophorou et al., 1989; see Fig. 3). While the <0>L dependence of

(ka)L for the three solutes is similar to the respective (ka)G (<0) in

gases (Christophorou et al., 1989; Christophorou, 1971; Christophorou et

al., 1984), the (ka)L (<c>) functions are normally shifted to lower energies

and are larger in magnitude than those (ka)G (<0) in gases (e.g., see

Fig. 6 and Christophorou, 1988; 1985).

10.0 .

1.0

z

z
0

z g

1 j LIOUID Ar

Fig. 3. Calculated <0 L versus E/N for liquid Ar, V: Nakamura et

al. (1986); a: Christophorou (1985);A: Gushchin et al.
(1982);3: Lekner (1967) in comparison with the calculated
values of Christophorou et al. (1989) in liquid Ar at T=
87 K (4) and gaseous Ar at T . 87 K (o) and 300 K ()
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Fig. 5. Rate constant, (ka)L, for electron attachment to SF6, N20

and 02 measured in liquid Ar (Bakale et al. (1976)],

plotted versus <0.L [using the <EL versus E/N estimates of

Christophorou et al. (1989)].
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Fig. 6. Electron attachment rate constant for N2 0 in gaseous,
(k a)G  and liquid, (kAL' argon plotted versus E/N and <>G

or <0 see Christophorou (1985). The attachment is due

to the reaction e + N2 0 -P N20 -- 0- + N2 . Note the

shift of the resonance to lover energies- and the increase

in the rate constant--in liquid.

For room-temperature dielectric liquids, v(E) has been measured by

many authors especially at low E [see Christophorou and Siomos (1984),

Christophorou (1988), Schmidt (1984), Freeman (1987), Kunhardt et al.

(1988), Allen (1976), Christophorou et al. (1989), Doldissen and Schmidt

(1979), Faidas et al. (1989a)J. In Fig. 7 are shown our (Faidas et al.,

1989a) recent measurements of w(E) in tetramethylsilane (TMS) and 2,2,4,4-

tetramethylpentane (TMP). These measurements extend to E > 1.2 x 105 V cm
-1

and were made using a new technique (see below). For both TMS and THP, the

mobility U (=w/E) decreases with E (Fig. B) indicating that the <0 L exceeds

1.5 kT, see Bakale and Beck (1986).

The technique employed for the v(E) measurements in Fig. 7 is espe-

cially suitable for accurate measurements of w(E) in fast dielectric

liquids; it is being developed (through the use of a subnanosecond laser

pulse) to also measure longitudinal electron diffusion coefficients in

dielectric liquids. The principle of the technique is shown in Fig. 9.

After extensive purification (Faidas and Christophorou, 1987), the liquid

under study was contained in a cell which consisted of a six-way stainless

steel cube with two windows for the entry and exit of the laser beam
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Fig. 7. w versus E for TMS (A) and TMP (0), Faidas et al. (1989a).
The w(E) values of Faidas et al. (1989a) for TMS are - 20
percent higher than those of DV6ldissen and Schmidt (1979).
See discussion in Faidas et al. (1989a).
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Fig. 8. Mobility of excess electrons versus applied electric field
in THS (A) and TMP (0), Faidas et al. (1989a).
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Fig. 9. Schematic of the experimental set up for the measurement of
w(E) in fast liquids, Faidas et al. (1989a).

and two electrical feedthroughs (one for the high voltage and the other for

the signal) to which the electrodes (two stainless steel parallel-plate

circular disks of 1" in diameter and at a distance of a few mm apart) were

attached. The beam of an excimer laser (X = 308 nm, pulse duration ~ 17 ns)

was focused at the center of the negative high voltage electrode in a cir-

cular area of ~ 5 mm in diameter. Voltages in excess of 40 kV could be

applied to the high voltage electrode.

The signal due to the drifting pulse of electrons--generated by the

laser pulse at the cathode--was measured and recorded in two different ways:

(i) In the voltage mode (Fig. 10a) the signal was fed directly to a fast

(response time ~ 3 ns) charge-sensitive preamplifier and was captured,

averaged and stored, by a transient digitizer as a voltage waveform. (ii)

In the current mode (Fig. lOb) the input of the preamplifier was grounded

through a 50 2 resistor. This, in effect, corresponds to electronic dif-

ferentiation of the voltage-mode signal and gives the transient current

waveform.

By numerically differentiating the current-mode signal (Fig. 10c), a

- waveform corresponding to the rate of charge injection from the cathode

~and collection at the anode is obtained. The drift time was measured by

i determining points A and B on any of the three types of waveforms (volt-

~age, current or charge).

320

• ~~IIA > j j =w= JWmn olIIlll l ll



VOLTAGE WAVEFORM

3.0

TK. (ns)

CURRENT WAVEFORM

a-I

02D -

0 50 1U to 200
TIE (ns)

5 CHARGE WAVEFORM~

1 0 50 M 10 200
U TIEt ns)

Fig. 10. Voltage (a), current (b), and charge (c) waveforms in THP.
Drift distance = 2.04 mm, applied voltage = 17,574 V,
drift time = 97.8 ns, see Faidas et al. (1989a).

ULTRAFAST AND TLTRASENSITIVE DIELECTRIC LIQUIDS/MIXTURES

Ultrafast Dielectric Liquids/Mixtures

The fast electron motion in such (cryogenic or room temperature)

media finds application in a number of areas such as radiation detectors,

see Brassard (1979), Doke (1981), Holroyd and Anderson (1985) and pulsed

power switches (Christophorou and Faidas, 1989). In connection with
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radiation detectors, liquid Ar and liquid Xe are excellent detector

media. It can be seen from Fig. 1, for example, that the v in liquid

Ar--and especially liquid Xe--is larger than in the corresponding gas

over a large range of E/N. This is highly desirable since the magnitude

of v determines the time response of radiation detectors and since a

large w reduces electron-ion recombination and thus increases the gain of

the detector. The saturation of the w versus E/N curve for liquid Xe at

comparatively low E/N values (see Fig. 1) and the much higher density of

liquid Xe (allowing improved detector spatial resolution) are additional

advantages for using Xe as a detector fluid.

The magnitude of w can be considerably increased over a wide E/N

range-as in gases (Christophorou et al., 1979)--by the addition of

suitable molecular additives to liquid Ar and Xe. Such additives must be

nonelectron-attaching, have appropriate cross sections at low energies,

and adequate vapor pressure so that additive concentrations of a few

percent are possible. Besides enhancing w, such additives would reduce

the size and affect the E/N dependence of the electron diffusion

coefficient and mean electron energy, which crucially affect the particle

detector's spatial resolution and gain and the influence of elec-

tronegative impurities. By analogy to gases, small amounts (< few

percent) of molecular additives (e.g., CH4 , C2H6) were added to liquid Ar

and Xe and remarkable increases in w were observed (see Fig. 11 and

Yoshino et al., 1976; Shibamura et al., 1975).

Similarly, the large w values for a number of room temperature

liquids [Fig. 7; Table 2; Christophorou and Siomos (1984), Christophorou

(1988), Schmidt (1984), Freeman (1987), Kunhardt et al. (1988), Bolroyd

16

0 
v

field strength IVcm1I

Fig. 11. w versus E in liquid Ar ( ) and liquid Ar/CR4 mixtures;y

(NcH" = 2.6 x 1020 molecules cm 3), *(NcH = 6.5 x 1020

molecules cm- ). T(Ar) - 87 K, see Yoshino et al. (1976);
see this reference for data on other liquid Ar and liquid
Xe mixtures).
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Table 2. V09 I L' and w for Four Fast Room Temperature Liquids

Liquid V (e) IL(eV)a w (cm s-) b

2,2,4,4-Tetramethylpentane -0.36 8.2 2.4 x 106

Neopentane -0.40 8.85 -2.5 x 106

Tetramethylsilane -0.57 8.1 6.5 x 106

Tetramethyltin -0.75 6.9

aSchmidt (1984), B~ttcher and Schmidt (1984) and Buschick and Schmidt

(1989).

bFor E = 10 V cm-

and Anderson (1985)] make such media good candidates for liquid-filled

radiation detectors. It is seen from Fig. 7 that the w approaches 107-1

cm s at E values of -105 V cm - . While the w(E) of such room tempera-
ture liquids may be further increased by appropriate additives, such w(E)

enhancements are not expected to be significant.

Ultrasensitive Dielectric Liquids/Mixtures

In attempting to identify the key physical quantities which

determine free electron production (by ionizing particles) and allow the

selection and development of "ultrasensitive" liquids, let us refer to

the following three simple expressions:

fe = Pesc Gte (1)

G = G 0 + AE (2)

IL = IG + V° + P+ (3)

In Eq. (1), Gfe is the yield of free electrons generated in the

liquid by the deposition of 100 eV energy by ;i particular type (e.g., a,

0, y) of ionizing radiation in the absence of an applied electric field

(i.e., E = 0); Gte is the total electron yield [Gte = 100 eV/W, where W

is the average energy (in eV) required to produce an electron-ion pair];

and pesc is the escape probability (i.e., the probability that the

initial electron-Ion pair will separate and not recombine). While pesc

1 for low-pressure gases (i.e., geminate recombination is unimportant),

in liquids normally pesc < < 1 (i.e., most geminate electron-ion pairs

recombine with a resultant strong reduction in Gfe). In Eq. (2),

(Freeman, 1987; Onsager, 1938) G e is the free electron yield when an

electric field E is applied across the volume in which the electrons are

generated; G E exceeds o by an amount AE where A is a constant thatgenerated; Ge exed fe

depends on the liquid. In Eq. (3) (see Christophorou and Siomos, 1984;
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Christophorou, 1988; Schmidt, 1984; Freeman, 1987; Kunhardt et al., 1988;

Faidas et al., 1989b; Faidas and Christophorou, 1988), IL and IG are the

ionization threshold energies for a species embedded in the liquid and in

the low pressure gas, respectively, and P+ is the polarization energy of

the positive ion in the liquid.

The simple expressions (1) to (3) suggest a number of ways of

selecting and developing ultrasensitive (large Gfe) dielectric

liquids/mixtures. Clearly, the larger the Gte and Pesc are, the higher

the G
E
re"

Pure Liquids (V0 < 0 eV)

The total electron yield G te for pure liquids can be increased if W

can be lowered. In view of (3)--and since P+ and V are negative quant-

ties-IL < IG (see Christophorou and Siomos, 1984; Christophorou, 1988;

Schmidt, 1984; Freeman, 1987; Kunhardt et al., 1988; B~ttcher and

Schmidt, 1984; Buschick and Schmidt, 1989; Faidas et al., 1989b; Faidas

and Christophorou, 1988; Tables 2 and 3) and thus, WL < VG (Christophorou

and Siomos, 1984) and (Gte)L > (Gte)G. This is certainly the case for

liquid Ar and Xe (Column 4, Table 3).

While the total electron yield Gte can be larger in the liquid than

in the corresponding gas, the free electron yield GfE is smaller in thefe

liquid--by an amount which depends on the applied electric field-even

for the very fast liquids (Column 5, Table 3). This is especially the

case for densely ionizing particles (e.g., a-particles; Column 6, Table

3) due to the very low values of pesc* It should be noted that Pesc

increases with increasing electron drift velocity w; the w--as the

electron thermalization length--increases with decreasing electron

scattering cross section of the liquid.

For pure liquids (V < 0 eV), then, a low IL and large values of w
0 E

and E are desirable for a large Gfe.

Dielectric Liquids (V0 < 0 eV) with Molecular Additives

Clearly the free electron yield can be considerably increased by

increasing Gte and Pesc in liquid rare gas-molecule mixtures. Traces of

nonelectron-attaching additives with low IL in rare gas liquids lower the

WL of the mixture via Penning ionization and other photoionization

processes and thus, increase Gte. A profound increase in GE  can be

realized (Fig. 12A, B,; Anderson, 1986; Suzuki et al., 1986) by the use

of an additive X to liquid Ar (or Xe) which can absorb efficiently the

recombination lumineseance which is abundantly produced in rare gas
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Table 3. 1L , IG9 and Free Electron Yields for Some Efficient Liquids

Liquid IL(eV) IG(eV) Electron Yield (Electrons/100 eV)

Gte(e, y)a G fe (e,y)a G E b

Ar 14 .1
c  15.755

d  
4 .4e 2 .3 f(4 .3)fg 0 .4 5 fg

(3.8h

Xe -8.9c 1 2 .12 7 d 6 .5e 4.41 -

(4.6) h

C(CH3)4  8.85J  10.23k 4.301 1.1 f(1.8 )f,g 0 .036 f,g

Si(CH3)4  8.1 9 .65k - 0 .74f(1 .19 )fg 0 .029fg

aFor low-ionization density particles (electrons, y-rays).

bFor high-ionization density particles (ae-particles).

CChristophorou and Siomos (1984), p. 307.

dChristophorou (1971).

echristophorou and Siomos (1984), p. 304.

fHolroyd and Anderson (1985) (T = 296 K).
4 -1gFor E= 10 V cm- , see Holroyd and Anderson (1985).

hGaseous value determined from the W-values in Christophorou (1971).

IHuang and Freeman (1977).

jFrom Table 2.
kLevin and Lias (1982).
1Gy6rgy and Freeman (1987).

liquids, see Doke (1981), and be efficiently ionized. For a liquid Ar, X

system these processes can be written as

Ar+ + Ar - Ar

Ar+ + e - hvE + Ar + Ar
2E

h. + X 7 ax X* .-. X +

where hvE is the liquid argon excimer (E) recombination luminescence

which peaks at - 9.55 eV and aax and t are, respectively, the absorption

cross section and ionization efficiency of X . To optimize these

processes one needs to select an X with an optimum aaxlx product. Such

additives (e.g., amines, tetramethylgermanium) (Anderson, 1986; Suzuki et

al., 1986) can be added in parts per million levels to binary liquid

argon-molecule mixtures already optimized for a maximum electron drift

velocity. A large w and a high applied field E will further increase GfEfe

by increasing p esc (Fig. 12).
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4

0
PRE LAP

10-2 10' 1.0
V/u

COkV/mm)

Fig. 12. Charge collected as a function of applied electric field
for:
Fig. 12(a): 0-particles in pure argon (0) and liquid

argon-triethylamine (TEA) mixture.
Fig. 12(b): s-particles in pure argon (A) and in liquid

argon-triethylamine mixtures (Curve C: 4.6 x

1015 molecules cm-
3 ; Curve D: 1.1 x 1015

molecules cm-3 ). From Anderson (1986); see
this reference for details and data on other
liquid argon mixtures.

The G e of fast room temperature dielectric liquids is limited com-

pared to cryogenic liquid rare gases, especially for densely ionizing

particles (Table 3). For room temperature liquids the electron thermal-

ization length--and hence pesc--are much smaller than for the cryogenic

liquids, internal conversion and dissociation processes rapidly deplete

excited electronic states vhich might lead to Penning ionization in room

temperature mixtures, and recombination luminescence is too veak or non-

existent to be useful as an additional electron production mechanism in

mixtures. Hovever, it might be possible to improve the efficiency of

fast room temperature dielectric liquids by employing Penning mixtures

vhere the ionization onset energy, IL(X), of the impurity X in these fast
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liquids is very low (e.g., the IL of tetrakis(dimethylamino)ethylene

(THAE) in tetramethylsilane has been reported to be 3.54 eV (Nakato et

al., 1974) and 3.66 eV (Holroyd et al., 1985) and that of N,N,N',

N'tetramethyl-p-phenylenediamine (TMPD) in the same liquid 4.29 eV

(Holroyd, 1972) and 4.45 eV (Bullot and Gauthier, 1977)] and by applying

very high electric fields.
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DIFFUSION OF ELECTRONS IN A CONSTANT FIELD: STEADY STREAM ANALYSIS

J. H. Ingold

GE Lighting
Cleveland, OH 44112

INTRODUCTION

Diffusion theory of electrons in a drift tube is extended to satisfy

approximate energy balance as the electrons migrate radially and axially in

a steady, uniform electric field. Previously, it was assumed that the char-

acteristic energy is independent of position in the drift region, leading to

the concept of different diffusion coefficients in the radial and axial

directions. However, this assumption is inconsistent with electron energy

balance. In the present paper, it is shown that different transverse and

longitudinal diffusion coefficients are not needed when energy is conserved,

as the electrons migrate radially and axially from a point source. It is

also shown that diffusion theory with energy balance gives results similar

to those obtained from exact solution to the Boltzmann equation by Parker

(1963). In addition, it is shown that the heretofore empirical relation

between characteristic energy and drift tube geometry results naturally from

theoretical analysis.

THEORY

It can be shown that the continuity equation, or diffusion equation,

for electrons of density n(p,z) streaming in an electric field E - -Ek is

v • r = o; r = -V(nD) - On (1)

where D and V are diffusion and mobility coefficients, respectively.

Consistent with Eq. (1), the energy balance equation for the streaming

electrons is

v" fl+ r. E=-3 !Lne; H =-V (InD) - IEne (2)
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where m is electron mass, H is atomic mass, vm is momentum transfer

collision frequency, and 2-e(p,z) is average energy. By assuming V Hw

<< r • R, and by substituting p = n, pq =ne, r = - p, s = z, where
q q

W a pq E and the subscript "q" means "equilibrium value." Eqs. (1) and

(2) become respectively,

6
p §& 16P §k]V2 !l 6k+Pq= r 6r r qs 6q

These equations have the solutions

100, ! .1 r2r 2
p(r,s) - e x p  s ; pq(r,s) = p(r,s) + 24_2 

-

for an unbounded gaseous system with a point source of current 10 at (0,0).

The corresponding equations for n and e are

- [i "- e= e + -- (3)
The q =1 4s 2 n qjl

The current Ibh to a disc of radius b centered on the perpendicular to the

z-axis at z = h is

=bh 0 [-ex 4Dqh)

The ratio R a I bh/ 1 0 is the fraction of current collected by the disc:

Xb 2
(4

exp - 2(4)

where X a W/2D q. Eq. (4) predicts the Dq can be measured by measuring

the fraction of current collected by a disc of radius b located a dis-

tance h from the point source. Eq. (4) is for a constant collision

1+1

frequency v(c) independent of energy c. When v(i) a 2 , the corres-

ponding result for the current ratio is

hd1 (dI + h) - f2b2/X

R = 1 - 2d3  exp[-X(d1 - h)/f] (5)
1+

where d1 s lh2 + fb
2 and f a L-.

1 1l+2'

DISCUSSION

Equations 3 predict that 6, and, therefore, average velocity vz, are in

equilibrium with the field when s >> 1. Comparison of Eqs. (3) with the
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corresponding equations of Parker shows certain similarities, especially

between the equations for 0. However, Eqs. (3) satisfy Eq. (1) with D = MO,

whereas Parker's equations do not.

An empirical equation similar to Eq. (5) has been used for years to

interpret measurements of D . See Huxley and Crompton (1974), for aq
thorough review of theory and comprehensive compilation of data.

CONCLUSION

It is concluded that the heretofore empirical relation between Dq and

drift tube geometry results naturally from theoretical analysis when

electron energy is conserved.

REFERENCES

Huxley, L. G. H., and R. W. Crompton, 1974, "The Diffusion and Drift of
Electrons in Gases," (Wiley, New York).

Parker, Jr., J. H., 1963, Phys. Rev. 132, 2096.

331



DIFFUSION OF ELECTRONS IN A CONSTANT FIELD: TOF ANALYSIS

J. H. Ingold

GE Lighting
Cleveland, OH 44112

INTRODUCTION

Time-of-flight measurement of drift velocity V and diffusion coefficient

D is based on the assumption that when a short pulse of electrons from a point

source is injected into a region of constant electric field, then (a), the

center-of-mass of the pulse travels a distance h in time tm, where W = h/tm,

and (b), the pulse half-width 6t, where t. + 6t is the time at which the

intensity of the pulse has fallen to 1/e of its maximum value at tm , is

related to D by an equation such as

D - (1)
4t

3

m

.hese relations for V and D are based on the solution

I(h,t) - 1 .exp h (2)

T4 nD t

of the time-dependent diffusion equation given in Eq. (3) below with constant

D and v. While measurement of V by this method gives accepted values,

measurement of D by this method generally gives values smaller (Wagner et al.,

1967) than given by the method of lateral diffusion. In other words, values

of D determined from experimental values of e-folding time for decay of a

longitudinal pulse according to Eq. (1) are smaller than those determined from

experimental values of the amount of transverse spreading of a steady stream.

This difference inspired development of the concept of anisotropic diffusion

(Parker and Lowke, 1969; Lowke and Parker, 1969). A review of the theory of

anisotropic diffusion, based on the so-called density gradient expansion

technique, is given in Huxley and Crompton (1974).
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In the present paper, a different approach to TOF analysis is described.

This approach is called diffusion theory with energy balance. Diffusion

theory of electrons in a constant electric field is based on energy moments of

the scalar equation for fop the isotropic part of the energy distribution,

which is found by the spherical harmonic method of solving the Boltzmann

equation. The zeroth-energy moment of the scalar equation gives the particle

balance equation, or diffusion equation, and the first energy moment gives the

energy balance equation. These two equations are solved numerically in time

and one space dimension along the electric field, including non-equilibrium

regions near the electrodes, with a pulsed source of electrons at the incoming

plane and a perfect sink at the outgoing plane. Calculated pulse widths for

constant cross section are significantly less than those obtained from

solution of the diffusion equation alone, using equilibrium values of the

diffusion coefficient D and drift velocity W. These results suggest that TOF

analysis based on Eq. (2) is inadequate, and that the concept of anisotropic

diffusion is superfluous when energy balance is satisfied, i.e., when both

density and average energy are allowed to vary in time and space.

THEORY

The zeroth moment of the scalar equation for fo gives the continuity

equation, or the diffusion equation, for electrons of density n streaming

with current density r in an electric field E = -Ek:

6n v • r; r=- V(nD) - un (3)

where D and V are diffusion and mobility coefficients given by

2e C3/2 f0L 3/22ef fO2e fo(4
D f 3 o ( e; p 3m Jv() 0

in which m is electronic mass, e is electronic charge, v(s) is electron-

neutral momentum transfer collision frequency, and c is electron energy.

Likewise, the first energy moment of the scalar equation for fO gives

the energy balance equation for electrons streaming with heat flow H:

i-t~mvnn) v = n- 9- - ;1 V(nG) - BEn (5)

where M is atomic mass, vC is average energy transfer collision

frequency, and it is assumed that average energy i >> =Tg, where Tg is

gas temperature. The quantities G and B are additional transport

coefficients given by

2. 0/ 2e r£5/2 ,oG - J de; B de (6)
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RESULTS

Equations (3) and (5) are solved by finite difference technique in time

and one space dimension along the electric field, including non-equilibrium

regions near the electrodes, for a pulsed source of electrons at the incom-

ing plane and a perfect sink at the outgoing plane. Numerical solutions for

both constant collision frequency and constant cross section are presented.

These solutions are compared with numerical solution of Eq. (3) alone for

constant average energy and the same equilibrium values of diffusion

coefficient D and drift velocity W. The following results are presented:

1. Numerical solutions of Eq. (3) for constant D and V agree closely

with the analytic solution given by Eq. (2), giving confidence that the

finite difference technique used to solve Eqs. (3) and (5) is accurate.

2. Numerical solutions of coupled Eqs. (3) and (5) for constant

collision frequency give pulse widths similar to those obtained from Eq. (3)

alone, using equilibrium values of D and p.

3. Numerical solutions of coupled Eqs. (3) and (5) for constant cross

section give pulse widths which are significantly smaller than those

obtained from Eq. 3 alone, using equilibrium values of D and p.

CONCLUSION

These results suggest that TOF analysis based on Eq. (2) is inadequate,

and that the concept of anisotropic diffusion is superfluous when energy

balance is satisfied, i.e., when both density and average energy are allowed

to vary in time and space.
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A MONTE CARLO SIMULATION OF ELECTRON DRIFT LIMITED BY COLLISIONS IN GAS

MIXTURES USING THE NULL COLLISION METHOD

David Ramos a , Edward Patricka , Douglas Abner

Merrill Andrews a and Alan Garscadden b

a Wright State University

b Air Force Write Research and Development Center

The Monte Carlo method is explored as an alternative to expansion

solutions of the Boltzmann transport equation for determining electron swarm

parameters. This method uses the probability P that the time of flight of

an electron is less or equal to some time T, and the time T. The null

collision method proposed by Skullerud (1968) and developed in detail by

Reid (1979) takes advantage of the simple relationship between the time of

flight T and the probability of having a collision P for a cross section

that is inversely proportional to the velocity. A null collision cross

section is added to real cross sections so as to impose this relation. Once

the time of flight is established, then the position and the energy of the

electron are also defined. A new random number R is generated to determine

which type of collision event takes place. When two gases are present in

the simulation the following conditions determine the type of collision that

takes place. If

R >[pl. l(V)total+P2.O2(V)total]/ (V)null+total = v. (v)total/k,

then a null collision occurs. The pi's are the partial pressures of gases

involved, ai(v)total's are their respective total cross sections including

the elastic and inelastic and a(v) null+total = k/v is the null plus total

cross section. In a null collision the energy and the momentum of the

electron remain unaltered, so that its motion is not affected. The null

cross section technique only influences the computation of collision times,

which it considerably simplifies. If the former condition is not satisfied

and we have (do not have)

Supported by Air Force Contract F33615-86-C-2720 through SCEEE.
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R<[pli q(v)total]/(v)null+total = v*Pl'ol(v)total/k,

the collision is with the first (second) gas. If after generating a new

random number we have

R<ai(V)elastic /(V)null+total = v'oi(V)elastic A i = 1,2

the collision is taken to be elastic; otherwise it is taken to be inelastic.

This procedure can be generalized to include additional inelastic cross

sections.

The efficiency of this method depends on the amount of null collisions,

which can be reduced by dividing the energy range into two or more regions,

each with a different total cross section (different k's). This minimizes

the increase in null collision as v approaches zero or in a Ramsauer region.

When more than one null cross section is used, close attention must be paid

to the vicinity of the transition energy. In our simulation we adapted the

method used by Maratz (1986) to update the distribution function by the time

between collisions. A detailed study reveals that the distribution function

is extremely susceptible to developing jump discontinues or spikes unless

the updating techniques are carefully refined.

Negative Differential Conductivity (NDC) is usually observed in gas

mixtures where vne of the gases has a Ramsauer-Townsend minimum and the

other has a large inelastic cross section at a slightly larger energy. The

application of this modeling technique demonstrates whether or rot proposed

explanations consistent with the Boltzmann analysis are consisLent with the

Monte Carlo analysis. The analysis is compared with new experimental data

on argon-molecular gas mixtures.
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AN ANALYSIS OF TRANSIENT VELOCITY DISTRIBUTION OF ELECTRONS

N. Ikuta, S. Nakajima and H. Fukutoku

Faculty of Engineering
Tokushima University
Tokushima 770, Japan

Despite the remarkable progress of the electron transport analysis

in recent years, available methods for the transient analysis seems very

few. Kitamori et al. (1980) presented a rigorous method of transient

analysis of electron transport "direct estimation of moment" method.

However, the procedure is rather complicated and is not easy to utilize

it commonly. We used a simple procedure of analysis for the transient

transport property of electrons. The procedure is like a simulation of

practical behavior of electrons carrying cascading flights under the

influence of an electric field and collisions with gas atoms.

We consider here a Boltzmann equation for electrons under con-

servative conditions assuming the uniform density in real space as the

first step.

[a / a t + a-a / a vlf(v,t) = a f/a tlin - a f/a tlout

= f Q (v' - v)f(v',t)dv'-v(v)f(v,t)

Here, f(v,t) is the density expression of electron velocity distribution

function at a small volume element in velocity space vdv, a the accelera-

tion rate by the field, a f/a tlin and a f/a tiout the rates of electrons
incoming and outgoing the volume element dv and 9 (v' -- v) being an

operator of velocity transfer from v'dv' to vdv by collision, respect-

ively. Electrons at v'dv' of v(v')f(v',tn)dv' are lost by collision in

dt with azimuthal symmetry and are injected isotropically in lower

velocity (energy) element vdv considering the kind of collision. These

processes of acceleration, ejection and injection of electrons are

continued successively by every dt. Thus, the time evolution of the

velocity distribution and the transport coefficients defined in velocity

space are easily obtained. The starting and colliding rate distributions
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s(Vo, t)(isotropic) and c (v',t) introduced in the "flight time

integral" method (Ikuta and Murakami, 1987) are fully obtained in

addition to the usual velocity distribution F(v,t) through the passage of

time via the transient period. In this calculation, no expansion and no

truncation of the velocity distribution are adopted. Polar and cylindri-

cal coordinates in velocity space appropriately divided in v, e and in
v xv r domains are used. The accuracy of this analysis depends only on

the numerical treatments of the velocity shift by the field and of

ejection and injection of electrons through collisions. The calculation

of the collision rate may be carried more conveniently by using electron

energy e instead of v. We have obtained a good convergence of the

velocity distribution and the transport coefficients to those at

equilibrium state. Examples of the results are shown in Figs. 1 and 2.

In addition, the aim of this research is the analysis of electron

behavior under radio frequency electric field at final step.
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AN EXACT THEORY FOR THE TRANSIENT BEHAVIOR OF ELECTRON SWARM PARAMETERS

P. J. Drallos and J. M. Wadehra

Department of Physics
Wayne State University
Detroit, MI 48202

We nave developed (Drallos and Wadehra, 1988; 1989) a simple, yet exact

numerical technique for obtaining time-dependent electron velocity distribu-

tion functions (EVDF) from which the transient behavior of various electron

swarm parameters can be obtained. Our calculations predict overshoots in the

electron drift velocity when the initial average energy of the electron swarm

is near or below the final equilibrium average energy of the swarm. Less

dramatic overshoots (and undershoots) of the ionization rate and the average

energy have also been observed in the calculations when the above conditions

were present. Recent experimentally observed (Duffy and Ingold, 1988;

Verdeyen et al., 1988) current overshoots in Ar-Hg and Ne-Hg discharges and

ionization rate overshoots in N2 discharges are presumably related to the

initial conditions of the electron velocity distribution function. Analysis

of the swarm data has shown that, for a given E/N, the time dependence of

various swarm parameters can be accurately fitted by a sum of two exponential

terms. For a given gas (Ar or Ne, in our case), the decay constants in the

exponentials appear to depend only on the value of E/N.
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ELECTRON TRANSPORT PROPERTY UNDER ELECTRIC AND MAGNETIC FIELDS CALCULATED
BY THE FTI METHOD

N. Ikuta and Y. Sugai

Faculty of Engineering
Tokushima University
Tokushima 770, Japan

Electron transport behavior in a model gas under electric and

magnetic fields is precisely calculated using "flight time integral"

(FTI) method (Ikuta and Murakami, 1987) developed in our laboratory. A

model gas of constant cross section (elastic) with density N, where the

collision probability Nq(c) of 10 [cm - 1 and the mass ratio between an
-1

electron and gas atom of 0.01 are used. An electric field E of 1 V cm

is applied in the -x direction, and the magnetic field B is applied in -x

(parallel) and in -y (perpendicular) directions with values changing up

to 50 Gauss.

In the parallel field, electrons started at the angle 0 from x(-E)

axis fly along screw trajectories of varying pitch with radius rL =

mv sin 0/eB and with Larmor frequency cL = eB/m. Since the flight path

length and the displacement in the axial(x) direction does not change by

applying B, the electron velocity (energy) distribution in the form of

Druyvestein is maintained unchanged regardless of the value of B.

Accordingly, transport coefficients, except the transverse diffusion

coefficient DT, are kept constant. However, due to the fact that the

radial displacement is limited to less than the diameter of Larmor

motion, DT is decreased in proportion to B- 2 above a critical value Bc =

m/e<!>, where <i> is the time average of the flight time (Ikuta et al.,

1985) of electrons.

In crossed fields, electron trajectories projected on the x-z plane

draw trochoidal curves along the z axis. Then, the drift velocity vector

V rotates from x to z(. E X B) direction with increasing B above BC? the

same as in parallel field, decreasing its magnitude as is seen in

Figure 1. Accordingly, the velocity distribution is suppressed to lover

range by increasing B. However, the variation of V does not agree with
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Fig. 1. Rotation of drift velocity vector by increasing B.

that given by the theory hitherto presented. In this situation, it is noted

also that the azimuthal angle symmetry along the direction of H can not be held,

and the Legendre expansion loses its validity. Then the velocity distribution

has to be written only as F(v, 9, +). The diffusion coefficient in each

direction decreases anisotropically with the increase of B above BC as are seen

in Fig. 2. It is confirmed that the similarity law holds under constant E/N and

BIN conditions, where F(v, e, +), W, NDs, Bc IN are held unchanged.

These results are obtained by using the FTI method. The FTI method can

provide detailed data concerning the flight behavior of electrons in steady

state with the aid of normalized starting and colliding rate distributions and

various transport functions. That is, the velocity distribution obtained by

the FTI procedure has a thickness of time behind it, and the flight behavior

of electrons is precisely described due to this thickness of time even if the

flight path is very complicated such as that in crossed fields (Ikuta and

Sugai, 1989).
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Fig. 2. Variation of transport coefficients for the value B.
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A MULTIGROUP APPROACH TO ELECTRON KINETICS

S. Clark and E. E. Kunhardt

Weber Research Institute
Polytechnic University
Route 110, Farmingdale, NY 11735

Given initial and/or boundary conditions, the behavior of an assembly

of electrons in a gas can be obtained from solution of the kinetic equation

for the distribution function, f(v,r,t). By expanding the distribution in

terms of localized functions in v-space, an equivalent formulation can be

obtained in terms of the expansion coefficients. For a set of modulated

gaussian functions, the expansion coefficients are proportional to the

density of "electron groups" associated with the localized functions. Equa-

tions of evolution for these coefficients are explicity derived. With this

formulation, the dynamical behavior of the electrons in various regions of

velocity space and the influence of the scattering process on these dynamics

can be elucidated. This approach is illustrated by numerically solving the

initial-value problem for the amplitude equations.

Work supported by the Office of Naval Research.
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INTEGRAL EXPANSION OFTEN REDUCING TO THE DENSITY GRADIENT EXPANSION,
EXTENDED TO NONMARKOV STOCHASTIC PROCESSES. CONSEQUENT STOCHASTIC
EQUATION FOR QUANTUM MECHANICS MORE REFINED THAN SCHRODINGER'S.

G. Cavalleri and G. Mauri

Dipartimento de Matematica dell'Universita Cattolica
Brescia, Italy

An integral expansion is obtained which reduces under explicitly given

conditions to the density gradient expansion for the number density p(r,t) of

stochastic particles. Explicit coefficients in terms of moments are cal-

culated up to and including the fourth order, corresponding to the super-

Burnett approximation. The expansion is proved to be valid for both Markov

and nonMarkov processes, including those with infinite memory, typical of a

stochastic motion with inertia. An application of this expansion is the

relation between local average velocities in Markovian stochastic processes

and the drift velocity of a probability cloud. In a nonMarkovian stochastic

process with inertia the average local velocity <v of a spherical cell

having a radius equal to the mean free path X depends on all the preceding

history and on the local diffusion velocity !D"

In the adjacent spherical cell of radius X, the diffusion velocity is

preserved and another, almost equal, effect doubles the YD value. The

average velocity of the two adjacent cells is <v> + vDI2 so that there is a

velocity v !D/2 in the two cells relative to their center of mass. The

relevant kinetic energy has to enter the expression of the total energy which

is conserved in a nonMarkovian process with inertia. From this condition and

the possibility of expressing the local velocity <v> by a velocity potential

*, i.e., <v> - V # (because there is no friction in a motion with inertia), a

system of two hydrodynamic equations in p and # is derived. They are just

equal to Schrodinger's hydrodynamic equation if the diffusion velocity is

expressed by the first term only of the gradient expansion, I.e., p yD = -D2

V p in an isotropic process. Here 02 = h/m is the 'inertial spreading

coefficient' (which is equal to the usual transversal diffusion coefficient

in a Markovian process only). In this case the two hydrodynamic equations

are summarized by Schrodinger's single, complex equation in the wave function

related to p and * by P 1/2 exp (i 412 D2 ).
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In an isotropic process the diffusion current relative to the center of

mass of two little spheres of radius equal to the mean free path X of the

equivalent random walk turns out to be given by

P D = -S2 V p -D V (V 2 P).

If the second term on the right-hand side of the above equation is retained,

a quantum equation more refined than Schrodinger's is obtained.

The correction terms (with respect to the values obtainable from the

Schrodinger equation) are of order 2 (where o is the fine-structure

constant) for the stable states.

The correction terms should be greater for scattering problems and in

particular when inelastic ro-vibrational cross-sections are calculated. It

is known that there are unexplainable differences for these cross-sections

between the experimental values obtained by the most reliable and best group

led by R.H. Crompton and the theoretical values calculated by M.A. Morrison

and co-vorkers. There is therefore the hope that our correction terms may

explain the above differences, and we leave the difficult task of calculat-

ing them by our new equation to the very skillful theoretical group of M. A.

Morrison.
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GENERALIZED DIFFUSION COEFFICIENTS AND 1/f POWER SPECTRAL NOISE

G. Cavalleri and G. Mauri

Dipartimento di Matematicia dell'
Universita Cattolica
Brescia, Italy

A generic stochastic process can always be represented by a random walk

of a particle having velocity v during a free flight between two successive

collisions. Let v0 (v) be the collision frequency and UO-1 the average trans-

it time. The result of a random walk with a large number of free flights in

a Gaussian process characterized by a power spectral density D(w) where ( =

2nf is the angular frequency. It is generally believed that the 1/a noise

cannot be obtained by the usual transport theory down to w << uO . For

instance, the 1/& noise in electronic devices has been measured down to Wa=

10-7 while 0 = 1013 and this implies that the memory of a fluctuation is

remembered for 1020 free flights. Notice that in the case the direction of

an electron velocity is forgotten after a single flight and the speed (or

velocity amplitude) after F uO- 1 m/N < 10- 7 s, where m and M are the masses

of an electron and of a scattering center, respectively, and F is a coeffi-

cient usually of the order of unity. This is true if in any (however small)

v range it is '0 c vn with n 0 -1. But F = F(n) and it is shown in the fol-

lowing that F -* when n -+ -1, so that the memory of a fluctuation becomes

infinite and unrelated with 'O-. To obtain this result two difficulties

have been overcome. The first difficulty is that we need the asymptotic

behavior of the correlation function which is rapidly varying for short

times, so that the solution of the Boltzmann equation would require a very

large number of terms in the Legendre expansion of the velocity distribution

function f(v,t). Nobody has ever solved it analytically and with time depen-

dence even with only four terms. This difficulty has been overcome by the

mean free path method which allows a separation between short times (where f

is rapidly varying) and long times (where f is slowly varying) for which a

two term expansion is sufficient (Fokker - Planck approximation). The second

difficulty concerns the time-dependent solution of the Boltzmann equation

which is very hard to be obtained when n < 0 in v0 c vn, even with only a two
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terms expansion. This has been overcome by Stenflo in a rigorous way just

with n = -1 in an important paper which apparently passed unnoticed to the

people working in the field of 1/w noise.

The value n = -1 is just at the threshold of the runaway regime, and

the physical origin of the 'true' 1/w noise (i.e., down to w--0) is here

ascribed to the presence of at least a small v range of the equivalent

random walk where vo A/v. Notice that for n = -1 the longitudinal diffu-

sion coefficient D = D (wO) diverges, and this is a necessary condition to

have D (w) ~ which diverges for w -- 0. The origin of a small v range

where u0 c v is ascribed to the Coulomb scattering centers, present in

ionized gases and in semiconductors.
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FOKKER-PLANCK CALCULATION OF THE ELECTRON SWARM ENERGY DISTRIBUTION FUNCTION

N. J. Carron

Mission Research Corporation
Santa Barbara, CA 93102

An approximate treatment of the Boltzmann collision integral for elec-

trons in a gas, valid for small fractional average energy loss per energy

transfer collision, is presented and studied. It is essentially a Fokker-

Planck expansion in energy space, including mean energy loss (dynamical

friction) and energy straggling (coefficient of diffusion). When applied to

electron swarms in weakly ionized gases, treating angle variables in the

two-term Legendre series, there results a useful, physically meaningful,

differential equation for the time evolution of the energy spectrum in a

time-dependent electric field. Elastic scattering, and inelastic and super-

elastic energy transfer collisions are included. It is valid for fields

varying slowly compared with the swarm momentum-transfer collision frequency,

but on any time scale relative to the energy-transfer collision frequency.

The time independent solution in a constant field is a simple approxi-

mate expression for the steady state energy spectrum of swarm electrons.

Defining the usual mean Loss Function L and a Straggling Function M by

L = E: Ni(k - Ei)aik M = 1,kNi(k - Ei) 2 aik

1'k i E rk2i,k EOi

where Ni is the population density of the ith excited state, Ei its energy,

and aik the cross section for the transition from state i to k, the steady

state energy spectrum is

+ LL(wM)
F - 0 exp f - dw
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where NO is gas density, w is electron energy, and am is the momentum trans-
fer cross section. The physical maning of its functional form is made

clear by shoving its relation to ordinary diffusion-convection theory.

Previous spectra by Pidduck; Druyvesteyn; Davydov; Morse, Allis, and

Lamar; Chapman and Cowling; and Wannier are special cases, and the domain of

validity of each can be seen from a unified physical perspective. The

importance of spread of energy loss about the mean is emphasized, and the

physical reasons for the inadequacy of the Continuous Slowing Down Approxi-

mation (CSDA) become apparent. It is shown that in the limit of small

quantum transition energies the new spectrum is exact. It is further shown

that the CSDA violates detailed balance.

The spectrum is used with experimental cross sections to compute swarm

transport coefficients in 02 and N2, in both of which fractional average

energy loss is acceptably small over most energy ranges. Agreement with

compiled swarm data is excellent over more than four orders of magnitude in

E/N0 for most coefficients, except at certain energies in N2 which stress

the approximation's validity.

The spectrum and time dependent equation should be useful for approxi-

mate calculations in both steady state and time dependent cases, for basic

theoretical studies, for developing physical insight, for parameter studies,

and for scaling into regions not presently covered by experiments.
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NONLINEAR DIFFUSION

E. E. Kunhardt

Weber Research Institute
Polytechnic University
Route 110, Farmingdale, NY 11735

A continuity equation for the transport of electron density is derived

using the concept of a macro-kinetic distribution (MKD) for electrcns in a

background gas (Kunhardt et al., 1988). In lowest order this distribution

is shown to obey an equation that is equivalent to the steady-state Boltz-

mann equation with an equivalent field that is velocity dependent. An

explicit form for the MKD is presented for the case of a quasi-Lorentz gas

model. The MKD has been used to evaluate the electron current density and

to ottain expressions for the mobility and diffusion coefficients. These

coefficients are dependent on the electron density gradient, so that the

resulting continuity equation is non-linear. The consequences of these

results are illustrated for the case of constant collision frequency.

Work supported by the Office of Naval Research.
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SENSITIVE HIGH-TEMPORAL-RESOLUTION TOF ELECTRON DRIFT TUBE; ASYMMETRICAL

CURRENT PULSE OBSERVATION AND DETERMINATION OF Vd, DL AND D3

C. A. Denman and L. A. Schlie

Advanced Laser Technology Division (UL/ARDI)
Air Force Weapons Laboratory
Kirtland AFB, NM 87117-6008

A unique and sensitive time-of-flight (TOF) drift tube has enabled the

first observation of an asymmetric arrival-time-spectra (ATS) of the elec-

tron current pulse. From this skewness - a feature predicted by theory but

never experimentally observed - the higher-order diffusion coefficient re-

lated to the skewness of the pulse is determined. The drift velocity (Vd),

longitudinal diffusion (DL) and skewness diffusion (Ds) are reported for the

noble gases as well as for the gases hydrogen azide (HN3 ) and hydrogen

sulfide (H 2S). All gases tested exhibit a skewness of the ATS in contrast

to the symmetric Gaussian ATS obtained by a more traditional TOF apparatus.

The asymmetric ATS is well represented for small skewness by extending the

analysis to the second-order diffusion approximation of the density gradient

expansion (DGE) theory. In the case where a large amount of skewness is

observed, such as that seen in the heavier noble gases (Ar, Kr, Xe), the

second-order diffusion approximation analysis of the experimental pulse

diverges, indicating that the next higher-order of the DGE may be necessary.

The highly sensitive current detection and temporal response of this drift

tube has been made possible by combining those components traditionally

found in TOP drift tubes - a pulsed back-illuminated photocathode current

source, guard rings and an anode - with a very sensitive, fast-current

amplifier to resolve the electron current pulse. This virtual ground,

current-to-voltage amplifier has a gain of 4.4 x 107 V/A (23pA/mV) with a

3 dB bandwidth of about 3 MHz. Also, preliminary results for the inference

of HN3 cross-sections are to be presented.

* Supported by the Air Force Office of Scientific Research, Bolling APB, D.C.
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THE CHARACTERISTIC ENERGY OF ELECTRONS IN HYDROGEN

W. Roznerski, J. Mechlinska-Drewko, K. Leja and

Z. Lj. Petrovic

Department of Physics
Technical University of Gdansk
80-952 Gdai~sk, Poland

In the present work some of the suggestions determining the conditions

of an accurate measurement of the characteristic energy using Townsend -

Huxley method (Huxley and Crompton, 1974) have been applied. Based on the

procedure described below, the characteristic energy of electrons in hydrogen

at ambient temperature has been determined over the reduced electric field

70 < E/N < 2500 Td.

To determine the D/V coefficient from the measurements of the ratios of

currents collected by optional coaxial parts of a divided anode the following

form of the expression for the fraction R of the total current falling onto

the central part of an anode has been used (Huxley and Crompton, 1974):

R [ b L b j (1)

r "h _ 2 exp[-O(r-h)i exp(-h(0-)l

where 1/2 1/2

r= 2+D-b2 r'= 2+ 5-c2

XL = W/
2DL

0 = XL(1-2 a/L
) 1/2

The quantities b, c, h, W, a, D and DL are the radius of the central

disc, the external radius of the anode, the length of diffusion space, the

drift velocity, the ionisation, transversal and longitudinal coefficients,

respectively.

* Institute of Physics, P.O. Box 57, 11001 Belgrade, Yugoslavia.

Nonequiibrium Effects in Ion and Electron Transport
Edited by J. W. Gallagher et al., Plenum Press, New York, 1990 361



A suitable combination of the expressions given above allows considera-

tion also of each alternative version of the anode. Having measured the

several R values obtained at various experimental parameters, the character-

istic energy D/ and the ratio of longitudinal diffusion coefficient to

mobility DL/p where both D/ and DL/ V are solutions of Eq. (1).

The uncertainties of the DLiU coefficient resulting from the procedure

applied in this work are approximately ten times larger than those of the

characteristic energy.

Table 1 contains the tabulated data of the characteristic energy from

70 up to 2500 Td. The agreement between our results and those by Crompton

et al. (1966) over the E/N range from 70 to 200 Td is very good.

Table 1. E/N (Td); D/u (V)

E/N D/ E/N D/V E/N D/p

70 2.18 200 3.87 750 10.1
100 2.71 250 4.40 1000 12.5
120 3.03 300 5.12 1500 16.2
140 3.23 400 6.10 2000 17.7
170 3.46 500 6.97 2500 19.7

The present work was supported in part under project CPEP 01.06.
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ELECTRON SWARM PARAMETERS IN KRYPTON AND ITS MOMENTUM TRANSFER CROSS
SECTIONS

Y. Nakamura

Department of Electrical Engineering
Faculty of Science and Technology
Kelo University
3-14-1 Hiyoshi, Yokohama 223, Japan

INTRODUCTION

The electron drift velocity (W) and the longitudinal diffusion

coefficient (NDL, N: the gas number density) in pure krypton are measured

over the range of E/N from 0.3 to 50 Td (lTd=10-17 V-cm2 ). A momentum

transfer cross section (0I) for the krypton atom, which is consistent

with both of the present swarm parameters, is also derived over the range

of electron energy from 1 to 15 eV from a Boltzmann equation analysis.

EXPERIMENTAL

The same double-shutter drift tube that had been used in the

previous measurement in argon (Nakamura and Kurachi, 1989) was used in

the present study. The gas used here was of the highest purity available

(99.99%), and it was introduced into the chamber through a cold trap

using dry ice and acetone as coolant. The drift tube was equipped with a

nonevaporable getter to minimize impurities in the gas. Performance of

the getter was proved satisfactory in the measurements in argon. All

measurements were carried out at room temperature.

RESULTS AND DISCUSSIONS

The measured U and NDL are shown in Fig. I by closed circles.

Agreement between the present drift velocity and the result of Hunter

et al., 1988 (E/N <3 Td, open circle) was good over the overlapping range

of E/N. There were no measurements of NDL in the gas before. The

present swarm parameters were analyzed using a Boltzmann equation

analysis. At higher E/N inelastic processes must be included. The ion-

ization cross section reported by Rapp et al., 1965 was included and was

fixed throughout the present analysis. The first choice of electronic
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Fig. 1. The electron drift velocity W and NDL as a function of E/N

in krypton. Curves show the swarm parameters calculated
with the momentum transfer cross sections shown in Fig. 2.
Symbols: 9, present; o, Hunter et al., 1988.

excitation cross sections consisted of those for a metastable excitation

with onset energy = 9.91 eV given by Mason et al. (1987), and for an

excitation with onset = 10.03 eV. The latter was estimated from the

total excitation cross section (Trajmar, et al., 1981) and the above

metastable cross section. The calculated ionisation coefficient was very

sensitive to the change of the electronic excitation cross sections but

has only a small effect on both V and NDL (Nakamura and Kurachi, 1989).

Procedure of analysis used in the present study is as follows: W and NDL

were analyzed and a momentum transfer cross section were at first

modified using the starting inelastic cross sections. Inelastic cross

sections were then modified until the analyzed ionization coefficient

agreed reasonably with the measurement (Kruithof, 1940). Finally 0m was

again modified to give swarm parameters within experimental

uncertainties.

- 10
- 1 5  

.

io1

10-16 I

1 10 50
Electron energy (eV)

Fig. 2. Momentum transfer cross sections for the krypton atom.
Curves: -, present; ----- , Hunter et al., 1988;

.... , Hayashi, (1988).
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The final momentum transfer cross sections for atomic krypton are

compared with other results (Hunter, et al., 1988; Hayashi, 1988) in Fig. 2.

The present result agrees with Hunter's result up to about 3 eV. The

calculated swarm parameters given by the present cross section are shown in

Fig. 1 by the solid line. Swarm parameters at higher E/N (>1 Td) are

sensitive to the change in the momentum transfer cross s(-tion around its

maximum and the result indicates that NDL can be a more sensitive test of

the 0m than drift velocity.

CONCLUSION

The drift velocity and the longitudinal diffusion coefficient of

electrons in pure krypton were measured over the E/N range from 0.3 to 50

Td. The present swarm data were used to derive a consistent momentum

transfer cross section for krypton atom for electron energies between 1

and 15 eV.
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THE ELECTRON-MERCURY MOMENTUM TRANSFER CROSS SECTION AT LOW ENERGIES

J. P. England and M. T. Elford

Research School of Physical Sciences
Australian National University
Canberra, Australia

Previous derivations of the momentum transfer cross section (am) for

electrons in mercury vapour from drift velocity (vdr) data (e.g. Nakamura

and Lucas, 1978; Elford, 1980a) have been restricted to energies above

about 0.1 eV due to the relatively high value of the electron mean energy

at the lowest value of E/N for which accurate data can be obtained (E is

the electric field strength and N, the vapor number density). The energy

exchanged in elastic collisions can be increased and thus the mean energy

lowered by the addition of helium. Since om for helium is known to high

accuracy (Crompton et al., 1970), this is not a significant source of

errors in the analysis.

Measurements of Vdr have been made for a 46.8% He - 53.2% Hg vapor

mixture at 573.1 K by the Bradbury-Nielsen time-of-flight method and the

drift tube of Elford (1980b). The pressures, 5.4 to 26.9 kPa, were

measured with an uncertainty of < ± 0.2% by a capacitance manometer with

the head at the drift tube temperature (Buckman et al., 1984). The

values of E/N ranged from 0.08 to 3.0 Td. The effect of dimers, which in

pure mercury vapor was found to cause the measured values of vdr to

increase linearly with pressure, was about a factor of 5 smaller in the

measurements in the He-Hg mixture because in the mixture, the rate of

energy loss in collisions with dimers is a very much smaller fraction of

the total rate of energy loss. The present data, corrected to remove the

effects of diffusion and dimers, are shown in Fig. 1. The estimated

uncertainty is generally < ± 1% but rises to ± 3.5% at the lowest value

of E/N. The accuracy of the measurement technique was checked by taking

measurements in pure He at 293 and 573 K. The results agreed with

calculated values using the am of Crompton et al. to within ± 0.1%.
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The am for mercury (Fig. 2) was obtained over the energy range 0.05

to 4 eV by fitting to the corrected Vdr values, using the m for helium

of Crompton et al. (1970). All of the 21 data points were fitted to

within 0.5%.

The difference between the present cross section and that of Elford

(1980a) at low energies is considered to be due to (a) the lack of

sensitivity of the experimental Vdr values of Elford to am in this energy

region and (b) the possibility of large errors at the lowest E/N values

when his measured values of vdr were extrapolated to zero pressure to

correct for the effect of dimers. The present measured values of vdr in

mercury vapor agree with those of Elford (1980b) to within the stated

error limits.

200-

mi 2

00 I

Mi I
so~

-

0
Xr2 901 100 0

Fig. 2.

368



The cross section of Walker (1978, personal communication) was

obtained using the method of Walker (1975) but with the strength of the

polarization contribution to the interaction potential adjusted to give a

best fit to the cross section of Elford. The differences between the

present cross section and that of Walker (1978) are in general less than

IOX.
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LONGITUDINAL DIFFUSION TO MOBILITY RATIOS FOR ELECTRONS IN NOBLE GASES

J. L. Pack*, R. E. Voshall, A. V. Phelps" and L. E. Kline

Westinghouse Research & Development Center
1310 Beulah Road, Pittsburgh, PA 15235

The ratio of longitudinal diffusion coefficient to mobility (DL/U) for

electrons in helium, argon, krypton and xenon have been surveyed experimen-

tally for E/N values between 0.001 and 44 Td at temperatures between 77*K

and 373"K. The data are derived from transit times and half widths of

current waveforms obtained during earlier measurements of electron drift

velocities (Voshall et al., 1965). The scatter in the data is typically

± 20%. All gases were of research grade and the vacuum system was baked out

at 250"C for 14 hours giving a rate of rise of less than 10- 7 Pa/min.

At the lover E/N, the experimental DL/v approach the thermal value

(kT/e) for all temperatures. At electron energies near those of the

Ramsauer minimum and near the onset of excitation, the DL/V values for

argon, krypton and xenon increase rapidly with E/N. The second region of

structure has been observed previously by Kucukarpaci and Lucas (1981) and

by Makabe and Shimoyama (1986).

In He, good agreement is obtained with other experiments (Wagner et

al., 1967; Kucukarpaci et al., 1981). Our results for DL/V for electrons in

Ar agree with those of Wagner, Davis and Hurst (1967) for E/N below 3 Td,

but are about a factor of two above those of Kucukarpaci and Lucas (1981)

for 4 < E/N < 10 Td. For Kr, our results for DL/I/ and electron drift

velocity merge with those of Kucukarpaci and Lucas (1981) for E/N near 15

Td. For Xe at 195"K we find a surprisingly large peak in DL/h/ near 0.04 Td,

i.e., at average energies near that of the minimum transfer cross section.
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Good agreement between measured DL/P values and the theory of Lowke and

Parker (1969) is found for the common range of E/N (< 3 Td). Our calculated

and experimental results for Ar are significantly larger than those of

Hakabe and Shimoyama (1986). In qualitative agreement with Kucukarpaci and

Lucas (1981), our calculations for Ar show a weak maximum in DL/U at E/N

near 20 Td. However, for Xe we calculate a nearly constant DL/V for 7 < E/N

< 50 Td and do not obtain the pronounced maximum found experimentally at E/N

near 10 Td.

REFERENCES

Kucukarpaci, H. N., and J. Lucas, 1981, J. Phys. D. 14, 2001.
Kucukarpaci, K. N., H. T. Salee, and J. Lucas, 1981, J. Phys. D. 14, 9.
Lowke, J. J., and J. H. Parker, Jr., 1969, Phys. Rev. 181, 302.
Makabe, T., and M. Shimoyama, 1986, J. Phys. D. 19, 23Ui.
Voshall, R. E., J. L. Pack, and A. V. Phelps, 1965, J. Chem. Phys. 43,

1990.
Wagner, E. B., F. J. Davis, and C. S. Hurst, 1967, J. Chem. Phys. 47,

3138.

372



RELATIONS BETWEEN ELECTRON KINETICS IN DC ExB AND MICROWAVE DISCHARGES

G. Schaefer and P. Hui

Weber Research Institute
Polytechnic University
Farmingdale, NY 11735

The chief goal in designing discharge devices is to optimize the space

and time dependence of the transport parameters and rates for a variety of

processes as needed for a specific application. These transport parameters

and rates are completely determined by the velocity distribution function

subject to the external and boundary conditions. Subsequently, the dis-

charges are totally controlled by the velocity distribution function.

In general, we can shape a distribution function through adjusting

external forces and sources, gas mixtures as well as boundary conditions.

In the following, we list some means to control external forces.

Some Methods to Control External Forces

Discharge Type Parameter

DC-Discharge (E/N)DC

Spiking Discharge (E/N), (E/N)2
AC-Discharge: E/N

(1) Frequency f

(2) Polarization 9

Crossed B-field:

(1) DC-Discharge B/N, E/N

(2) AC-Discharge B/N, E/N, f, 9

Here we will only study the similarities between DC ExB discharge and

discharge generated by circularly polarized microwave with B' perpendicular to

E. After studying the trajectory of electron in both field configurations, we

found that the distribution functions are the same if the microwave discharge

is described in the coordinate system rotating with E and the following

relation is satisfied

Q f 2' + ( .
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Here

: electron cyclotron frequency in DC discharge
Q'I: electron cyclotron frequency in microwave discharge

: angular frequency of microwave

To verify the above statement, the energy distribution functions for

both DC ExB discharge and circularly polarized microwave discharge were

obtained using Monte Carlo simulations. These two energy distribution

functions agree very well.

Work supported by the NSF.
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COMPUTER SIMULATION OF A DISCHARGE IN CROSSED ELECTRIC AND MAGNETIC FIELDS

G. R. Govinda Raju and M. S. Dincer

Department of Electrical Engineering
University of Windsor
Windsor, Ontario, Canada, N9B 3P4

Application of a steady-state uniform magnetic field (B) perpendicular

to the electrical field (E) introduces changes in the electron swarm para-

meters. The Townsend's first ionization coefficient (a/N; N = number of

molecules per cm 3), the transverse drift velocity and the mean energy of

electrons are of particular interest from the discharge point of view. In

addition, the electrons acquire a perpendicular drift velocity depending

upon the strength of the magnetic field. The motion of electrons in uniform

E x B fields is simulated by the Monte-Carlo method, and the swarm para-

meters are evaluated in nitrogen and sulphur-hexafluoride. The range of

parameters for the study are: 540 < E/N < 900 Td and 0 < B/N < 18x10
19

T-cm 3 in SF6 . The corresponding parameters in N2 are: 240 < E/N < 600 Td

and 0 < B/N < 45x10 -1 9 T-cm 3 in N2 . The swarm parameters obtained from the

simulation are compared with those obtained using numerical solutions for

the Boltzmann equation for the electron energy. Comparisons are also made

with the available experimental data. The influence of a magnetic field on

the attachment coefficients in SF6 are also investigated. It is concluded

that the Monte-Carlo approach provides an independent means of verifying the

validity of the equivalent electric field approach.
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STRUCTURES OF THE VELOCITY DISTRIBUTIONS AND TRANSPORT COEFFICIENTS OF
THE ELECTRON SWARM IN CH4 IN A DC ELECTRIC FIELD

Naohiko Shimura and Toshiaki Makabe

Department of Electrical Engineering
Faculty of Science and Technology
Keio University
3-14-1 Hiyoshi, Yokohama 223, Japan

INTRODUCTION

There are many theoretical studies of the velocity distribution

function of the electron swarm in a DC electric field. The velocity

distribution in CH4 and SiH 4, employed in the plasma processing, has a

strong anisotropy because of the energy dependence of the cross

section-set. In this work, we have calculated the velocity distribution

function, and have shown the structures of the cubic image of the

distribution and the swarm parameters in CH The numerical method is

based on the finite element method developed in a DC field by Segur

et al., (Yousfi et al., 1985), except for the further consideration of

the collision term. The velocity distribution function g(r, V, t) of the

electron undergoing the binary collision with molecule in a DC electric

field is given by the solution of the Boltzmann equation. The direction

of the field is taken to be along the-z-axis. The effect of the spatial

density gradient of the electrons will be considered on the velocity

distribution function as a perturbation on a uniform number density. We

can get the hierarchy of the equations for g k(v), which are tensorial

functions of rank k, of the expansion (Kumar et al., 1980). The detail

of this scheme is described in Shimura and Makabe (1989).

NUMERICAL RESULTS AND DISCUSSION

We have calculated the velocity distribution function of electrons

in CH4 in a DC field over the wide range 0.10 < E/N < 2820 Td. A set of

cross sections is given by Ohmori et al. (1986) and Hayashi (1987). The

scattering is assumed to be isotropic in the center of mass system. The

gas temperature is taken to be 273 K. In Figs. 1 and 2, we show the
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Fig. 1. Drift velocity W.

drift velocity V and longitudinal diffusion coefficient NDL in CH4 with

the experimental results (Hunter et al., 1986; Nakamura, 1984; Al-Amin

et al., 1985). Both results are in good agreement. In Figs. 3-6, we

show the three dimensional velocity distributions at several field

strengths E/N. The VT axis in these figures means any axis in the VX-V Y

plane. The units of the VZ and VT axes are taken to be f-V. The

distribution g*(v) in Fig. 3 is the distribution for the uniform number

density of electrons in configuration space. Then, the electrons are

transported only by the field. The effect of the field is small in the

transverse direction of g*. The influence of the field on g* is

strengthened according to the decrease in 0, and the asymmetric profile

is realized between the accelerated-region (e < 900) and the

decelerated-one (0 > 90*). The distribution gL(v) which represents for

the longitudinal (field directional) component of the second order

coefficient g (v) is located on both sides of Vz-VT plane in Fig. 4. The

high energy electrons contribute to the diffusion. The positive value of

9L is realized in the region grater than the mean energy of the swarm.

It means that there is diffusion heating in the VZ direction of the swarm

and the diffusion cooling in -VZ direction. The picture of gT(v), which

is the transverse component of g (v), is more peculiar than those of g*

and L" The transverse diffusion flux caused by the density gradient of

t,
~ Al-Amin

E/N (1d)

Fig. 2. Longitudinal Diffusion coefficient NDL.
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Fig. 6. Velocity distribution g9T(v).E/N-7OTd

Pig. 6. Velocity distribution gLL(V).
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the T direction is affected by the field, and the curvature effect

(Makabe et al., 1986) on the distribution is realized. The curvature

effect is clear at high field strength. The angle e, which gives the

maximum value of the distribution, moves toward the VZ axis with

increasing field strength. The figure of g2 LL(v), which is the longi-
2h

tudinal component of the distribution g (v), is more complicated than

other distributions. The third order transport coefficient are mainly
determined

detrmied 2LL* The meaning of positive value of the distribution is

'plus' contribution to the coefficient. The detail of the structures in

g 2LL will be discussed at the meeting.
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NEGATIVE ION KINETICS IN BCI 3 DISCHARGES

Z. Lj. Petrovicb, W. C. Wang a, L. C. Lee J. C. Hana and
M. Suto 

a

a Molecular Engineering Laboratory

Department. of Electrical and Computer Engineering
San Diego State University, San Diego, CA 92182, USA

b Institute of Physics, University of Belgrade, P.O. Box 57

11001 Belgrade, Yugoslavia

BCl 3 is a gas of great importance for plasma technologies in micro-

electronics fabrication, especially for etching of aluminum. In this paper

we present some evidence for the three body attachment leading to formation

of BCI 3 ions at low electron energies and for dissociative attachment at

higher mean electron energies. In the measurements of electron attachment

rate coefficients performed in dilute BCI 3 mixtures in nitrogen and argon,

we have observed an increase of electron attachment towards the lowest E/N

(energies) values. This is consistent with the observations of attachment

(Stockdale et al., 1972) at thermal energieds and of low photodetachment

thresholds in some RF discharges (Gottscho and Gaebe, 1986).

On the other hand, in the mass analysis of the negative ions present in

discharges containing BCI 3, only CI- ions were detected. This observation

is in agreement with electron beam studies (Stockdale et al., 1972). The

first set of data was obtained at high pressures (100-400 torr), and the

excited BCI3 ions could be stabilized. This might not be the case for the

low pressures which were required to enable the operation of the mass

analyzer. It is worth noting that Stockdale and coworkers (1972) observed a

peak of attachment (two body) at 1.1 eV, while at the same time they

observed a relatively high thermal attachment rate. This observation is

consistent with our data.

Sampling of negative ions from the discharge proved to be less dif-

ficult than expected for a relatively narrow range of working conditions

(Lee et al., 1989). In order to establish that negative ions observed by

the mass analyzer originate from the discharge, an excimer laser was use to

detach electrons between the electrodes. This led to a major decrease of
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the negative count rate, and the time delay between laser pulse and the

decrease of the count rate increased as the laser was focused further away

from the anode.

In Fig. I we present: a) mass spectrum of negative ions sampled from the

discharge in 0.5% BCl 3-N2 mixture; b) dependence of the Cl ion intensity on

the discharge current (at pressure of 585 mTorr); and c) dependence of the Cl-

ion intensity on the total gas pressure (for a discharge current of 2mA).

This presentation is based on the work supported by the AFOSR and the

SDIO/IST/ONR.
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ON THE MECHANISM OF THERMAL ELECTRON ATTACHMENT TO SO2

H. Shimamori and Y. Nakatani

Fukui Institute of Technology
3-6-1 Gakuen, Fukui 910, Japan

Low-energy electron attachment to SO2 has been studied by several

workers (Rademacher et al., 1975; Bouby et al., 1971). There is, however, a

discrepancy in the interpretation of the attachment mechanism, especially at

low pressures. The following two different processes have been proposed to

explain the experimental results; (i) a radiative attachment (e- + SO2 -?

so2- + hv) (Rademacher et al., 1975), and (ii) a two-step three-body process

involving both the formation of stable negative ions and the collisional

electron detachment (Bouby et al., 1971). Since there have been no other

reports of radiative attachment to molecules except at extremely low pres-

sures and also the mechanism (ii) seems to violate the principles of

detailed balancing as pointed out for electron attachment to NO2 (Klots,

1970), further studies should be necessary to clarify the true mechanism.

We have examined the attachment mechanism by measuring the pressure and

temperature dependences of attachment rates for pure SO2 and several SO 2 -M

mixtures (M: Ar, N2, CO2 and n-C4 H10 ) using the pulse radiolysis-microwave

cavity method. The results are analyzed in terms of an effective two-body

attachment rate constant keff for a reaction e- + SO2 --- so2-.

The result for pure SO2 at pressures between 0.4 and 5 Torr indicates
that keff increases with pressure but tends to saturate at higher pressures.

This does not agree with the data of Bouby et al. (1971), which showed a

constant value of keff over a pressure range similar to ours. In S02 -N2

mixtures keff similarly increases with buffer-gas pressure and tends to

saturate, but in this case keff still continues to increase gradually at

much higher pressures. Similar pressure dependences have been observed for

other S02 -M (M: CO2, n-C4 H1 0 ) systems, and yet the degree of increase in the

higher pressure region depends drastically upon the nature of buffer gas.

We conclude that the attachment mechanism at low pressures does not involve
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the radiative attachment and the mechanism (ii) is not possible either. As

a consequence, we propose a simple two-step three-body process (1)-(3).

kI _

e + S02  ) SO2  (1)
k 2  (2)

So2  + M 3 )o S 2 + M (3)

A kinetic analysis has shown, however, that the mechanism (l)-(3) holds

only at relatively low pressures, where the value of k1 is determined to be

(3.6 ± 0.2) x 10-  cm molecule-ls - . At higher pressures, the pressure

dependence of attachment rates evidently indicates the presence of additional

attachment processes. Such a behavior might be explained by the appearance of

electron attachment to van der Waals molecules at high pressures (Hatano and

Shimamorl, 1981). In order to check this possibility we measured temperature

dependence of the attachment rates because a "negative" temperature dependence

should be observed if such a process is contributing. Unfortunately, however,

we could not observe any definite negative temperature dependence over the

temperature range between 252 and 343 K. As a result, we tentatively suggest

for the mechanism at higher pressures that another two-step, three-body

process becomes important which involves an SO2 * ion having a lifetime

shorter than that in the mechanism at low pressures; the estimated lifetimes

are > 1 x 10-10 and > 2 x 10-7 s, respectively.
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ELECTRON ATTACHMENT TO NF3

,
Scott R. Hunter

Health and Safety Research Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37831

Nitrogen trifluoride has been used for over a decade as a fluorine

donor in rare gas-fluoride excimer lasers, and more recently has found

increasing use in plasma etching discharges for the fabrication and semi-

conductor materials. Modeling of the NF3 discharges in these applications

requires a knowledge of the electron scattering and electron gain and loss

processes for NF3 . Several electron attachment studies using electron beam

and electron swarm techniques have been performed in NF3, but the

uncertainty in the rate of electron attachment from these studies is large.

In the present study a high pressure swarm technique (Hunter, 1984) has

been used to measure the electron attachment rate constant ka (E/N)_for NF3

in dilute NF3 /Ar gas mixtures for NF3 concentrations from 1.6 x 10- tox1-0 -17 2
3.6 x 10 -6 over the E/N range 6.2 x 10- < E/N < 4.7 x 10 V cm , and in

NF3/N 2 gas mixtures for NF3 concentrations from 7 x 10
-6 to 3 x 10- 5 over

the E/N range 3.1 x 10-  < E/N < 1.24 x 10 1 6 V cm2 . The electron attach-

ment cross section aa (e) has been obtained from these measurements using an

unfolding procedure (Hunter, 1984) and compared with the previous literature

values (Chantry, 1982; Harland and Franklin, 1974). The present cross

section (peak value a = 2.06 x 10- 16 cm2 at c = 1.6 eV) is considerablyoane by10-16m 2 a 2=16 V s osdeal
larger than that obtained by Chantry (1982) (peak value a = 1.4 x 1016 cm

2

a 1

at c = 1.6 eV) and Harland and Franklin (1974) (peak value a = 6 x 10 -17 ata

1.7 eV). The present thermal electron attachment rate constant at 300K,

(ka)th ' 5.5 x 10- 1 2 cm3 s- I is between 1 and 3 orders of magnitude smaller

than all the previous literature estimates. Impurities in the NF3 samples

used in the previous measurements are thought to be responsible for the

higher values.

* Present address: GTE-Sylvania, 100 Endicott St., Danvers, MA 01923.
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The influence of inelastic electron scattering and electron loss by

attachment on the electron energy distribution function (and hence on the

measured electron transport and rate coefficients) in the previous NF3/buffer

gas measurements (Nygaard et al., 1979; Lakdawala and Moruzzi, 1980) has also

been investigated. Incorporating two vibrational excitation cross sections

(u 3 - 0.112 eV and v7 = 0.128 eV) in a ratio of 15 to 1 (peak value 30v = 6 x

10'- cm2 at e - 1.8 eV) and the present attachment cross section gives agree-

ment between the NF3/He measurements of Nygaacd et al., (1979) and the present

Boltzmann calculated values to within ± 20%. In contrast, considerable dif-

ferences still exist between the experimental measurements of Lakdawala and

Moruzzi (1980) in the NF3/He, NF3/Ar and NF3/N2 gas mixtures and the present

calculated values, particularly at low E/N values where impurities in the gas

sample and difficulties in the experimental technique were significant. The

influence of electron loss by attachment on the calculated transport and rate

coefficients has been investigated by modifying the Boltzmann transport code

to include this process (Pitchford and Phelps, 1983). The present calcula-

tions indicate that the greatest effect occurs in the experimental measure-

ments of Nygaard et al. (1979) where a gas mixture composed of 0.5% NF3 in He

was studied. The greatest change in ka (E/N) occurs near the peak in the rate

constant and is always <+10%. The influence of attachment on the lower

concentration measurements of Lakdawala and Moruzzi (1980) is well within

their experimental uncertainty.
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ELECTRON-ENERGY DEPENDENCE OF ELECTRON ATTACHMENT TO MOLECULES AS STUDIED
BY A PULSE RADIOLYSIS MICROWAVE CAVITY TECHNIQUE

H. Shimamori and Y. Nakatani

Fukui Institute of Technology
3-6-1, Gakuen, Fukui 910, Japan

Although the heating of electrons with microwave electric fields

has been applied to study the electron temperature dependence of

electron-ion recombination processes by a conventional microwave cavity

technique (Frommhold et al., 1968), no application has been made of the

pulse radiolysis technique which enables measurements on a short time

scale and with a wide gas-pressure range for a variety of gases. We have

attempted to construct an appropriate experimental system by adding a

microwave-heating unit to the circuit used for studies with thermal

electrons. The geometrical structure of the cavity has been changed

accordingly. A shift of resonant frequency of the cavity (the imaginary

part of the conductivity) can be measured in our circuit. The heating

can be achieved up to 600 mW of microwave power. Preliminary measure-

ments with various gases indicated mostly very low sensitivities for

detection. We finally chose xenon as a buffer gas since it produces a

relatively high density of electrons by X-ray irradiation. In order to

obtain a relationship between the applied microwave power and the

resulting mean electron energy, we utilized the dependence of the

time-profile of the detected signal on the heating power. The microwave

conductivity signal is approximately proportional to a factor of

1/(<V>2 +W 2 ) (Oskam, 1958), where <> is the effective electron

collision frequency and w the detecting microwave radian frequency. In

the case of Xe the signal reflects well the course of electron

thermalization as well as the presence of Ramsauer minimum in the

momentum-transfer cross section, as shown in Fig. 1 for 70 Torr Xe.

Thus, a change in the amplitude of the signal as a function of time is

directly correlated with a change in the magnitude of <, which is a

function of mean electron energy. When electrons are heated the flat

level shown in Fig. 1, which corresponds to thermalized electrons, goes
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Xe 70 To -

1 T'
Fig. 1. Output signal for Xe (70 Torr) with no heating power.

up to a level corresponding to that expected from the average electron

energy resulting from the microwave heating. Thus we observed signals at

different heating powers and found a relation between the applied power

and the mean electron energy.

We have applied this technique to electron attachment to chloroform

(CHCl3 ). by adding a trace amount of CHC13 to Xe we can observe a

first-order-decay signal due to the dissociative electron attachment to

CHCI3 . The attachment rate constant is nbtained from the decay signal.

By changing the applied heating power we can obtain data on the electron
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energy dependence of the attachment rate constant. The result is shown

in Fig. 2. Although the agreement with other data (Christodoulides and

Christophorou, 1971) is generally good, there are some discrepakcies in

the absolute magnitude of the rate constant and in the electron energy

giving the maximum rate constant. Further improvement of the scaling of

the electron energy may be necessary. Applications to other electron-

attaching compounds are presented.
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NEGATIVE ION PULSES INDUCED BY LASER IRRADIATION OF DC DISCHARGE MEDIA

L. C. Lee, J. C. Han and M. Suto

Molecular Engineering Laboratory
San Diego State University
San Diego, California 92182

Electron transport phenomena in gas discharge media are studied

using a double-differentia] pumping mass spectrometer apparatus shown in

Fig. 1. Gas mixtures (in the range of 0.5-1 Torr) are discharged by

applying a DC voltage to hollow electrodes in a vacuum chamber. Negative

ions produced by discharges flow into a second high-vacuum chamber

through a pin hole (0.7 mm diameter). The ions are analyzed and detected

by a mass spectrometer. An excimer laser is used to irradiate the

discharge media.

teimer Laser
IonOptics

Fuadrupolf Gt nloet

Setrs .ter

Io

Do_._tor .

Turboalocuar cnil
PUPm Diffusion PUMP

Fig. 1. Schematic diagram of the apparatus used for the study of
electron kinetics in discharges.
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Fig. 2. Transient negative ion pulses produced by irradiation of
discharge media (Cl2 in N2) with (a) KrF laser photons and
(b) ArF laser photons. The laser pulses occurred at t=0.

The CI- ions produced from a discharge of trace Cl2 in N2 are

studied. When the discharge medium is irradiated by a KrF (248 nm) or

ArF (193 nm) laser pulse, the C1- ion intensity decreases right after the

laser pulse and then increases above the DC level as shown in Fig. 2.

The ion intensity decreases again before recovery. Without laser

irradiation, the ion intensity is on the DC level shown as the dashed

lines in Fig. 2. The laser-induced changes (decrease or increase) of the

ion intensity depend linearly on the laser power.

The transient pulses shown in Figs. 2(a) and (b) are likely induced

by photoelectrons that are produced by laser detachment of negative ions.

Photoelectrons could be accelerated by the electric field so that they

have sufficient energy to detach electrons from the C1- ions near the pin

hole. This may explain the first ion decrease. The detached electrons

could be re-attached to C12 to form Cf- ions. This may result in an ion

increase. The slow photoelectrons may also attach to Cl2 to contribute

to this increase. It is noted that the pulse duration induced by the ArF

laser pulse (Fig. 2(b)] is much shorter than that of the KrF laser [Fig.

2(a)]. The pulse shortening may be due to the fact that the photo-

electrons produced by the ArF laser photon have higher kinetic energy

than that of KrF laser, thus the ArF photoelectrons move faster than the

KrF photoelectrons. The electron kinetics involved in the laser-induced

negative ion pulses will be discussed.

This presentation is based on the work supported by the AFOSR and

the SDIO/IST/ONR.
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THE ATTACHMENT OF ELECTRONS IN WATER VAPOUR AT LOW VALUES OF E/N

J. C. Gibson and M. T. Elford

Res. School of Physical Science
Australian National University
Canberra, Australia

Moruzzi and Phelps (1966) and Wilson et al (1975) found by sampling

ions from drift tubes that no negative ions are observed in water vapour

until dissociative attachment becomes significant at values of E/N

greater than about 33 Td. Moreover Parr and Moruzzi (1972) found that

the attachment coefficient was zero to within their experimental error

below 39 Td. On the other hand Bradbury and Tatel (1934) and Kuffel

(1959) reported associative attachment at E/N values less than 15 Td

which they attributed to the formation of water molecule cluster ions.

Gallagher et al (1983) have suggested that a more likely explanation is

that their water vapour samples were contaminated by air. The present

study was undertaken to determine if and under what conditions attachment

occurs in water vapour at values of E/N less than 30 Td.

A new and simple technique, shown schematically in Fig. 1, was used

in this work. Electrons emitted from a heated platinum filament F drift

in a uniform electric field through a grid G1 to a second grid G2. The

analyzer region, where the value of E/N was held at 5 Td, contains a

Bradbury-Nielsen grid consisting of parallel and coplanar nichrome wires,

T
EIN

G25'TdG3 (BN)
5 Td

.A-

6-- T c~ollf~o0 20mm

Fig. 1.
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with alternate wires connected. Elford (1987) has shown that an incident

current of electrons and negative ions can be analyzed by applying square

wave voltage pulses of variable duration (the open time) between adjacent

wires of the grid. The variation of the transmitted current with open

time (Fig. 2) consists of two linear parts. At small open time only

electrons are transmitted (A) and it is not until the open time exceeds

some critical value that the much slower negative ions are transmitted in

addition to electrons (B). The ratio R of the slope of the negative ion

current part of the plot (obtained by subtracting the extrapolated

electron current) to that for the electron current part is assumed to be

equal to the ration of the ion to electron currents incident on the grid.

At pressures up to 1.33 kPa (295 and 298 K), the measured values of

R decreased as E/N was decreased below 3C Td. A plot of this type is

shown in Fig. 3a. However when the pressure was increased to 2 kPa, R

0.4 I

303K

0.3-

-2.0 kPa 0.67 kP
R 0.2 

t

0.1-

0;0 I II

0 10 20 30 40
E/N MT)

Fig. 3.
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increased at low values of E/N (Fig. 3b), in the same manner as observed

by Bradbury and Tatel and also Kuffel for the attachment coefficient. It

is speculated that the negative ions observed at low E/N values and high

vapour pressures are due to associative attachment to water dimers. Since
the electron binding energy to (H20)2 is ertimated to be only 3-6 meV

(Wallqvist et al, 1986) electron detachment by ion-molecule collisions is

also expected to be a significant process.
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ISOTOPE STUDIES AND ENERGY DEPENDENCES OF RATE CONSTANTS FOR THE REACTION
0 + N20 AT SEVERAL TEMPERATURES

Robert A. Morris , A. A. Viggiano and John F. Paulson

Ionospheric Physics Division
Geophysics Laboratory
Hanscom AFB, MA 01731-5000

Rate constants for the reaction 0- + N20 were measured using a

temperature variable-selected ion flow drift tube (SIFDT) instrument.

The reaction was studied as a function of kinetic energy at four

temperatures: 143, 196, 2 9 5 , and 515 K. The product branching ratios of

the reactions 1 60- + 14N15N160 and 180- + 14N15N160 were measured at two

temperatures: 143 and 298 K.

The experiment employs a temperature varible flow tube with which

to control the thermal energy of the reagents as well as an electric

drift field to increase independently the kinetic energy of the ionic

reactant. This permits fixing the overall center of mass collision

energy while varying the relative contributions to that collision energy

from the thermal energy of the reagents (due to temperature) and from the

additional ion kinetic energy due to the electric field of the drift

tube. Thus, reactions of monatomic.ions (no internal modes) can be

probed for the effects of the internal energy of the reactant neutral

(Viggiano et al., 1988).

Figure 1 shows the rate constants for the reaction 0 + N20 plotted

versus center-of-mass collision energy. The energy dependences of the

rate constants measured at different experimental temperatures fall on

the same curve within experimental uncertainty. Therefore, there appears

to be little or no effect of the internal energy of the N2 0 reactant on

the rate constant. In other words, the rate constant appears to depend

only upon total energy and not on the particular type of energy. The

pure temperature dependence of the rate constant is shown in the figure

as a solid line and can be represented as T -0 5 .

Air Force Geophysics Scholar
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Fig. 1. Rate constants for the reaction 0- + N2 0 plotted as a

function of center-of-mass kinetic energy.

The dominant product channel at the energies accessible in the

experiment is that producing NO- + NO. For the reaction of 0- with
14N15NO, the ratio of the ionic products, 14N0- 15NO-, approached unity

at zero 14N15NO flow rate but decreased below unity with increasing
14N15NO flow rate. It is suggested that the decrease is due to the

secondary reaction 14NO- + 14N 15NO - O15NO- + 14N 14NO, which we have
11 3-1I

measured to occur with a rate constant of 1 X I0_ cm s
For the reaction 18 0- + 14 N15 N 16 0, the 0- exchange product, 160

was observable and represents a major product channel along with that

producing NO- + NO. All four NO- isotopic products were observed:
1 4N 16 0-, 1 5N 16 0, 14N18 0-, and 1 5N 18 0-. The secondary reactions of both

the exchange product 16 0- and the various NO- products with N20

complicate the interpretation of the product spectra. Computer modeling

of the coupled reactions and the resulting product branching ratios

measured at the two experimental temperatures will be discussed.
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RECENT FALP STUDIES OF DISSOCIATIVE RECOMBINATION AND ELECTRON ATTACHMENT

Nigel G. Adams, David Smith and Charles R. Herd

School of Physics and Space Research
University of Birmingham
Birmingham B15 2TT England

The Flowing Afterglow/Langmuir Probe (FALP) apparatus was designed to

study plasma reaction processes at tnermal energies. It has been used to

study several such processes including positive ion/negative ion mutual

neutralization (Smith et al., 1978; Smith and Adams, 1983), positive

ion/electron dissociative recombination (Adams et al., 1984; Adams and

Smith, 1988) and electron attachment (Smith et al., 1984; Adams et al.,

1986), and the rate coefficients for many such reactions have been

determined, including some over appreciable temperature ranges.

Recently, we have used laser induced fluorescence (LIF) and vacuum

ultraviolet (VUV) spectroscopic techniques in conjunction with the FALP

apparatus to determine the neutral products of the dissociative recom-

bination reactions of some polyatomic ions (Adams et al., 1989). Using

this technique, the fractions of the dissociative recombination reactions

of the ions HCO2 +, N2OH+, O2 H
+ and H3 0+ that result in the production of

OH radicals both in the ground and vibrationally excited levels of the

ground electronic state have been determined. The contribution of OH to

the product distribution varies from -30% for N2OH to 65% for H30+, the

fractions in the ground vibrational level being equal to or greater than

the fractions in vibrationally excited levels. This latter observation,

although initially unexpected, can be readily explained as being a con-

sequence of a very similar O-H bond length in the ion and in the OH

radical. These data have resolved a longstanding discrepancy between two

very different theoretical predictions of the products of H30
+ recombina-

tion (Herbst, 1978; Bates, 1986). The significance of the results to

interstellar ion chemistry has also been discussed (Herd et al., 1989).

Preliminary results on the production of H and 0 atoms from the above

reactions and some other recombination reactions have also been obtained.
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Most dissociative electron attachment reactions do not result in

sequential reactions; for example the reaction of CH3 Br with thermal

electrons produces Br ions and CH3 radicals. No further reaction then

occurs because dissociative attachment to CH3 radicals is endothermic.

Recently, however, we have shown that the attachment reaction of CC14

proceeds firstly, as expected, to produce Cl- and CC 3 radicals, but then we

observed that the product CC13 radicals undergo rapid dissociative attach-

ment to produce C1- and CCl2 radicals (Adams et al., 1988). Thus each CC14

molecule can remove two electrons from a plasma, and this has implications

to the sensitivity of electron capture detectors. Similarly, the CCl2 Br

radicals formed in the dissociative electron attachment reactions of CCl3Br

molecules also rapidly dissociatively attach electrons (Adams, et al.,

1988). Temperature dependences have been obtained for dissociative electron

attachment to the haloethanes CH3 CCl 3, CH2CICHCI2, CF3CC13 and CF2 CICFCI2

and compared with data obtained in non-thermal swarm experiments in which

only the electron energy was varied. The differences in the energy depend-

ences obtained using the two techniques are considered to be due to the

additional influence of the internal excitation of the reactant neutral in

the thermal FALP experiments (Smith et al., 1989).
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RECENT SIFT STUDIES OF ION-MOLECULE REACTIONS: THE DEUTERATION OF
INTERSTELLAR MOLECULES

Kevin Giles, David Smith and Nigel G. Adams

School of Physics and Space Research
University of Birmingham
Birmingham B15 2TT England

About eighty molecular species have been detected in interstellar

clouds to date (Irvine et al., 1988). Some of the observed molecules

contain rare (heavy) isotopes, notably deuterium (Millar et al., 1989), in

greater fractional abundances than would be expected from their cosmic or

terrestrial abundance ratios.

Ion-molecule reactions followed by dissociative electron recombination

are considered to be the major production routes to the observed inter-

stellar molecules. Deuterium can be incorporated into interstellar

molecules via reactions such as:

XH+ + HD -XD + + 2 + AE

XH+ + D XD+ + H + 6E

The exo- and endo-thermicities (AE) of these reactions are largely

determined by the zero-point-energy differences between the reactant and

product species, and thus the reactions are close to thermoneutral. Never-

theless, at the low temperatures in interstellar clouds (down to 10K) the AE

are sufficient to significantly inhibit the reverse (endothermic) reactions

and this results in the fractionation of deuterium into the ions.

Reactions of this type can be studied using the SIFT apparatus which

enables the reaction between a swarm of mass selected, thermalized ions and

neutral species to be investigated over the temperature range 80-550K in a

fast flowing helium carrier gas (Smith and Adams, 1987). It has been used

previously to determine the forward and reverse rate coefficients for a

variety of reactions as a function of temperature, and this has indicated

the reaction pathways to several important deuterated species in inter-

stellar clouds, including: HD, H2D+, CH2D+ and C2HD
+ (Smith, 1988) into

which D is heavily fractionated.
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In this study, we have investigated the reactions of CH3
4 /CH2 D+ and

C22+ /C2 HD
+ with various interstellar molecules, including : CH4, CO,

C2 H4 , H 20 , H2 S, HCN, CH 3OH, CH3 CCH, CH3 CHO, CH3 SH, C2H5OH, CH3CN and NH3, in

order to investigate the partitioning of eeuterium within the products.

These reactions possess reactive channels and are quite exothermic and

therefore do not directly fractionate deuterium. Thus the enhancement of

deuterium in the product ions cannot exceed that in the reactant ions.

In the present study, several reactions were observed to incorporate

deuterium approximately statistically amongst the product ions (and

neutrals), indicating that the H and D atoms are equivalent in the

intermediate complex, for example,

CH2D
+ + CH4 --- C2H5

+ + HD (30%)12], C2 H4 D+ + H2 (70%)15 ]

where the quantities within ( ) and I I are respectively the observed

product ion percentages and the product distributions expected on

statistical grounds.

In some reactions, the deuterium was distributed in a non-statistical

fashion; for example,

CH 2D + C2H50H -- C2H 5+ + CH 2DOH (40%)141, C2H4D+ + CH3OH (0%)[5]

--;,CH 3 OH2
+ + C2H3 D (0%)[41, CH2 DOH2

+ + C2 H4 (60%)[5).

From this result, the implied mechanism for the reaction is that in which

the CH3 +/CH 2 D+ attacks the C2H5 OH at the 0 atom and no scrambling of the D

and H atoms occurs within the intermediate complex, i.e. the H and D atoms

are not all equivalent.

In certain reactions incorporation of deuterium was not observed in any

of the product ions; for example,

C2HD
+ + CH3CHO -CH3CO + + C2H2 D (33%)11], CH 2DCO+ + C2 H3 (OZ)[11

-CH 3 CHO
+ + C2HD (67%)[1), CH 3CDO+ + C2 H2 (0%)[2].

Such reactions are expected to occur via weakly bound intermediate complexes

where intimate mixing of the atoms cannot occur.

These results are of significance to interstellar chemistry in that

they can indicate the distribution of dcuterium amongst various interstellar

molecules and thus guide observers to the more abundant deuterated species.

Additionally, it should be possible to indicate the location of the D atom

in the interstellar molecule by the presence or absence of particular

product ions.
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REACTIONS OF SEVERAL HYDROCARBON IONS WITH ATOMIC HYDROGEN AND ATOMIC NITROGEN

W. Lindingera, A. Hansela, W. Freysingera and E. E. Fergusonb

a Institut f. Ionenphysik, Universitht Innsbruck

A 6020 Innsbruck, Austria
b Physico-Chimie des Rayonnements, Universite de Paris Sud,

Orsay, France

Reactions of hydrocarbon ions with atomic hydrogen are of great

importance in interstellar molecular synthesis, especially in diffusive

clouds (Herbst and Klemperer, 1973). We have therefore investigated the

reactions of C2 Hn
+ , n = 2 to 6, C3

+ , C3H and C3 H2 ions with H, and H2, and

some with D and D2 in a SIFDT (selected ion flow drift tube) at 300 K in

helium buffer gas at low E/N. The rate constants for various processes

involved, such as binary reactions, isotope exchange and three-body associa-

tion have been determined (Hansel et al., 1989). Also investigated were

reactions of C2 Hn (n = 2 to 4) and of C3H2
+ with atomic nitrogen as well as

several nitrogen and sulfer bearing ions with N (Freysinger et al.). The

reactions with H generally lead to a reduction of the hydrogen atoms within

the ion in the form

CiHn+ + H + CiH+_ 1 + H2,

or perform fast association processes,

C1Hn+ + H -_ CiH_ 1 + He.

Processes involving atomic deuterium usually lead to fast isotopic

scrambling but also to association in some cases.

In the case of the C3 H2 + ion both isomers, cyclic c-C3 H 2+ and linear

1-C 3H2 could be investigated separately. While the energetically higher

isomer I-C3 H2 + undergoes fast isotopic scrambling with 
D (I x 10

-9 cm3

secI ), the scrambling of the lower c-C3 H 2+ isomer is slower by an order of

magnitude. No scrambling was observed with molecular deuterium, neither for

c-C3 H2
+ nor for 1-C3 H2
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That the product of the association reaction between C3H2
+ and CO

remains in the cluster form C3 H 2+ CO is indicated by the interesting

switching process

C3 H + .CO + H 4 C3H3
+ + CO.

The investigations of reactions involving atomic nitrogen showed C-N,

S-N and N-N bond formation to be generally the dominant processes.

In the case of CO 2
+ reacting with N, the reaction channel into the

products CO+ + NO is strongly favored over the more exoergic channel NO+ + CO,

whereas in the case of N2 0+ + N both channels NO
+ + N2 and N2 + + NO are

populated at the same rate despite the big differences of their exoergicities.

This work was supported by the Fonds zur Frb'derung der Wissenscaaftlichen

Forschung, Projects P 6696 and P 6933.
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QUENCHING OF NO+ (v=l,3) IN LOW ENERGY COLLISIONS WITH CH4 AND He

A. Hansel, N. Oberhofer and W. Lindinger

Institut fbr Ionenphysik der Universitgt Innsbruck
Technikerstr 25 A 6020 Innsbruck, Austria

According to a model developed by Ferguson (1984), the quenching

efficiency in low energy collisions between vibrationally excited ions and

neutrals depends on the lifetime of the collision complex and thus on the

polarizability of the neutral collision partner, which determines the we]'

depth of the interaction potential. This in turn is strongly correlated

with the lifetime of the ion-neutral-collision-complex.

In extension of earlier work performed in this laboratory (Federer et

al., 1985; Richter and Lindinger, 1988; Lindinger, 1987; Kriegl et al.,

1988), we have presently investigated the quenching of NO+ (v=l) and NO+

(v > 3) in collisions with CH4 and He, using a selected ion flow drift tube

(SIFDT). The quenching rate coefficients obtained presently for NO+ (v=l)

colliding with CH4 agree well with earlier findings for this process, show-

ing a decline in the regime from thermal to 0.5 eV, followed by an increase

at higher collision energies. The first regime corresponds to complex

formation, with decreasing lifetime as the relative kinetic energy between

the iqn and the neutral is increased. The second regime lies energetically

at high enough collision energies where complex formation no longer occurs.

Therefore, the energy dependence of the quenching of NO+ (v > 1) with CH4

(kq1 ) is consistent with the model of Ferguson (1984). The quenching rate

constant for NO+ (v > 3)*with CH4 (kql) lies a factor of three above the one

for NO+ (v > 1) at thermal energies and shows a similar relative behavior as

a function of collision energies as kq1*

The quenching of NO+ (v > 3) with He shows a similar behavior as the

one of N2+ (v = 1) with He. Due to the low binding energy of the N2+-He

system, as well as the NO+-He system, no complex formation occurs above

thermal energies. Thus the observed increases in k reflect the Ion-neutralq
interactions at the repulsive part of the potential.
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ROTATIONAL ENERGY EFFECTS IN ION-MOLECULE REACTIONS

A. A. Viggiano, Robert A. Morris*, T. Su** and
John F. Paulson

Ionospheric Physics Division
Air Force Geophysics Laboratory
Hanscom AFB, MA 01731-5000

The variable temperature selected ion flow drift tube (VT-SIFDT) has

proven to be a valuablo tool for measuring the effect of different types of

energy on the rate constants of ion-molecule reactions. Recently, we have

devised a technique involving a VT-SIFDT to derive the dependence of such

rate constants on the rotational temperature of the reactant neutral

(Viggiano et al., 1988). This technique involves measuring the kinetic

energy dependences of the rate constant at several temperatures. The center

of mass kinetic energy (KEcm ) in a VT-SIFDT is given by

(mi + mb)m n vd+3kT

m2(mi+ n)Vdn

where mi , mb and Mn are the masses of the ion, buffer and neutral, vd is the

ion drift velocity, and T is the temperature. A particular center of mass

kinetic energy can be obtained with varying contributions from the thermal

component (second term) and the drift tube component (first term). If the ion

is monatomic and the neutral has no low frequency vibrations, any difference

at a particular kinetic energy between the measured rate constants at various

temperatures can be attributed to a rotational energy effect. Monatomic ions

are required because the internal modes of polyatomic ions are excited in a

drift tube. The temperature dependence at a particular kinetic energy would

then reflect varying amounts of internal excitation of the ion as well as the

rotational temperature dependence of the neutral, a situation that is

On contract to the Geophysics Laboratory from System Integration
Engineering.

Permanent address: Southeastern Massachusetts University, North
Dartmouth, MA 02747.
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difficult to interpret. If the neutral has low vibrational frequencies the

temperature dependence would reflect the total internal temperature dependence

rather than purely the rotational dependence.

The first series of reactions studied by this technique included the

reactions of 0- with CH4, N20, and SO2. The preliminary results on these

reactions reported at this meeting in 1987 indicated that the reaction of

0- with CH4 had a rotational temperature dependence and the others did

not (Viggiano et al., 1988). Since that time we have found that a

problem arises with our previous neutral inlet design when the drift

field is used, thus invalidating the results (Viggiano et al., 1988). We

have remeasured the rate constants for these reactions, and our present

results indicate no detectable rotational temperature dependence for any

of these reactions.

For polar molecules, the collision rate constant will depend on

temperature at a particular center-of-mass kinetic energy. For HC1,

theory predicts that at 0.063 eV center-of-mass kinetic energy, the

collision rate constant decreases by 18% with increasing temperature over

the temperature range 173 K to 488 K (Su and Chesnavich, 1982). This

effect reflects the fact that at higher temperatures the locking of the

HC1 dipole to the ion during a collision is less efficient as the

temperature increases at a fixed kinetic energy. We are currently

investigating whether this may be seen experimentally for the reactions

of several noble gas positive ions with HC1. Preliminary results

indicate that a temperature dependence even larger than this is observed

for Kr+ + HC1. These results will be presented.
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THE APPLICATION OF A SELECTED ION FLOW DRIFT TUBE TO THE DETERMINATION OF
PROTON AFFINITY DIFFERENCES

M. Tichya, G. Javaherya, N. D. Twiddya and E. E. Fergusonb

a Department of Physics, U. C. W. Wales, Aberystwyth

SY23 3BZ, UK
b Laboratoire de Physico-Chimie des Rayonnements

Universite de Paris-Sud, Bat.350, 91405
Orsay, Cedex, France

ABSTRACT

The forward and reverse rate constants for nine proton transfer

reactions have been measured as a function of relative kinetic

energy using a selected ion flow drift tube (SIFDT). In all but two

cases van't Hoff plots of the equilibrium constant against recipro-

cal centre-of-mass collision energy were linear, and values of the

enthalpy and entropy changes were obtained from slope and intercept,

respectively. Since hH is a measure of the difference between the

proton affinities of the two neutral species, the data can be used

to provide a proton affinity difference ladder. This ladder agrees

extremely well with the established proton affinity scale. The

experimental values of entropy change agree well with values cal-

culated from the entropies of the individual ions and neutrals. The

agreements of the AH's and AS's so determined establishes the

validity, and utility, of a SIFDT apparatus for proton affinity

studies, when linear pseudo-van't Hoff plots are obtained. In the

present study two N2OH+ measurements gave non-linear Arrhenius and

van't Hoff plots and had to be rejected, in agreement with the

earlier work. Some speculations of why drift tube measurements lead

to reliable thermodynamic data, in spite of the lack of thermo-

dynamic equilibrium between internal and translational modes, are

presented.
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Values of AH and &S from In K eq= AS/R - 3 AB/2E c

AH is in kcal aol- and AS is in cal K 1 aol
4

Reaction -AH -AH ~ AS AS(calc) #

H 2Br' + CO - HCO+ + HBr 2.0 2.6 +1.4 0

CH 5 + + HBr = H 2Br+ + CH 4  9.1 8.8 -1.7 -1.0

H 2Cl + + HBr = H r + UCl 6.0 5.8 +0.6 +0.3

CF 4H + + HCl = H 2Cl + + CF4  7.0 6.5 -0.2 -1.3

CF 4H + + CHU4 = CH5 + + CF4  4.0 3.5 -1.7 0

CF 4H ++ NO - HNO ++ CF 4  0.6 0.5 -3.7 -2.5

CF 4H + + CO 2 = HCO2 + + CF 4  1.7 2.0 +0.4 -1.3

Adams, N. G., D. Smith, M. Tichy, G. Javahery, N. D. Twiddy, and E. E.
Ferguson, 3. Chem. Phys., in press.

#Benson, 1976, "Thermochemical Kinetics," 2nd Ed., Wiley, NY.

414



ENERGY DEPENDENCES OF RATE CONSTANTS FOR THE REACTION 22 Ne+ 20 NeAT
SEVERAL TEMPERATURES

Robert A. Morris,* T. Su,** A. A. Viggiano and
John F. Paulson

Ionospheric Physics Division
Geophysics Laboratory
Hanscom AFB, MA 01731-5000

Rate constants for the symmetric charge transfer reaction 22Ne+ +
20Ne --#20Ne+ + 22Ne were measured using a temperature variable-selected

ion flow drift tube (SIFDT) instrument. The experiment employs a

temperature variable flow tube with which to control the thermal energy

of the reagents as well as an electric drift field to increase

independently the kinetic energy of the ionic reactant. This permits

determining rate constants for ion-molecule reactions as a function of

ion kinetic energy at various temperatures in the range 85 - 500 K. In

the present work, the reaction 22Ne+ + 2ONe was studied as a function of

kinetic energy at three temperatures: 193, 297, and 473 K.

The rate constants were found to increase with both increasing

temperature and kinetic energy. As shown in Fig. 1, when the rate

constants are plotted versus center of mass kinetic energy, the energy

dependences measured at the three different experimental temperatures

fall on the same curve within experimental uncertainty. This is not

surprising since the monatomic ionic and neutral reactants have no

internal degrees of freedom and therefore changing either temperature or

ion kinetic energy has the same simple effect of changing the overall

collision energy. The rate constants vary with collision energy as E
0 .33

and with temperature as T

Rate constants for this reaction weLe computed via classical

trajectory calculations using the probability function of Rapp and

Francis (as corrected by Dewangen; Dewangen, 1973) as a function of

Air Force Geophysics Scholar.

** Chemistry Department, Southeastern Massachusetts University,
N. Dartmouth, MA.
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Fig. 1. Rate constants for the reaction 22Ne + 20 Neplotted as a
function of center-of-mass kinetic energy.

internuclear separation. The calculations make use of the potential
energy function for Ne2

+ which has been calculated by Michels et al.,

(Michels et al., 1978). The present method allows the relative velocity

to vary in response to the potential energy function and allows the

trajectories to depart from rectilinear paths.

Calculated rate constants are also shown in the figure and are in

reasonably good agreement with the measured values although the

calculated points are systematically higher by 20 to 40%. The magnitude

of the calculated energy dependence (E 0 4 2 ) is slightly higher than that

determined experimentally, but the values agree within the combined

uncertainties.
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DEEXCITATION OF HE(21P) IN COLLISIONS WITH RARE GAS ATOMS*

Masatoshi Ukai, Hiroaki Yoshida, Yasumasa Morishima,
Hidenobu Nakazawa, Kyoji Shinsaka and Yoshihiko Hatano

Department of Chemistry
Tokyo Institute of Technology
Meguroku, Tokyo 152, Japan

Deexcitation of lowest excited rare gas atoms is of great importance to

elucidate not only gas phase reaction dynamics but also fundamental energy

transfer processes in ionized gases. Experimental studies of the optically

allowed or the resonance states have been reported in only a few papers (Ukai

et al., 1986a; Ukai et al., 1988; Ukai et al., 1986b) because of experimental

difficulties. This paper presents deexcitation cross sections of He(2 1P) by

Ar, Kr, and Xe obtained using a pulse radiolysis method.in a region of mean

collisional energy between 13-38 meV. Fairly large cross sections of around

or above OOA2 and their collisional energy dependence have been obtained and

interpreted as Penning ionization cross sections based on a long-range

dipole-dipole interaction (Watanabe and Katsuura, 1967; Kohmoto and Watanabe,

1977). Validity of the theoretical formula for Penning ionization cross

sections by Watanabe and Katsuura (1967) is discussed. Two kinds of cross

sections have also been calculated by means of the impact parameter method

with the aid of experimentally simulated classical trajectories; in one

procedure, the polarization of the p-state helium has been assumed to rotate

in order to keep a collinear or perpendicular configuration with respect to

the interatomic axis; in the other procedure, the polarization axis is fixed

in a certain direction. The classical motion of the particles have been shown

to cause considerable influence on the absolute values and the collisional

energy dependence of the cross sections. The influence has increased accord-

ingly to the attractive force of the interatomic potential, i.e., in order of

Ar<Kr<Xe. A modified form of dipole-dipole autolonization width partially

contributed from the electron exchange interaction is also discussed. It has

been suggested that the rotation of the p-state atomic polarization depends

, A paper on this study is to appear in J. Chem. Phys., 1989.
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strongly on the van der Waals interaction with the target atoms. The effect

of the rotation has been shown to be most prominent for Xe but small for Ar.
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MEASUREMENTS OF DT/K FOR SODIUM IONS DRIFTING IN ARGON

M. J. Hogan and P. P. Ong

Department of Physics
National University of Singapore
Kent Ridge, Singapore 0511

Few measurements have been made to date of transverse diffusion

coefficients of ions drifting in a neutral gas and uniform electric field

although they are of both experimental and theoretical interest. A new

system for making such measurements has been developed, and results for

DT/K of Na+ ions in Ar at E/N values ranging from 10 to 260 Td are

reported here.

The data are obtained by introducing an ion current equal to a few

pA into a drift tube through a narrow slit and measuring the current

collected by an array of 65 separate rods positioned in a plane

perpendicular to the drift tube axis at a fixed distance from the slit.

The current to each rod is recorded in turn by a sensitive electrometer

under computer control.

It can be shown that the ion current at the rods (in parameterized

form) is given by,

I(x) = A ( 1/Q2 - 3B(x-d) 2/ 4 expl-(x-d)2102 exp[B(x-d)4/04

where x is the perpendicular distance of the rod from the central axis, A

and B are parameters, d is an offset of the profile maximum from the

center of the drift tube (if any) and 0 = 4zDT/KE, where z is the drift

distance, E is the electric field, DT is the transverse diffusion

coefficient and K is the mobility. To obtain the value of DT/K, the data

are fitted to the above equation and, since z and E are known, the ratio

is determined from 0.

The results obtained the Na + in Ar are shown in Fig. 1. A mass

spectrum of the ions established conclusively that Na+ was the only ion
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Fig. 1. Ratios of Dt/K for Na ions in argon.

present. The standard deviation of the values is less than 3%. Data

were obtained at pressure ranging from 20.0 to 33.3 Pa and at tempera-

tures between 294 and 303°C. The drift tube pressure was monitored by a

capacitance manometer and controlled by a servovalve to better than 0.5%.

All of the values were adjusted to the same temperature (i.e., 297*C)

using an approximation given by Stefansson et al., (1988).

There have been no previous direct measurements made with which to

compare the present results. However, it is possible to check their

validity at low values of E/n. In this range a plot of the values versus

(E/n)2 should be linear and extrapolate to the zero field value which

equals kT/q. These results when so plotted are fitted well by a straight

line and extrapolate to the expected value within the standard error of

the linear regression fit.
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TRANSVERSE DIFFUSION OF NEON IONS IN NEON

Thorarinn Stefansson

Department of Physics and Mathematics
Norwegian Institute of Technology
N-7034 Trondheim-NTH, Norway

The ratio DT/I/ between the transverse diffusion coefficient and the

mobility for 2 0Ne+ ions in necn has been determined from the variance of

directly measured transverse current density distributions of mass ana-

lyzed ions at 294 K and 20 < E/N 0  2000 Td using a variable length drift

tube mass spectrometer. The accuracy in the results, expressed as two

standard deviations, is believed to ie better than ± 4% except at E/N <

150 Td where the accuracy gradually decreases with E/N to + 8% at 20 Td.
o

According to diffusion theory, the relation betwe n the variance

<x 2> of the transverse current density distLibution function J(z;x) and

the ratio DT/U is given by

x 2>j = 2 (DT/ /V) z/E + a

1 I I et11 I 1 0I

10 a

". Fig. 1.

142

I 0.I..... ij

E/No(Td)

Fig. 1.
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where the constant a represents the influence of end effects. By

determining <x2>3 for at least two different drift lengths z, the

constant can be eliminated. A detailed description of the apparatus and

the method has been given by Thorarinn Stefansson et al. (1988).

The figure shows the ratio D T/. as a function of E/N0 . Full cir-

cles: present experiment. Vertical bars: Hbrk et al. (1984). The

present measurements were performed at 294 K and should be expected to

extrapolate to a zero field value of 24.35 mV. The measurements of Mark

et al. were performed at 302 K and should be expected to extrapolate to a

zero field value of 26.06 mV. As can be seen from the figure, the

present values extrapolate to the expected value. The values of MHrk et

al. are higher than the present values by an approximately constant

factor and do not extrapolate to the expected zero field value. One is

tempted to suspect that there may be a systematic error in the values of

MXrk et al.
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HELIUM ION CLUSTERS He n+ (n<16) FORMED IN A LIQUID HELIUM COOLED DRIFT
TUBE

Takao Kojima, Nobuo Kobayashi and Yozaburo Kaneko

Department of Physics
Tokyo Metropolitan University
2-1-1 Fukazava
Setagaya-ku Tokyo 158, Japan

Helium ion clusters 4Hen+ (n<16) have been investigated with a
selected ion drift tube mass spectrometer.

The drift tube of length 10cm is settled inside a cryogenic system

which can be cooled with liquid helium. Reactant ions He+ are injected

into the drift tube which is filled with He gas. The temperature and

pressure of He gas are 4.4-4.5 K and 0.02-0.06 Torr, respectively.

Colliding with He atoms and forming Ion clusters He n, the injected ions

drift toward the end of the drift tube. The product ions ejected from

the drift tube are focused on the entrance of a quadrupole mass spectro-

meter and mass analyzed.

Typical mass spectra of product Hen + are shown in Fig. 1. These

spectra show a little different feature from our previous work (Kobayashi

et al., 1988). We have improved the voltage distribution of the focusing

lenses set in front of the quadrupole mass spectrometer, so that we can

remove the influence of dissociative collisions with background gas

molecules in the focusing acceleration region. A maximum appears in the

n-distribution at n = 14, 11 and 10 with drift field strength E =

1.0-2.0, 3.0 and 4.0 V/cm respectively.

Drift field dependence of the relative intensity of the mass spectra

is shown in Fig. 2. The sum of intensities of He n+ is normalized to 1,

i.e., Z I n=1. In Fig. 2, each curve of relative intensities shows a

maximum and decreases to disappear in order from larger n when the drift

field is increased. The intervals of the decreasing curves between n =

10 and 11, n = 11 and 12, n = 14 and 15 and n = 15 and 16 are much larger

than others. Since the average energy of collisions between the ions

and He atoms in the drift tube is a function of drift field when pressure
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Fig. 2. Drift field dependence of relative intensity of He nn

and temperature of the gas are constants, these features indicate the

energetic stability of the helium ion cluster, He +. Thus, in this case,n
n = 10, 11, 14 and 15 are considered as numbers which indicate the size

of more stable helium ion clusters. Although n = 10 and 14 have also

been observed as magic numbers in our previous work (Kobayashi et al.,

1988) and in a nozzle beam experiment by King et al. (Stephens and King,

1983), we don't know of any other investigation reporting n = 11 and 15

as magic numbers. It is worth noting that n = 14 or 15 is just one or

two larger than n = 13 which is needed to form the first body-centered

icosahedral structure. Since molecule-like ions He2
+ and He3 + are

stable, we may suppose that the clusters of n = 14 and n = 15 have
He2 + centered and He3 + centered (distorted) icosahedral structures,

respectively.
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ION AND FAST NEUTRAL MODEL FOR NITROGEN AT VERY HIGH E/N

A. V. Phelps

Joint Institute for Laboratory Astrophysics
University of Colorado and
National Institute of Standards and Technology
Boulder, CO 80309-0440

A model has been developed to explain the measured pressure dependences

of emission excited in very low current, uniform electric field discharges

in N2 at very high E/N. Earlier observations by Jelenkovic and Phelps

(1987) of the spatial and E/N dependence of emission from dc discharges for

these conditions were interpreted as suggesting that most of the radiation

from the triplet states of N2 results from excitation by fast ions or

neutrals, while the emission from N2+ resulted from simultaneous excitation

and ionization of the N2 by electrons. More recent observations by Gylys

and Phelps (1988) of the time dependent emission from laser-induced,

photoelectron-initiated avalanches at voltages below breakdown showed that

the emission from the triplet states of N2 was delayed in time relative to

the electron current pulse as expected for heavy particle excitation.

However, the models used to analyze the data were not sufficiently detailed

to distinguish excitation by the various ions (Gylys et al., 1989) and

neutrals likely to be present.

In the experiments (Gylys and Phelps, unpublished) used to obtain data

for the present analysis, the technique developed for the transient current

growth measurements in N2 (Gylys et al., 1989) was used to observe the

growth of emission with pressure (or voltage) at fixed E/N. The emission

signals were integrated over the transient resulting from the release of

electrons from the cathode by the pulsed laser. The emission from the

337 nm 2nd Positive band and 670 nm 1
s t Positive band of N2 and the 820 nm

line of N I were normalized to the emission from the 391.4 nm 1st Negative

band.

The model includes the drift of N2 , the formation of fast N2 in charge

transfer collisions, the breakup of N2+ to form fast N , and the charge

transfer of N+ to form fast N. The energy distribution of the drifting N2+
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determines the initial energy distribution of the fast N2. Since the mean-

free-paths of the N2, N
+, and the N are of the order of the separation of

the electrodes, the transport of these species is treated with simple non-

equilibrium models. The available cross section data was summarized earlier

(Phelps, 1987). The 820 nm line of N I i3 assumed to be excited by fast N+

and N. Using reasonable estimates for the cross sections for excitation of

N2 by the fast ions and neutrals, we obtain satisfactory agreement with the

observed intensity ratios for 52 kTd and voltages below 2 kV. At voltages

between 3 and 4.7 kV and E/N = 52 kTd, the agreement is significantly

improved when ionization of N2 by fast ions and neutrals is added to the

model. Such heavy particle ionization was not in evidence in the analysis

of current growth in N2 (Gylys et al., 1989).
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STUDY OF THE ELECTRON TRANSPORT IN AN RF DISCHARGE IN Ar AND CH4/H2 BY
OPTICAL EMISSION SPECTROSCOPY

F. Tochikubo, T. Kokubo and T. Hakabe

Department of Electrical Engineering
Faculty of Science and Technology

Kelo University
3-14-1 Hiyoshi, Yokohama 223, Japan

INTRODUCTION

There are many theoretical and experimental studies of an electron

swarm in a DC field. The time behavior of electron transport in an RF

field is also studied from the Boltzmann equation (Winkler et al., 1985;

Makabe and Goto, 1988). But we have few information about the electron

transport in an RF discharge plasma, which is mainly used for plasma

processing, because of the existence of the sheath and bulk region.

Optical emission spectroscopy is one of the methods to know the electron

transport with the energy of c > c th for the emission. In the present

work, we have shown the high energy electron transport in the RF

(13.5MHz) discharge in Ar and in CH4 (10%)/H2 by the time- and space-

resolved optical emission spectroscopy established by a single photon

counting method.

EXPERIMENT

Parallel plate electrodes made of aluminum with a 8.0 cm diameter

and with a 2.0 cm spacing are positioned in the center of the chamber.

In order to achieve a time-resolved spectroscopy, we use a time-to-pulse

height converter (TPHC), which is usually used for the measurement of the

radiative lifetime. In this manner, the resolution of - 0.2 ns is

obtained. The excitation rate to the state (j) by the direct electron

impact is expressed as

(t;z)= f'2 ne(t;z) • N ff(et;z)f'Qj(c) d c, (1)
5 th
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where m and e are electron mass and energy, N the number density of the

molecule, f(c,t:z) the local instantaneous energy distribution, and Q.(e)

the collisional excitation cross section to the state (j) with a

threshold energy £th* The emission intensity tjk(t;z) for transition

from the state (j) to (k) is expressed by the convolution integral as
t

t-t,
'jk(tiz)=k 0 j (t';z)+ (t';z) tt

exp (- -)dt', (2)
J rad 1eff

where y(t;z) shows the other production rate (e.g., cascade and reaction

processed); k0 is a constant. The effective lifetime teff in Eq. (2) is

given by
/el f  = l/Tr d + kq' N, (3)

where Trad is a radiative lifetime from the state (j) and kq denotes the

self-quenching rate. The excitation rate & (t';z)+Zi (t';z) is obtained

from the emission intensity #jk(t;z) by deconvoluting Eq. (2), and then

we will estimate the quenching rate.

In this paper, induced emissions from the RF glow discharge in Ar

are mainly discussed. The observed lines are Ar I (3P5 4 1s4: 419.8 nm,
trad = 98 ns, c >14.57 eV), Ar II (4p4 D7/2 + 4s

4 P5/2 :434.8 nm, 
Trad

11.6 ns, c > 35.05 eV). Therefore, we can observe, in principle, the

transport of the electrons with the energy of c > 14.57 eV and c >

35.05 eV.

RESULTS AND DISCUSSION

Here, we mainly discuss about the result at 1.0 Torr. Fig. 1 shows

the time- and space-resolved emission profile of Ar I (3P5 4 ls4). In

this case, the magnitudes of the applied voltage and the current are 40 V

and 50 mA, respectively, and the phase of the applied voltage has the

delay of 57* from that of the current.

The relative excitation rate is obtained by deconvoluting the

emission in Fig. 1, and is shown in Fig. 2. The quenching rate of

Ar(3P5 ) is estimated at 6.0 x 10
-10 cm3 s-1 . Fig. 3 shows (a) the time-

and space-resolved emission of Ar II (4p4 D7/2 4 4s4 P5 /2) and (b) the

relative excitation rate of it near the powered electrode. In this case,

the applied peak-to-peak voltage is 245 V with a negative self-bias of

47.5 V and the power is 50 m~cm -2 . Ar II (4p4D7/2) is hardly quenched.

In the sheath region, the phase of the excitation rate by the electrons

with e > 14.57 eV in Fig. 2 is earlier than that of the applied voltage
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Fig. 1. Time-resolved emission intensities from Ar I (3P5

Is4 := 419.8nm, Trad= 98ns, e > 14.57eV) in Ar at 13.5

MHz, 1 Torr, 10 sccm and 13 mW/cm2 as a parameter of
distance from the grounded electrode.

2

0 0o 37 74
Time (n )

Fig. 2. Deconvoluted result of the emission from Ar I (3p5  s4)

in Fig. 1, as a parameter of distance from grounded

electrode. Teff is estimated at 34 ns.
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Fig. 3. (a) Time-resolved emission intensity from Ar II (4p 4D7 /2*

4s4 P5 /2:434.8nm, trad 11.6ns, c > 35.05eV) and (b) the

deconvoluted result of the emission in Ar at 13.5 MHz, 1

Torr, 10 sccm and 50 mW/cm 2 as a parameter of distance from
the grounded electrode.

and almost corresponds t.- the phase of the current, because the electron den-

sity at the phase i. higher near the electrode. On the other hand, the phase

of the excitation rate by the electrons with c > 35.05 eV in Fig. 3(b) almost

corresponds to that of the applied voltage, because it must be accelerated by

the strong sheath field. Then it is noted that the intensity of Ar II is one

fiftieth of Ar I. That is, the density of the electrons with the lower energy

becomes higher at earlier phase from the peak of the applied voltage.
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H LINE SHAPES IN RF DISCHARGES IN CHC1F2 AND H2

V i

S. Radovanov, S. Vrhovac, Z. Petrovic and B. Jelenkovic

Institute of Physics
P.O. Box 57, 11001 Belgrade
Yugoslavia

Balmer line shapes in RF glow discharges can be used to study the

translational energy distribution of fragments to reveal the excitation

mechanisms of molecular excited states and to improve our understanding of

processes involved in etching and deposition.

In this work Doppler-broadened H line profiles in parallel plate RF

(27 MHz) discharges in pure CHClF (freon 22) and in pure H2 were measured.

All measurements were done at two different positions: in the vicinity of

the powered electrode and in the mid gap. In order to see the effect of the

changing pressure we made measurements at 400 and 70 mtorr. After correct-

ing the H line profile for the instrumental width, which was found to be

0.03 nm, the mean kinetic energy of the H (n=4) fragments was determined

from FWHM of the line with the assumption that the fragment energy

distribution function is Maxwellian (Tokue et al., 1975).

In CHClF 2 discharge we have found single component profiles of more or

less the same shape at different positions. Also, at different pressures,

profiles were the same even though both peak to peak and bias voltage

increased by a factor of 2 (at 70 mtorr). The FWHM was found to be 0.065 nm

corresponding to 2.8 eV mean energy of H* fragments. Experiments with

polyatomic atomic molecules containing hydrogen have shown that the energy

distribution function is broad and has mean energy of about 2.5 eV (Kouchi

et al., 1982), but no results for CHC1F2 seem to be available.

In pure hydrogen discharge of 400 mtorr FI'HM of 0.06 nm in bulk and

0.07 nm in the sheath of the discharge were obtained. These correspond to

energies of 2.5 and 3.6 eV respectively. The first value is in good

agreement with the energy of an H(ls) atom after the dissociative excitation

of H2 into b 3 2 pt state. However, profiles obtained in the sheath have a

broad component with energies larger than 10 eV (Cappelli et al., 1985).
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In H2 discharge at 70 mtorr, operating at very high voltages, FWHM in

the sheath increases to 0.08 nm (5 eV). The broad component is present both

in the sheath and in the bulk of the discharge.

Our study is aimed at obtaining enough data to determine whether

unusually broad Balmer lines originate from direct dissociative excitation,

excitation through collisions of fast ions with the surface (Li Ayers and

Benesch, 1988) or dissociative excitation from vibrationally excited

molecules (Baravian et al., 1987).
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TIME-RESOLVED INVESTIGATIONS OF H2 AND H2 :CH4 R.F. PLASMAS

S. C. Haydon, V. Hugrass and H. Itoh

Department of Physics
University of New England
Armidale, NSW 2351 Australia

A pulsed, 10 MHz, variable pulse-length r.f. supply, and image intensi-
fier system having gains - 107 and time-resolved photography using 10 ns
gating pulses to control the opening time of the first stage shutter, have

been used to access information at any phase of a single r.f. cycle and at

various stages of the r.f. pulse. This paper reports measurements made

in H2 and H2 :CH 4 mixtures.

Previous investigations of this kind (Sato and Haydon, 1984; Kemp et

al., 1987) emphasized the r.f. behavior of N2 and N-0 mixtures using

plane-plane and point-plane electrode geometry. Increasing interest in the

practical applications of these r.f. techniques has directed our attention

to the production of amorphous and d',amond-quality carbon deposits, and we

report now the results of some preliminary investigations of the many

parameters controlling the r.f. processes.

One of the most important of these parameters is atomic hydrogen.

Consequently we have looked for evidence of atomic hydrogen concentrations

by monitoring the H (X = 656.2 nm) emissions from the r.f. discharges in

both point-plane and plane-plane geometry at various pressures in the range

0-40 torr. Some of the more significant observations that emerged were:

i) with point-plane electrode geometry the H -intensities were highest at

high pressure in regions close to the sharp point.

ii) with plane-plane electrode geometry the H -intensities are highest at

large p close to each plane electrode and greater near the copper

rather than the stainless steel electrode.

iii) As the pressure is reduced a redistribution of H -intensities occurs to

the body of the plasma.

iv) H -intensities are some one hundred times greater with point-plane

electrode geometry at the same gas pressures.
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Fig. 1. Comparison of Ha (k = 656.2 nm) intensities of point-plane and

plane-plane geometries of P = 10 torr.

(a) -point-plane, (b) - plane-plane (xlO).
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(b) p = 10 torr
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Fig. 2. Comparison of H a (X 656.3 nm) intensities for point-plane

geometry at various pressures. 340 torr, 010 torr, 01 torr
(x 100).
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Figures 1 and 2 illustrate some of these salient features.

Interpretation of these preliminary observations has highlighted the

importance of a variety of related parameters including the relative sizes of

the powered and unpowered electrodes, the effect of de-tuning the r.f. signal,

the nature of the coupling of the r.f. power to the interaction chamber, etc.

This has prompted modifications to the existing ionization chamber to provide

more reliable access to the influence of such parameters and further

investigations of both H2 and H2 :CH4 mixtures are presently in progress.

Further details of these studies will be presented at the seminar.

This work has been supported by ARC, AINSE and ERB.
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SCATTERING OF ELECTRONS OF HIGH-MOLECULAR RYDBERGS IN DENSE ATOMIC AND
MOLECULAR GASES

U. Asaf*, K. Rupnik, V. S. Felps and S. P. McGlynn

Department of Chemistry
Louisiana State University
Baton Rouge, LA 70803

The effect of rare gases, rare gas mixtures and hydrogen on the

high-n Rydberg states of methyl iodide md benzene has been discussed

recently (Kbhler et al., 1987; Asaf et al., 1989a; Asaf et al., 1989b;

Reininger et al.,). According to the experimental evidence, the pressure

induced energy shift of these molecular Rydbergs varied linearly with

density up to relatively high perturber densities (- 1 x 10
2 1 cm-3).

These linearities can be reproduced accu-itely by the Fermi model

modified by the Alekseev-Sobel'man polai zation term (Alekseev and

Sobel'man, 1966).

Electron scattering cross sections of rare gases obtained from these

experimental results (Table 1) agree well with existing data for

"classical" pressure shift studies using atomic Rydbergs. Electron

scattering cross sections of rare gases as measured by pressure shift

agree with cross sections near or at zero electron energies obtained from

swarm data (Gilardini, 1972); however, large differences exist relative

to H2 swarm (Gilardini, 1972) and TOF (Ferch et al., 1980) data which are

higher by 50 - 100%.

A recent empirical model (Rupnik et al.) provides a linear

correlation of the electron scattering lengths of He, Ne, Ar, Kr and Xe

gases and atomic polarizabilities. This model suggests the use of the

non-spherical polarizability for hydrogen and predicts a scattering

length a = 0.83a0 (c . 2.43 x 10-16cm 2 ) in agreement with the result of

the pressure shift study.

The Racah Institute of Physics, The Hebrew University, Jerusalem,
Israel 91904.
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Table 1. Electron scattering cross sections (in units of 2 ) of rare
gas atoms and hydrogen measured by pressure shift studies
using atomic and molecular Rydberg transitions

Type of He Ne Ar Kr Xe H2
Rydberg

Atomic 4.81a  0.14a  7.91a  35.5 a  119.5 a  5.25 b

(Alkali
Metals) 4.73

3.73 
d

Molecular 4.10e 0 .09f 9 .34e 32 .2f ** 3.04 h

(CH 3I and f h
C H ) 4.03 f  0 .10g 10.40 37 .3g 3.45

3.876 8.66h

10.289

aTan and Ch'en, 1970.

bNy and Ch'en, 1938.

CAmaldi and Segre, 1935.

dThompson et al., 1987.

eAsaf et al., 1989a.

fKbbler et al., 1987.

gReininger et al., 1989.

Values for rare gases are selected from an abundance oi experimental data.
Scattering lengths vere recalculated using the Fermi model modified by the

** Alekseev-Sobel'man polarization term.
In the spectral range of these high molecular Rydbergs the Xe gas is highly
absorbing.
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A CONSTANT RATIO APPROXIMATION THEORY OF THE CYLINDRICAL POSITIVE COLUMN
OF A GLOW DISCHARGE

T. Dote a and M. Shimadab

a Department of Electrical Engineering

Saitama University, Urawa, Saitama 338, Japan
b Department of Physics

Osaka Kyoiku University, Tennohji, Osaka 543, Japan

A novel theory of the positive column of a glow discharge without the

assumption of the quasi-neutrality has been proposed, in the place of the

conventional quasi-neutral theory. As for this, recently in order to

facilitate understanding, the theory with the simple Schottky model has been

reported (Dote and Shimada, 1987). Here, the theory with the swarm analysis

using the transport equations has been presented.

The electron flow equation in weakly ionized gases is given by

8ne

ne r =-Ds are (1)2
Ds~ ~ "'-(U + U)

1 n 1 1 M v (2)

M (V + -i) + m[v + e + (2 - 1)v1 + 2 )m+ C i m + ex + C)v +1 -

C a n /n+ e

where ne and vr are the electron density and the radial velocity; n + is the

positive ion density; m and M are the electron and positive ion masses, re-

spectively; vm and vm+ are the momentum transfer collision frequencies of

electrons and positive ions, respectively; Vex and vi are the excitation and

ionization collision frequencies of electrons, respectively; U and U are the
+

electron and the positive ion random (or average) energies, respectively; D5

denotes the electron effective diffusion coefficient. These equations are

derived under the constant ratio approximation, Vne /ne = Vn +/n+, according to

Allis (1956).

By substituting Eq. (1) into the electron continuity equation, we

obtain the equation of the electron velocity as follows,

Nonequihbrium Effects in Ion and Electron Transport 441
Edited by J. W. Gallagher ot at., Plenum Press, New York, 1990



2 - 1/2(3)

1/2 2()

where a mVr/v b' & m r/&, n a ne/n (n eo=[n er=O)

Vb m2(U + U+)/3(M/C 2 + m), A a (D sw/vi)1 /2, L. D vDi/v 2

2 + U+)

Dsv 1 M(V + vi ) +m(v +ex+(2 V.)C 'm + C m m  e 2O+( ),i

When % denotes the value of & at #=1, which is obtained by solving Eq. (3),

1/2
(Ds/vi) = R/ b ' (4)

where R is the tube radius. Eq. (4) corresponds to the expression from which

the electron temperature is derived. Moreover C is determined from the

following equation,

1 ._ _ 1 35 U
4 "%e 1-t mo 1 - Vi} - (yi + Vex + TViiF
vi (C - 1) (im + Vex + 2vi)(I + U+/U)

where veO is the electron conductivity at the axis. Figure 1 shows one

example of the characteristics of the electron temperature Te versus poR

(po: the pressure reduced to O°C). The dotted line stands for the case with

the quasi-neutral assumption.

It is significant to note that the electron temperature characteristics

vary with the electron density at the tube axis.

K pjo cm.Torr-
op I" d Id le did ,-

H.

Tn - 350 K

0
'  

.. .. ..• .. ... ....... Ja la . . .. ...

To TI de

10F01
p.R Torrcm

Fig. 1. Characteristics of Te versus poR for values of neoPo2 at
T n=350 K for He.
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LASER-INDUCED OPTO-GALVANIC STUDIES OF PRE-BREAKDOWN SWARM PHENOMENA

A. Ernest, M. Fewell and S. C. Haydon

Department of Physics
UnIversity of New England
Armidale NSW 2351, Australia

Spatial and temporal investigations of ionization growth have been

used extensively to study the swarm properties of electrons in gases.

However, interpretation of the complex behavior, even under well-

controlled pre-breakdown conditions, has often been seriously compromised

by the unsuspected influence of energetic neutral metastable particles

(Haydon and Williams, 1967).

More recently (Brunker and Haydon, 1983) both pulsed and cv tunable

dye laser techniques have been developed in attempts to modify the

populations of selected metastable energy states and so identify their

role in pre-breakdown phenomena. By monitoring the effects of these

population changes on both the spatial and temporal characteristics of

the ionization growth in neon it has been possible to obtain information

about the contributions made to secondary ionization by resonant and

non-resonant photons, monomer and dimer ions as well as the various

metastable particles themselves. The ability to perturb the populations

continuously with c.w. ring dye laser techniques has provided new

opportunities to test the predictions of rate-equation analyses of the

complex phenomena and some preliminary results have been reported

elsewhere (Wang et al., 1987). The dominant influence of impurity

effects were clearly demonstrated, but quantitative agreement between

observations and theory was not entirely satisfactory. The main

limitation centered around the need to operate the ring dye laser under

multimode conditions in order to achieve sufficiently large opto-galvanic

signals.

In this paper we report significant refinements to the procedures

previously used, Including the use of an upgraded tuned laser facility
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capable of producing adequate single-mode output for continuous per-

turbation of selected metastable energy states. A 10 V argon-ion pump

laser is used to produce up to 1 V of single mode ring dye-laser emission

using intra-cavity Fabry-Perot etalon techniques. The dye-laser beam is

spatially filtered and beam-expanded to yield a substantially uniform

intensity distribution across that portion of its profile used in the

interaction chamber. A hollow cathode discharge lamp, operated under

pre-breakdown conditions, is used to tune to the desired transition. The

laser beam, operating at constant output power, is attenuated by

appropriate combinations of neutral-density filters in order to investi-

gate the spatial and temporal growth of ionization as a function of laser

power density.

Figure 1 shows typical I vs d and I vs t records for various laser

power density conditions. The temporal traces have been obtained by

signal averaging using a Le Croy 9400 digital oscilloscope. From such

data it is possible to abstract values for the fundamental time con-

stants, lit, which are related to the diffusion coefficient, Dm, for the

neon metastable particles and to the volume quenching coefficient G. The

total quenching coefficient G is made up of that due to trace impurities

present in the particular gas sample and that due to the action of the

tuned laser radiation. The major thrust of the investigation now in

0

Ci

0 0.6 1.0 1.6

d (am) I(me)

Fig. 1. The effect of laser irradiation on the (a) spatial and (b)

temporal ionization growth in Ne [E/N = l4lTd and N = 7.1 x

1016 cm-31. 0- without laser; a-with laser intensity of

33.5 V m-2 . In (b), d . 1.4 cm and the inset shows the
signal-averaged data from which the log I(t) plot was

obtained.
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progress is to refine the rate-equation analysis to yield satisfactory

agreement between observation and theory. Although the results shown in

Fig. 1 are confined to the effects of changes in the 1S5 metastable

populations caused by laser-induced perturbations to the 2P4 levels by

radiation at X = 594.5 nm, other transitions are under investigation and

will be described in detail at the seminar.

Support of the Australian Research Committee, AINSE and the ERB is

acknowledged.
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INFLUENCE OF NEGATIVE ION AND METASTABLE TRANSPORT ON THE STOCHASTIC
BEHAVIOR OF NEGATIVE CORONA (TRICHEL) PULSES

S. V. Kulkarni and R. J. Van Brunt

National Institute of Standards and Technology
Gaithersburg, MD 20899, USA

It has been shown (Van Brunt and Kulkarni, 1989) that negative pulsating

point-plane corona (Trichel pulse discharge, Trichel, 1938) is inherently a

stochastic process in the sense that the initiation and development of a

discharge pulse can be significantly influenced by residual ion space charge

and metastables from previous discharge pulses. The stochastic behavior of

this discharge phenomenon has been revealed from a direct measurement of

various conditional discharge pulse-height and time-interval distributions.

The size of any discharge pulse is shown to be strongly correlated with its

time separation from the previous discharge pulse such that the mean pulse

amplitude increases with increasing time separation from the previous pulse.

This behavior for corona pulses in N2 /02 and Ne/O 2 gas mixtures is shown to be

due to the influence of moving negative-ion space charge from previous dis-

charge pulses in reducing the electric field strength in the vicinity of the

point electrode at the onset of the next discharge pulse. The correlation

between pulse amplitude and pulse-time separation is found to cease for time

separations that are sufficiently long to allow completion of ion transport

across the gap. For sufficiently short-time separation between pulses, it is

found that for 02 and N2 /02 mixtures, large pulses are preferentially followed

by large pulses and small pulses, by small pulses, whereas the opposite cor-

relation in amplitude is observed in Ne/0 2 mixtures for more than 20% Ne

content. This effect in the former case (N2/02 ) can be attributed to the

predominant influence of metastables from the previous pulse on enhancing

growth of the subsequent pulse, and in the later case (Ne/02 ) on the pre-

dominant influence of negative-ion space charge in inhibiting subsequent

discharge pulse growth. In the case of N2 /02, it is found that the larger a

pulse, the shorter the mean time separation to the next pulse, whereas the

opposite effect is seen for Ne/02. Again, the behavior in the former case can

be attributed to the effect of metastables in enhancing the probability for
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initiation of the next pulse through secondary electron release processes at

the cathode. For Ne/02, metastables are of much less importance and the

predominant effect is that of negative-ion space charge in inhibiting release

of electrons from the cathode via field-assisted photoelectric effect.

Consistent with the correlations between pulse amplitudes and time separa-

tions, it is found that for N2/02 long time separations are preferentially

followed by subsequent short-mean-time separations, whereas for Ne/0 2, long

time separations are preferentially followed by subsequent long mean-time

separations.

REFERENCES

Trichel, G. W., 1938, Phys. Rev. 54, 1078.
Van Brunt, R. J., and S. V. Kulkarni, 1989, Rev. Sci. Instrum. (in press).

450



IMPROVEMENT IN THE BREAKDOWN STRENGTH OF SF6/N2 MIXTURES-A PHYSICAL APPROACH

D. Raghavender and M. S. Naidu

Department of High Voltage Engineering
Indian Institute of Science
Bangaloro 560 012, India

ABSTRACT

It is well known that the use of SF6/N2 mixtures in SF6 gas

insulated equipment could solve the liquification problem, reduce the

cost of the gas and to some extent lessen the sensitivity of the

dielectric strength to local field enhancement.

Most of the earlier studies in SF6/N2 mixtures have been

concentrated essentially to determine the breakdown strength by

illustrating the breakdown characteristics using a limited number of

concentrations of SF6 gas in N2 , at one or two gap spacings. However,
very little information is available on the basic physical processes

that are responsible for improving the breakdown strength of N2 with

the addition of various concentrations of SF6 gas in SF6/N2 mixtures.

In view of this, investigations were undertaken in SF6/N2 mixtures

in which the SF6 content was 'aried from 0.1% to 20% to determine the

lightning impulse (1.2/50us) breakdown strength (V50 ) using a rod-plane

electrode geometry (rod diameter of 5 mm and a plane electrode of

diameter of 230 mm). The gas mixture pressures used were in the range

of 0.1 to 0.5 MPa (1 to 5 bar), while the gap separations were varied

from 5 to 100 mm. The results thus obtained at all pressures and gap

separations could always be reproduced to within ±2%.

The results obtained indicate that at a gap spacing of 40 mm and

corresponding to a pressure of 0.1 MPa. the positive V50 of SF6/N2
mixtures (0.1% to 20% SF6 content) are higher than the pure N2 values

by about 90% to 120%. However, at the highest pressure studied, i.e.,

0.5 MPa, the corresponding variations are from 1.6% to 23.0%. On the

other hand, under negative polarity the V50 are generally higher than

the corresponding positive values by 20% to 30%.
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The above observations in which the breakdown strength of N2 with the

addition of small quantities of SF6 show substantial improvements, may be

explained as follows.

The N2 molecules, although not as complex as SF6 molecules, have

metastable and active states which would affect the secondary ionization

(namely, photoionization) process (Hartman and Gallimberti, 1975). it has

been shown that the radiation produced by the electrical discharges in N2, SF60

and SF6 /N2 mixtures have wave lengths in the region of 900 to 1800A, and are

capable of causing photoionization in the gas medium (Blaire et al., 1976).

In 0.1% SF6/99.9Z N2 mixtures, during the initial ionization process by

electron collision, in the region of the highest field strength where a > ri,

the presence of photons with energies of about 10 eV was observed in the

neighborhood of the ionizing zone. These photons will be absorbed within a

distance of X = 1/p, where V is the photoabsorption coefficient. The

photoabsorption coefficient for pure N2, for 10%SF6 /90%N 2 and for

20XSF6/80ZN2 mixtures lies between 0 - 1.3 Pm- 1 , 0.6 - 4.5 m- 1 , and

2 - 15 P-mI respectively. As stated, the photons produced during the

initial ionization will be absorbed in the neighborhood of the ionizing zone

where cc> , and after absorption these photons will cause the excitation of

neutral gas molecules or create new electrons by ionizing the already

excited gas molecules. The electrons thus generated will cause further

ionization by collision in the region ot> n, and thereby generate new

photons away from the rod electrode tip (Yializis et al., 1979) (also see

Bhalla and Craggs, 1962 for similar observations in SF6 gas).

The electrons thus generated, because of the increased photoionization,

will undergo capture in the presence of SF6 molecules and create negative

ions through an associative or dissociative attachment process. This

explains the observed increase in the breakdown strength (V5 0 ) of SF6 /N2

mixtures when small quantities of SF6 were added to N2 under both the

positive and negative polarity impulse voltages.
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GEOMETRY-DEPENDENT DISPLACEMENT CURRENT IN THE PULSED-TOWNSEND DRIFT TUBE

Edward Patricka, Douglas Abner a, David Ramosa

Merrill Andrewsa and Alan Garscaddenb

a Wright State University

b Air Force Wright Research and Development Center

The method of images was used to determine the displacement current as a

function of distance for the case of a point charge approaching a guarded

anode of finite size. The analysis was extended to include the effect of an

adjacent cathode as a boundary condition. This has produced a simplified

model for the current response of a pulsed-Townsend drift tube as a function

of the drift-tube geometry. Sources of error are presented that can arise

purely from the drift tube geometry even when guard rings are used to

establish a uniform electric field. However, these effects occur regardless

of the uniformity of the field supplied by the drift-space bias voltage. The

results of the model agree well with experimental mobility data obtained by

the authors. The analysis also explains the origin of peculiarities in the

current transients recorded in some previous pulsed-Townsend experiments.

The principles used are from the original image charge analysis of

displacement current by Maxwell (Maxwell, 1891). The treatment of displace-

ment current on an anode of finite size is common to the theory and design

of particle detectors (Rossi and Staub, 1949). In the study of electron

mobility in gases the exclusion of displacement current analysis can cause

error and confusion (Dickey, 1952) in the experiment due to unsatisfactory

drift tube geometry.

It is demonstrated that displacement current induced on a disk-shaped,

guarded anode due to an electron moving along the axis of the anode

(Crowley, 1986) is approximated by

I = (qwD/d) A (d/a)f[l + (nd - z) 2/a2 
3 / 2  + [1 +(nd + z) 2/a 2 

3 / 2
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where q is the elementary charge, a is the anode radius, wD is the electron

drift velocity, d is the cathode-anode separation, and z is the distance

from the cathode along the z-axis.

For a pulsed-Townsend drift tube of appropriate geometry, the above

expression reduces to the approximation I = qwD/d. The validity of this

"steady state" approximation is given in terms of the dependence of the

current response on the drift tube geometry. The "aspect ratio" is defined

as the ratio of the drift length to the anode radius. Recommendations are

given for the drift tube aspect ratio required for a constant-current

response as collected on the anode when a shielded anode collector such as a

Faraday cup is not utilized. The effects of using a measured current that

includes the displacement current on the interpretation of the current pulse

shape, diffusion of the swarm, and position of the swarm centroid are also

demonstrated. Supporting experimental data by the authors and other

experimenters will be presented (Hornbeck, 1951).
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Whis volume presents the contributions of the participants in the Sixth International
Swarm Seminar, held August 2-5, 1989, at the Webb Institute in Glen Cove, New York.
The Swarm Seminars are traditionally held as relatively small satellite conferences of the
International Conference on the Physics of Electronic and Atomic Collisions (ICPFAC)
which occurs every two years. The 1989 [CPEAC took place in New York City pricr to the
Swarm Seminar. The focus of the Swarm Seminars has been on basic research relevant to
understanding the transport of charged particles, mainly electrons and ions, in weakly
ionized gases. This is a field that tends to bridge the gap between studies of fundamental
binary atomic and molecular collision processes and studies of electrical breakdown or
discharge phenomena in gases. Topics includes in the 1989 seminar ranged the garriut from
direct determinations of charged- particle collision cross sections to use of cross sections
and swarm parameters to model the behavior of electrical gas discharges. Mbk00th'he

- - range of subjects covered was in many respects similar to that of previous seminars, there
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was an emphasis on certain selected themes that tended to give this seminar a
distinctly different flavor. There was, for example, considerable discussion on
the meaning of "equilibrium" and the conditions under which nonequilibrium effects
become important in the transport of electrons through a gas. It is evident from work

presented here that under certain gas discharge or plasma conditions nonequilibriurn
effects can be significant: therefore, application of swarm or transport parameters
determined under equilibrium conditions to the modeling of such discharges or
plasmas must be considered questionable. The discussions at this seminar, a re-
presented by several of the invited papers, has helped to remove some of the con-
fusion about the applicability of equilibrium assumptions and provided guidance for
attempts to deal with nonequilibrium situations. The seminar also included dis-
cussions about the meaning and determination of higher order "diffusion coefficients"
in electron transport and limitations on the range of validity of "modified effective
range theory. " Interesting new developments on both topics were presented.
Several of the invited papers were concerned with the peculiarities of ion transport
in sulfur hexafluoride, a gas that has become increasingly important because of
use in plasma processing of electronic materials and as a gaseous dielectric in
electrical power systems. An attempt was made for the first time to include
papers on electron transport in dense media, namely high-pressure gases and
liquids.

Tge 1989 Swarm Seminar was sponsored jointly by the Polytechnic University
of New York, the National Institute of Standards and Technology, and the Naval
Surface Warfare Center. Financial support for the seminar was also provided by
the U. S. Air Force Office of Scientific Research.
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