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An asymmetric quntum well consisting of one narrow and one
wide well separated by a thick barrier is investigated. We calcu-
late the change in the position expectation values of an electron
in the first three quasibound states of the structure as a biased
voltage increases. The value in the first quasibound state, which
is the ground state of the wide well. shifts toward the right wall
of the well. It has been found earlier that for a certain applied
voltage, the first and second states of this whole structure. which
are actually the ground state of the narrow well and the first-
excited state of the wide well. respectively, coincide to give rise
to resonant tunneling. At this resonance voltage, we see that the
most probable position to find an electron in the second and third
quasibound states lies in the barrier separating the two wells. Fur-
thermore. these two states interchange their identities. meaning
that the ground state of the narrow well becomes the first-excited
state of the wide well and vice versa. We also calculate the oscil-
lator strengths for transitions from the ground state of the wide
well to the ground state of the narrow well and the first-excited
state of wide well. and from the ground state of the narrow well to or
the first-excited state of the wide well. A similar conclusion can
be drawn regarding the interchange of identities between the sec-1
ond and third quasibound states of the structure from the changes o
in oscillator strengths as a function of applied voltage. The os-.

cillator strength for the transition from the ground state of the
narrow well to the first-excited state of the wide well peaks at the /
resonant voltage. Availability Codes

Dist Special

90~~ On~ ~0
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1. Introduction

The physics of a one-dimensional quantum well has
been the subject of experimental and theoretical inves-
tigations since the pioneering study of Esaki and Tsu'

in order to understand some of the properties of het-
erostructure semiconductors. Modern technological ad-
vances, such as molecular beam epitaxy, have made it
possible to fabricate quantum wells of specific height
and width. Recently, a quantum well structure consist-
ing of two wells of different thicknesses separated by a
barrier, or a wide well containing one barrier off-center
from the middle of the well, has been examined in order
to understand tunneling processes. A possible explana-
tion is based on the fact that the different quasibound
states of such a structure react differently to an applied
bias voltage and to changes in the widths and depths of
the wells. There are two interpretations of the tunneling
process, one that electron tunneling is phonon assisted,
and the other that impurity tunneling dominates over
phonon-assisted tunncling. These two explanations are
described briefly below.

Oberli and coworkers 2 - 5 have carried out experi-
mental photoluminescence studies of such an asymmet-
ric structure mentioned above where one narrow well
(NW) and one wide well (WW) are coupled through a
wide barrier. The properties of this structure, such as
tunneling time. were explored. and it was found that un-
der a bias, the quasibound states of the system coincide
for a certain strength of the applied voltage, giving rise
to resonant tunneling of carriers. In other words, their
studies showed a minimum in the decay time versus ap-
plied voltage at the resonance. It is obvious that the
decay time will be shorter when two states are aligned.
Experiments were performed for two samples, one with
NW and WW and the other with WW and NW. The
interchange of NW and WW is important since changes
brought about to the quasibound states by the applied
field are different for two different combinations. In the
first case, NW and WW, the respective widths were
60 and 88 A. Three different barrier widths of 40, 55
and 65 A were considered. For the barrier width of 55
A, resonance between the second and third quasibound
states, which are actually the ground state of NW and
first-excited state of WW, respectively, occurred at a
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strength of 64 kV/cm of the applied field, and the mea..
sured transition time was 7.5 ps. 2 Oberli et al also did a
Monte Carlo calculation for the coherent time,5 and the
calculated time was found to be significantly lower (0.67
ps) than the observed one, though the general pattern
was reproduced.

In a second set of observations,3', the widths of
WW and NW were 110 and 70 A. respectively. A min-
imum was found at 48 kV/cm in the variation of decay
time as a function of applied voltage. At this voltage the
difference between the ground states of NW and WW
is equal to the optical phonon energy, which is a signa-
ture of phonon-assisted tunneling. We should note here
that AlGaAs exhibits a two-mode behavior, such that
the scattering of a longitudinal optical phonon occurs
at two distinct energies, approximately 35 and 47 meV.
for 35% aluminum fraction.

A similar study was also done for a structure sim-
ilar to the one above by Liu et al6 and Deveauc et al7 .

In these two works, the resonance condition was met
either by an applied electric field or by changing the
width of the one of the wells. In principle, the changes
brought about by an electric field, which essentially al-
ters the depths of the wells or their widths, are the same.
This can be demonstrated by introducing a dimension-

less parameter -y = 1-V d 2, where V and d are the

well depth and width. For a given 7, several combina-
tions of V and d can be found to give the same states
of the well. Liu, Deveaud and coworkers6 '7 concluded
that impurity tunneling dominates over optical phonon
tunneling.

In this paper we calculate the position expectation
value < x >i of an electron in the three consecutive qua-
sibound states of the asymmetric system considered by
Oberli and coworkers 5 as a function of an applied field.
Our intention here is not to resolve the discrepancy
regarding the tuiiiling process but merely uo demon-
strate that for a certain strength of the applied field, the
most probable position to find an electron at a state may
lie in the barrier separating two wells. As anticipated,
< x >1, which is the position expectation value of an
electron in the ground state of WW, moves towards the
left wall of the well as the applied voltage increases, but
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the field dependency is very weak. < x >2 and < x >3,

which are the position expectation values of an electroi,
in the ground state of VNW and the first-excited state
of WW extend inside barrier, and they also seem to
interchange their identities.

There have been several investigations aimed at
finding a new type of infrared detector fabricated out
of semiconductor heterostructures and operating on the
principle of intersubband or interband transitions. 8 - 11

Recently, it was shown that not only are such detectors
feasible, but there are ways to tailor their wavelengths
to desired values.'' 1 One of the tailoring'" methods
is based on the symmetric and antisymmetric properties
of the subbands of the well. These model investigations
include one extra layer in the middle of the well or a
delta function potential located in the neighborhood of
the middle of the well, so that the antisymmetric states
stay practically unchanged, whereas the change in the
symmetric states will change the transitions frequencies.

As we shall see in this paper, a similar tailoring is
also possible for the asymmetric structures mentioned
above. In this case, an electric field lowers the ground
state and first-excited state of WW up to the resonance
voltage, whereas the oscillator strength for the tran-
sition between them hardly changes. For an applied
voltage greater than the resonance value the oscillator
strength drops to almost zero, whereas the energy dif-
ference between these two states increases as the ap-
plied voltage increases. Our aim in this paper is not to
study infrared detectors but to demonstrate the inter-
change of identities between the second and third qua-
sibound states of the whole structure utilizing the os-
cillator strength, and also resonant tunneling between
these two states.

We shall see below (Sec. 3) that the transition
probability, i.e., oscillator strength, from the first to the
second state of the system is very small up to the res-
onanc, voltage, .v h ..i:. i. so far as the selection
rules are concerned. It seems that the asymmetric loca-
tion of the barrier alters the symmetry of the states. But
as mentioned earlier, a small oscillator strength is not
surprising since this transition is between the ground
states of WW and NW. For an applied voltage greater
than the resonance voltage, the ground state of NW and
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first-excited state of WW interchange their identities,
making a transition probable. A similar observation is
also found for the oscillator strength for the transition
from the first to the third state of the system. The os-
cillator strength for the transition from the second to
third state of the system remains practically zero, im-
plying that the transition between these two states is not
probable except in the neighborhood of the re~sonance
voltage where it peaks. This oscillator strength varia-
tion with applied voltage has been fitted to a Lorentzian
distribution, and it is found that the width of the res-
onance tunneling depends strongly on the width of the
barrier separating the two wells.

2. Method of Calculation

The Schr6dinger equation for the potential profile
such as the one discussed earlier, a square well with a
field linearly varying with the position, has been solved
applying the boundary conditions. A brief formalism
to calculate the eigenvalues and eigenfunctions of an
asymmetric double quantum well under bias based on
the matrix method is described in the Appendix. Let us
suppose that ej and 9fi(x) are the eigenvalue and eigen-
function of the state i. Then < x >i can be calculated
Its

< X >i %P (xz) x dx 1

and the oscillator strength fij for the transition from
state i to state j by the expression

fij = 2MOW I Nfji, (2)

where in 0 is mass of the electron, cu = T is the fre-
quency of the transition and MyIi is the dipole matrix
element, is given by

.l'!i = 100I/j(x) x ''i(x) dx.

3. Results and Discussions

An asymmetric double quantum well with widths
60 and 88 A separated by a barrier under bias is now
analyzed. Three different barrier widths of 40, 55 and



6

65 A are considered. The well depths are given by
the formula12 V = 0.65(1155y + 37y2 ), where V is in
meV, and y is the fraction of Al in the AlGaAs layers
forming the barrier and the walls. Utilizing the pro-
cedure described in the Appendix. the eigenvalue and
eigenfunction of the first three quasibound states of the
system are calculated, and then < x >,, and frj are
determined using Eqns. (1) and (2).

In Fig. 1 we show the position expectation value
< X >1 of the first quasibound state, for three different
barrier widths as a function of the applied field. The
solid, dashed and dot-dashed lines correspond to barrier
widths of 40, 55 and 65 A. The unbiased structure with
a 55 A barrier is also shown by the solid line to guide the
eye of the reader to the most probable location of the
electron in the state. A scaling factor has been used to
show the structure. As mentioned earlier, the location
of this state lies in WW. The changes brought about
by the field are very small. A linear fit to the shift in
position, < x >F' = < x >0 +F, yields the values of S
= 9.8, 9.6 and 9.5 k 2 /mV for barrier thicknesses of 40,
55 and 65 A, respectively. The shift in position towards
the right wall of the structure is greater for the thinner
barrier than for the thicker barrier because the wells are
more loosely coupled in the latter case.

Figures 2 and 3 show the changes in position expec-
tation values of the second and third quasibound states
of whole structure. < x >2 and < x >3, as the applied
field increases. Again, it is clear that the second quasi-
bound state is the ground state of NW (Fig. 2), and the
third is the first-excited state of WW (Fig. 3) up to a
certain applied voltage, namely the resonance voltage.
Above this resonance voltage, these two states exchange
their identities, meaning that the second and third qua-
sibound states are now the first-excited state of WW
and the ground state of NW, respectively. More discus-
sion about the interchange of identities is given below.

For demonstration purposes. a scaled structure with a
55 A barrier and no bias is also shown in Figs. 2 and 3.

It is further clear from Figs. 2 and 3 that in the
vicinity of the resonance voltage, the most probable po-
sition to find an electron is within the barrier separating
two wells, which in pr;.. .ple is a prohibited region. This
means that at resonance there is essentially no barrier
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separating the two wells. The transition voltage range,
i.e., the range of applied voltage in which there is a fi-
nite probability to find an electron within the barrier.
is found to be a function of the barrier width. A quan-
titative description of this is given below.

The results of the oscillator strength for transitions
from the first quasibound to the second and third qua-
sibound states are shown in Figs. 4 and 5. The os-
cillator strength for the transition from the first to the
second quasibound state (see Fig. 4) remains practi-
cally zero up to the resonance voltage. The reason is
that this transition is from the ground state of WW to
the ground state of NW, which is prohibited by selection
rules. Within the transition voltage range, the oscilla-
tor strength reaches a constant value, implying that the
the transition from the first to the second quasibound
state is probable. This is possible only if the symmetry
of the second quasibound state has been altered. It has
been noted earlier that the identities of these two states
get interchanged above the resonance voltage, i.e., in
the transition voltage range, which is another way of
looking at the interchange of identities.

In Fig. 5 the oscillator strength for the transition
from the first to the second quasibound state, which
is the transition from the ground to the first-excited
state of WW. decreases very slowly as the applied volt-
age increases up to the resonance value and goes to
almost zero for the applied voltage greater than this
value. Once again, it is found that the identities of the
second and third quasibound states interchange. It is
worth noting here that at voltages less than the reso-
nance voltage, the oscillator strength for the transition
from the first to the second states increases consider-
ably slower than the decrease in the oscillator strength
for the transition from the first to the third. In other

________ df ( 1 -2) vlae
words, I df'(i1-3) 1> I df Ifor voltages less thandF dF

the resonance value.

Figure 6 shows the oscillator strength for the tran-
sition from the second to the third quasibound state.,
which are actually the ground state of NW and first-
excited state of WW. Per the usual rule, this transition
is most probable but this does not appear so from Fig.
6. The oscillator strength remains almcst zero except in
the range of transition voltage where it forms a peak. It
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is quite obvious that a peak in oscillator strength versus
applied voltage occurs at the resonance voltage, mean-
ing that this transition is only allowed when these two
states are aligned. This resonance condition is met at
a lower applied voltage when the thicker barrier is sep-

arating the two wells, and the maximum value of oscil-
lator strength is reduced. The width of this resonance,
which may be called the transition voltage, gets sharper
as the barrier thickness increases. As this increase oc-
curs, the two wells become loosely coupled, and there
is a thickness for which transitions between these two
states are negligible since the electrons can no longer
tunnel through the barrier.

Since the peak in the oscillator strength versus ap-
plied voltage is the result of resonance tunneling of the
carrier from one well to the other through a barrier, this
distribution can be characterized by a Lorentzian dis-
tribution. We have fitted the oscillator strength to a
Lorentzian distribution.

C
f~y(2 -.4 3) (3)

1 + (F - FR)2/ 2  (3)

where FR is the resonance voltage, r is the half width
at full maximum (HWFM) and C is a constant and
function of the maximum value of the oscillator strength
and I. The transition voltage can be taken to be twice

r. Fitted and inferred from Fig. 6, the values of r and
FR are plotted in Fig. 7 as function of the barrier width.
The resonance voltages for different barrier thicknesses
are in agreement with the fitted values, whereas the
HWFM are about 20% smaller than the fitted ones.

4. Conclusions

In summary, we have performed calculations for the

position expectation values of an electron in different
quasibound states of an asymmetric double quantum
well under bias and found that the first three quasi-
bound states of t-he stc'uctuie, aie actually the ground
state of WW, the ground state of NW and first-excited
state of WW. The ground state of NW and the first-
excited state of WW get aligned at a certain applied
voltage called the resonance voltage, and above this res-
onance voltage these two states interchange their identi-
ties. The probability to find an electron in one of these



states in the transition voltage range, i.e., the range of
the applied field in which these two state interchange
their identities. lies within the barrier, which implies
that at resonance a barrier does not exist for these two
states.

We have also clone a calculation for the oscilla-
tor strength for transitions from the first to the second
and third quasibound state, and from the second to the
third. Interchange of the identities between the second
and third quasibound states is confirmed. The oscil-
lator strength of the transition from the second to the
third quasibound state peaks at the resonance voltage.
A fit of oscillator strength versus applied voltage to a
Lorentzian distribution yields very good agreement with
the calculated values. This is the signature of resonance
tunneling from the second to the third state through the
barrier.

Acknowledgements- This research was supported by
the Office of Naval Research. Part of the calculation
was clone utilizing the facilities at the Pittsburgh Su-
percomputing Center under Grant No. PHY890020P.
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Appendix

A general Schr6dinger equation for any of the re-
gions including the structure under bias can be written
as

d2 k(x) 2m'
dx 2  + 0 [E - V(x)'±-eFx]¢(x) -= O, (A+)

where

V V, ifx <xI, X2 x <x3 and x > X4,

V() = , otherwise.

Here, F is the external applied electric field (normally
measured in voltage per unit length), and m* is the
effective mass taken differently in different regions de-
pending upon the fraction of Al in the layer. The value
of the effective mass has been determined by the
expression 12 7n* = 0.067 + 0.088y, where y is the frac-
tion of Al in AlGaAs. The ± sign refers to the forward
and backward bias. The points x, to x 4 are the bound-
aries at which the wavefunctions and their derivatives
divided by the effective mass of the regions should be
continuous, and are defined for the present case as

X= -(d. + d. + db)/2 ,

Z.= (d,, - dw - db)/2 ,

X3 (d,, + db - d,,)/2 ,

x- --(d.+dw+db)/2,

where d,,, db and d, are the widths of NW, barrier
and WW, respectively. The energy and position x are
measured from the middle of the structure.

By a simple coordinate transformation, Eq. (Al)
can be written as

d2 b[p(x)] p(x)O[p(x)J 0 (2)

dp2

whose solutions are the Airy function Ai[p(x)] and its
complement Bi[p(x)]. Here p(x) is the new coordinate
system and related with x as

p(x) = a((m*)[Fx + eF



.vith a(m*) (2m*/eFh2]i/3. Hence, the wavefunction

.n the different regions can be given a3

1.,,(x) = ajAi[p(x)] + bj.Bi[p(x)] , (A3)

where ai and bi are the wavefunction amplitudes, and
the subscript i ranges from the region to the left of x I to
the region to the right of x,,. These amplitudes ai and bi
can be calculated by applying the boundary conditions.
whereby the wavefunction and its derivatives divided
by the effective mass of the region should be continuous
across the interface.

Following the matrix method, the amplitudes a5
and b5 in the region to the right of x, can be expressed
in terms of a, and b, in the region to the left of Xl as

[2:] = M[' , (A4)b5 bi

where M is a 2 x 2 matrix resulting from the boundary
conditions and given as

M = M-'(R')MX4 (L) M-' (R) M13(L) M-(.R)

M':2 (L)MT,1 (R)M,, (L) . (A5)

The subscripts on the matrices indicate the interface
where two regions meet, and L and R stand for the left

and right of the interface. For example, the matrix of
the region to the left of the interface x4t for forward bias
can be given as

M~,4(L) = (-aAi() )Bi)
Here, ji = -a(m.)[x4 + eF (Ai(p) I

and m. is the effective mass of the electron in the re-
gion to the left of x 4 . The Wronskian Ai(a)Bi'(a) -
Ai'(a)Bi(a) = ± of Airy functions can be very useful to
find the inverse of the matrices. In the case of a forward
bias, for the wavefunction to be bound, the amplitude
b, should be zero, because as x decrease in the first re-
gion, Bi[p(x)] increases monotonically and tends to co.
In region 5, the amplitude a5 should be zero, giving rise
to the following condition for quasibound states of the
system:

a.5 = M(1, 1)aj = 0. (A6)
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For all the practical purposes. a, can be taken to be
unity, although it can be found from the normalization
condition. f_ V'(x)12 dx = 1.

The quasibound states of the system can be found
by finding the zeroes of the function f(E) = M'(1. 1) by
varying E. An analytic expression of f(E) can be given
in terms of the Airy and complementary Airy functions
calculated at the interfaces, but it is very lengthy and is
omitted here for the purpose of brevity. However. a nu-
merical solutioD of f(E) = M(1, 1) can be found easily
and accurately. Once the eigenvalue is determined. one
can calculate M for the energy equal to the eigenvalue,
and the amplitude of the wavefunction in the region
to the right of x4 can be calculated by b5 = .(1, 2).
The amplitudes of the wave function in the remaining
regions then follow from the matrix method.
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Figure Captions

Fig. 1: Position expectation v!.*due for the first quasi-
bound state as a function of applied voltage. The struc-
ture under analysis is also shown with a scaling factor
and barrier width of 55 A. 'The scaling factor used to
show the structure is 45+4V/35. The solid, dashed and
dot-dashed lines are for barrier widths of 40, 55 and 65
A, respectively. The ordinates of this and the following
two figures are interchanged just for the convenience of
looking at the structure.

Fig. 2: Same as in Fig. 1 but for the second quasibound
state.

Fig. 3: Same as in Fig. 1 but for the third quasibound
state.

Fig. 4: Oscillator strength as a function of applied field
for the transition from the first to the second quasi-
bound state. The solid, dashed and dot-dashed lines
are for barrier widths of 40, 55 and 65 A, respectively.

Fig. 5: Same as in Fig. 4, but for the transition from
the first to the third quasibound state.

Fig. 6: Same as in Fig. 4. but for the transition from
the second to the third quasibound state.

Fig. 7: Half width at full maximum in the upper panel
and the resonance voltage in the lower panel as a func-
tion of the width of the barrier separating the two wells.
The solid circles are the fitted results, whereas the solid
triangles are the calculated ones.
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