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Abstract

This research was undertaken to explore productivity
measuremer . in aircraft maintenance units and to examine the
relatior i1ips of the measures used to evaluate s unit's
productivity. Review of current literature and regulatory
guidance concerning productivity measurement provided the
basis for the development of an interview questionnaire. A
qQuestionnaire was administered to DCMs and chiefs of
analysis at ten MAC wings. Additionally, managers in the
maintenance management, cost and manpowsr divisions at
headquarters MAC were interviewed. From these interviews,
inforpation concerning current productivity measurement
methodology was gathered and thirteen measures were
identified for analysis. Of the thirteen measures
evaluated, eight produced the strongest explainable model
reflecting maintenance productivity. Manhours per flying
hour was the predominant output when viewed as a result of
the influence of mission capable rates and maintenance
scheduling effectiveness. Cannibalization rates, delayed
discrepancies (both awaiting parts and awaiting maintenance)
and the average number of aircraft possessed were the inputs

which appeared to contribute most significantly to amission

capable retes and maintenance scheduling effectiveness.




PRODUCTIVITY MEASUREMENT
IN AIRCRAFT MAINTENANCE ORGANIZATIONS

1. Introduction

Geperal Issue

"Our productivity is the wonder of the world." This
remark was made by President. Dwight Eisenhower during his
inaugural address, January 20, 1959. 1In the late 1950’'s the
United States was indeed the world's industrial leader. We
had vanquished the powers of totalitarianism in the second
World War and successfully defended the first open challenge
of communism to a democratic nation in Korea. Labor
productivity growth was material and consistent. From the
end ¢f World War II until the mid 60's national labor
productivity, in terms of the percentage of the populace
enployed and the gross national product, progressed at an
annual average rate of 3.2%. However, the national growth
rate slowed dramatically after 1965 and during the decade
of the seventies with the average advance barely exceeding
one percent. Productivity appeared to reach the worst
point in the years between 1978 and 1982 when labor

productivity actually deteriorated by an average of 0.2% per

vear. Although we experienced a slight comeback in the




80's, compared to other industrialized nations, the U.S. has
not fared well (1:4-7).

Our labor productivity rate has been exceeded by virtually
every other industrialized country in the world. With the
current federal budget deficits of over 200 billion dollars,
many economists are forecasting a major economic recession
in the 1990's (2:35).

The economic outlook is not good for the U. S.
Meanwhile the world is on the threshold of egic change.
Eaastern Europe is moving rapidly towards increased
democratization as the Soviet empire is crumbling in the
face of economic reality. The perception of a greatly
reduced threat to national security has Congress demanding a
smaller piece of the budget for Defense. Consequently, the
Department of Defense is scrambling to salvage a viable
defense plan in the face of a resocunding claim by
entitlement minded congressmen for the so-called "peace
dividend" (3:43).

Air Force Secretary Donald B. Rice, during an interview
conducted in the early part of 1990, suggested that the Air
Force of the 1990's would be substantially smaller. The
Secretary also pointed out that the U.S. has always ”
maintained a clear advantage in the air war and remarked,

"we don't want to contemplate” fighting under any other ¢

condition (4:12), Because of the reality of economic

constraints, productivity is a major concern to the Air




Force, the DoD and the United States as a whole. In public
organizations, productivity improvement has become
increasingly important as the demand for Qquality services
has increased faster than the tax revenues that support
them. Many methods to enhance productivity have been
examined, but little progress has been made. The absence of
a widely accepted definition of productivity and specific
measurement criteria has greatly frustrated the effort

(6:5).

EBroblen Statement

Productivity in general, and specifically in service
organizations is difficult to define. Therefore, measuring
productivity is equally difficult. The Air Force has
implemented Department of Defense productivity enhancement
initiatives; however, it is unclear how performance efforts

are affected by these initiatives.

Justification

Executive Order 12552, Productivity Improvement
Program For The Federal Government, establishes a
government wide program to improve the quality, timeliness,
and efficiency of government services. President Reagan set
a goal of a 20% productivity increase by 19982 (6:1). Air
Force Regulation 25-3 reflects the attempt by the Department

of the Air Force to support this goal. One of the

objectives of the Productivity Enhancement Program, as




outlined by this regulation, is to provide productivity data
for use by functional managers at all organizational levels
(7:2).

Aircraft maintenance is the most manpower intensive
activity in the U. 8. Air Force. It is the largest facet of
logistics in terms of money, manpower, facilities or any
cther resource one might consider (8:17.23). Therefore,
productivity measurement in aircra’t maintenance is of
extreme importance. In order to ensure achievement of the
Air Force productivity gosls the reliability and validity of
productivity measures in aircraft maintenance organizations

must be evaluated.

Research Objectives

‘Explore productivity measurement in United States Air
Force aircraft maintenance organizations in order to:

1) 1dentify the measursment methods in use.

2) Understand the relationships among the various

productivity mesasures.

3) Evaluate the effect of maintenance productivity

measurement on the accomplishment of Air Force

productivity objectives.

Besearch Questions

1) Are aircraft maintenance managers familiar with the Air

Force guidance concerning productivity measurement?
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2) VWhat methods of productivity mcasurement have been
specified by regulation for ajircraft maintenance
organigations?

3) Which of the specified methods of productivity
measurement are actually implemented?

4) Are there methods of productivity measurement used by
aircraft maintenance organizations other than those
ipecified by regulation?

§) W¥hat are the nature and strengths of the relationships
among the measures implemented by aircraft maintenance
organizations?

6) Of the measures implemented by aircraft maintenarce
organizations, which contribute most significantly to

explaining maintenance productivity?

Scope and Limitations

The scope of this research is limited to the Military
Airlift Command’'s aircraft maintenance organizations. The
following limitations apply to this research:

a) Various results may not apply to commands outside
the scope of this project.

b) The complexity of the construct of "productivity"”
may confound the data based on differences in perceptions of

those being interviewed, because the research itself is

largely concerned with clarifying that very construct.




c) Interview input is limited to three areas: Major
Command Division offices, wing level Deputy Commander'’s for
Maintenance and their majintenance data analysis offices.

d) 1Individual data values from the Consolidated ~
Aircraft Maintenance System for Airlift are subject to

errors in accuracy.

sSupmary

This introductory chapter discussed the importance of
productivity measurement in the DOD, the difficulty in
determining the reliability and validity of productivity
measurement data, the justification and scope of the
research, and the research questions to be examined and
answered.

Chapter 1I, Background, describes the development of
productivity as a concept and a practical measure of
performance. The background chapter provides a basic
understanding of productivity in the context of history,

common definitions and emerging application in industry.




11, Background

Before proceeding with an evaluation of productivity
measurement in any environment, it is necessary to have the
clearest possible underutaﬁding of productivity as a concept
and as a performance measurement in practice. A revievw of
industry related literature will equip the reader with a
knowledge base from which to begin to evaluate the
productivity measurement in a military environment. This
chapter provides background information concerning
productivity in the context of history, common definitions
and emerging applications in industry.

A historical perspective of productivity measurement
providos valuable insight into the relationship between
changes in the national socio-economic structure and the
changes in application of productivity measurement. Of
particular interest is the motivation behind the changes
that have occurred.

Examination of common definitions of productivity helps
to clarify the concept in view of the many different ways
the term is used. In this chapter productivity is defined
from the perspectives of the accountant, engineer, and
panager. A brief explanation of each definition is

presented to reinforce understanding and to exhibit

practical application.




As with any area of study and application, new concepts ¢
emerge over time. This chapter explores the most recent
conceptual changes in the area of productivity measurement.
The Total Quality Management (TQM) application of W. Edwards
Dening and the Theory of Cénltrnintl as developed by Eliyahu
Goldratt are examined. Deming’'s applications of TQM in
service organizations are of particular interest &s are
Goldratt's views concerning efficiency and effectiveness.
Together, these concepts serve to enhsnce the knovwledge base
used to examine productivity measurement as practiced by the
Department of Defense and to later use as an analysis tool
for qualitative evaluation.
Broductivity - Historical Perspective

‘Current management thinking can best be understood in
light of its historical development (9:2). Productivity as
a management concept has evolved concurrently with the major
trends in management. Although not specifically defined
until the early twentieth century, productivity has always
been a natural estimate of the success of a perceived
effort. Early philosophers such as Plato and Aristotle
taught many principles relating to management and the
concern for the effective use of resources (10:385). The

progression of management thought and its relation to the

development of the productivity concept may be divided into




four periods: (1) early influences, (2) scientific
management, (3) human relations, and (4) refinement and
synthesis.

JArly Influences, Mosaic law is among the earliest of
recorded history. It reflects an attempt to control the
behavior of the Jewish society and to instruct the people
concerning daily life. It could be said then, that the Ten
Commandments of the Bible were the first recorded management
principles. From the Ten Commandments, the Levitical law
developed specific instructions for success. The principle
was that as the people prospered individuslly they would
return a portion to God through his emissaries, the priests.
This served two purposes; to keep the effort focused on
pleasing God and to build the infrastructure of the society.

"Bring the whole tithe into the
storehouse, that there may be food in my
house. Test me in this," says the Lord
Almighty, "and see if 1 will not throw
open the floodgates of heaven and pour
out so much blessing that you will not
have room enough for it." (11:923)

The principle of increased blessing as a follow-on to
diligent effort is prevalent throughout the Bible. Early
philosophers sscught to exflain this principle in the absence
of a God figure or to relate work and reward to man-centered
precepts. Aristotle's "Organon” of logic, translated by
Boethius (479-526 A.D.), became the basis for medieval
thought. Logic means the art and method of correct thinking

(12:1°6) . The logician investigates the evidence of a




relation between premises and conclusions in arguments. If
the conclusion follows from, or is implied by the premise,
the reasoning is correct; otherwise, it is incorrect (13:5).
It soon became universally accepted that a productive
society was one which worked hard and managed its resources
correctly. The methods by which this was achieved varied
greatly; but, for the most part, the age prior to scientific
management was a period of tremendous extremes. The Roman
Empire, the Roman Catholic Church and the early feudal
system were examples of centralized management and the
dependence upon authority and, even force, toc maintain a
productive society (14:617). The unifying thought of this
age was the logical premise that hard work brought reward on
earth and in heaven.

By the Fifteenth Century and with the development of
the merchant city states, trade prospered in Europe. In .
order to defend the growing merchant fleets, naval fleets
also grew. In 1436, Venice opened its own shipyard for the
purpose of defense. The shipyard was known as the Arsenal;
and by the Sixteenth Century, the Arsenal of Venice was
probably the largest industrial plant in the world (16:78).
It was here that history first records the use of assembly
lines, standardization, warehousing, cost control and the
close supervision of personnel. Warehouses were arranged
along a canal s0 that the gslleys could be brought to the

equipment. All rigging and deck equipment was srandardized

10




80 that few items had to be specially fitted. It was
necessary not only to build new ships, but to repair or
refit ships already in use. The Arsenal kept many items
warsthoused for this purpose. Personnel at the Arsenal were
closely supervised, particularly concerning working hours
and output. This close supervision along with the
development of an efficient system to track the cost of
inventory contributed to one of the most sophisticated
organizations of that era. The modern organization,
howvever, did not emerge until the late Eighteenth Century
and the period known as the Industrial Revolution (16:434-
442).

In the Sixteenth Century a period of tremendous change
began to aweep Europe. Reformation of the, then dominant,
Romag Catholic Church created an environment of new thinking
and forever changed the acceptance of domination based on
religious dogma. The advent of Protestantism and the
doctrines of Martin Luther and John Calvin placed an
enphasis on the freedom of man to seek God independent of
the church. Along with this freedom came a new sense of
nationalism in Europe and a new competitive spirit based on
the Calvinistic belief that one’s election into the kingdom
of God was made sure by hard work. This belief is what has
become known as the Protestant work ethic (17:400-4065).

Because of the Reformation, the cultural climate in

Europe favored the growth of commerce and industry. In

11




particular, the English government was especially open and
sensitive to the development of commerce. The English
social values favored achievement and profit-making. In
addition, England had ample supplies of coal and iron,
essential ingredients of the industrialized society
(18:115,117).

Before the development of the ateam engine, England had
a number of small but thriving industries in such aresas as
texiiles and iron products. The introduction of the steam
engine made it possible for the expansion of these
industries bty lowering production costs. As the markets
expanded due to lower costs, there was a need for more
production, machines, workers, and more capital to finance
expaqsion. All these changes demanded new management
practices and larger organizations. This industrial growth
changed the culture in favor of expansion because of the
implied promise of prosperity. These cultural changes cane
about as a result of the shift from home manufacturing to
large sceale factory éroduction - the Industrial Revolution
(19:41-45).

The Industrial Revolution continued and was transported
to the United States in the late Eighteenth Century. The ’
bountiful supply of raw materials and encouragement by the
new repregsentative government fed the development of

industry and the need for more sophisticated forms of

management. The idea continued to be the transformation of




effort into reward. The development of interchangeable
parts by Eli Whitney for the manufacture of firearms and the
potential use of standardization to increase productive
capacity grew at an ever increasing rate and perhaps
culminated in the assembly line techniques developed by
Henry Ford in the early Twentieth Century (20:216-236).
Scientific Manazement, In the early Twentieth Century,

the United States was an industrial powerhouse. The
national attributes which so ably transferred the Industrial
Revolution from Europe continued to fuel the American
industrial machinery. The national prosperity brought with
it a re-examination of the concept of the nature of work and
the relationships between labor and management. A new
Philasophy of management became widely accepted. This
rhilosophy was based on the assumption that very few workers
could handle or even wanted a high degree of autonomy on
their jobs. Therefore, the simpler the task, the greater
the output--this was the philosophy that started the
Scientific Management Movement (21:93). Frederick Taylor is
considered by many to be the man responsible for scientific
management; although, in recent years his role has been
somewhat disputed (20:37). Nevertheless, Taylor'’s book,
"The Principles of Scientific Management," had & tremendous

effect on management thought of that day and it continues to

held a very important place in management education.




It was Taylor and his contemporaries who firat introduced
the term "productivity" as a word describing industrial
efficiency (22:312).

Taylor proposed that managers increase productivity by
using four basic scientific principles:

1. Developing a true science of management to

determine the most efficient method for performing

each task.

2. Selecting the workers carefully and

scientifically so that workers were given

responsibility for performing the tasks for which
they were best suited.

3. Educating and training workers scientifically to

perform tasks in the best prescribed manner.

4. Arranging close cooperation between those who

plan the work and those who do it to assure that

all the work would be performed in strict

accordance with the principles derived from

scientific analysis.

Taylor believed that these principles would benefit the
organization and the workers.

Taylor's work was shop-oriented and included many
studies of methods to increase the output of individual
workers. He was criticized as being just another "time v
study analyst"” and this criticism led to his appearance

before a special United States House Comm o charged with

14




investigating the principles of the scientific management
school. Taylor defended his ideas as the beginning of a
mental revolution on the part of both workers and managers:
. "The great revolution that takes place

in the mental attitude of the two

parties under scientific management is

that both sides take their eyes off the

division of the surplus as the all-

important matter, ard together turn

their attention toward increasing the

size of the surplus until this surplus

becomes 80 large that it is unnecessary

to gquarrel over how it shall be divided.

They come to see when they stop pulling

against one another, and instead both

turn and push shoulder to shoulder in

the same direction, the size of the

surplus created by their joint efforts

is truly outstanding.”" (23:63)

Taylor sought to eliminate the raw exercise of
authority by making managers subject to rules and discipline
as much as the workers. Management's job was to place the
right worker in the right job according to scientific
selection. Management "from the hip" gave way to the
science of each task.

Frank and Lillian Gilbreth made significant
contributions to scientific management in the fields of
motion and time study (22:44). Henry Gantt studied habits
in industry and developed improvements in Taylor's piece
rate system. Gantt also made a substantial contribution to
management planning and control processes through the
development of scheduling charts which related facts to
significant units of time (22:48). Harrington Emerson wrote

two important books on the subject of efficiency. His work

15




emphesized the importance of correct organization in the

effort to achieve high productivity. He set forth a number

of principles of efficiency which still apply (22:44-56).
With the growth of scientific management came the .

development of administrative management. As a result of

greater efficiency in industry, organizations grew and

became more complex. Because of this great growth, the need

for an overall understanding of the management process

became apparent. Henry Fayol, a French industrialist became

one of the first and most prominent contributors to

administrative management thinking. Fayol analyzed the

manager's job in terms of universal commonalities. He

identified five management functions: planning, organizing,

commanding, coordinating and controlling. These functions

are ;till widely used as one means of understanding the

manager’'s tasks (24:4). The combination of scientific and .

administrative management served to place more emphasis on

the skill of the manager and one’'s ability to get the best

effort from the wor Unfortunately, scientific and

administrative management tended to become one-sided. With

the emphasis given to chahge. in methods and organization

design for the sole purpose of improving productivity, ’

little thought was given to the worker and his or her well-

being (25:53).

It was during this period that productivity became

synonymous with efficiency. The ratio of input to output of




workers and proceases became the prominent measure of
performance. Continuous improvement in the efficiency of
each step of the process of a plant became the
organizational goal, and the desires of the worker were
given ever-decreasing emphesis. The early 1800’'s was a
period of plenty in the United States and the hunger for
more drove the industrial machine to greater technology and
less consideration for the human interests involved.

The excesses of the age in the market place and in the
human arena lashed back at the American economy and the
people. The vision of Taylor snd others for a "new idea of
cooperation and peace being substituted for the old idea of
discord and war" {in management/worker relations was never
realized (26:211).

Human Relations, While scientific management was
becoming the watchword for American industry, new studies
were being developed that would drastically change the
perception of the worker’s role in industry and the methods
by which organizations could become more productive
(26:212). It became increasingly apparent that factors
other than money motivated people and some employees were
"self~-starters” who did not need to be closely supervised.

The human relations school of thought had its
beginnings in the late 1930's and the early 1940's. The
basic idea was that worker performance is related to

psychological and social factors rather than the physical
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environment. It revolutionized management thinking by
focusing attention on the components of a job and worker
satisfaction on the part of the employee (27:3). Attention
shifted away from the scientific measurement of piece work
toward s better understanding of the nature of interpersonal

and group relationships on the job.

The human relations movement soon sttracted wide
attention in both academic and industrisl circles. Many
organizations revised their management approach to increase
emphasis on the human factor (28:8). However, many
proponents of human relations drew inferences from their
research that were difficult to support. For example, some
equated morale in an organization with productivity. Morale
describes a person’'s satisfaction with membership in an
or;aéizntion. Productivity is related to many factors such
as discipline, control and motivation, but in the total mix
of these factors, morale may be relatively insignificant.

No clear relationship appears to exist between morale and
productivity (29:24).

One reason academia and industry gave such credence to
the theory of human relations was that its effects were
studied in a more "scientific” manner than were those of e
scientific management. Comparative studies such as those
conducted at the Hawthorne Plant utilized experimental

designs and drew conclusions based on the outcome of

manipulation within these designs. Where the scientific




managers were concerned with efficiencies, the human
relationists studied behavior associated with efficiencies.
They went a step further in their research by asking why
things happened.

The human relations movement sought to respond to the
excesses of the previous decades. Thas national economy was
beginning a slow comeback from the Great Depression. Many
people had experienced joblessness, while a very few
renained economically solvent. Labor unions were s fact of
life in the late Thirties and people were demanding fair
treatnent by industry and the protection of their rights by
the government. However, human relations could not solve
all the problems of management and by the late 1980's
serious signs of disillusionment were widespread in
indu;try. Eome authorities even recommended resturning to a
philosophy of benevolent authoritarianism (30:82-90).

Refinement and Svnthasis, In the late 1950's, managers
began to understand that no single set of laws can be
applied to all management problems. The methods of
scientific management and human relations continued to
advance into such aress ss motion and time study, operstions
) research and industrial relations. In addition, new

concepts began to evolve by combining these approaches.
The last forty years have seen an advance in technology
unlike any in history. These technological advances have

alloved scientists and managers to create increasingly
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complex organizations and perform detailed analyses based on
volumes of information. The contingency and aystems
approaches to management are two major concepts to emerge
from this era (31:65).

Contingency theory recognizes that every organization L4
exists in a unique environment. It attempts to analysze and
understand the relationships between the organization and
its environment with the purpose of taking specific
management actions necessary to deal with problems. The
contingency approach is analytical and situsational and seeks
to develop the most practical answer to the question
(31:371).

The systems approach gives managers a way of looking at
the organizution as a whole that is greater than the sum of
its parts. The term "system" refers to a series of
into;relcted and interdependent part3s: in a system, any
interaction of the parts affects the whole. A system has
inputs, processes and outputs. There is constant feedback
botween the environment and the system. This allows for
very accurate analysis tools. Managers can observe the
effect of changes within the system based on the effects on
its various parts. For example, in a manufacturing
organization where the goal is to ship as many products ss
possible, a manager can observe the effect of robot
installation on overall productivity and its effect on

transportation and material handling. The manager may find
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it is best to not install robots or to install a small
nunber of robots because the increased cost of material
handling and transportation overcomes the benefits of the
increasedl sales. Ideally, the systems approach would view
the effect on all parts of the organization and make the
decision by optimizing the effect on the whole organization
(32:16).

During this refinement and synthesis period,
productivity measurement has also become more complex. It
is still thought of as a ratio of output to input in most
cases, yet the number and importance of variables which make
up the measurement differ within and among organizations.

Despite the advances in technology and the increased
emphasis on productivity measurement, the late Sixties and
the éocudo of the Seventies were periods of economic decline
in the United States. A world recession, meager recovery
and return to recession were major contributors to this
decline. Additionally, the petroleum crisis and world
competition spurred by technology alsc had a detrimental
effect on the American economy. The net result has been a
renewed search for producfivity enhancement initiatives
(34:138).

Bumpary, This section of background provided a
historical perspective of productivity. We have learned
that there has always been a concern for productivity in

industry. From biblical times until the present, we have
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sought to define, measure and enhance our ability to produce
goods and services. The methodology and concern for
productivity measures have continued to change based on the
changes in the national economy and advances in technology.
It seems that during periods of relative affluence American
industry was content to stay with whatever seemed to be
working. However, the major advances in management thought
and productivity measurement have come as a result of hard
times. Desperation seems to be the best stimulus for
creative thought.

With each advance in technology and change in
management concepts, we have become increasingly diverse.
Today, there are still many different ways to view
productivity and to apply measurement methods to assess
performance. Hopefully, we have learned from history the
importance of embracing new concepts without falling prey ta
faddish enthusiasm. The next section will examine three of
the most common definitions of productivity in industry

today.

Productivity - Three Common Definitions
What is productivity? This basic question has been
pondered by government and industry since the term was first 4
used in the early part of the Twentieth Century. Not only
has the definition changed based on menagement trends, but v

also productivity may be defined according to the
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occupational background of the observer. In this section of
the literature revievw, three common definitions of
productivity sre examined. First, the accountant’s view of
productivity is examined to provide an understanding of the
cost accounting tools used to measure financial performance
in organizations. Second, the engineer's perspective of
productivity provides a scientific view in terms of machine
éfficiency and the attempt to apply this definition to
complex organizations. Lastly, the manager’'s definition of
productivity seeks to integrate all performance indicators
into one basic measurement of multi or total factor
productivity.

The Accountant's View., Accounting furnishes
1nfo;mation which management needs in order to operate a
business efficiently and meet its responsibilities to the
owners of the enterprise, creditors, employees, government
and the general public (35:32). Therefore, the accountant
concerns himself with the financial welfare of the
organization. Financial performance is measured and
reported in three basic forumats:

1. Historical reports

2. Current performance reports

3. Future performance reports

Historical reports summerize all transactions carried
on by an organization in the past. They are used to make

general, overall appraisals of the success of past
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operations. Current performance reports pertain to

activities that are taking place at the time of the report. )
They measure the current efficiencies of certain key

activities or operations at various levels of the v
organization. These reports aid in the control of the daily
functions of the enterpril;. Future reports are financial
forecasts used to plan future operations. Together these

reports say to the accountant, "This is what we have done in

the past, this is how it is affecting our current

performance and based on these trends, this is what we

should do in the future." This is the basis for the cost
accounting system which is prevalent in American industry
(36:10.11-10.22).

Cost accounting is one aspect of general accounting
procedures concerned with reporting and analyzing detailed
cost information for internal management decisions. It
provides answers to the following questions:

1. What kinds of costs are the company incurring?

2. What is the cost per unit and in total, for

each of the different types of products

manufactured or sold?

3. VWhat portion of total cost is assignable to

ending inventories and what portion to operating

expenses?

4. What amount of cost is each department head or

other manager responsible for?
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§. How do the changes in output, product mix,

climate, or other operating conditions affect the

amount of costs?
The answers to these questions give managers insight into
the cost-benefit ratio of their decisions (37:387-388).
This type of financial data provides a primary source of
input for decision making. 1In fact, cost accounting has
been so fully integrated into productivity concepts that it
is, many times, the only system for measuring performance.
The idea is that if an organization minimizes the costs
associated with all of its activities, the effect is maximum
benefit in the form of higher profits (38:17). Most other
definitions of productivity have become subordinate to this
basic ratio expressed as:

Output Total Profit

Productivity =
Input Total Cost

The accountant holds to the definition of productivity as a
measure of efficiency and translates the ratio into dollars
and cents (38:32).

The Engineer’'s View, Engineers are usually the
technical problenm solvers in an organization. They provide
the human link between the scientist and the manager (39:1).
Engineers most often work at the firm level where they
design and implement work processes. Consequently, the
engineer’'s perspective is typically limited to a micro view

of productivity. The mechanical or industrial engineer is
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usually concerned with efficiencies in working groups or
processes rather than the performance of the organization as
a whole. Like the accountant, the engineer believes that
efficient processes will yield an efficient organization
(40:65-87).

The engineering approach to productivity is derived
from the basic definition of mechanical efficiency:

E

Mechanical Efficiency =
E + L

In this formula, E is the energy output of the machine and L
is the energy lost in performing the output (41:422). For
example, the efficiency of an electric motor is the ratio
between the power delivered by the motor to the machinery
which it drives, and the power it receives from the
generator. If a motor receives 50 kilowatts from a
generator and the output is only 47 kilowatts, then the

machine is 94% efficient.

E 47 kw
e ——— = L 3 94%
E+ L 50 kw

A subtlety in this concept is the notion that perfect
efficiency can never be better than 100%. While this may be
true in the physical sense, financial efficiencies can and
should exceed 100% so that an organization may show a profit
(41:423). This subtlety indicates a potential barrier in
the conceptual understanding of productivity in an

organization. While the accountants are looking for a
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department with higher financial productivity in the form of
reduced cost and accelerated throughput, the engineers may
be convinced that the processes are at their peak
efficiency.

Another way an enginee¢r may view productivity is
derived from the absolute efficiency formula:

E
Abgolute Efficiency =
El

In this formula, E is the energy output of the machine and
El is the total potential output. This formula is useful to
the engineer when calculating efficiency in classes of
machinery where the total potential output is much larger
than that represented by the amount actually used to operate
the pachine (41:425). This concept has been extensively
developed in the field of industrial engineering which is
concerned with methods for calculating potential output
standards. The practice of work measurement applies this
principle to answer two bagsic questions:

1. What is the best way to do a particular job?

2. When this best method is used, what is the standard

"svel of output to be expecied, given the

..»duction environment, materials, labor force,

S ?

Work measurement and methods time measurement are the

engineer’s answer to the application of absolute efficiency

to output efficiency or the productivity of an organization

(41:36-39).




Actual Output .

Output Efficiency =
Potential Output

Considerable advances have been made in applying work
measurement techniques to many different working
environments. When engineéred standards are not available
or feasible, there are many other methods to define
potential output. Some of these methods are the use of
performance history, technical estimates made by
knowledgeable individuals, or statistical samples (42:188-
190).

While accepting the basic understanding of productivity
as a ratio of output to input, the engineer’s definition
differs from the accountant’s in tcrms of this perspective
of the organization. Although both agree that efficient
pieces contribute to an efficient whole, they differ
somewvhat on how this is to be achieved. The accountant
looks for efficient costs where the engineer is inclined
toward mechanical processes. .The manager’s task is to
integrate these concepts into a broader and more useful
definition of productivity.

The Manager's View. Productivity, in the view of
American managers, is the relationchip between the output of
an organization and it’'s required inputs. While this
definition is similar to those of the accountant and
engineer, there is an important conceptual difference.

Managers are concerned with the total health of an
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organization, including the welfare of the employees, the
quality of products and the impact on the community and
environment. This broad view of the organization has given
rise to a definition of productivity which is much larger in
focus than those already seen (44:23). Unlike the
straightforvard view of the productivity of a mechaniceal
device, the complexity of an organization suggests a need
for a macro-approach to measurement.

Three basic levels of productivity measurement are: (1)
partial measure, (2) nulti-factor, and (3) total factor
(33:304). The three measures are differentiated based on
the range of inputs included. If there is only one input,
this is referred to as partial productivity. If there is
more than one input, but not all available inputs are used,
the r;lult is multi-factor productivity. If all inputs are
considered, the measure is called total factor productivity.
The accepted belief in industry is that the more inputs one
can consider when measuring productivity, the more useful
the information will be. With the proliferation of computer
systems in the United States, managers have a great deal of
information with which to work (33:305).

A useful indicator of an organization’s effectiveness
in addressing productivity is the total productivity

measure. Total productivity is defined as total output

divided by the sum of all the inputs: (45:108)




Output

Total Productivity =
Labor + Materials + Capital + Energy

Management's task is to bridge the gap froam physical
measures of operational control to the "big picture” needs
of the entire organization. Productivity measures are
needed for effective strategic planning: a strategic
business plan is incomplete if productivity improvement is
not an integral element of the plan.

One approach to measurement is illustrated by a report
from a total performance measurement system developed by the

American productivity center,

Table 1 Multi-factor Productivity (48:312)

Performance Indexes (%) Effects on Profit

. Profit- Product- Price Profit- Product- Price
Input ability tivity Recoverylability tivity Recovery

Labor 91.5 112.0 81.17 $(3,307) 83,511 ¢(6,818)
Material 88.3 97.9 90.3 (3,099) (478) (2,621)
Energy 87.8 113.6 77.3 (460) 3617 (827)
Capital 106.4 100.7 107.17 2,196 261 1,835
Total 95.56 104.2 91.17 $(4,670) $3,661$%(8,331)

The first three columns provide indexes of
profitability (productivity x price recovery), productivity
(outputs / inputs) and price recovery (the degree to which
increases in unit costs of inputs are recovered by increases

in selling prices), and for each of the major inputs and in

total. By examining the "total" line, one can conclude that




a 4.5% decline in profits (100-95.5) resulted from a large
drop in price recovery (the company was not able to get
through increases in input costs to the customer) which was
partially offset by a 4.2% increase in total productivity.
The last three columns of the report provide the dollar
impact of the changes in the indexes. This information
shows that s large percentage drop in the productivity of a.
minor input may be of less consequence than a smaller
decline in a major input. A messurement system like this
enables management to grasp the productivity performance of
a company and its major components. It strengthens the
planning process by making the long range impact of
productivity and price recovery easy to understand
(46:314).

While measurement is integral to the productivity
management process, it is not a cure-all., There is no
perfect system of measurement. Many activities within an
organization are difficult to quantify and, in fact, may
elude measurement altogether. For example, service
organizations and government agencies produce outputs that
are difficult to measure and where profit is not the
objective. How does one measure customer service or
national security? The manager must strive to balance the

effect of these intangibles on organizational effectiveness.

The total productivity measure is an attempt to control the




broad concept of productivity by examining as many of the
conponents of an organization as possible.

Susmary, Productivity is defined in many different
ways. The background of the observer and the level of
responsibility one has in an organization are key
deterninants as to how one may view productivity and the
measurenent application one may atteapt to imploment. This
section has examined thres of the most common definitions of
productivity. These different, yet associated views, help

point out the complexity of productivity management.

Irands

Corporate America is constantly looking for "better

"

marginse,” meaning larger profit. Increasing productivity in
industry is one way of increasing profits; therefores,
concern for industrial productivity enhancement has been on
the rise. The major reason for the increase in concern of
late is a result of the drastic economic slowdown of the
1970's. The conditions which contributed to this slowdown
included a world recession, a meager recovery, another
recession, extensive drought and the petroleum crisis.
While the United States was increasing its national debt to
survive, foreign competition, spurred by technological
advances, was taking over traditionally American markets
(47:61). 1In the 1980's, the American economy became

increasingly service-oriented as the United States left more

and more of the manufacturing to other countries (48:64).
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Once again desperate times have created an environment ready
for new ideas.

Two men have emerged with ideas which are changing the
vay Americans view business and productivity, In this
section, the Total Quality Management concepts of W. Edwards
Deming will be discussed in general and as they relate to
service organizations. Also, the Theory of Constraints
developed by Eliyahu Goldratt is examined. Together, these
concepts represent prominent influences in current
nanagement thought and productivity concepts.

Total Quaidity Control, William Edwards Deming was born
in the United States in 1900. At the age of fifty, he was
invited to Japan to help revive its war-torn sconomy, but
not until the 1980's vas his expertise recognized in the
United States. Today, "The Deming Management Method” is
taught in most universities and industry is applying the
Total Quality Control (TQC) concept proposed by Deming in an
effort to regain the competitive position once held by the
U.8, (48:3).

The basic premise of the Deming philosophy is that
productivity increases with quality improvement and that low
Quality means high cost and loss of competitive position.
Regardless of the particular view of productivity held, this
philosophy is applicable.

For years, there has been a perceived conflict between

quality and productivity in American industry. If quality
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was increased, productivity dropped off or vice versa. The
consensus of management was to strike the balance by making
quality standards only as good as they had to be, while

pushing for as much production as possible (50:1). The *
fallacy of this tradeoff has been demonstrated by a loss of
competitive position to foreign sources, especially in
aanufactured goods. The clear message froa Japan and

Germany is that gquality products translate into increased

market share. The predoainant messenger for quality has

been and remainas W. Edwvards Deming.

As a statistician, Dr. Deming has continuously sought
to develop sources of improvement. Understanding that
statistical evaluation is not a cure-all for quality
prob{ems. he concluded that what was needed was a change in
basic management philosophy, but a philosophy which made
effective use of statistical methods for quality control.
Dr. Deming developed this philosophy as described in "The
Fourteen Points”" and " The Seven Deadly Diseases”(50:23).
These items explain how to create an environment conducive
to increased productivity and how to avoid the obstacles

that thwart productivity.

"The Fourteen Points of Management"

1. Create constancy of purpose toward improvement of
product and service, with the aim to become
competitive and to stay in business, and to
provide Jjobs.

2. Adopt the new philosophy. We are in a new
economic age. Western management must awaken to
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the challenge, must learn their responsibilities,
and take on leadership for change.

3. Cease dependence on inspection to achieve
quality. Eliminate the need for inspection on a
L nass basis by building quality into the product in
the first place.

4. End the practice of avarding business on the
basis of price tag. Instead, minimize total
cost. Move toward a single supplier for any one
item, on a long-tera relationship of loyalty and
trust.

5. Improve constantly and forever the system of
production and service, to improve quality and
productivity, and thus constantly decrease costs.

6. Institute training on the job.

7. Institute leadership. The aim of supervision
should be to help people and machines and gadgets
to do a better job. Supervision of management is
in need of overhaul, as well as supervision of
production workers.

8. Drive out fear, so that everyone may work
effectively for the company.

9. Break down barriers between departments. People
in research, design, sales, and production must
work as a team, to foresee problems of production
and in use that may be encountered with the
product or service.

10, Eliminate slogans, exhortations, and targets for
the work force asking for zero defects and new
levels of productivity. S8Such exhortations only
create adversarial relstionships, as the bulk of
the causes of low quality and low productivity
bolong to the system and thus lie beyond the power

p of the work force.

11a. Eliminate work standards (quotas) on the fnctory
floor. Substitute leadership.

b b. Eliminate management by objective. Eliminate
management by numbers, numerical goals.
Substitute leadership.

12a. Remove barriers that rob the hourly worker of his
right to pride of workmanship. The
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responsibility of supervisors must be changed from
sheer numbers to quality.

b. Remove barriers that rodb people in management and
in engineering of their right to pride of
workmanship. This means, inter alia, abolishment
of the annual or merit rating and of management »
by objective.

13. Institute a vigorous program of education and
self-improvement.

14. Put everybody in the company to work to accomplish
the transformation. The transformation is
everybody’s Jjob.

"The Seven Deadly Diseases"”

1. Lack of constancy of purpose to plan product and
service that will have a market and keep the
company in business, and provide jobs.

2. Emphasis on short-term profits: short-term
thinking (just the opposite from constancy of
purpose to stay in business), fed by fear of
unfriendly takeover, and by push from bankers and
owners for dividends.

3. Evaluation of performance, merit rating, or annual
review.

4. Mobility of management; job hopping.

5. Management by use only of visible figures, with
little or no consideration of figures that are
unknown or unknowable. (Peculiar to industry in
the U.S., and beyond the scope of this book.)

6. Excessive medical costs.

7. Excessive costs of liability, swelled by lawyers
that work on contingency fees. (50:23-35)

Simply reviewing the framework behind the philosophy is

not enough. To understand its application, it must be v

viewed at work in an organization. Because of the expansion




of service industries in the American economy, application
of the Deming Method will be viewed in the service sector.

A service organization is one which earns a profit by
providing a convenience to a customer. Service
organizations include restaurants, hotels, bars, banks,
hospitals, maintenance and governsent agencies. S8Six out of
seven pecple in the American labor force are engaged in
service industries; therefore, it is obvious that for the
quality of life to be improved in the United States, we must
be concerned with the quality and productivity in services
(51:185).

In his book, "Out of Crisis,” Dr. Deming cites an
example of TQC application in the municipal services of
Madison, Wisconsin. In 1984, there were so many complaints
about-the quality of service in the Motor Equipment Division
that morale had seriously declined. As a result, the mayor
decided to transform the management of the division to
enphasize improvement in the quality of customer service.

The mechanics employed in the division, through surveys
and informal discussions, collected data concerning the
major customer complaints. They found the overriding
complaint to be excessive downtime of vehicles. The
mechanics drew a flow diagram of the process for the repair

of vehicles and collected data to determine how much time

was needed to complete each step of the process.




By comparing the costs associated with major repair and the

costs of simple maintenance procedures implemented tc .
prevent major repairs, they justified the institution of a
comprehensive maintenance progranm.

The application of the Deming method as these mechanics
learned it, greatly inprov;d the quality and productivity of
their workcenter. Dr. Deming goes on to suggest that the
same method can be applied in any fleet of vehicles. The
emphasis was to create an environment which promoted the
idea of doing things right the first time (50:245-247).

The U.S. quality movement has been slow to take hold.
Total Quality Management is present at only a handful of
leading U.S. companies and, for the most part, companies are
implementing the concept on an independent basis. However,
this philosophy is catching on and as the success of its
implementation has grown, so has the call for more
information. The nation's manufacturers, as well as service
organizations in both the public and private sectors, are
investing in TQM as a means to make "Made in America" a
guarantee of quality once again (49:8-16). As Deming states
in his book, "Quality, Productivity and Competitive

Position":

"The benefits of better quality through
improvement of the process are not just better
quality and the long-range improvement of market
position that goes along with it, but greater
productivity and much better profit as well."
(51:3)




TQM brings together both the contingency and systeas
concepts of organizational management. It recognizes that
every organization exists in a unique environment, and it
attempts to view the organization as a whole greater than
the sum of its parts. Productivity may, in this sense, be

thought of as the effectiveness with which the resource

inputs such as personnel, materials, machinery and
information are translated into customer oriented outputs.
Today, these outputs involve all the relevant marketing,
engineering and service activities of the organization
rather than just the activities of the laborers (52:389).

The output of service organizations is a level of
perceived customer satisfaction. TQM is particularly well
suited to explain and enhance this output because gquality is
a determination made by the customer. It is based upon the
customers experience with the service measured against his
or her requirements (52:6). Whether the service provided is
a fast meal, electricity or national defense, the customer
is the one who messures the quality of output and who
thereby effects the organization’s productivity.

The Theory of Constraints. Another emerging
management philosophy in America industry is known as The
Theory of Constraints (TOC). Initially implemented in the
form of a production scheduling software, it has now
developed into a comprehensive school of thought. Dr.

Eliyahu Goldratt began by examining jobs scheduled through




the manufacturing process while considering the limitations
of facilities, machines, peraonnel or anything that caused a
system to fall short of its performance objectivea. TOC
tells us that if we can identify the system constraint, )
learn how to exploit it, and then subordinate all other
activities to maximize the efficiency of the constraint, the
system's profit earning performance will increase
dramatically (6§1:120-132).

TOC was developed in answer to the major problems
facing manufacturing in the United States. Goldratt boiled
these problems down to the general failure of the
traditional cost accounting system predominant in American
industry and the resulting emphasis on efficiencies. He
believes that cost accounting as a performance measure is no
longe} valid because it forces managers to concentrate on
local measures such as machine efficiency or direct labor .
hours. Therefore, cost accounting deals with only the local
expense of actions and not the impact of these actions on
the overall organization (53:37). The belief has always
been that if each part of the process is efficient, the
entire process will be effective,.

Goldratt describes the problem faced by industry with
an illustration known as "the hockey stick phenomenon."” This
phencmenon is a result of organizations rushing to meet

quotas at the end of a time period. It is referred tc as a

hockey stick because the production process, when viewed




graphically, looks like a hockey stick with a flat bottonm
and repidly rising handle. The cause of the problem is that
organizations use two zets of measures. As seen in figure
1, at the start of the period, efficiencies driven by cost
accounting policies are used to determine how well standards
are being maintained. These local measurements encourage
releasing large amounts of material to minimize process set-
ups and forcing each machine to reach its maximum
efficiency. As the period continues, the organization
becomes driven by another system of performance measurement:
the pressure to sell products becomes the overriding
concern. To ensure the quotas are met or a profit is shown,
overtime is authorized, employees work weekends and general
panic takes over the organization. As the end of the period
rasses, the cost accounting measures come back into use and

efficiencies are once again the watchword (54:34).

OUTPUT

1 2 3 4
QUARTER

Figure 1 The Hockey Stick Phenomenon




The General Theory of Constraints suggests that each
organization must define its goal and then realize that
everything contributing to the goal is productivity and
everything not contributing to the goal is
counterproductive. According to Goldratt, productivity is
all the actions that bring a company closer to its goals.

He goes on to say that the goal of any firm is to make money
(54:71-75).

Productivity is fregquently viewed as a measure of
output per labor hour, but this measurement does not ensure
the organization will make money. For example, extra output
can be produced and not sold, making this sutput excess
inventory. If the product has not been sold, it has not
made.any money for the organization and, may in fact accrue
additional expenses. Likewise, if each machine in a process
is producing pieces at maximum efficiency, but these pieces
do not come together as a product, then these efficiencies
do not translate into profit (55:44-51).

TOC is based on the idea that to adequately measure an
organization’s performance, the evaluation should be made
from a financial perspective and from an operational
perspective. »

In financial terms, organizations keep track of net
profit, return on inuvestment and cash flow. Goldratt

defines each of these measurements, respectively, as an

absolute measurement in dollars, a relative'measure based on




investment and a survival measurement. To evaluate an
organization's performance, all three of these measures
should be used. Viewing only one or two without the others
will present a misleading picture of the organization’'s
financial health. For instance, a company may show a high
net profit but have a very low return on investment. Net
profit and ROI may be high and the company could still go
bankrupt because of a lack of cash flow to pay its bills
(55:54).

Operational measures translaie financial measurements
into ideas that can be easily graaﬁed at the productive
level. It is not an easy task to motivate people on the
shop floor by selling corporate financial goals.
Recognizing this, the TOC has defined three operational
measures which serve as guidance to those responsible for a
firm's performance. Throughput is the rate at which money
is generated by the system through sales. ]Inventorvy is all
the money that the system has invested in purchasing things
it intends to sell. Qperating expenses include all the
money that a system spends to turn inventory into
throughput. With these three measurements, a coapany can
determine how well it is meeting its gcal. The operational

goal then becomes to increase throughput while

sipultaneously reducing inventory and operating expense

(56:55,56). !
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The critical factor in the Theory of Constraints is the
absolute importance of measuring the right things.
Organizational effectiveneas is the dominant measure while
efficiency is only a part of the overall picture. The -
success of the Japanese can be attributed to their
measurement of organizcational effectiveness based on long-
term performance and not short-term financial reports or
local performance measures.

In the Toyota Kanban system, the performance of a
worker is based on peeting the schedule for the product each
day and maintaining the flow of material as opposed to
maximizing the number of parts produced. Worker idle time
is an important part of the Kanban system. The idle time of
workers provides time to clean work areas, conduct training
and accomplish preventive maintenance. The Japanese
recognize that the importance of a resource should be
evaluated based on the system's performance and not local
efficiencies (57:56).

The success of Dr. Goldratt's theory in practice offers
strong evidence as to its validity. The important fact to
note is that, like the Total Quality Management theory of W.
Edwards Deming, TOC is based on the idea of continuing a
improvement. It is not simply a mechanical formula for
success in manufacturing. The General Theory of Constraints

is intuitive and applies in practice to any business

venture. An organization must know its goal and subordinate




all activities to that goal. The greatest challenge may be
the development of a solid performance measurement system.
Efficiency and effectiveness measures for an organigation
should exhibit a direct cause and effect relationship, not a
correlation relationship. Efficiencies should be used very
cautiously and great - . s 3hould be taken when identifying
how these efficiencie: : ect the productivity of the firm
(59:57).

Chapter Summary
In this chapter, we have examined productivity both

conceptually and practically. We have developed a
background concerning productivity in the context of
history, common definitions and current management trends.

We have seen the development of productivity in direct
relation to changes in economies and political structures.
Each step tlirough history has added to the complexity of
management as an impetus to motivate production. History
describes a five thousand year series of swings in the
productivity pendulum-~-always sacking a balance between the
inherent right of the individual to a quality life and the
overpowering momentum of progressive economies.

The advances of science and technology have given rise
to increasingly complex definitions of productivity. We
have defined productivity in the view of the accountant, the
engineer and the manager. Each view seeks to answer the

question, "What is productivity?" We believe that once we
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answer this question, we can manipulate it to our advantage.

Instead, we see that the definitions offered by different >

viewpoints may conflict and can serve to confuund the issue

rather than clarify it. e
Finally, we discussed the management trends in American

industry and how they are éh.ngin( the concept of

productivity once again. Total Quality Management and the

Theory of Constraints are philosophies of management which

go back to the basics and at the same time utilize science

and technology. Perhaps together, they have found the

balance we have long sought. By combining statistical

quality control and capacity planning with fundamental

policies concerning goal planning and quality of life, we

can almost begin to see an advantage for both the worker and

the manager without extreme sacrifice for either.




> Intreduction

Having established a national, if not world concern for
productivity growth in the precading chapter, this
literature review examines the federal government's approach
to defining, measuring and managing productivity.
Additionally, productivity research conducted within the Air
Force and specifically dealing with aircraft maintenance is
examined. The background study, accomplished in Chapter II,
revealed that productivity as a management concept has
continually changed throughout history and that it can be
viewed differently depending on the perspective or technical
orientation of the observer. The purpose of this chapter is
to understand how the Department of Defense views
productivity and how it translates this view into objectives
to be accomplished by military organizations. The review of
current research literature in this area establishes
research trends and describes the attompts to apply the
research conclusions to productivity in aircraft maintenance
units.

The Executive Order for productivity improvement and
resulting Department of Defense directives are first
reviewed to establish basic definitions and guidelines fcr
productivity improvement. Next, the Air Force Productivity

Enhancement Program, governed by AFR 256-3, is presented.
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This shows how the Air Force attempts to operationalize the .
concepts defined by the higher headquarter agencies. The

Military Airlift Command regulations concerning maintenance e
management and performance standards are then introduced in

order to exhibit published guidelines for managing

productivity in an aircraft maintenance environment.
Finally, a summary of the productivity research conducted in
the Air Force is reviewed. Defense Technical Information
Center (DTIC) annotated bibliographies and individual
studies are evaluated to determine the current state of
research in this area and to emphasize the need for a
specific look at the methods used to manage productivity in
Air Force aircraft maintenance units.

This review focuses on the relationship between
productivity management and the Department of Defense.
Except where necessary, specific detail has been omitted.
The larger publications, such as AFR 25-3 and MACR 66-1 are
generalized. The purpose is to point out how the concern
for productivity is evident in a ailitary environment and
how that concern is or is not passed on to the aircraft

maintenance units of the Military Airlift Command.

Productivity in the Federal Government

In February 1988, President Reagan released Executive .

Order 12552, entitled, Productivity Improvement Progrem for
the Federal Government., The purpose of this order is to

establish a government-wide program to address what many see




as a productivity crisis in the United States. Labor costs
per unit of output and the annual inflation rate since 1960
have risen rapidly. As the rate of increase in money
income exceeds the rate of gain in worker productivity, the
resulting rise in labor costs essentially reduces the number
of items that can be produced. (59:656) Because of the
unique role of the federal government in the national
economy, it is critical that federal agencies be mindful of
this crisis and lead American industry in the pursuit of
productivity and economic growth (60:165).

Since the administration of President Franklin
Roosevelt, the federal government has become a major factor
in the national economy. Use of federal tax revenues to
fund government services is common practice. Some
economists argue that government injection of capital into
the economy is the only way the nation has been able to
maintain economic growth (59:268-270). These same
economists feel that the only sure method for overcoming the
current federal budget deficit is to increase the nation’s
productivity. The methods proposed for doing this differ
greatly, but the important fact to note is that the federal
government is seemingly seeking to take the lead in this

endeavor.

"The goal of the program shall be to improve the
quality and timeliness of service to the public, and to
achieve a 20 percent productivity increase in
appropriate functions by 1992." (6:1)




Productivity is defined, in this order, as the
efficiency with which resources are used to produce a
government service or products at specified levels of
quality and timeliness. (6:1) The order proceeds in very
general terms to define services, measurement systems and
performance standards. The complete executive order can be
viewed as a source document in Appendix A. The important
fact to be gained for this review is that this order gives
no specific guidance for measuring and reporting an
organization’'s productivity. Each federal agency must
define its function as related to the entire federal systenm
and establish its own measurement and reporting criteria.
One must then wonder how, if each agency is allowed to
measure productivity differently, the resulting improvement
can be monitored at the federal level. Will the combined
improvement contribute a similar increase in national
productivity? If so, how is this to be measured?

In terms of the national economy, productivity is
synonymous with "labor productivity."” Labor productivity is
neasured in terms of worker output and is reported by the
Bureau of Labor Statistics. It measures, on the average,
what a worker produces per hour of work and is considered to
be a good indicator of the trend in the growth rate for the
nation’s standard of living. (60:23) Next, we will review -

the Department of Defense directives which establish the

policy for DOD productivity measurement and we will see how




subordinate functions are to report productivity data to the
Secretary of Defense and then to the Bureau of Labor

Statistics.

Broductivity in the DoD

The Department of Defense is responsible for providing
the military forces needed to deter war and protect the
security of our country. Each military department is
organized separately under a civilian secretary and
functions under the direction, authority and control of the
Secretary of Defense. The secretary of a military
department is responsible for efficient operation of the
functions performed within the department and as they relate
to the entire DoD (61:174).

DoD directive 5010.31, DoD Productivity Programs
establishes policy, applicability and scope for fulfilling
the requirement of the President's productivity program. It
applies to all DoD components, but is specifically addressed
to the support functions of these organizations. 1In
essence, the policy is meant to focus management attention
on increasing defense outputs in keeping with the defense
preparedness mission (62:1). The program is established as
a labor oriented program and is, therefore, focused on labor
cost savings as well as reduction in unit cost of

operations. It directs the establishment of productivity

goals and a planned approach to productivity enhancement.




As part of the planned approach, the program emphasigzes work

measurement and statistical methods to measure workforce ’
efficiency. 1t alsoc suggests an aggressive and cohesive
program to improve workforce motivation and the quality of 4

working life (82:2).

Overall responsibility for the program is assigned to

the Assistant Secretary of Defense (Manpower, Reserve
Affairs, and Logistics). Additionally, the Assistant
Secretary of Defense (Comptroller) is assigned the
responsibility to ensure that productivity efforts are
integrated into DoD resource management systems. These
responsibilities, at both levels, are carried out by the
issuance of further policy guidelines and more detailed
definitions of terms (62:34). At this point, the number of
DoD éirectivea affecting the productivity program grows
rapidly. Rather than attempt to review each one, we will
remain fixed on the basic purpose which, at this point, is
to show how the productivity program translates into
measurement criteria and how the program continued down

through the Department of the Air Force.

DoD Directive 5010.32 is the Productivity Ephancement.
Measurement. and Evaluation Operating Guideline and .
Rerorting Instruction. It is a general guideline and like
5010.31 applies to all DoD components. This instruction,
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however, specifies the goals, general guidelines and
reporting requirements for the head of each component
(63:1-4).

The establishment of annual productivity improvement
goals consistent with DoD planning and programming
guidelines, and the subdivision of these goals by major
Command prior to the beginning of each fiscal year are the
basic goals for each department head. Additionally, each
component must implement a program which addresses specific
minimum provisions (63:2). The following is a summary of
these provisions:

A. Priority emphasis on productivity enhancement
at all echelons.

B, Maximum use of existing resource system in
productivity measurement and evaluation.

C. Systematic reviews of major functions to
effect methods improvement and appropriate use of
labor performance standards where used.

D. Effective capital investment planning.

E. Development and appropriate use of
productivity evaluation indicators.

F. Accumulation of productivity data by major
commands and operating agencies.

G. Utilization of productivity and performance
data in the development of requirements and
allocations of manpower and fund resources.

H. Optimum effective use of standard time data in
the development and updating of labor performance
standards.

I. Adequate staffing and training of personnel to
sustain a viable Productivity Progranm.




J. Periodic field reviews to assess progran
effectiveness.

?. Pfoductivity measurement and evaluation.
83:3

Although the directive provides more specific
guidance than seen betore,lit is clear that each component
maintains a basic autonomy when establishing measurement
criteria. Enclosures and additions to the directive provide
explanations for the provisions listed above. They address
prousctivity measurement and evaluation, fast pay-back
capital investment opportunities, definitions of terms, and
reporting procedures. Of these, the information important
to this review is that addressing measurement, evaluation
and reporting.

Enclosure #3 of 5010.34 structures the measurement and
evaluation of productivity by major program or functional
area to disclose trends on a year-to-year basis. This
requires the establishment and use of summary level
indicators intended to represent true measures of the
primary mission of each functional area. The data needed to
accomplish measurement and evaluation is to be gathered from
existing data systems or the modification of existing
systems (63:3,4).

Section VI of enclosure three lists functions and
suggested indicators for measurement and evaluation. The
following is an excerpt from this section pertaining to

maintenance:
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No. Title/Scope Suggested Indicators

E.11 Intermediate Maintenance Activities Number of end
This area covers personnel engaged itens processed
in maintenance and repair of equip-
ment at installation level.

E.12 Depot Maintenance Activities Number of end
This area covers personnel engaged items processed
in depot level maintenance and
repair of equipment. (63:48)

This by no means limits maintenance organizations to this

indicator nor does it list all types of mairtenance

activities. However, the list continues the objective of
the program to measure labor productivity at a minimum. The
reporting guidelines in Enclosure #4 continue on this basic
objective. The forms used to report productivity data to the

Bureau of Labor Statistics is sectioned into input/output

figures and man-year summaries for each component. Samples

of report forms and definitions of terms used in this

directive are exhibited in Appendix B,

The DoD Directives addressing productivity are very
general and deal mainly with labor efficiency. The purpose
is to manage labor resources within DoD components to meet
the national productivity objectives. However, in

establishing the guidelines for the component agencies the

productivity picture rapidly expands to include resources

other than labor. Each component must build upon the




rudimentary guidelines of the directives to establish more
specific productivity programs while seeking to remain
consistent with the national goal. The Air Force'’s

Productivity Improvement Program is one attempt to do this.

Productivity in the Air Force
Air Force Regulation 25-3, Air Force Productivity
Inprovement Program (PIP), provides the framework for

focusing and coordinating all productivity related programs
in the Department of the Air Force. It applies to all Air
Force units and activities including Air Force Reserve and
Air National Guard and is intended to implement DoD
Directive 6010.31 and DoD Instruction 5010.32 (7:1).

The regulation defines productivity as a measure of an
organization's performance and includes both efficiency and
effectiveness.

"Productivity is doing things right (efficiency) and
doing the right things (effectiveness).” (7:4)

The program objectives are to establish productivity
awareness and promote the use of productivity planning,
improvement, research, repognition and workforce motivation
programs. Additionally, the program seeks to improve
organizational effectiveness and efficiency and maintain a
measurement system to evaluate performance (7:4),.

Policy goals focus on total factor productivity

improvement. The regulation reflects the recognition by the

Air Force of the importance of monitoring labor




productivity, but includes other factors such as equipreunt,
process, energy, materials and facilities. The policy is to
direct consideration of these factors toward supplementation
of the existing planning, programming and budgeting systenm.
Employing approved cost factors and data gathered by
accepted work measurement methods makes it easier to defend
requirements during Program Objective Memorandum (POM) and
budget reviews. The use of existing management structures
and the involvement of personnel are emphasized for
productivity improvement. The regulation establishes as
policy, avoidance of arbitrary reduction in resources,
claiming that any reduction in resources should be
accompanied by either a corresponding decrease in workload
or a more efficient means of workload accomplishment
(7:4,5).

Responsibility for implementation of AFR 25-3 is
assigned to various offices at Air Staff and Major Command
level. The Director of Maintenance and Supply is simply
tasked to provide functional assistance for Productivity
Enhancing Capital Investment Programs (PECI). Major
conmands are to appoint a'productivity principle to serve as
a focal point for productivity, take part in PECI programs,
ioplement a Productivity Improvement Program and identify
the productivity impact for submitted initiatives.

Procedures for accomplishing these tasks are described in

other chapters of the regulation. Rather than examine these




in detail, we will look first at guidelines for productivity
meagsurement and then at how the Air Force provides input teo
the Federal Productivity Measurement Project.

Chapter 2 of AFR 265-3 outlines PIP guidelines. The 4
purpose of this chapter is to assist organizations in
establishing and implementing PIP programs. This is the
only direct reference to productivity measurement in the
regulation. Here, organizations are encouraged to develop
procedures for collecting and analyzing productivity data,
but only in very general terms. It encourages micro and
macro measurement systems which make effective use of
available data and are simple in structure. (7:10)

"The particular measurement system selected depends on

the scope and depth of the productivity effort being

measured and the specific needs of management.” (7:10)
At tﬁis point we see that the major commands are still left
much to their own devices for effecting measurement and .
evaluation prograns.

The Air Force does have a role in the annual
meesurement of federal productivity as outlined in DoD
Instruction 5010.34. Chapter 5§ of AFR 25-~3 describes this
role and provides instruction for the Air Force Functional
Offices of Primary Responsibility (OPR). The Air Staff
productivity office provides data to the Bureau of Labor
Statistics concerning trends in labor productivity for the

public. Functional OPR’s must report input/output data and

man-year summaries to Air Staff which verifies the




information, compiles it and submits it to the Bureau of
Labor Statistics (7:31). The only OPR related to aircraft
maintenance required to report as part of this progranm is
the Depot Maintenance function at Headquarters, Air Force
Logistics Command (7:60).

MAC Regulation 173-1 provides guidelines for the
establishment of management performance standards. The
6bJective of the MAC Management System as outlined by this
regulation is to improve the Command’s performance and
effectiveness by identifying and resolving potential
problems and encouraging corrective action. The
responsibility for this program is given tc the
DCS/Comptroller and to the cost function at each level of
management (65:1).

The performance standards are developed and monitored
by the MAC Performance Standards Committee. This committee
consists of representatives from each directorate at the
Headquarters level. They review all standards annually and
request data necessary to develop new standards. The
published standards which apnrly to the aircraft maintenance
field are:

1) Home Station Launch Reliability

2) Enroute Launch Reliability

3) Aircraft Mission Capable Goals (65:5-13)

For a detailed look at these standards and how they are

derived, see Appendix C. As stated earlier in this section,




a cohesive program for managing productivity information is
not maintained at the Major Command level in the Air Force.
MAC looks at productivity in various ways and includes
productivity in the general "performance indicator” grouping
(66:1).

There are three separate directorates at the
headquarters MAC level which yield productivity information,
and each one views productivity in a different way. The
Programs and Resources Directorate is céncerned with
manpower and quality of life issues. It is in this
directorate that the MAC Productivity Division is located.
The MAC Comptroller views productivity issues in strict
terms of cost accounting and measures it in terms of the
efficient use of funds. The Logistics Directorate, of which
aircraft maintenance is a large part, views productivity in
terms of providing weapon systems in support of the airlift
mission. Effective use of logistics resources is their
major concern (86:)).

It is at this point that the Productivity Program for
the DOD has the potential to loose cohesion. As the program
is tracked to the major command level, the MAC supplement to
AFR 25-3 is less than one half page in length and refers
only to item additions to the basic regulation. There is no
consolidated program for productivity in MAC and the MAC .

productivity office in the Management Engineering Division
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is concerned only with Fast Payback Capital Investment
(FASCAP) and the suggestion program. (66:2)

General H. T. Johnson, the Commander in Chief of MAC
has recognized the need for a single channel of information
concerning productivity and has tasked LTC Hayden of the
Policy and Doctrine division to establish a Total Quality
Management (TQM) office for this purpose. LTC Hayden
envigions the TQM program, Action Eagle, as an umbrella for
all productivity programs. Its purpose is to establish an
audit trail for productivity initiatives and bring them all
together under the general measure of customer satisfaction

(67:1).

Productivity in MAC Maintepance

MAC Regulation 66-1, Volumes I - VI set up the
maintenance management system for all MAC activities which
perform on- equipmentand off-equipment maintenance of
aircraft and aircraft support equipment. Together, they
provide the Wing level guidance to maintenance managers and
their staffs for directing and controlling subordinate
maintenance activities in compliance with command
maintenance policies and operating instructions (68:1)
Duties and responsibilities for all managers and guidelines
for all workcenters are contained in these volumes. Volume
I1 deals specifically with maintenance management and the

Deputy Commander for Maintenance (DCM) (68:2).
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DCM The MAC DCM has the overall responsibility for
planning, scheduling, directing and controlling the
maintenance function for a given Wing. Authority for
achieving this responsibility is delegated to squadron
commanders and various staff functiona. Productivity
planning and measurement take place at esach of these levels
for the purpose of meeting mission objectives. However, the
DCM staff functions of Plans and Scheduling (P & S), Quality
Assurance (QA) and Management Information Systems and
Analysis (MIS & A) have the responsibility to report to the
DCM concerning the ability of the maintenance organizations
to meet mission requirements within specified limits of
quality and timeliness (68:1-106).

P & S Plans and Scheduling is the DCM staff function
tasked with representing the DCM in negotiations with the
operations scheduling function to produce a flying and
maintenance schedule which makes the most efficient use of
resources (68:20). The operational planning cycle is
accomplished through a series of scheduling meetings where
the requirements of the operational miszion are reconciled
with scheduled and unscheduled maintenance to be
acconplished. n

Planning begins with a comparison of the unit's
quarterly flying hour allocation against the projected .
ajrframe availability. The quarterly projection is then

broken down into monthly planning schedules which reconcile
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the maintenance capabilities to known operational
requirements. Weekly meetings are held by maintenance and
operations to review the past week's accomplishments and
refine the coming week’s schedule.

Additionally, maintenance must plan long-range to
ensure the proper and effective use of maintenance resources
(68:20). The Maintenance Planning Cycle considers the
planning and support of mission requirements, particularly
the availability and serviceability of facilities, tools and
equipment, and material. Long-range planning is needed to
support future requirements such as Programmed Depot
Maintenance (PDM) schedules, Time Compliance Technical
Orders (TCTO), Quality Assurance activities and scheduled
exergi:el (68:20),

Plans and Scheduling maps out the function of the
maintenance complex for a given period of time. Production
planning starts here, but it must be tracked and evaluated
and compared to some standard before it translates into a
perforamance indicator such as productivity (68:21).

MIS & A This function provides information to the DCM
to evaluate how well the unit is meeting its requirements
» for flying and maintenance. The information gathered from

data systems within the maintenance complex is analyzed to

vyield answers to questions posed by maintenance managers

such as:




A. Were operations requirements realistic?

B. What were the causes of deviations from the
operational and/or maintenance schedule?

C. Are particular systems or equipment items
negatively impacting performance goala?

D. Are encugh qualified maintenance personnel
available to meet mission requirements? (68:108)

"The analysis process is defined as the methodical
conversion of raw data into a form useful for
managerial control. It begins when the data are first
assembled and ends when they are applied for decision
making or control."” (68:106)
The overall objective is to provide information which will
be used by maintenance managers to improve the maintenance
operation. This is accomplished by viewing maintenance
management reports, looking for trends and managing the
information systems (68:80).

The information analyzed by MIS & A can be reported
individually to concerned supervisors or directly to the .
DCM. MAC Reg 66-1 requires the MIS & A section to publish a
maintenance digest which summarigzes the performance of the
maintenance complex for the preceding month. Again, the -
overall objective is to improve the maintenance operation by
analyzing maintenance data (68:83).

Each unit must publish & maintenance digest each month
and send a copy to the MIS & A office of the Logistics

Maintenance Management Division at Headquarters MAC. At a d

pinimum the digest must have the following information:

1. Home Station Air Abort Rate
2. Labor Hour/Flying Hour
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3. Baase Self-Sufficiency Capability

4. Top Ten Man-Hour Consumers

§. Top Ten Failures by Work Unit Code

6. Delayed Discrepancies/Average Possessed Aircraft

7. Cannibalization/Departure Rate (88:83)

Attachment #1 of MAC Reg 66-1 Volume II contains the
formulas required to compute these measurements and others
which may assist maintenance management in evaluating
performance. Of these, only one refers directly to
ﬁroductivity. Productivity as defined by this formula
meagsures the man hours documented in the Maintenance Data
Collection System againast the total available time to
perform maintenance. For this formula and the others
suggested for use by Attachment #1, see Appendix C.

QA The quality of maintenance is the concern of every
indigidual working in the maintenance complex. The DCM
tasks the Quality Assurance staff function with the
responsibility of assessing equipment condition and
personnel proficiency. This is accomplished through the
Wing Quality Assurance Program (QAP) (68:62,64).

The QAP provides information to the DCM based on
sanples of unit equipment and personnel performance gathered
by the inspection procels; QA performs Quality Verification
Inspections (QVI), Support Equipment Technical Inspections
(SETI), Special Irspections (SI), document file inspections

for aircraft, acceptance inspections for depot returns and

personnel observations. Together these inspections and
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their evaluation provide a general view of the quality of
maintenance performed by a unit.

QA is the primary technical advisor in a maintenance
unit and it assists unit workcenters in the resolution of
quality problems. It also assists the MIS & A section in
developing a monthly condition summary. The summary
includes trend analysis of inspections and personnel
evaluations, a synopsis of inspection performance and
Detected Safety Violations (DSV) by workcenter, and
recommended corrective action (68:83).

QA is an important function in the management of a
maintenance unit. The level of quality maintained in an
organization reflects directly in its ability to produce
(51:?1). MAC's concern for quality is obvious in the
eanphasis which is placed on evaluating performance at the
unit level, but for the most part, the quality information
is not passed on to the Major Command. The information is
routed to the Wing commander at the discretion of tn. DCM

(€8:62-71).

Previous Research
The Defense community has been studying productivity

concepts and seeking to improve productivity performance for
some time. Since the subject is included in many different
fields of study, productivity related literature is found in
many disciplines including engineering, accounting,

economics, psychology, operations research and management.
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Additionally, research has been conducted in many different
types of organizations and at different organizational
levels. There are studies of productivity at the DOD level
as well as at the Major Command level. Large groups have
been studied as have indiv;dualn and small working groups
(69:68-80). Productivity improvement methods are usually
tailored to meet the needs of specific functional areas or
individual organizations. Those interested in productivity
improvement must find the information for their particular
problem from among hundreds of studies. For this reason,
this review will be limited to the literature pertaining
directly to productivity management in aircraft maintenance
units.

Measurement Methods Productivity measurement has been
appréached in a number of ways. Some attempts to measure
productivity in aircraft maintenance units have been
constructed around multivariate effectiveness model;. This
approach to the study of organizational effectiveness
attempts to build models which focus on relationships
between important variables as they jointly influence
organizational success. Such integrative models are
generally comprehensive and attempt to account for a larger
proportion of the variance in effectiveness. Additionally,

they typically hypothesize how the variables under study

relate to one esnother (69:73).




Macro Measurement In a study contracted by the Office
of Naval Research in 1976, 17 multivariate models of
organigational effectiveneas were reviewed (70:10-13). The
models were evaluated in terms of their basic evalustion
criteria, their normative or descriptive nature,
generalizability and derivation. Aircraft maintenance units
were among the organizations to which the models were
applied. Of the problems noted with this approach, the most
significant were related to the overall relevance of the
findings and the level of analysis performed.

The gquestions asked by the researchers were, "Do the
models enhance the understanding of the daily activities of
organizations” and "do they enable managers to make
predictions which may affect productivity?" The study
concluded that if such models do not contribute to the
understanding of organizational structures, processes or
behavior, they are of little value. Those considered to be
most useful examined relationships between important
variables within s systems framework capable of enhancing
the understanding of organizational dynamics (70:13,14).

The study also noted that among models little
integration was made between macro and micro models of -
performance and effectiveness. For example, a study may
concentrate on organigational models or human factors within

an organization, but seldom are the two levels examined as

they contribute to another. Most models dealt exclusively




on the macro level, ignoring the relationships among
individual measures and productivity. The authors
congidered it of paramount importance to be able to tell
managers in specific terms how they can improve their
organization’s effectiveneas, thereby improving
productivity. They felt the ability to make meaningful
recommendations was not improved by looking at only the
overview (70:14).

Suggestions for future work focused on the examination
of operative goala. This involves identifying the intended
goals of the organization as opposed to its "official goals"”
and then measuring the degree to which the intended goals
are being achieved. The contention is that such an approach
reduces reliance on value premises about what an
organization should be doing and relies instead on what it
is actually trying to do (70:16). The challenge, of course,

is to identify the measures of goal achievement in

quantitative terms.

Selection of the most significant variables from among
the countless inputs into a productivity model is a problem
addressed by a large body of research. Between 1972 and
1980, the Air Force Human Resources Laboratory either
contracted or participated in approximately 120 studies
dealing with productivity measurement. From those reviewed
for this research, the majority were concerned with

identifying valid measures to be evaluated. One such study




conducted by Arizona State University dealt specifically
with Air Force maintenaace organizations (69:65-109). Of
the studies reviewed, none dealt with analyzing current
productivity measurement methodology in the aircraft
maintenance environment. JInstead, the studies concentrated
on establishing new measurement methods.

Micro-Measurement The Arizona State University
Department of Industrial Management Systems Engineering was
contracted by the Air Force in 1960 to develop a planning
model for Air Force Maintenance Organizations. Performance
prediction equations for maintenance squadrons were
generated using stepwise, multiple regression analysis.
Three independent survey instruments were administered to
samp%es of up to 180 maintenance technicians for the purpose
of identifying dependent and independent variables to be
used in the model development. Two basic variables were
identified as model outputs; technician performance rate
(speed of work) and performance quality. The models
integrated 48 prediﬁtor variables related to performance,
organizational structure, job tasks and personal
characteristics. The resulting models provided predictions
of sguadron performance while emphasizing the significant
factors which contributed to maintenance effectiveness

(71:15-35). The study concentrated on the micro view of

productivity as seen by the technicians involved in the




daily maintenance activities. The view of the wing and
copmand level managers were not considered in this research
(71:48).

Integration 1In October 1980, the Air Force Human
Resources Laboratory released a study by the Maryland Center
for Productivity and Quality of Working Life which
identified productivity measures at both the organigational
and individual level. The object’ -~ of the study were to:
clarify the meaning of productivity as it applies to Air
Force Organizations, describe and critique different
productivity measurement methods, and to describe a
pt ‘cedure for generating productivity measures in Air Force
Organizations.

.The study resulted in several conclusions significant
to productivity measurement in aircraft maintenance units.
Among these was the assertion that an organizational
productivity messurement plan should include multiple
measures of both efficiency and effectiveness.
Additionally, efficiency and effectiveness measures should
be developed for the key facets of mission performance.
Recognieging the unlimited number of possible productivity
measures, the study suggested care should be given to the
sslection of those measures which are judged to be most
useful to a particular organization (5:76-82). In keeping
with the research cbjectives, the study developed a

nethodology for gen~rating ,roductivity indicators. The
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results were incorporated into future studies and have been
applied in various forms at Air Force organigations.
However, the study did not address the usefulness of
existing measures of productivity as they relate to desired
productivity improvement.

Apblication In 1987 the University of Houston's
Department of Psychology and Institute for Organigzational
Behavior Research conducted a field study using many of the
precepts defined by earlier work (5:19-43). Robert
Pritchard led a research team in developing a productivity
measurement system to be tested at five operational units
in the aircraft maintenance and supply functions of an Air
Force base. The productivity measures derived from the
system were used as a basis for feedback to the units. The
feedback was presented to each unit and used for the purpose
of setting goals and defining incentives (72:35-41).

Results proved to be an effective way to measure and improve
productivity. The study concluded that feedback increased
productivity substantially and that goal setting enhanced
productivity even more. However, incentives did not seem to
improve productivity ovof what had already been gained. The
conclusions most important to this research vere those .
pertaining to the development and application of measures in

the aircraft maintenance unit. ’

The Communication/Navigaticn (Com/Nav) branch of an

Avionics Maintenance squadron was the test unit for the




aircraft maintenance function. Meetings were held with the
Com/Nav supervisors to identify outputs and methods of
measurements. The outputs were called products and could be
measured both qualitatively and quantitatively. For
example, the supervisors considered one product to be the
Qquality of repair. They chose to measure the success of
providing this product by examining the number of items that
were returned immediately after repair, and by examining the
percentage of quality control inspections passed by the
workcenter.

After 2-veloping a list of products and indicators,
they established contingencies. The term contingency refers
to the relationship between the amount of the indicator and
the effectiveness of that amount of the indicator. This
concept was derived from an earlier work by Tuttle dealing
with productivity (5:76-103). Referring again to the
product, quality of repair, and its indicator, percentage of
passed quality inspections, contingencies establish the best
and worst level of performance expected in that area. Once
these performance limits are established for an indicator,
they are viewed in relation to the affect on the overall
effectiveness of the workcenter. In this way, each
indicator is ranked according to its impact on
organizational performance.

The system worked quite well when tested.

Productivity, as defined by the contingencies, improved
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dramatically. - However, a follow-up study on the same
military organization concluded that supervisory interest
had declined and the system had been discontinued (73:69-
115).

The same approach to measurement and enhancement has
been applied to other organizations, but only ones
characterized by a highly controlled environment, such as a
back shop or pure production function (74:1-18). These
types of organizations are easier to study because of their
controlled routine. However, the need still exists for en
application in a more dynamic work environment. The study
concluded that the primary reason for dropping the program
was the assignment of new managers who did not see the
program’'s merit. They said that it was too complicated and
demanded too much additional time from supervisors who were
already stressed for time. This follow up study,
highlighted the need for an overall measure of productivity
which would integrate the numerous measures in use, yet not

serve to complicate an already exceedingly complex task.

gconclusiopn

Productivity management in the Federal Government and
particularly in the DoD is a difficult task. The process
begins by defining productivity in terms of labor output;
however, at the operational level the definition becomes
more complicated as the units seek to measure both

efficiency and effectiveness. The resulting measures are
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nunerous and are considered under the umbrella of
performance indicators in general. MAC does not appear to
provide information to the Federal Productivity Measurement
Project and the multi-factor approach to productivity
measurement suggested by AFR 25-3 is implemented only at the

Wing level.

The Maintenance Management System in MAC utilizes the
measurement and analysis of maintenance data to monitor unit
performance based on Command standards. However, Command
performance standards address only a few areas which could
be viewed as productivity concerns. The majority of the
responsibility for the evaluation of performance and the
development of standards is left to the operational units.

Many studies have been done on productivity
nesc&roment. Those studies conducted in the military
environment have, for the most part, been concerned with thg
micro view--understanding what makes individual workor. more
productive. The underlying idea is that if individual
productivity is enhanced, organizational productivity
improvement is sure to follow (5:61-73). Having the
technician's viev is indeed important; however, they have a
very limited view of the overall mission of a unit. A more
useful approach for evaluating productivity would be to
identify pertinent measures based on the desired outputs of

maintenance managers in relation to higher headguarters
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objectives. Once this esssessment is made, one could then

test the relationships between the individual measures of v
productivity and the overall productivity objectives of the
unit. [ }
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Intreduction

This chapter describes the method of research used to
ansver the research questions presented in chapter one. The
purpose of this research was to explore the manner by which
aircraft maintenance units measure productivity, identity
the measurement methods in use and to understand their
application. In order to accomplish a complete study of the
problem as stated in the introductory chapter, the research
was conducted in three stages. The first stage consisted of
a background study and review of literature dealing with
productivity management, both in generel and more
specifically within the DoD. The second stage of research
congisted of telephone interviews with maintenance managers
in MAC. The interviews were conducted to gain an
understanding of management attitudes toward productivity
neasurenent and to identify the specific measures
implemented by the MAC wings. Finally, specific measurement
data, identified by the interviews, were statistically
analyzed. These oxplorot;ry efforts provided the
information necessary to understand the theoretical
relationships of the identified measures and suggest
. alternative methods for productivity measurement in aircraft

maintenance units.
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Stage 1: Background Study v
The background study was conducted to identify the

development of productivity management through historical N

review of management concepts, various definitions of

productivity and current tfplicutiono within the private

sector. Implicit in the background study was the

identification of measurement methods and their application

as a part of productivity management. The sources for the

background study were management texts, and journal

articles.

After establishing an understanding of productivity
management in the private sector, the researcher reviewed
governosent documents establishing guidelines for
productivity management within the public sector and
specifically within the DoD. Directives and regulations
were reviewed through each level of managesent from the
Office of the President of the United States to the MAC
aircraft maintenance units at the wing level. Additionally,
DTIC documents vere reviewed in order to determine what
other reseurch had been done in the area of productivity
nanagenment within the DoD and specifically what research
pertained to Air Force aircraft maintenance. The purpose of
the literature reviev was to offer a comparison of

productivity sanagement methods in the DoD and to identify

the nmeasurement criteria at sach level of command.
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Stage 2: Interviews

Having developed a baseline cof productivity management
measures and apprlications in both the privete sector and the
DoD, the next logical step in the research was to determine
how these measures were actually being applied within the
MAC maintenance units. An interview instrument was
developed and tested for this purpose. The researcher chose
to use a structured interview but used open ended questions
so that each answer could be explained fully and to ensure
the respondent understood each question. The interview
instrument was reviewed by AFIT faculty and revised to
improve its content validity. A pretest of the instrument
was then conducted at the 2750th Test Wing at Wright-
Patterson AFB, Ohio. The Wing DCM and the chief of the
maintenance analysis section were interviewed and further
revigions made to the instrument. These revisions vere
intended to ensure the respondents understood productivity
terms as defined by the Air Force. This strengthened the
construct validity of the instrument. The resulting set of
questions is included as Appendix E.

After initial interviews at the MAC headquarters to
determine the flow of productivity information within the
command, the comptroller, prograss and resources and
logistics directorates were contacted. Telephone interviews
vere scheduled with these directorates to establish how each

interacted with the wings to monitor the command's
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productivity and to determine how the information from each
directorate came together at the headquarters level.
Telephone interviews were then conducted with
maintenance managers at ten MAC wings. The individuals
contacted were Deputy Commanders for Maintenance or their
designees and the Chiefs of the Wing Maintenance Analysis
sections. The purpose of the interviews was to identify the
measures in use at the wing level and to understand how the
broadly defined concepts presented in the background study
and literature review were actually being implemented. The
DCM interviews gave an indication of the direction
productivity management in each Wing was taking while the
interviews with the Chiefs of Maintenance Analysis indicated
specifically how these directions were being pursued.
Stage 3: Detajled Data Collection and Analvais
Evaluation of the measures specified in stage two as
being used at the Wing level to manage productivity was
conducted in three parts; data collection, quantitative
analysis and qualitative analysis. The purpose of this
snalysis was to identify those measures most significant for
the assessment of an aircraft maintenance units
productivity. .
It was necessary as part of this snalysis to categorize
each identified measure as either an input or an output. As
stated in chapter 111, the DOr definition of productivity is

8 ratio of inputs to outputs. Outputs are defined as the
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final products produced or services rendered in a measurable
functional area. Inputs are defined as the amount of
resources utilized to produce an output (63:34). Because it
was unclear which of the identified measures was intended to
be the best indicator of a unit’s productivity, each measure
categorized as an output was used as the dependant variable
in a series of regression equations. The remaining measures
functioned as independent variables.

From the information gathered by the telephone
interviews, the thirteen most commonly used measures were
jdentified. Of the ten wings interviewed, six were chosen
to contribute data because they were networked into a
central database management system monitored at HQ MAC.

This made the data collection easier to accomplish because
it c;uld be gathered at one location. The remaining wings
utilized local data systems which would have to be accessed,
individually. The time constraints of this research
precluded gathering data from these wings.

Using the information gathered in the interviews and
the researcher’s personal experience of ten years in MAC
aircraft maintenance, a lbgicul aocdel was developed. The
purpose of the model was to categorize the thirteen measures
as either inputs or outputs according to the DOD
productivity definition and to establish the relationships
apong them. The model was then verified and validated

through review by a total of five students and instructors
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at AFIT with experience in the aircraft maintenance career
field. Suggested changes were made to the model based on
their input and logical explanations were developed for each
association of measures within the msodel. The basic intent
was to establish preliminary theory as to how each measure

contributed to the overall assessment of productivity within

the maintenance units.

A correlation matrix of all the variables was
programmed in the System for Elementary Statistical Analysis
(SAS). The resulting associations served to either confirm
or question the relationships among the measures first
purposed by the logical model. Additionally, conclusions
were drawn to identify redundant measures by logical
interpretation of the matrix. The basic rationale for
identifying redundancy was that if two measures were highly
correlated with a third, and the two measures were highly
correlated with each other, then the measures might be
redundant (or collinear). Those mesasures seeming to
indicate redundancy were then logically evaluated to
determine if both assessed the same aspect of productivity.
If so, the redundant nonnbron were considered as candidates
for elimination from the productivity models.

The next step was to revise the model to include only
those measures which contributed best to the assessment of ’

productivity. This step was performed by confirming the

findings of the correlation analysis with an additional test




using stepwise regression. To confirm the validity of the
basic ascumption concerning redundant measures, all measures
were regressed to each output measure. Stepwise regression
using the backward elimination procedure was performed for
the purpose of retaining only those measures which moat
significantly explained the variation of each output
measure. The backward elimination process was used because
it began with all the measures and eliminated each one as it
vas tested by itself and in interaction with the others. 1If
more than one independent measure contributed in the same
manner to the output measure, only that which contributed
most significantly would be retained in the model. The
measures which remained in the model were assumed to
contﬁibute the most to the explanation of the output
(dependent) measure.

A stepwise regression was performed for each of the six
peasures jidentified as outputs. The model which was
indicated to be most useful to explain the relationships of
the various measures was compared to the original logical
model. As the relationships of the variables weres either
confirmed or questioned, logical explanations were sought
for practical validation. The output measure and
contributing seasures which tested most useful were
deterained to represent "The Productivity Model." The most

significant output measure was substituted for productivity

and the contributing measures were determined to be the best




inputs to productivity in the context of this study.
Finally, the revised model was tested for interaction among ¢
the measures and residual analysis was performed. The

analysis of the residual plots for each measure confirmed or

]
questioned the validity of the final logical model and
further established the model's
Y « pet. 1 x| « DO102 12 + Dolald 28§ »..DOIAK XX
outpuis = all other measures
MODEL | MODIL 2
MODEL 8.
Q‘“Gﬁ"ﬂon
highest R“2 gnd global 7 » mon useful model
Productivity ¢ l(mn).morn...)
%Tiure 2 Stepwise Regression Analysis {for Productivity
Measures.
usefulness. Figure 2 demonstrates the logical flow of the
preceding analysis.
The critical interpretation of the information gathered
from the gqualitative and quantitative analysis of the o

research data was accomplished by comparing the research
findings to the information in the background study and

litearature review. A final comparison of the analysis

results to what was learned about productivity in the public




sector established the basis for conclusionsa and
recompmendations concerning the stated problem in keeping

with the research objectives.

Sunmery -

This study was conducted to explore the method of
productivity management in aircraft maintenance units in the
Military Airlift Command. The background study and
literature review established the level of concern for
productivity management in both the private and public
sectors of the economy. Additionally, the methods of
productivity management employed in the DOD and the U.S. Air
Force were explored with emphasis on the identification of
the required measurement methods as they are implemented at
each level of command. Having established a baseline of
information, maintenance managers from ten MAC wings were
interviewed to identify how productivity is measured at the
wing level and to establish how these measures are utiliged
for productivity management. As a result of these
interviews, thirteen measures were identified and
statistically analyzed. bimple correlation and stepwise
regression were used to establish the relationships among
the variables and to eliminate redundancy. The remaining
measures vere evaluated as to their logical usefulness for

the explanation of productivity in aircraft maintenance

units.




Introduction )

This chapter presents the answers to the research
questions posed in chapter I. The sources used to gather
data consisted of a background study, literature review and
telephone interviews. The review of regulatory guidance
provided a view of current methodology for productivity
measurement in the Military Airlift Command. Telephone
interviews conducted with MAC maintenance managers confirmed
the measurement methods actually used at the Wing level and
established the flow of productivity information to the
Major Command headquarters. Once the measurements were
1den£ified. six months of data for each measurement was
gathered from the various wings and analyzed to determine
the relationships among the measures as they effect
productivity in aircraft maintenance units.
Current Productivity Measurement

Productivity management in the Federal Governaent is
concerned with labor output. The presidential order which
serves as the primary guidance for productivity improvement
defines productivity as the efficient use of government
resources to produce a desired output in the form of goods
and services. Each DOD component gathers labor hour data
and reports it to the Bureau of Labor Statistics to be used

in conjunction with data from the private sector. Together
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these data inputs yield a national productivity figure for a
given year.

Productivity data from the DOD components are gathered
by functional area from existing data systems. Those
gathered to measure Air Force aircraft maintenance
productivity are primarily in the areas of intermediate and
depot maintenance actions. These data are gathered from the
Air Force Logistics Command and ind!:ated by the number of
items processed. The data is routed through the Air Staff
where it is verified, compiled and submitted to the Bureau
of labor Statistics.

In addition to the macro measurement of labor
productivity, each Major command is responsible for
establishing productivity goals and developing programs for
managing productivity in compliance with AFR 26-3. The
maintenance management system in MAC utilizes the
measurement and analysis of maintenance data to improve unit
performance based on Command standards. The Command
standards deal specifically with departure reliability and
mission capable rates. The responsibility for development
and evaluation of performance standards which contribute to
the effective and efficient performance of the operational
mission is left to the operational units.

Each operational wing in MAC must comply with MACR 66-1
which establishes the maintenance management system.

Included in this regulation are a number of suggested
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measures to assist in performance evaluation and
enhancement. v

Because of the broad definition of productivity as a
measure of both efficiency and effectiveness, several »
measures are used by each wing maintenance activity. It is
up to the unit to define the measures which help to evaluate
the accomplishment of unit objectives.
Interview Copduct

Telephone interviews were conducted with wing level
maintenance managers and directorate level managers at HQ
MAC. Wing Deputy Coumanders for Maintenance or those whom
they designate and Chiefs of the maintenance data analysis
sections were asked a series of questions to establish the
level of familiarity with productivity initiatives in the
Air éorce. identify specific productivity measures used by
aircraft maintenance units and to explain their opinions
concerning productivity management at the wing level.
Managers within the comptroller, programs and resources and
logiatics directorates were asked the same series of
questions to establish the flow of information from the
wings to the HQ and how the information is used once
received.

Twenty three interviews were conducted. Three were
conducted within the Directorates at HQ MAC while the

remaining twenty were split evenly among DCM's and Chief’'s

of analysis at ten MAC Wings. The following narratives are




sunmaries of the responses dealing specifically with the
research questions as presented in chapter 1I.
Interview Findings

Research Question 1: Are aircraft maintenance
managers familiar with Air Force guidance concerning
productivity measurement?

Finding 1: Fifty percent of those interviewed were not
famlliar with AFR 25-3, the Air Force Productivity
Enhancement Program. Of those familiar with the regulation,
the majority thought of it as a continuation of the Model
Installation and Suggestion programs. There was no detailed
knowledge of regulatory guidance for the measurement of
productivity at either the Major Command or ¥Wing level.

When asked which aspect of productivity concerned them
most, efficiency or effectiveness, the responses varied by
functional grouping. The DCM's responded overwhelmingly
that effectiveness was the primary issue in productivity
measurement. The maintenance data analysts and HQ level
managers felt both issues were of equal importance. 1In
general, all groups agreed that efficiency would become
increasingly important with the current defense reduction.

Thirteen of the twenty three respondents considerec
productivity measurement to be an important issue. They
believe quantitative measurement of maintenance data to be

the only valid method of tracking the overall performance of

a unit. Those who did not consider productivity measurement




to be an important issue cited problems with the Maintenance
Data Collection System. Many felt the MDC system was too
subject to error for the resulting measures to be truly
valid. The respondent from the Comptroller Directorate
explained that aircraft maintenance had little input to the
command level productivity picture. He claimed productivity
is a function of cost and is measured by the ratio of cost
per unit of support. Although the aircraft maintenance
function does factor into the cost of support, productivity
management emphasis is placed on cost management as opposed
to the individual support processes.

Research Question 2: What methods of productivity
measurement have been specified by regulation for aircraft
maintenance units?

Finding 2: The respondent from the Comptroller
Directorate was the only cone from the HQ level awvare of a
specified measure for aircraft maintenance productivity.
Supply cost per flying hour is the input associated with
aircraft maintenance. It is reported by the Resource
manager at each wing to HQ MAC. The DCM’'s did not have
specific knowledge of reqhircd measures, but felt that
departure reliability and mission capable rates were the .
measures of greatest concern to MAC. The maintenance data
analysts referred to MACR 66~1, Volume II as listing the
requirements for productivity measurement. Paragraph 4-14

of this regulation lists seven reports which must be
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generated for inclusion in the monthly maintenance digest.
These reports are viewed by maintenance managers as meas -es
of productivity. For the remaiader of this study the
reports will be referred to as productivity measures.

The required rmeasures of p;oductivity are:

1. manhour per flying hour

2. cannibalization actions per aircraft

3. avaiting maintenance discrepancies

4, awvaiting parts discrepancies

5. maintenance air aborts

6. bage self sufficiency

7. high component failures/work hour consumers

Research Question 3: Which of the specified methods of
productivity measurement are actually implemented?

-Finding 3: The purpose of thias question was to
discover if the measures actually in use at the wing level
were consistent with regulatory guidance; therefore, only
wing level responses were recorded. The majority of
respondents in both functional groups at the wing level
stated that all required measures were roported and used by
maintenance managers. The remaining respondents agreed that
all required measures are reported, but they asserted that
their actual use is situational. For example, if awaiting
maintenance discrepancies exhibit an upward trend over time,

only then do they become an item of interest. They alao

cautioned that no measure should be used in igolation for




productivity measurement. All respondents agreed that the
measures in use must be viewed together as in the multi- ’
factored approach.

Research Question 4: Are there methods of productivity »
measurement used by aircraft maintenance organizations other
than those specified by reﬁulation?

Finding 4: There are measures in use in addition to
those required by regulation. Mission capable rates and
departure reliability rates, although not included in the
list of required measures, are reported by every MAC wing.
Departure reliability has been the traditional measure of
effectiveness in MAC. However, in an effort to standardize
the meajure of effectiveness across commands in the Air
Force, mission capable rates have been increasingly
emphisized. Appendix F exhibits the correspondence between
the Department of the Air Force and HQ MAC which established
the requirement for this emphasis. Appendix G lists the

measures gathered and reported by each wing interviewed.

Statistical Analyais and Findings

Research Question 8: What are the nature and strength

of the relationships among the measures implemented by

aircraft maintenance organizations? "
Finding 5: To answer this question the thirteen most

common measures used by MAC aircraft maintenance units were P

chosen and categorized as either input or output measures

contributing to an overall measure of productivity as




explained in chapter 1IV. A logical model was developed
from these measures and validated by the statistical
analysis of data gathered in each measurement area.

A Priori Logical Analvsis. The logical model presented
in Figure 3 is a representation of the thirteen productivity
measures most used by MAC. In parenthesis, between each
measure, is a negative or positive symbol which represents

the logical relationships among the measures.

Flgure 3 A Priorl Loglcal Model for MAC Productivity
Measures

The abserce of a symbol between measures (e.g. 1 and 7)

indicates that the relationship was not apparent to the

researcher.




Table 2 MAC Productivity Measures >
T e e

OUTPUT
Nomenclature Variable name
labor hour/flying hour msrl
mission capable rate msr2
repeat/reoccurring msr?7
discrepancies
maintenance scheduling msr8
effectiveness
maintenance air aborts msr9
homestation reliability msrl0
" enroute reliability msrill
training reliability merl2
INPUT
Nomenclature Variable name
cannibalization msrd
awaiting maintenance msr4
discrepancies
avaiting parts merS
discrepancies
average possessed aircraft msré )

base self sufficiency msrl3




Meagurement categories, The preceeding table exhibits

the thirteen measures chosen for analysis. The nomenclature
and corresponding variable name is identified for each

. measure. Additionally, the table exhibits how each measure
was categorized as input or output in terms of its
contribution to the basic productivity definition.

Recognizing the complexity of the relationships among
the measures shown, the model in Figure 3 is simplified to
show those relationships that are most obvious. The model
assumes that the measures positioned at the lower levels of
the figure contribute to those positioned above them. The
measures at the bottom of the figure are considered to be
the basic inputs which contribute to each measure above as
indicated by the connecting lines. The measures at the top
of the figure are the final outputs of the model.

Base self sufficiency (msrl3) is the measure of a units
ability to repair assets and return them to use. Msrl3 and
the average number of possessed aircraft (msr6) represent
the basic model inputs. These measures will affect all
other measures in the model, either directly, as in msr5 or
through other measurea, as in msrl.

Awaiting parts discrepancies (msr5) are aircraft
discrepanciea which have been troubleshot by maintenance
personnel, but cannot be repaired until a specific part is
received from supply. This measure represents the

responsiveness of the supply system to maintenance
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requirements., It is directly affected by marl3 and msré.
The number of possessed aircraft at sny given time (msré)
will affect the number of awaiting parts discrepancies by
increasing or decreasing the demand for parts from supply.
F rthermore, as the base intermediate repair facilities
eturn more items to use (msrl3) the demand on supply is
reduced which in turn reduces the number of awaiting parts
&iscrepancies.

The average number of aircraft possessed by a wing
(msr6) and the awaiting parts discrepanciea (msar5)
contribute to the number of discrepancies awaiting
maintenance (msr4). Discrepancies awaiting parts become
awaiting maintenance once the parts are received and until
the ;epair task is completed. Also, because an aircraft
system may be awaiting parts for one component while other
components in the gystem alsc require maintenance, the
repair of the entire system (all bad components) may not be
accomplished until the part in question is received. Each
aircraft possessed by a wing represents some potential
number of maintenance tasks. The number of tasks increase
or decrease with the number of aircraft possessed (msr6) as

do the number of discrepancies awaiting parts (msr5) and Y

maintenance (msr4).
Manhour per flying hour (msrl) represents the
maintenance effort expended to sustain an aircraft for one

hour of flight. The model indicates that awaiting
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maintenance discrepancies (msr4) and the number of

. cannibalization per aircraft (msr3) have a direct affect on
msrl. These measures repreaent the total maintenance
- effort. All awaiting maintenance discrepancies represent

potential manhour consuming tasks. Likewise, every
completed task was at one time recorded as an item awaiting
maintenance. Therefore, an increase in msr4 will cause in
increase in msrl.

Cannibalizations are a result of the inability of
supply to provide the needed parts. An increase in asr5 may
result in an increase in msr3 as parts are taken from other
aircraft to make up for the lack of parts in the supply
system. These cannibalization actions add to the manhour
per flying hour rate for a given wing.

The next level of relationships in the model is
somewhat unclear. The model shows that msrl contributes to
mission capable rates (msr2) via repeat/reoccurring
discrepancies (msr7), maintenance scheduling effectiveness
(msr8), and maintenance air aborts (msr9). However, it is
unclear whether the net relationships are positive or
negative. For example, does more maintenance effort (msrl)
decrease the number of repeat/reoccurring discrepancies
(msr7), or does the increased requirement for maintenance
suggested by a higher manhour per flying hour rate increase
repeat/ reoccurring discrepancies? Maintenance scheduling

effectiveness (msr8) measures a unit’s ability to meet the
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Periodic maintenance schedule. Maintenance air aborts
(msr9) are those aircraft which must return to base because i
of maintenance problems encountered after takeoff.

Measures seven, eight and nine directly affect the ’
mission capable rate (msr2). As repeat/reoccurring
discrepancies and maintenance air aborts increase, a unit’s
ability to provide mission capable aircraft is decreased.
However, maintenance scheduling effectiveness positively
affects mission capable rates. Aircraft are required to be
inspected and maintained at certain intervals. The aircraft
cannot be declared mission capable if these periodic
insrections and the resulting maintenance is not completed.

The upper portion of the model represents the final
output of the total maintenance effort. Departure
reli;bility rates are the traditional measure of maintenance
productivity in MAC. Homestation, enroute and training
departure reliahility are represented in the model as msrlo0,
msrl]l and msrl12 respectively. Mission capable rates (msr2)
impact each of the departure reliability rates for any given
ving. The more aircraft a unit has ready to perform the
required mission, the more likely the aircraft will takeoff
on time. On time takeoffs are the bottom line measure of a
units productivity in terms of effectiveness.

Correlational Analysis. Figure 4 exhibits a comparison
of the a priori logical model and the same model after

correlational analyais. The numbers on the right-hand model
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represent the actual strength and nature of the original
v relationships. The correlation matrix from which these

figures were extracted is presented in Appendix H.
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?fgure 4 A Comparison of the Logical Model Before and After
Correlational Analysis
It is readily apparent that associations assumed to be
logical in the priori model are not uniformly upheld by the’
correlational analysis. Ten of the thirteen posited
relationships appeared to be either strongly or marginally
supported. However, the a priori model suggests a positive -
relationship between msré and msrf, while the correlation
analysis exhibits a negative relationship betwesn these
* measures. This relationship indicates that awaiting parts
discrepancies increase as average posseassed aircraft
) decrease. Likewise, the relationships shown between asr2

and mer7, and msr2 and msr9 after correlational analysis do

not agree with the general understanding of these measures.




The correlations suggest that the associations between these
measures are positive. In other words, as repeat/
reoccurring discrepancies and maintenance air aborts
increase, the unit’'s mission capable rates seem to increase.

Another observation to be made from the comparison of
these models is the relatively weak correlations among some
measures. The a priori model is based upon the assumption
that these measures have significant associations. Logic
suggests that the association between average possessed
aircraft and awaiting maintenancs discrepancies is
reasonably strong. As a unit possesses more aircraft the
requirement for maintenance tasks will most likely increase
which will in turn increase the number of awaiting
maintenance discrepancies. However, the correlational
onol;sin shows the association between these measures to be
very weak. Instead, the strongest association with awaiting
maintenance discrepancies seems to be cannibalization.

In light of these counter-intuitive findings, the
analysis suggests that the associations between the measures
are either much more complex than originally thought or that
many of the measures may provide redundant information.
After viewing the correlation matrix presented in Appendix
H, redundancies appeared possible between the following

pairs of variables:
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1. mission capable rates and cannibalization

(-.662)

2. cannibalization and awaiting parts

discrepancies (.664)

3. enroute and training reliability (.348)

The above information suggests that mission capable
rates, cannibalization and awaiting parts discrepancies may
largely overlap in terms of the information they convey to
nanagers. Having understood that awaiting parts
discrepancies are an indication of supply’'s ability to
provide the needed parts to maintenance, it follows that
cannibalization and mission capable rates may be considered
follow-on indicators of supply support.

Reliability rates measure the overall effectiveness of
a units maintenance effort. Traditionally, homestation
reliability has been the primary performance indicator for e
MAC wing. However, homestation c-eliability can be
manipulated by the local maintenance managers.
Cannibalization of parts, replacing aircraft with scheduled
spares and expediting priority tasks are all ways of
ensuring high honont.tion'rolilbility rates.

¢ Enroute reliability is more of an indication of an

aircraft ability to perform the mission because it is not

- subject to the same level of manipulation. Therefore,

enroute reliability rates may be a better indicator of the

quality of maintenance performed at homestation as it




sustains the aircraft in the system. Training reliability
has the lowest priority at homestation., A high training
reliability rate also indicates high quality maintenance.
If the low priority missions are reliable, then the overall r
reliability of the unit’s aircraft will likely be high as
well. Consequently, both training and enroute reliability
rates may be good indicators of a unit's maintenance
étfectivenens and quality level.

Ressarch Question 6: Of the measures implemented by
aircraft maintenance organizations, which contribute most
significantly to explaining maintenance productivity?

Finding 6: Stepwise regression was used to evaluate
the model which best described a maintenance units
productivity. Redundant measures do not appear in the
resulting models because the stepwise elimination of the
measures will retain only those that are most significant.
Several models were tested. Table 3 exhibits the dependant
variable, the significant measures, R-square and global F
values for each model tested. The regression analysis
output is presented in Appendix I.

The information in Table 3 exhibits the most
significant measures for each of the output measures v
identified. Of the eight models tested, manhour per flying
hour has the highest R square and global F values. The R

square value of 96% represents the fraction of the sample

variation of the dependent variable that is attributable to




Table 3

Comparison of Stepwise Regression Results for MAC
Productivity Measures

DEPENDANT VAR.
(productivity)

manhour/flying hr
( msrl )

mission capable
rates {(msr2)

repeat/reoccurring
discrepancies
(msr7)

maintenance sched
effectiveness
(msr8)

maintenance air
aborts (msr9)

homestation rel.
(msr10)

enroute rel.
(msrlt)

training rel.
(msrl2)

SIGNIFICANT MEASURES
(0.01 level of sig.)

Base 1,3,4,5,6
" Bsre
msr8

Base 1.2.3’6
asrd
nsr4
msrd
merb

Base 1.2,3’4.697
msr2
msré4
msré

Base 3,8,7
msrd

none

Base 8
msrf
osré
msrl3

Base 1,3,4,5,6
msré4

Base 1,3,6
asrd
asrd
osrf
osrl3

Rsquare Global F

(prob>F)
0.989 79.83
(0.0001)
0.734 13.48
(0.0001)
0.828 17.90
(0.0001)
0.562 13.84
(0.0001)
0 0
0.429 5.84
(0.0013)
0.588 6.73
(0.0003)
0.618 6.08
(0.0001)




the dependant variables in the regression model. In
general, the larger the R square value is, the better the
model fits the data. The global F statistic is the result
of the test of global usefulness for each model. According
to the information in table 3, 80X of the variability of the
data is explained by the manhour per flying hour model with
a 99% level of confidence. The form of this model is shown
as:

productivity: msr]l = 71,27 ¢+ 1265.45 bl - 19.16 b3 -

22.58 b4 - 32,09 b5 - 31.99 b6 - .4718
msr2 + .1317 msr8

Not surprisingly, this equation seems to indicate that
the model is highly dependant on differences among the
various bases from which the data was gathered. This
suggests that factors unique to a given base strongly affect
the ;roductivity of a unit. Identifying these factors is an
area for future research. The information of interest to
this study is the indication that mission capable rates and
maintenance scheduling effectiveness are the measures which
best explain manhour per flying hour and may therefore be
the most useful indicators of a unit'’s productivity.
However, mission capable rates and maintenance scheduling
effectiveness are among the measures classified as outputs.
Therefore, it is important to address these measures in the

context of the inputs which contribute to their development.

If managers understand which inputs are most significant to
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these measures, they may be able to control their effect on
the unit's productivity.

Table 3 indicates that mission capable rates are most
significantly affected by cannibalization rates (mar3),
awaiting maintenance and awaiting parts discrepancies (asr4
and msrf) and average possessed aircraft (msré).
Additionally, maintenance scheduling effectiveness is
affected most significantly by the numaber of discrepancies
awvaiting parts (msr§5). These measures are indicated by the
models determined to be the third and fourth most
significant models in the table. When these relationships
are combined with those identified in the manhour per flying
hour model, a more complete model emerges. The R square and
global F values are not as strong for these models as for
the Qanhour per flying hour model which substantiates the
supposition that other measures contribute to the overall .
output from a subordinate level.

FPigure 5 shows the logical model resulting from this
analysis in comparison to the a priori logical model.
Further piecewvise additions to this model would seens
inappropriate due to the rapidly decreasing statistical
significance of the regression models produced and an
absence of apparent raticnale for how these models relate to
each other or to the overall model produced thus far. The
final logical aodel exhibits the three output measures most

significant from among the seven shown a priori. Four of
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the original five inputs remain. Understanding which

outputs are most aignificant and identifying the .
contributing inputs may enable the maintenance manager to
more offect#vely focus on areas which enhance productivity. 4

3 4 6 5

?Ikure 0 Comparing the A Priorl Model With The Final
Logical Model for MAC Aircraft Maintenance Units

Sunmary
The research conducted to support this study provided

significant insight into productivity measurement in MAC
aircraft maintenance units. MAC requires each unit to

publish a monthly maintenance digest containing at least
seven managenent reports. Each unit publishes additional

reports according to local concerns and includes them with
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the ones required by MAC. These reports are collectively
viewed as productivity indicators and used for trend
analysis.

Thirteen of the most commonly used productivity
measures were chosen for statistical analysis. An s priori
logical model was developed to explain the currently assumed
assoclations of the measures as they relate to maintenance
productivity. The assumed associations of the measures vere
largely, but not completely supported by the statistical
analysis. Regression models were developed to isolate the
measures which best explain productivity as defined by the
DOD and stepwise elimination reduced the contributing
measures to those most significant. A combination of three
regression models produced a revised overall productivity
nodei.

Chapter VI, Conclusions and Recommendations, will
further explain the outcome of this research. Based oﬁ the
literature review, responses to interviews, and statistical
analysis, conclusions are drawn and recommendations made.
Also, suggested topics for further research in the area of

aircraft maintenance productivity are addressed.
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Introduction 4
This research effort was undertaken to explore

productivity measurement in aircraft maintenance units,

gpecifically focusing on the Military Airlift Command. This

chapter details the conclusions drawn from the findings and

analysis of the research questions presented in chapter one.

The conclusions are based on effective compliance with

regulatory guidance as vell as integration of current DOD

productivity measurement methodology with industrial trends.

Further discussion of the conclusions provides additional

insight into the problems faced by MAC in the effective

measurement and management of aircraft maintenance

productivity. Additionally, the current trends in

productivity management as discussed in the background

chapter are briefly applied to the research findings.

Recommendations are made for the improvement of productivity

measurement in aircraft maintenance units and for future

regsearch to be conducted in this important area.

Conclusions »
1. Aircraft maintenance managers in MAC are not

familiar with the Air Force guidance concerning productivity

measurement. Therefore, measurement methods and application

are inconsistent and do not support the intent of the




Productivity Improvement Program for the Federal Government
as directed by the President.

2. The seven reports required by MACR 66-1 Volume II
for inclusion in the monthly maintenance digests of each NAC
wing were used as sources for productivity information in
this research. However, there are no specific productivity
indices for aircraft maintenance in use in MAC. 1Instead,
the information reported is used together as a kind of
multi-factor measure of performance in general. The
significance assigned to each measure in performance
evaluation is not consistent among the wings and there is no
clear guidance in this regard established from within the
Major Command.

3. Each wing gathers data and reports information in
addition to that which is required by MACR 66-1. These
reported measures may indicate the information important to
the local maintenance managers. The application of these
measures to the productivity management of a wing is not
dictated by MAC. However, these measures are included in
the digest forwarded to the numbered Air Forces and
headquarters.

4. The nature and strength of the relationships among
the measures implemented by aircraft maintenance
organizations are not readily apparent. There is no
regulatory guidance available to managers for critical

interpretation of these relationships as they apply to
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productivity. . Therefore, emphasis placed on management

initiatives as a result of the information yielded by these *
measures may be inconsistent with the intent of the Air
Force Productivity Improvement Program. This research ' 4

attempts to establish the nature and strength of the

relationships in the absence of regulatory guidance. The

results of this effort were presented in Chapter V, Findings
and Analysis,

5. Of the thirteen messures evaluated, eight produced
the strongest explainable model reflecting maintenance
productivity. Manhours per flying hour was the predominant
output when viewed as a result of the influence of mission
capable rates and maintenance scheduling effectiveness.
Cannibalization rates, delayed discrepancies (both awaiting
parts and awaiting maintenance) and the average number of
possessed aircraft were the inputs which which appeared to
contribute most significantly to mission capable rates and

maintenance scheduling effectiveness. By understanding the

relationships among these measures and monitoring their
interaction, a manager may be better able to positively

influence a maintenance unit’s productivity.

Further Discussion
current Productivity Management. As stated in the

first conclusion, MAC maintenance managers are not familiar
with the Air Force guidance concerning productivity

measurement., Although they recognize a need for managing
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issues of both efficiency and effectiveness, for thq most
part they are concerned with mission effectiveness only. 1In
the words of one DCM, "The bottom line is providing the
airframes necessary to launch the required missions on
time."

There is not a clear method for relating the various
productivity measures to an evaluation of the oversll
performance of a MAC wing. Although MACR 173-1 specifies
the standards for particular measures, there is no current
guidance for viewing the relationships of the numerous
measures used in the command and the assumed associations of
the measures are not fully supported by the quantitative
analysis of this research. Instead, non-intuitive
associations emerge for consideration in the evaluation of
maintenance productivity.

There is not a standardized method to evaluate .
maintenance productivity as defined by the Air Force. The
effectiveness measure used most often is departure
reliability. It not only impacts the operational mission,
but this resesarch suggests it also contributes significantly
to a unit'’s ability to meet the maintenance schedule. If
aircraft depart homestation on time and continue through the
enroute syster as scheduled, their timely return to

homestation allows the maintenance schedule to proceed as

planned. This, in turn, contributes to the preventive
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maintenance effort necessary to provide reliable aircraft to
the user. | M

Mission capable rates have been identified by the DOD
as the measure of a maintenance unit's effectiveness which ’
should be standardized across commands. It is the measure
used to justify spare parts acquisition for the weapon
systens and is, therefore, of great concern to the Major
Commands. This research suggests that a high mission
capable rate contributes significantly to a unit’s
productivity as measured by manhours per flying hour.

Efficiency is a secondary concern to many unit level
maintenance managers. Because of the perception of
unlimited rescurces available through ACIF funding, budget
concerns are minimal. Instead, efficiency is viewed in the
cont;xt of quality. Maintenance air aborts seem to be the
quality indicator most significant to Major Command level
managers, while wing Maintenance managers are also concerned
with repeat/recccurring discrepancies.

Producv. -ty measurement methodology in the DOD remains
consistent until it reaches the major command level. Both
the DOD and Air Staff measure productivity in terms of labor
hours and the cost associated with providing defense
services to the American public. However, the major
commands do not report this information to Air Staff.

Instead, the maintenance productivity indicator is reported

as uniits processed through the depots and subsystems




processed through intermediate level shops at the various
wings. This information is reported by the Air Force
Logistics Command (AFLC) through retrieval of data from the
Maintenance Data Collection System. The command level
productivity measures are multi-factored and serve primarily
as spares level justification rather than indications of
performance. The lack of association of the command level
maintenance productivity measures with the higher
headquarters summary of manyears by functional element
creates a lack of continuity in the overall productivity
enhancement programs as outlined in AFR 25-3 and DOD
directive 5010.34.

Applicetion of Private Sector Trends to Research
Findings. The relationships among the measures identified
by this research can be viewed from the perspective of
Goldratt’'s Theory of Constraints. Because the periodic
maintenance schedule must be met before sircraft are
congidered mission capable, these scheduled maintenance
activities can be identified as the constraint in the
process of providing mission capable aircraft to the user.
The maintenance manager nhct decide how to exploit this
. constraint. In other words, how can the maintenance

schedule Le most effectively met without changing the
. existing flow? Once this question has been answered all
activities could be subordinated to maximizing the flow of

aircraft through scheduled maintenance activities. Goldratt
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defines productivity as all the actions that bring a company
closer to its goal (38:88). If the goal of an uirciatt
maintenance unit is to provide » service to the user,
manhour per flying hour may be the best measure of all the »
activities undertaken to meet the goal. Having more than
the required uumber of aircraft mission capable is similar
to having finished inventory stockpiled in an industrial
environment. The additional airframes represent more
manhours expended, but do not contribute any more to meeting
the mission objectives or “the goal”.

Deming's emphasis on quality as it affects productivity
is also relevant to this research. The identified quality
indicators, repeat/reoccurring discrepancies and maintenance
air aborts, are briefed by exception and are subject to
influences from areas beyond the control of maintenance.
For example, maintenance air aborts are highly dependant on
the aircrews. One crew may fly an aircraft with a
malfunction when another crew would abort the mission. The
decision of whether to abort or not is totally up to the
aircraft commander. An increase in maintenance air aborts
or repeat reoccurring diobroponcioo indicates a problens
already exists, whereas analysis of manhour per flying hour »
rates may provide information for preventive action. The
enphasis should then become doing things right the first
time. Tracking manhour per flying hour rates in relation to

quality inspections might yield a useful composite measure

of a unit's productivity.




Becommendations

1, MAC aircraft maintenance managers should become
familiar with guidance concerning productivity measurement
at the command level as it contributes to the total
productivity improvement effort.

2. The MAC supplement to AFR 28~3 should be expanded
to provide specific guidance for productivity enhancement
initiatives for the airlift environment. These initiatives
should be consistent with higher headquarters guidance and
conform to the intent of the Productivity Improvement
Program in the Federal Government.

3. Measurement criteria should be standardized
throughout the command and sufficiently detailed to limit
the chance for inaccurate data reporting.

4. Each wing should focus on monitoring and reporting
manhours per flying hours, mission capable status,
maintenance scheduling effectiveness, cannibalization rates,
delayed discrepancies and the average number of possessed

aircraft when evaluating aircraft maintenance productivity.

- Suggeated Research Efforts
Three areas appear to provide great potential for
R identifying and enhancing productivity measures for aircraft
maintenance units. First, a continuation of the methodology

of this research in the other Air Force Major Commands would
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serve to further validate the research findings. However,

any further research of this nature should work with a A
larger data set. Because of the exploratory nature of this
research, the data was limited to a six month period. »
Future research efforts in this area should seek to obtain

as such data as possible.

A second area for future study is the effect of the
different base environments on the measure of productivity.
This research indicted that productivity performance was
highly dependant on differences among the bases being
measured. Empirical studies are warranted to identify the
characteristics of the different bases which contribute to
productivity.

Another area of study which would be very significant
to aircr.ft maintenance processes in general, is an
application of Goldratt's Thoughtware simulation software to
the findings of this study. The simulation of a typical
maintenance process at the wing level and the manipulation
of the subordinate processes utilizing the Theory of
Constraints will test the validity of the findings of this
study and may suggest more useful methods of productivity

managenent than those which are currently being used.

Sunmary

This research was undertaken to explore productivity

measurement in aircraft maintenance units and to examine the
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relationships of the measures used to evaluate a unit's
productivity. Review of current literature and regulatory
guidance concerning productivity measurement provided the
basis for the developaent of an interview questionnaire. A
questionnaire was administered to DCMs and chiefs of
analysis at ten MAC wings. Additionally, managers in the
maintenance management, cost and manpower divisions at
headquarters MAC were interviewed. From these interviews,
infotrmation concerning current productivity measurement
methodology was gathered and thirteen measures were
identified for analysis. Analysis of the interview
responses and measurement data gathered from six MAC wings
resulted in conclusions and recommendations for improved

abilities to understand and measure productivity in aircraft

maintenance units.




Appendix A: Presidential Order for Productivity Improvemsnt

™ WIE WOUsSE
Office of Lhe Press Sesrotary v
for Jomediste Relaase . fobruary 285, 1906
.- - . »
/ oxecutive onosr )
-- 1882 ..
. . o

PRODUCTIVITY IMPROVEMENT PROGRAN fOR THE 't‘(lll GOVERNNINT

Oy the sutherity vested (n oe a5 President by the Censtitution end aws
of the United States of America, Inctuding the Budyet ond Accounting Act of
1921, as smended, and in ordor Lo astablith s comprohentive program for the
improvement of gproductivitly (hroughout atl Cagevtive departments ond
agenciet, 1t (s heroby ordered as follovs:

Section 1. Jbare_is _hocahy—etdsbHshsdosgansannentovide~prograg, to
imorove the quality, timeliness, and effigfency-af-seevices provided by the .
Fodera) govarnmant,, The geal of the pregram shall be to impreve the
atity and timeliness of suxicato—bhoapuilip, ond to achieve & 20
percant preductivity increase in sppropriste functions by 1982. Cach

Usecutive department ond agency vill ba respontidle for contributing tc the
schigvement of this goal.

Sec 2. As vsad {n thig Order, the tem:

(3)  "Productivity™ means the officlency with which resources ore

vied to produce & gavernment service or predvet at specifiod Yavels of
guality and timeliness; y

(b) "Services” moans these functions and activities performed by the
Fedara) goveramant to achiave prepran objoctives;

(e} "Common agency functions® sauns thoss funstions shich are found
in nore than ene sgency, Such o3 averding grants or Yeans te iIndividusls eor

institutions, previding direct benefit payments, procetsing claims, of
furntishing Mealth care;

(4)  *Corman gavearnmant functiont® mesns these functions thet are
cewan te avery apency, such os adeintstrative services;

(o) *Mossuroment system® saant both the 3pezific measures used te
geterming whother otendsrds of auadity, timelingss, and officionsy of »
services are balng met, and the orecedures for the collestion and reparting
of ¢ata rarviting frem applicriion of predustivity messures;

(1) “Organtizations) gerformance stendard” mcans & ststement whisn
svantifies and describes the desired lave) of quality, timeliness, and ’
t/fictency of sarvices Lo Lo provided by an ergarisstion:

(8)  “Msnagement review" means the review by the Ofrecter of the
Office of Management and Budget as port of the budget process, of agency
sccomplishments and plans for smansgement snd productivity ieprovements;




$010.34 (Encl 3)
A\l‘ l‘p 5

. DEFINITIONS

The following definitions apply to the DoD Productivity Progranm.
Other useful definitions are contained in the Glossary of Terms
in Appendix k4, DoD Manual 5010.15.1-M (reference (e)).

A. Organizations] Flement. A msjor cammand or cperating agency
of a DoD Component, €.g., Army Materiel Command (AMC), Air
Force Audit Agency.

B. Organizational Sub-Element. A subordinate ccapand or oper-
sting sgency of an organizational slement, e.g., U.5. Army
Miseile Command.

C. Field Element. A base, installation or depot of an organiza-
tionsl sub-element, e¢.g., lLatterkenney Depot.

D. Agency Productivity Principal. The primary contact between an
agency and the prcductivity project team (BLS, OMB, GAO, CSC
and the JAMIP).

E. DoD Productivity Principsl. The individual in the OASD(I&L)
who is responsible for Elj providing overall technicsl
sysistance and coordinsting DoD efforts on productivity
enhancement, measurement and evalustion, (2) submitting DoD
productivity data input to BLS and the JAMIP and (3) coordina-
ting, within DoD, productivity requirements initisted dy
other Federal agencies.

F. DoD Component Productivity Principsl. The individusl in s
oD Component who is responsible for (1) coordinating
productivity efforts within his component and (2) the timely
preparation of productivity reports and reaponse to other
productivity dats requirements levied on his component.

G. OSD Functional Ares Productivity Representatives. Individuals
who are responsible for productivity matters
in their respective aress.

H. lMeasurable Aress. The functions/operations of an organiza-
tional element, organizationsl sub-element, or field
element for which at least one final ocutput and correspond-

- ing manyear inputs can de Quantified.

1. Non-Messyrable Areas. The functions/cperstions of sn orga-
nizstional jlement, organizational sub-element, or field
element for which no final cutputs and/or corresponding

N manyear inputs can be Qquantified.

J. Outputs. The finsl products profuced or services rendered in

s measuradble functionsl ares by an organizationsl element,
orgenizational sub-slement, or field slement.
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Inputs. The amount of resources (all types) utilized or consumed
to produce an output,

Labor Input. The amount of labor rescurces utilized or consumed
to produce an ocutput.

Manyear of labor Input. A sanyear of lsdor input for this program
constitutes 2,050 paid bhours. (Tbis includes regularly scheduled
tige, overtime, and leave time for sll typas of employees.)

Measured Manyears. The total menyears (civilien apd military)
expended in & Beasurable area by an orgsnizational alement,
organizational sub-element, or field element. Measured manyears
can be two types:

1. Direct Manyears. The manyears in & measurable ares which are
charged directly to the final ocutputs of the area,

2. 1Indirect Manyears. All other manyears in a measurable area such
as those expended on clerical, typing, secretarisl, supervision,
exesutive direction, and general services.

Unpeasured Manyears. The total manyears (civilian and military)
expended W an organizational element, organizational sub.element or
field element in nonmeasurable aress (areas in which no fipal outputs
and corresponding manyears of input can be quantified).

Compensation. The total wage costs incurred to produce s product
or render a service. 8Such coste include direct payroll costs plus
other direct wvage costs such as the Government's contribution for
retirement, social security, bealth insurance, and life insurance.
Compensation does not include separation costs such as severance pay
and terminal lesave payments.

Effectiveness Measurement. Comparison of current performance against
pre-established mission obJectives (goals). If the right mission
objective (goals) are established, effectiveness measurement discloses
vhether an activity does the right thing st the right time -- it
compares vhat an activity or group of inodividuals sctually accamplish
in relation to an essigned missicn.

Efficiency Measurement. Comparison of current performance against

either a pre-established standard or actual performance of a prior
perind., Efficiency measurement discloges hov an activity or group

of individuals perforws during a current period in relation to either:
(1) a standard established for a jod or task which they have respon-
bility for sccomplishing; or (2) the level of performance achieved
for the job or task in a previous period. Efficlency messurement may
be based upon manpower, monies or s comdination of both.
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PRODUCTIVITY REPORTING v %, 75

jgnersl. Productivity reporting to OSD is an integral element of the
JoD Productivity Program. 1t is necessary in order to satisfy a
government-wide requirement levied on all executive departments ind
agencies and to provide dats for internal DoD management purposes.

Specifically esach DoD Component will submit annually to the OASD(I&L)
the following exhibits and datas

Exhibit A - Summary of Manyears by Organizational Elements - This exhibit
will be used to recap the manyear data for each organizational element of

the reporting Component. For the 'Year-end Strength'" show the number of
personnel authorized at end of FY, For the '"Paid Civilian Manyears" show
the manyear data reported on Exhidbit A-1 of the report submitted under the
provisions of OMB Circular No. A-93, For the '"Measured Manyears' shov the
total manyears measured (Paid Civilian, Military, and Indirect Hire Foreign
Nationsls) for each organizational element.

Exhibit B - Summary of Measured Manyears by Function = This exhibit will be
used to recap the measured manyears Ey function of the reporting Component.
The manyear data for each function must agree with the data reported on
Exhibit C for each function.

Exhibig C - Input/Output Dats - This exhibit will be used to report quanti-
tstive input/output date. A separate exhibit will be prepared for each
function covered by productivity measurement.

T owisC-1 - Description of Indicators - This exhibit will be used to
:{be new tndicators established during a reporting period and to revise
tue description (as necessary) of any indicators reported in a prior period.

Exhibit D -« Revision of Input/Output Data Submitted {n Prior Years - This
exhibit will be used to Teport changes in fnput/output data which were
submitted in a prior year and the reasons necessitating the change.

Exhibit E - tiv ta Verificati nalysis and Outlook - This
exhibit will be used to report (1) whether the agency productivity 1liating
(provided from BLS data bank ) is correct, (2) whether the productivity
indices are representative, and (3) the productivity outlook for the future.
A separate exhibit will be submitted for each function.

Exhibit Z-1 - Changes Required in BLS Listing - This exhibit will be used
to report changes which should be made in the BLS data bank.

Exhibit E-2 - Productivity Analysis - This exhibit will be used to explain
productivity indices which are not considered vepresentative and to describe
factors which ceused either an increase or decrease of more than 5% in
productivity,
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5010.34 (Encl &) »
Aug b, 75

3, Edch DoD Component will adhere to the following

Repoxiing Dug Dates
due dates for submission of exhibits and datat

Exhibit Dye Date

A&B 120 days after end of FY

Cy C-1, 4D 90 days after end of FY

E, E-1, & E-2 2] dsys after receipt of Agency Listings

Attachments « 8

1.
2.
3.
L.
5.
5.
7.
8.

Exhibit A - Summary of Manyears by Organitationsli Element

Exhibit B - Summary of Measured Manyears by Function

Exkibit C = FY 197_ Input/Output Date

Exhibit C-1 - Description of Indicators

Exhidit D - Revision to Input/Output Data Submitted in Prior Years
Exhidbit E - FY 167_ Productivity Data Verification, Anslysis, and Outlook
Exhibit E.1l - Changes Required in BLS Data Bank

Exhidit E-2 - Productivity Analysis
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(Att 1 to Encl &)
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EXQIRIT B
SUNMARY OF WMEABURRD MANYEARS BY FUNCTION

T Sy

Pisesl Yesr 107

LuNCLIOoN

$010.34, Aug L, 75
(Att 2 to Encl b)

Patd ““Yndirect Wire
B Tiste Jdssal .Sivilien, Militare
As Madical
1 « Nospitsls
2 = Clintce
3. Comunications

C.

f.

G

1 o Bote Comunications
2 = Defonse Cammunications

Aceounting, Finsnce, Auvditing
1 « Base Acetg & Fisance

2 o Cantral Acctg & Finsnce

3 « Internal Audiiting

b = Contract Avditing

fdéucet{on, Training, Personnel
Nansgemont

Professional Lducetion

Dependent Education

Milftory Trainting

Civiltan Porsomnel Mgt.

Milicary Personnel Mgt.

tetics 1
Locel Procurement v
Centrsl Procutement
Contrsct Adminfetration
Local Teanspotestion
Depot Trangporeation
$ingle Mansger Trans.
Nocer Vehicle
Operations
Locel Supply
Depot Supply
Inyenrory Control
Ircermediate Mointenance
Depot Meintensnce
Motor Vehicle
Matntensnce
1& = Resl Property Meint,
13 « Dining Pacilicties
16 = Camisssry Oparations
17 = Laundry and Dry Clesning
10 =« Printing

(XN YN od AR LD e

l'..l.la

[
-
P50 8 8

Specialised Manufacturing
1 o Maps

2 « Clothing

3 o Vespons

& o« Mynitions

Othet
1 = Personnsl Secwrity
2 « Pezoonnel Support & Adate,

TOTAL




5010.3u4, Aug 4, 75
. EXHIBIT C (Att 3 to Encl L)

FY 197_ INPUT/OUTPUT DATA

- (DoD Component)

(Function e Number and Title)

Output Manyear
Ae Direct Msgnyears %ant ity Inputs gg_'l%cnu: {on
Indicator EOM ) 000
1.
20
3.
be
Se

Total Dirsct Manyears

Be 1Indirect Manyears

Ce Total Manyears )

D. Br;:kdovn of Manyears
1. Paid Civilian Manyears
2. Military Manyears

3., 1Indirect Hire Foraign
Nationsl Manyears

Total Manyesrs
Zs Other Data

1. Did sny significant quslity or process changes occur ea Lo
during the year?

e 2, Were there any msjor capitsl expenditures during the
year wvhich impacted on current year perforuance?

3. Did ary significant product mix changes occur during
the yesr?

4o Did any significent change in the ratio of workload
performed {nhouse to contracted out occur during the
yaar?

NOTE: provide s camplete explanstion for esch '"yes' snswer.
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EXHIBIT C-1 (Att L to Encl 4)

DESCRIPTION OF INDICATORS
(DoD Camponent)
(Function - Number and Title)
Indicator Description

»
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c.

$010.34, Aug 4, 79
(Att 2‘. 'to nncl' %)

IBIT B
97 __PRO,

(DoD Component)

(Function = Numuber and Title)

I Mo __
v Datg V
1. Doss the dats shown on the Agency Productivity
Listing sgree with Exhibit C dats as submitted?
If 'no" complete Exhibit B.l.
Ereductivity Analvsis
1. Totsl manyesr Productivity Index
Current Yr. Prier Yr. Change
’l
2, 1s the "Current Yesr' index representative of
the productivity trend for this function.
1f "no' or 4f the change exceeds 5% (either
increase or decreass) complete Exhibit E-2,
Rreducrivity Outlook
1, Productivity goal for next year
2. Briefly describe (a) actions undervay or planned to incresse

productivity during the next year and (b) known factors which

vill influence the productivity of this function during the
next yeer.
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miaé'l‘ L=l (Att T to Encl &)

(DoD Component)

(Function ~ Numbar and Title)

Ao Agency listing not in sgreement with Exhibit C. Revise as follows:

—DUERUE Input —Sompansetion
dndicator Izcm -18. Izl 1. Izom (-1

B. Current Year Exhibit C dats incorrect. Revise as followst
1

’

Wicstor Izen Is Ik I I i




$010.34 , Aug b, 75
(Att 8 to Bncl L)

EXHIBIT E-2
RRODUCTIVITY ARALYSLS

z 55 Eonponmt ’

(Function - Nunver and Title)

Ao cLiV X

Direct Manyear Productivity Index

Total Manyesr Productivity Index

B, Productivity Anslysis

1
1. Are the "current’ yesr' indexes reprasentstive of the
productivity trends for the function?

“(yes) (no)
1f "no" provide concise explanation.

2. Driefly dascribe the factors or conditions which caused & productivity
change of more than 5% during the current yesr.




MACR 081, Vol 1l Actochmest 1 14 Mareh 1900

At44 Fermalas. For use by all units. These formulas are mandstory whes the applieahls faster i refarenced or uesd.
. e ATTRITION RATE - MAINT CANX RATE + NONMAINT

MATERIEL CANX
ﬂg:oncmuu¢chm
OTHER CANX RATE + *WEATHER CANX
RATE.

NOTE: Use four years of westher cancallation dats for month baing forecast if svallabls; otherwise, as much as available.

(11 four years’ dets ls not avelable, slert sccumulstios towsrd that paint. Fer sther dlamants wee past sis-months’ data)

b. MISSIONS/SORTIES TO - W
SCHEDULE
TOTAL DIRECT MDC LABOR-HRS BY MDS
¢ LABOR HRS PER ® W
FLYING HR
TOTAL DIRECT MDC LABOR-HRS BY MDS
HISSIONBORTIE " RS,
MISSIONSORTIE
Rl oo " FRERPER ok
RATE ON ACFT
g O
ENG CHANGE RATE
. RS © BRBREE
REJECT RATE
b. CANNIBALIZATION PER - 1 2100

DEPARTURE RATE .
DEPARTUALS FROM HOME STATION
NOTE: Actioo taken T for the following canme ealy:
Alreraft (o sireraft. trpe

ety
L OVERTIME RATE = TOTAL DIRECT OT EXPENDED CATLAB
(NCLUDE OVERTIME)
TOTAL DIRECT LABOR
5. PRODUCTIVITY - 2100
“ " {100 LABOR HRS ASGN + OVERTIME

+ INDIRECT LABOR HOURS)

- tn i
UTILIZATION RATE ASS1ONED

- + OVERTIME

L BASE REPAIR - EE T 0030
CAPABILITY RATE

®B. AVQ POSS ACFT - mmmmum




8 ACPT UTILIZATION
RATE

o. DROPPED OBJECT
RATE

p- FOD RATE
(ENGINES)

Q. AVQ SORTIE
LENQTH

7. AVQ TRAINING MISSION
LENQTH

s. AVQ OPERATIONAL
MISSION LENOTH

t MAN-HOURS PER
LDG (EN ROUTE)

& AYQ CANNIBALIZATION
LABOR HOURS

v. HOME STATION AIR
ABORT RATE

W. DELAYED DISCREPANCIES
PER POSSESSED AIRCRAFT

MACRGSL, Vi ll Atsdiment1 14 Mareh 1900

AVE TSR FPTAYY DAYSRIO
bR S TR Funss ™
yored Boviy 7 or Evores * '

SRRy Eieni AR
FEFEIONAL STABTONE FEOW

MDC LABOR HOURS BY MDS (EN ROUTE)
TOTAL LANDINGS BY MD8 (EN ROUTE)

TOTAL UNIT AIRCRAFT ABORTING
Al = 100

FROM HOME STATION

RARXEE RERRESD T e

A Stasdards:
s CostBicient of eorrelstion should be 98 for ol

b. ConSidence intarvale will be computed o sot great-
ar than 2.0 8Ds.

Al18, lastrections fer g the RCS: MAC
LGMMM) 7108 Plase asd B OPR far this
‘The repart conaists of three parts. A sample format
this sttachment. Part | provides the wing's recommended
malntensnce commitmaent for the pext three mooths. Part
llbwhthuﬂtvﬂlﬂoﬂmj“mb&m
t‘-b-luh
sesded. Part 11l o o
by day dawing the previ

§

airframe commitmest retes

followiag
MMMN -
c.o.ig‘c:ll'u = 713%: C-150 w §0% weskday,

85% weskeodholiday; aad 1 SOW, H48 =
ws-—t&.nsm pr ‘!‘hz
repressnt the percantages of posssesed

frames that should be committable. Five par
osnt ebould be sdded to the above goals for

“ toas HHQ (aigber arters)

;

i e T e T —

it (ezoept 1 BOW) will not submit this
report.

will be sent to arrive st NAF/LOM
HHQ/LGM 20 latar thas the soventh

day of the month. "::Embntr
aible. talephonically MAFALGM of
reascn {or dalay. NAT advise HH M of

- et e

NMMHH:&OLOPRhmm
mitted aacmrumm
HHQ LGOMM as o soparsie request. -

A. Purt 1, Sactios 1. Recornmended sommitiable sir
frames per day for the first month of the reparting pariod.

NOTE: laclude tbe calendar days and figures for all
hgbnﬁ-ﬁ-d

3

of the firet mooth.

holidays.
Lines A/AA: Calendar days
Lines B/BB: Adjusied projected alreraft doter-
mined IAW AFR 65-110. {f do oot nclude TV
eoded aircraft have, or (s Past 111.

one opare

prior to scheduled depariure.

¥




Avpendix D: MAC Maintenance Performance Standards

MACR 1731 50 Jaly 1980

Chapter $
. COMMAND MANAGEMENT ITEMS AND PERFORMANCE STANDARDS

Purposs: This chapter identifies the comaand m ftamme which form the besls for the MAC Managwnent Sys-
tam. Ap integral part of this chapter is the stan which provide the means for determining performance levels end
status of key resources. Except for Lhe mission parformance management itamas which have joiat operstions, logistica,
and air transportation OFRs, liams are arvenged functionally.

Item No 1-1-HOME STATION DEPARTURE RELIABILITY

¢. Raw

b. Transportstion
zOp:.uM

HQ MAC OPRs: DOCLGMW/TRKM

HQ MAC OCR: DOCB

PURPOSE: To monitor the operational mission departure reliability trom bome stations. This provides & method to meas-
ure and evaluate loglatics nlhbnny of alrcraft performance, mpm‘ ty for qctw missions. and sircrow, trane
portation, and operstions center fupctions. It also oo airframe masagement.

‘S.OUItﬁf “O’P DATA: Military Alr Integrated Reporting Systam (MAIRSVAIrtt Implementation and Moaitoring Sye
M

BASIC DIRECTIVE: MACR »-5. velume 111.

.UATLQGI'N “S:’IE:&LA All C-8, C-141, C-180, or operstional support alrlift (O8A) departures mesting tbe following
' are

The mission ¢ umwmnudaumdmmu-mm-wu

{1) Channel (B, K.Q.L.N,J, Vior

2) BAAM (W, A) or

(3) Eserciss, JA/ATT N. R) or
b. “;&oz‘pmm& mbounonmu (unit's) home station.

must ‘e

¢. The departure station code must be &n 0" or “P"',
d Exapﬂon OSAmﬂumﬁmdmdwmhﬁhﬂ&qﬂu“Z" “T' are aacluded

o. The third charscter of the mission identifier prefis maust be al
EVALUATION PERIOD: Moothly.
MAC STANDARDS:
Transportation 100-08.0 01.0-04.0 94.998.0 Below 94.0
Operations 100-99.0 97.0-90.0 928.090.0 Below 98.0
Logistics 100-04.0 93.0810 840.084.0 Below 85.0
- %Im Home Staticn
[ 10098.0 94.987.0 $4.084.0 Below 84.0
Transportaticn 100-68.0 91.9-96.0 98.9-98.0 Below 94.0
Operations 100-98.0 91.9-96.0 95.9-08.0 Below 93.0
Logistics 100-94.0 94.0-90.0 N800 Below 08.0
»
Ev ! 100-94.0 94.988.0 1.0 Below 770
T  -vortation 100-96.0 91.000.0 95.0-95.0 Below $8.0
ions 100-98.0 91.0-90.0 95.0-06.0 Below 98.0
. Jdes 100-96.0 949300 879840 Below 84.0
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MACR 1731 20 July 1989

b. Eitber

(1) The departure station code is “C, “D", “R", “f", “K", 0r “J", &¢

(2) The ation code is 0" or "F™ and the departure station s not the operaior’s (unit's) bome staticn
e The third acter of the mission identifier profiz must be alphabetic.

EVALUATION PERIOD: Monthly.

DEFINITIONS:
a C-8,C 141, and C-130: En route reliabllity performance is meagured st each e routs statios by type alreraft. These
relisbility evalustions repressnt e routs staticn performance by type alrcraft.

MAC STANDARDS:
Cs te Sta Excallent tisf arginal Unss
o riouie Blatioos To88" BT re i B ot
Transpertation 100-98.0 971.996.0 95.9-98.0 Below 93.0
Operations 100-98.0 .984.0 93.9-92.0 Below 92.0
Logistics 100-91.0 90.9-77.0 769780 Below 73.0
C-141 En Route Stations

- 100-93.0 92.9-83.0 $2.9-77.0 Balow 77.0
Transportation 100-88.0 97.9-96.0 98.9-98.0 Below 98.0
Operatiose 100-98.0 97.9-86.0 96.9-98.0 Balow 95.0
Logistics 100-97.0 96.9-90.0 $9.9-87.0 Below 87.0
%%30 En Routs Stations

w 100-96.0 96.9-81.0 80.9-16.0 Below 78.0
Transportation 100-98.0 97.9-96.0 98.6-95.0 Below 95.0
Operstions 100-98.0 91.996.0 95.9-93.0 Below 93.0
Logistics 100-98.0 97.9-89.0 88.0-88.0 Balow 85.0

AAMPUTATION: En route statios departure relisblity will be computed separstaly for sach functicpal categary (opera-
transportation, logistics, and raw) by aireraft type.

Uperations, transportation, and logistics relisbility will be computed s follows:

Total En Route Ststion - No. Punctiooal X 100 = & Raliability
Total En Route gu&o& Departures

*Operstions devistions are thowe coded 2XX with an X prefix.
Transportation devistions are those coded 3XX with ap X prefis.
Logistics devistions are thoes coded 7XX, 8XX, ar 0XX with ap X prefix,
Raw departure reliability will be computed s follows:

TMEDM“&A%-TM!DM“&E‘XIN-il"mty
ot fn to artures

9¢Total en route station deviations include operstiona, transportation, and logistics deviations, plus miscellanecus devie-
tions and mission required deleys.

- Miscellaneous devistions are those coded 1XX with ap X prefiz.

- Mission- delays are those coded 500 with an X prefiz and are directad/validated by MAC NAF o HQ MAC
(ALCC for theater-asaigned asests), as necsssary, Lo improve overall MAC mission esscution. Delays codad 300 will be
included in MAC NAT and MAC-wide systems relisbility figures, but count ss “ap-time” departures in individual depar
ture station relisbility figures.

UNITS EVALUATED: 00, 62, 63, 436, 437, 438, 443 MAWg; 314, 917, 374, 438, 489, 818 TAWs*®¢; 813, 816 TAGs;
814 MAG: 310 MAS.

3 TAW providos 313 TAG reporting through ecnsclidated command post.
STATIONS EVALUATED: All e route o wited by MAC mission-identified alrevaft.
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'hmmm 100-98.0 97.9-94.0 98.9-88.0 Below 94.0
Operations 100-94.0 97.9-08.0 95.9-08.0 Baelow 98.0
Logiatics 100880 . 079840 93.9-02.0 Below 92.0

COMPUTATION: Home station departure reliability wil) be computed separstaly for sech functional eategury (opera:
tione, transportation, logistics, and raw) by aircrait type.

Operations, transportation, and logistics reliability will be computed as follows:

Total Home Station - No. Punctiona) Dev ® X 100 = % Reliability
Total F}om Statica Departures

Raw departure reliability will be computed as follows:

Total Home Ststion - Total Home Station X 100 = % Raw Raliability
. Igouo Statice Departures

*Opurations devistions are thoss coded 2XX witk an X prefiz.
Transportation deviations are those coded 3XX with an X prefiz.
Logistice devistions are thoss coded 7XX, 8XX, or 9XX with an X prefiz.

**Total home station deviations include operations, transportation, and logistics deviations, plus miscellansous devis-
tions and mission required dalays.

-Mloanugwndwuuoumtboueoddlxx'ubuxm

- Mission- "L.d delays are thoss coded 500 with an X prefis and are directed/validated by MAC NAF or HQ MAC
(ALCC for igned assets), as becessary, to improve overall MAC mission executioo. Delays coded 800 will be
included in MAC NAI-‘ and MAC-wide systems reliability figures, but coust as “‘ou-time" departures in individual depar-
ture station relisbility figures. .

UNITS EVALUATED: €0, 62, 63, 436, 437, 438, 443 MAWg; 314, 317, 874, 438, 483, 613 TAWe**%; 313, 318 TAGs;
310 MAS; 616 MAG: 375 AAW; OSA units.

#00513 TAW provides 318 TAG reporting through consalidated command post.
1tem No 1-2—-EN ROUTE STATION DEPARTURE RELIABILITY

{ Ko ‘
. Tren
¢. Operations
d. Logistics

HQ MAC OPRs: DOC/LOMW/TR
- I"URPOSE: To monitor the opers relisbility from en route stations. This provides s methed to

measure and evaluste lo wwobmtydnhm“‘u;nmumw for operstional missions, and air

crew, transportation, and operstions csnter functions. ltdnmuuubnhw oo airframe mansgement.

SOURCE OF DATA: Military Air 1otagrated Reporting System (MAIRSVAlriift tmplementation and Mounitoring Sye-

tem (AIMS).
BASIS DIRECTIVE: MACR 85-3, volume 111.

EVALUATION CRITERIA: All C-¢, C-141, or C-130 departures mesting the following criteris are inciuded in this item.
e. The mission type as defined wmmmwammumm.pu-uh
(1) Channel (B.K.Q. L. N.J. Vioe
2) SAAM (W, A) or
8) Ezercise, JAATT (M, Rl or
{6) Miscellaneous (D, H, Q).
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MACRITSI Mdulylt

1tem Ne 13—~048 ORIGINATING MISSION DEPARTURE RELIABILITY !
HQ MAC OPRs: DOLO
HQ MAC OCR: DOCB
PURPOSE: Te monitor the operstional missics depertare retiabliity for 0-0 m.
(o measure and svaluste logistics reliability of alreraft hmmuw »
mndopcuﬂmmbhu&nlthnyﬂbmhmm

augﬁagr DATA: Military Alr Intagraied Reporting System (MAIRSY Alraraft Implemestation ead Monitaring Sye-

BASIC DIRECTIVE: MACR §8-3, volums 111.

EVALUATION CRITERIA: C9 departures with the sucond charsctar of the mission identifier prefiz aot egual to “U™,
“8", “E", or “"C” and the departure staticn code equal to “O" o “P"mwh

EVALUATION PERIOD: Moathly.

MAC STANDARDS: : o

x t tief| ' ass '
Raw Bowve: oy e By
Transportation 100-09.0 20.9-07.0 94.9-06.0 Below 9.0
Operstions 100-99.0 92.9-971.0 96.9-06.0 Below 94.0
Logistics 100-80.0 20.9-07.0 90.9-9¢.0 Below 94.0
COMPUTATION: Originsting mission reliabllity will be arexputed ssparstely for each functional catagory loper
stions, mmuu. and raw
Operaticns, trensportation, and logistics reliability will be computed as follows:
Total ns Mot - No. Functional Dev ® X 100 = % Raliability

;Ow-MMMmMMMMnXﬂLWMmMMNM-

Logistes devistions are thoss coded 7XX, XX, er 0XX with aa X prefiz.
Raw departure reliabllity will be computed e follows:

TMQ%MI!%TM%MBW'XINOSMW}

*5Total origination mission deviations include oparstions, transpartstion, and logistics deviations, miscallanecus devi
oUououd-L:dunqulndddon. phe

+ Miscallansous devistions ere those coded 1XX with aa X prefix.

+ Mission Required Delays are those coded $00 with an X prefiz, snd are directed/validated by MAC NAF or HQ MAC
(ALCC for theater assigned aseets), 09 Becessary, to improve overall MAC mission axecution. Deleys coded 800 will be
includad in MAC NAF and MAC-wide systems reliablity figures, but count s ‘co-time’ departures in tndividual deper
ture statico reliability figures.

Item Ne $0-AIRCRAPT MISSION CAPABLE MO GOALS

HQ MAC OPR: LOMM

PURPOSE: To provide o mesningtul measure of merit for reviewiag aircorsht status rates.

SOURCE OF DATA: RCS: HAF-LEY(M)7808 (MMICS) sad/or HAF-LEYOM)S500 (CAMS) Status Report. v

BASIC DIRECTIVE: AFR 65-110.

EVALUATION PERIOD: Moathly.

MAC GOALS:
Alroralt

S 30
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Appendix E: Regearch Interview Instrument

Structured Interview Questionnaire
Productivity in Aircraft Maintenance

Demographics:
Name of interviewee:
Rank or paygrade:
Job title:

Job description:

Organizational level:

Questions:

1. Are you familiar with the Productivity Enhancement
Program governed by AFR 25-3? If yes, how do you
see the aircraft maintenance environment
contributing to this program?

READ DEFINITION OF PRODUCTIVITY FROM AFR 25-3:

Productivity is the menasure of an organizations
performance. It’'s not only "effieciency" ( the ratio of
inputs to outputs), but also "effectiveness" (to what extent
the output satisfies mission objectives). Put another way
productivity is concerned both with "doing things right
"(efficiency) and "doing the right things (effectiveness)

2. Of the aspects of productivity defined by AFR 25-3,
which are you most concerned with, efficiency,
effectiveness or both?

3. Do you feel aircraft maintenance productivity
measurement is an important issue? (why or why not?)

4. What is your regulatory guidance for gathering and

reporting productivity measures?
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5. What methods of productivity measurement have been
specified for aircraft maintenance by the regulatory
guidance? 4

6. Of the methods specified, which ones do you actually
use?

7. If there are specified measures not used, why are
they not used? (what are their weaknesses?)

8. Where is the data for the specified measures
gathered?

9. How often is this data gathered?

10. To whom is this information reported?

11. How often is this information reported?

12. What are you required to report to the next level?

. (be specific!)

NOTE: the distribution of the monthly summary is important
and the measures contained.

13. 1Is there additinal information reported which is not
required? (If so, why?)

14. Are there methods of productivity measurement used
on aircraft maintenenace organizations other than
those specified by the regulations? (if so, why?)

15. If answer to 14 is yes return to questions 8 through

11.

9a. ’




16. At what point do the budgetary and operational
aspects of aircraft maintenace meet?

17. How much control does maintenace management have
over the allocation of funds for aircraft
maintenace?

18. What affect would more direct control of the
maintenace budget by maintenace management have on
their productivity?

19. How do you use aircraft maintenance productivity

information for management decision making?

RIS
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- DEPARTMENT OF THE AIR FORCE '

ADOBOh BN F
Y A K 1L X 10 J ’
Gensrel Dusne M. Cassidy, USAF
Commander«in-Chist, mey Airlitys Command
$cott AFB, Winols 62325
Dear Duans:
Sometime ago | asked 10 see & comparison of MC rates ace Force. 1

was somewhat surprised 10 see that MAC is not only Quite a bit tonr than TAC and
SAC, but also that, with the exception of the C-141, there has been no noticeadle
WOM since PY 81. In fect, the C-9 has remained the same and the C-130 has

What ceuses one 10 “raise his eyedrows” is that MAC seermingly has 80 much
move going for it than do either TAC or SAC=thet is, you have enjoyed fuller spares
funding, including OWRM, for a longer period; you have had AMS for the C-3, wheress
TAC and SAC are just now atryggling to implement the rudiments of CAMS.

I believe this lssue is of more than just academic interest. With the U\cuui:s
pressure on the spares budget (only 60% funded for FY 88), the question is baing ask

whether {ull spares funding really makss & dilferencs. In MAC' case, the apparent
anawer would necessarily be ®No.*

| realize that there are ways 10 rationslize the MAC anomaly. 1 also am aware,
after taling 10 Don Logeais, that MAC'S measurs of eflectiveness s entime
departures. FHowever, as | explained to Don, when reports get clrculated around this
building and over (o the Hill, the indicators whiCh appesr &re uniform ocroas
commands and generally conaist of MC, FMC, TNMCS and TNMCM (.e., TMaDeM,
T$e8¢S) and CANN rate.

According to Don, MAC basically keeps an aircraft in maintenance status from
the time it lands until it flies again. | strongly recommend that you rethink this
palicy, at least in terms of how you racord the time. My view is that, no matter how
conservative and orthodos you might be with regard to the dafinition of FMC (Fully
Mission Capable), such compunciions need not apply 10 your dslinition of MC (Mission
Capabis) FPor the latter, it is not necessary 1o have every spot of Carroaion repaires,
overy ssat fully upholstered, every routine TCTO incarparated, etc.

My plea 10 Don, and 10 you, is that you give 30ine sarious thought 1o this matter.
Somehow MAC needs to dsmonstrate (n terms of the commenly accepted indicators

that we have smu\ more bang for all of the MAC spares bucks that we have apent
since FY §i. Otharwise, there are going 1o be soms lang, hot summers shead

Cheers,

ok -

LI ACTEIANN, #
Doputy Assidunl v di.fy
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2. iCE OF THE COMMANRDER IN CHIEP
MILITARY AIRLIFT COMMAND
SCOTT AIA PORCE BALE, ILLINOIS §2320-8001

16 May 1306

Mr Lloyd K. Mosemann, 11

Leputy Assistant Secretary (Logistics &
Coamunications) )

Officu of thu Secretary of the Air Porce

Washington, OC 20330-3000

Dear Lloyd

I understand your concern in comparing airlift
performance indicators against NC rates an other

. commande. Considerable sonvy has bwen expended
to support spares in recent years, and we need
to shuw that the impact is pusitive.

Our muasure of airlift effectivensss has histori-
cally bLeen on-time departures. Howewver, following
your conversation with Don Logeais, we have begun
a teview of NC and CANN rates to redefine our
critecria tor meesuring aission capsbility. Oon
will prusunt his tindings to tha MAC Council and

thun plans to bring a presentacion to you and
the Air Scaff. .

We'll work with your office to find a convenient
time. [ Jook torward to your thoughte.

S~
83

. T

DUANE M., CASS1DY
General, ULAP
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Predectivity Beasuret

¥
founre KiC Visgs
Sequired 60 63ed  JGth  JITER  TELD  A3TLh 43th  Wdd  HUGth 4Bind
F4
Saistessace Air Aberts | 1 ] 1 | g 3 ]  § g
Casaibalisstions/airenaft 1 3 3 ] s 1 | ] ] 1
Delaged discrepancion
svsiting parts | 1 1 1 4 | 1 3 4 3
svaitiag safatesssce s 3 1 ] g s  d 1
§as baars/ Plying besrs 3 3 s | 1 3 | 1
Sane solf mifficloncy ] s 3 g | 3 3 3 3 3
Big) conpenent failures 3 1 1 1 3 3 3 3 L
Bigh vork bour cosmumeny 3 3 3 3 g 1 g g
ddditional
Bepartare rellability rates .
Borlduide 3 ] H 1
Josestatin 1 1 | ] 1 3 1 1
Barente 3 1 s 3 1
Training 1 3 4 3 g s t 1 3 4 3
Scheduling offectivaeny
operationsl g | 4 z 1 s .
saistensnce s  § ] 3 |
Plyisg beur prefraa 1 4 3 1 3
Siosien Capadie statm ] 1 3 1 s [ 3 1 1
Ragine shop data 3 | | 3 3 g 1
Total aan best sost |
ssiatainability
Taistessacs offectiveness 1
Yotk coater preductivity | | | »
Cans rempenne tine 1
Sireraft otilisetion t 3 .
epeat/ rescarring ¢ g ] 3 s t 3 1 t t
discrepancion
Dropped odjects  §
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Anpeandix 1: ftspvise Regresaion Analyais Output

10.20 77.81 $1.70 14.80
21.70  71.M 91.80 14.80

The SAS Systes  16:47 Thursday, July 12, 1990 >
1
OBS B1 32 B33 B BS 56 BT MONYH MSRY  MSR2  MSR3 NSR4
1 1 o0 ¢ o o o © 1 82.40 70.50 $2.60 6,00

2 1 o o o o o o 2 97.90 €7.11  45.80 13,00 b 4
3 1 o o o o o0 o 3 86.00 74.33 $6.60  9.00
4 1 o0 0o o © o O 4 90.60 €7.79  61.80 13,00
$ 1 o o0 o o0 o0 o0 5 56,20 75.26 61.70  8.00
¢ 1 o © o o o o s 53.20 75.87 44,60 1.00
T o 1 o0 o o0 o0 o 1 $2.00 60.52 46,80 26.00
s 0o 1 ©0 o o o O 2 38.20 73.11  49.40 19.00
9 o 1 o0 o o o o 3 $6.80 81.55 43,20 18.00
10 0 1 o o o o0 o 4 59.50 84.81  32.00 27.00
11 o0 1 o0 o o o o s 54.40 74.16  43.00 25.00
72 o0 1 o0 © o o o s 64.70 73.39  40.60 23.00
13 o0 O 1 o0 o o O 1 21.90 84.88  48.10 16,32
14 o0 o 1 o o0 o0 O 2 26.58 85,07  $9.31 12.28
1$ 0o o 1 o o0 o o s 26.08 83,60 70.71 16.64
16 0 o 1 o0 o o0 o . 26,18 85.09  82.82 18.40
17 o0 o 1 o 0 o0 0 5 26.64 84.2) 55.28 18.71
18 o o0 1 o o o O s 24,02 83.89p  35.65 16.28
19 0 © o 1 o o o 1 21.10 80.93  13.40  9.30
20 06 o0 © 1 o0 o0 O 2 19.30 83.3¢ 17.60  9.50
21 0 0 0 1 1] 0 0 3 20.80 81.61 23.70 11.14
2 o o o0 1 o o o 4 22.30 680.20  14.80 13.30
22 ¢ o o 1 ©0 o0 o 5 25.10 75.63  23.90 13.10
2¢ 0 0 ©0 1 0 o0 o ] 19.30 80.76¢  20.10 10.10

o © o o 1 ©0 0 1
0o o o o 1 o o 2

ons MSRS  MSRE  M3SR?7 MRS MSR® MSR10O MSRI1  MSR12 MSKR1d

15,00 6.7 10 83.30 9.00 0.0 0.0 93.3 93.70
18.00 6.8 ] 91.90 0.00 0.0 0.0 8s.6 94.30
18.00 8.9 9 86.90 0.00 0.0 0.0 98.2 97.70
22.00 6.7 3 100.00 1.80 0.0 0.0 98.2 96.70
21.00 6.6 $§ 100.00 1.70 0.0 0.0 91.4 96.93
22.00 6.6 8 100,00 0.00 0.0 0.0 92.% 99.40
21.00 13.% 21 94,70 0.70 0.0 0.0 93.3 83.70
18.00 13.0 15 7%.20 3.00 0.0 0.0 8.8 94.30
18.00 1.7 9 93.90 0.60 0.6 0.0 06.2 87.70
217.00 9.4 8 100.00 o0.80 0.0 0.0 968.2 96.70
16.00 10.4 29 89.10 2.40 0.0 0.0 1.4 98.93
22.00 10.8 18 100.00 2.50 0.0 0.0 92.% 99.40
9.95 48.3 82 87.40 2.00 98.58 95.7 96.6 98.89

9.80 49.6 100 100.00 0.70 9.1 5.6 93.9 98,80
9.97 44.8 87 99.10 3.30 98.6 4.3 9.3 99.90
10.72 49.2 131 98.90 2.30 90.0 94.4 9.7 99.82
10.56¢ 48.4 90 96.50 2.80 7.1 4.2 8.7 99.83
11.3%5  41.1 103 98.90 35.70 96.90 4.8 98.1 99.92
.09 %0.8 78 88.%50 3,78 92.0 95.¢6 9s5.8 99.60
$.90 29.3 82 79.40 1.78 3.9 94.2 94.68 98.89
6.70 28.9 (1} 83.10 1.19 9.9 98.4 1.0 99.59
6.3 30.8 89 72.860 1.78 86.9 95.0 7.2 99.33
7.5¢ 29.8 78 81.80 1.30 100.0 96.0 92.3 99.88
7.00 31.2 (1] 76.40 0.91 97.7 5.6 91.8 $9.72
18.00 47.1 18 96.97 1.70 92.9 9.8 3.9 83.%
19.70 45.9 28 77.42 1.68 89.0 95.8 88.6 80.40

The SAS Systea 16:47 Thureday, July 12, 1990 .

2

PR RIS BN ) b bt foe Bt Pt Db b bt o Dot
PR AW NOYDDIOABLWNCOODOIRREWN-

OB Bl B2 B3 B4 B85 B8 BT MONTH SRl nsR2 MSR) MSR4

217 0 0 0 0 1 0 0 3 10.40 72.15 72.80 7.80
28 0 0 0 0 1 0 0 4 17.10  71.76 96.90 8.50
29 0 0 0 0 1 0 0 ] 20.80 12.91 76.00 ¢.90
30 0 0 0 0 1 0 0 6 10.30 78.32 83.00 6.90
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31 0 0 [} 0 0 1 (] 1 14.350 78.%9 835.00 18.)0
n [ 0 0 o 0 b 0 2 14.80 80.87 72.00 14.20
L] 3 0 0 0 0 0 1 0 3 13.50 79.99 $7.90 18.20
1) 0 0 0 o 0 1 0 4 13.20 80.59 25.20 17.80
L 1] 0 0 0 (] 0 1 0 L ] 13.00 80,72 25.80 23.80
3 0 0 0 o 0 1 0 [} 17.90 80.59 27.90 21.90
37 0 0 ) (] 0 0 1 1 81.80 @&7.48 86.00 24.00
38 0 ¢ 0 0 0 0 1 2 45.60 72.31 115.00 31.00
Q » 0 0 0 0 0 0 1 3 80.60 @6.45 100.00 28.00
40 0 0 0 0 0 0 1 4 47.00 @4.81 123.00 28.00
i [} 0 0 0 0 0 0 1 ] 49.60 &4.88 127.00 29.00
I 42 0 0 (] 0 0 0 1 ] 48.40 77.20 $1.00 23.00
4 =1 <1 1 -} 1 -1 -1 1 23.90 75.18 48.00 19.00
44 21 2] 1 1 ] o] .} 2 31.60 77.18 80.00 21.00
45 -1 ] -1 =1 1 e} -} 3 23.20 T9.22 36.00 18.00
46 -1 -]l -1 -1 -1 -] -]l 4 24.90 1%.17 38.00 18.00
47 21l 21 1 el o] =1 o} ) 25.90 81.80 40.00 19.00
48 21 2] 1 1 o] o] .} ¢ 21.00 86.78 44.00 12.00
ops MSRS MsRé  MSR7 nIRe nsao nsR10 MSR11 MSR12 MSE1Y
21 17.20 46.9 81 82.81 1.00 96.4 83.4 95.3 89.60
28 17.80 41.0 H1) 90.04 2.46 91.4 9.1 94.0 88.30
29 18.30 44.9 100 97.22 1.7 8.7 923.4 4.4 88.90
30 14.60 4S5.¢ 7 98.00 2.20 94.5 4.9 88.9 91.80
31 17.60 42.9 69 9¥.24 0.80 95.8 95.0 9.8 £9.90
32 16.60 43.8 87 98.48 0.80 97.7 94.8 94.7 100.00
33 16.30 43.8 74 97.80 0.00 968.6 83.8 97.2 100.00
3¢ 16.90 42.4 43 100.00 0.00 99.1 95.3 99.0 $9.90
35 17.20 41.9 (1} 96.89 0.00 9.8 96.4 98.8 $99.70
3¢ 16.20 41.7 80 $9.30 1.90 5.4 8s.8 98.2 99.70
kI 22.00 .8 33 75.40 0.90 4.1 80.1 87.2 9%.80
38 26.00 34.8 87 71.60 1.70 6.2 02.9 81.8 $7.10
39 24.00 34.2 16 87.50 0.00 #5.0 93.4 92.1 94.60
40 26.00 34.3 [ 1] 55.70 0.00 8.9 87.2 2.9 94.00
41 29,00 32.3 138 81.00 1.20 84.0 9s.1 88.4 935.5%0
42 30.00 31.0 102 85.20 5.80 9.1 3.0 94.8 95.70
43 17,00 29.6 89 64.40 2.90 95.0 6.2 96.0 935.60
44 17.00 9.9 43 93.90 1.20 9¢.4 95.8 94.3 27.10
43 13,00 30.4 [ }] 91.00 0.00 95.8 5.8 96.3 94.60
46 15.00 29.98 87 92.3% 1.10 95.2 93.4 92.3 94.00
47 15.00 30.0 [ )] 84.60 0.00 23.8 96.0 9.6 95.850
48 14.00 27.2 80 80.00 1.10 97.6 98.2 98.6 95.70
The $AS Systea 16:47 Thursday, July 12, 1990
3
Backward Rlisination Procedure for Dependent Variable MS22
Step O All Variables Bntered B-square = 0.7841585¢ C(p) » 19.00000000
or sus of Squares Kean Square F Prob?
Regression 18 1436,18717580 79.78706831 5.22 0.0001
Brror 29 443.24765878 15,20440192
Total 47 1679.41403128
- Parapeter Standard Type 11
Variable Estisate Brror Sum of Squares Fr  Prob?
INTERCEP 80.9441836¢ 48.04227782 49.36041927 3.23 0.0827
| 3 «25.46732019 13.470847%¢ $4.63168797 3.87 0.0887
.7 «12,35107798 10.64610214 20,57201918 1.38 0.2%84
B3 19.08009408 9.14597008 $6.51964460 4.38 0.0459
| 1] 3.24481016 3.97766001 10.17118884 0.67 0.42313
1] 2.4881768389 9.77892998 0.90999518 0.0 0.8009
| 1 8.89419038 6.63483589 27.4€800400 1.0 0.1908
27 0.05769108 4.92142378 0.00210031 0.00 0.9%07
MONTH 0.24790270 0.48807928 4.290029751 0.28 0.6003
MSR1 0.04255920 0.07882821 4.48924028 0.29 0.5920
MSRI =0.08454768 0.05495784 35.9859183) 2.38 0.1358
MSR4 -0.60731827 0.26029670 83.20392220 .44 0.0268




MSRS 0.52014015 0.37849223 20.88524848 1.89 0.1799
MSRE -0.390709769 0.5578245¢ 7.78820348 0.51 0.4811
HER7 =-0,059008912 0.03883001 35.39301043 2.32 0.1389
. 111 0.01041938 0.09219182 0.105233023 0.01 0.9108
NSRS 0.09279231 0.43638106 0.89046849 0.08 0.8332
HR12 -0.1163%4871 0.2979742¢ 2.33023212 0.1% 0.6991
MSR1Y 0.26134317 0.414493510 6.07712088 0.40 0.8333
Bounds on condition nuaber: 200.437, 12092.27 s

Step 1  Variable B? Removed Resguare = 0.76415544 C(p) = 17.00013742
14 Sus of Squares Mean Square P  Prod?
Regresuion 17 1436.16507519 84.48020854¢ 8.72 0.0001
Brror 30 443,24975608 14.77499187
Total 47 1079.41483128
Paraseter Standard Type 11
Variable Satisate Brror Sum of SQuares 7 2rob?
INTERCE?P 80.80241042 42.65973238 $3.007793%1 3.59 0.0879
| ) «25.39800014 11.8997694)3 87.30829000 4,86 0.0411
»2 =12.30104418 9.58913817 24.31378592 1.65 0.2094
83 19.04453454 8.48325788 74.46336204 $.04 0.0323
( 1} 3.272408%7 3.15238288 15.92148532 1.08 0.3078
{ 1 2.45335409 9.14439910 1.08349970 0.07 0.7903
| 13 8.86694452 6.10976561 31.1190338¢ 2.11 0.1871
MONTH 0.24837509 0.45909399 4.32434210 0.29 0.5925
"Rl 0.04277063 0.07514548 4.78644192 0.32 0.35738
MSRI -0,08428208 0.05375321 36.3063828¢8 2.46 0.127%
The SAS Systea 16:47 Thursday, July 12, 1990
4
MSR4 =0.60601999 0.25248694 85.34325133 §.78 0.022¢
MSRS . 0.52249842 0.315212688 40.59862307 2.7% 0.1078
HSRE «0.39807393 0.4902382398 9.59101540 0.65 0.4268
MSRT «0.05893481 0.03591868 38.78132472 2.69 0.1113
41 1] 0.01010843 0.08680949 0.20033649 0,01 0.908)
HSR9 0.094070868 0.415%63702 0.75684574 0.05 0.8228
nsRi12 «0.11858287 0.29229739 2.35041928 0.16 0.6028
MSR1) 0.28168351 0.406642066 6.11862847 0.41 0.5248
Sounds on condition nuaber: 9772.288

180.3374,

EX Y Y Y3 cosvoencsacnwa can- - assssscsnsssssanssssacsesvsCTUSORYREES

Step 2 variable MSRS Removed R-square = 0.764048835 C(p) » 15.01324467
pr Sus of Squares Mean Square ? Prod?

Regression 16 1435.96473870 89.74779617 $.27 0.0001
Brror ) | 443.45009288 14.30484170

Total 47 1879.41483128%

Paraneter standard Type 11

Variable Sstisate Rrror Sums of Squares P Prodr
INTERCBP 81.27739173 41.78319238 $4.12767042 3.78  0.0809
" =-25,872%87211 11.61561432 69.33420061 4.85 0.03%3
| ¥ -12,38274188 9.41004921 24.77038231 1.73  0.1979
B3 19.22983847 8.19949782 78.876729073 $.80 0.025¢
B4 3.12083547 2.823%89764 17.46800870 1.22 0.277¢
| 11 2.80849125 8.90172280 1.2283281) 0.00 0.771%
1 1 8.98601750 $.92697231 32.88151194 2.30 0.139¢
MONTH 0.24794630 0.45171607 4.30990039 0.30 0.5870
MRl 0.044029069 0.07317078 5.17963332 0.3 0.8517
MSRJ «0.086829373 0.05002738 42.56242580 2.98 0.0948
NSR4 -~0.8142808¢ 0.2403058S 93.47389708 6.53 0.0157
MRS 0.52901163 0.3052347¢ 42.96803592 3.00 0.0803
MSR6 «=0.39845470 0.48164273 9.79018308 0.68 0.4144
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MSR7 ~0.08938187 0.03515888 40.78520048 2.85 0.101)
MSR9 0.08797112 0.40570977 0.6725620) 0.08 0.8208
MsR12 -0.11873894 0.28703150 2.44799349 0.17 0.8820
MSR13 0.27082873 0.39291914 6.78806387 0.47 0.49081
Bounds on condition number: 159,775y, 8979.08
Step 3 Variabdle MRS Removed f-square = 0.76369009 C(p) = 13.05724783
or sSun of Squares MNean Square ?  Prob?
Regresaion 18 1435.202117687 95.68814511 8.89 0.0001
Srror 2 444.12288%4%2 13.878832088
Total 47 1879.41483128
Parameter Standard Type 11
Variable Batimste Brror Bua of SQuares ?  Prob?
INTERCRP 82.40445453 40.836624483 56.51381872 4.07 0.0521
Bl -28.01797019 11.26102538 74.08732210 $.3¢ 0.0278%
The 84S Systea 16:47 Thursday, July 12, 1990
L]
B2 -32.85548474 9.01668197 28.21207362 2.03 0.1636
23 19.74835271 7.724983168 90.70304455 6.5¢ 0.0138
B4 3.00367353 2.77888308 17.20167812 1.24 0.2739
BS 2.96805512 8.61469116 1.6474697¢ 0.12 0.7327
B6 9.20156231 5.75535441 35.47577948 2.5 0.1197
MONTH 0.230517¢0 0.43783818 3.84709687 0.28 0.6022
Mstl 0.03963487 0.08925252 4.54602837 0.33 0.5711
MSR3 -0.08468371 0.04873102 41.91232468 3.02 0.0919
MSR4 -0.810765%78 0.2%616118 92.82938730 8.69 0.0145
MSRS 0.5262089%94 0.30040103 42.39908278 3.07 0.0804
MSRE =-0.43062121 0.45135318 12.833124%¢ 0.91 0.3472
MSR7 -0.057955872 0.03403419 40.24527704 2.90 0.0983
MSR12 «0.10830863 0.27946088 2.12334142 0.15 0.6983
MsR13 . 0.28181698 0.38494955 6.42008645 0.46 0.5013
Bounds on condition number: 144.6183%, 7919.49)
Step 4 Variable B Resoved Resquare s 0.76281441 C(p) » 11.16503548
] 4 sSus of Squares Mean Squars 7 Prob?
Regression 14 1439,64470893 102.40319338 7.58 0,0001
Rrror kK 443.77012432 13.80818539
Total 47 1879.41483128
Parameter Standard Type LI
Variadle Bstimate Brror Sus of Squares ? Prob»?
INTERCRP 84.45614624 39.836908920 60.65278912 4.49 0.0417
| 1 ~29,12042951 7.38812082 132.28784159 9.79 0.0037
82 -10.17150328 4.47920814 69.85430249 $§.16 0,0298
| &) 17.92893%4) §.55692047 140.88500935 10.41 0.0028
| 7] 3,38902822 2,60778353 22.81418098 1.69 0.2027
| L] 7.95330439 4.41176722 43.900288%8 3.28 0.08%08
MONTH 0,20828435 0.38591230 $.07013342 0.60 0.4451
NSR1 0.04160924 0.06808718 5.04482183 0.37 0,845
MSR3 «0.,08955384 0.046000891 81.1777987) 3.7%9 0.0802
MIR4 -0,04433021 0.21221328 124.83%620811 9.22 0.0047
MSRS 0.5%177311 0.2072389¢6 49.84812417 3.69 0.0834
NSRE =0.2969783) 0.22767381 22.98377940 1.70 0,2011
MSR7 -0,05778141 0.03357294 40.012395%62 2.96 0.094¢
MSR12 =-0.00853932 0.27397399 1.74742089 0.13 0.7214
MSR13 0.18775281 0.31504154 4.79771329 0.3 0.58%)
Bounde on condition nuaber: 48.4901, 2814.848
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step 5 Veriable MSK12 Removed R-square = 0.76188484 C(p) = 9.2793623%3

or Sun of Squares Mean Square r Prom? »
Regression 13 1431.8972883%¢ 110.14594510 8.37 0.0001
Srror 34 447.81754481 13.16228073
Total 47 1879.41483128

Parameter Standard Type 11 y

The SAS Systes 18:47 Thureday, July 13, l..:

Vatriable Bstimate lri'cr Sun of Squares P Probdp
INTERCRP 77.81170118 34.41871712 68.75385156 $.07 0.039
)1 «22,731713689 7.21446809 130.8733033%3 9.9 0.0034
| }] =10.12184680 4.41945489 $6.03926109 $.2% 0.0283
By 17.72787437 5.458045%0 138.85774848 10.88 0.0028
1] 3.42920209 2.57181578 23.40117128 1.78  0.1013
1] 7.829%6488 4.34168287 42.80518618 3.28 0.0802
MONTH 0.27293387 0.37453187 6.9089835547 0.5 0.4712
MSR1 0.03897969¢ 0.06682128 4.47903594 0.34 0.5638
nSRY =0.0084251083 0.04302183 50.47960999 3.8¢ 0.0%584
MSR4 -0.61818453 0.19469408 131.84008042 10.02 0.0033
MSRS 0.52753860 0.27362482 48,.217048%7 3.66 0.0841
MSRE «~0,30584536 0.22338804 24.88874729 1.88 0.1798
MSR? -0,05564298% 0.03261847 38.30698072 2.91 0.097)
MSR13 0.16323387 0.3036137¢8 3.80456804 0.29 0.5943
Dounds on condition number: 47.48248, 2522.888
Step 6 Variable MS5R13 Resoved Resquare * 0.75986028 C(p) = 7.52828284
pr sSus of Squares Mean Square 7 Prob?
Regression 12 1428.0926883] 119.0077240) 9.23 0.0001
Error k1 451.322142904 12.00491837
Total 47 1879.41483128
Parameter Standard Type 11 .
Variabdble Estimate Brror Sus of Squares F  Prob?
INTERCEP 953.80223811 $.1687%289 4429.94533648 343.5¢ 0.0001
Bl =-25.1322594% 5.608926886 258.89407609 20.08 0.0001
32 =11.78080149 3.13162049 162.408000097 14.18 0.0008
» 19.74183823 3.92912428 325.53831467 25.2% 0.0001
M 3.823386887 2.43992802 31.68365270 2.46 0.1281
| 1 9.688443158 2.89914873 179.16960050 13.69 0.0007
MONTH 0.29740964 0.3679583¢ 8.42420604 0.65 0.4244 -
MSR1 0.04833397 0.064738%9 6.6052788¢ 0.51 0.4789
NSRS «0.08374710 0.04287222 49.90057619 3.87 0.0571
MR -0.62747688 0.19158186 138.32645041 10.73 0.002¢
MRS 0.83261821 0.27268051 47.3743587) 3.67 0.0838
MSRE -0.39803279 0.14194009 101.40191302 7.86 0.0082
MSR? -0.05293175 0.03189531 35.5138168¢1 2.7 0.1089
Pounds on condition number: 29.2761, 1968.673 -
Step 7 Varisble MIR1 Resoved Beaquare = 0.73634374 C(p) » §5.90044009
Dr Sum of Squares Mean SQuare F Prob? «
Regression 11 1421.48740044 129.22612813 10.16 0.0001
Rrror k1] 457.92742181 12.720206186
Total 47 1079.41483128
Paraseter Standard Type II

The SAS Systes 16:47 Thureday, July 12, 1990
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7

variable Setimate Error Sum of Squares r  Prob?
INTRRCRP 97.29364269 4.89793371 8455.63528044 428.90 0.000)
] -23.81785000 $.18001639 266.5815288¢ 20.9¢ 0.0001
2 -11,08088873 3.10880473 184.044393589 1¢.53 0.0008
[ 1) 19.74513219 3.90241313 325.647303681 25.¢0 0.000)
M 3.49094378 2.37902428 27.38037383 2.18 0.18510
Bé 9.070371373 2.43483708 176.52583462 13.88 0.0007
MONTE 0.31581739 0.58458427 9.54592481 0.7 0.3921
Nk -0.07980348 0.04189001 45.93431490 3.81 0.0884
MSR4 -0,57398961 0.17520%39 136.52346229 10.73 0.0023
NSRS 0.51243268 0.27043798 45.6701585) 3.59 0.0882
nSRE «0.43053710 0.1335¢8419 132.17072589 10.39 0.0027
nsa? «0,05117238 0.03158427 33.39053048 2.62 0.11Y
Rounds on condition number: 28.10881, 1092.0808
Step 8 Variable MONTH Removed Resquare = 0.7512665¢ C(p) ¢ 4.58499438
or Sus of Squares Nean Square ? ProdO?
Regression 10 1411.94148484 141.19414048 11.18 0.0001
trror 3 467.47334681 12.83441477
Total 47 1879.41483128
Parameter standard Type 11
variable Satimate grror Sum of Squares r  Probd?
INTERCEP 98.02400578 4.60603144 $722.190238374 452.91 0.0001
Bl «23.84860925 $.13471338 272.351668393 21.%7  0.000%
B2 -11.83288980 3.09823423 184.29213744 1¢.59 0.0005
X1 20.05890562 3.87244237 338.999979989 26.83 0.0001
[ 1] 3.43961238 2.370252%0 26.60832615 2.11  0.15%2
| ] 9.13173347 2.42557538 179.07379732 14.17 0.0008
MSRI - -0.09425911 0.035819238 76.95703086 6.09 0.018)
MS24 -0.615874089 0.1678332) 170.13085099 13.47 0.0008
MSRS 0.604236848 0.24796916 75.01940683 S.94¢ 0.0198
HSRE -0.43802822 0.13283396 137.38387283 10.87 0.0022
MS5R7 -0.04108802 0.02925248 24.90218720 1.97 0.1887
Bounds on condition number: 25.0414, 942.8148 '
Step 9 Variable MSR7 Reaoved R-aquare = 0.73801859 C(p) = 4.21424798
or sSum of Squares Mean Sguare ? Prod?
Regresaion ] 1387,03931743 154.11547971 11.89 0.0001
Rrror 3 492.375513%82 12.9572503%¢
Total 47 1079.41483128
Parameter Standard Type 11
variable Betisate Srror Sum of Squares P Prod?
INTERCEP 95.5914348) 4.32190193 6338.71163319 489.20 0.0001
| J -19.97823101 4.386868337 268.73184837 20.74 0.0001
the SiAS Systes 16:47 Thursday, July 12, 1990
8
| ] -9.09824678 2.43992764 180.166864088 13.90 0.0008
| k) 17.08818874 3.27490228 351.95818872 27.16 0,000}
.2 ] 1.38081049 1.8737%087 $.82411223 0.5 0.4728
| 1] 8.234108812 2.36951089 186.47218882 12.08 0.0013
MSRI «0.11144472 0.03683679 119.89389604 9.28 0.0042
nSB4 -0.59229750 0.16911097 156.94581693 12.27 0.0012
MSRS 0.52914927 0.24520650 80.34000017 4.86 0.0373
M5RE -0,37840887 0.12746143 114.202808572 8.81 0.0082
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Bounds on ocondition number: 17.8228), $33.3789
v
$tepl0 Variable B4 Removed Regquare = 0.73438361 C(p) = 2.880723%7
4] 4 Sum of Sgquares Hean Square 7  Prob?
Regression 8 1380,21520821 172.5269008S 13.48 00,0001
Brror 3 499.19982804 12.709080043 ’
Total 41 1879.41483128
Paraseter Standard Type 11
Variable Bstisate RBrror Sua of Sguares ? Pro) P
INTRRCEP 95.49207098 4.293430864 6331.89383894 484.88 0.0001
»l «18.40437209 3.79009748 301.82203087 23.58 0.0001
B2 -8.13073983 2.03106038 205.12756689 16.03 0.0003
| }] 16.082332%¢ 2.9490818¢ 379.71103270 20.8¢ 0.0001
.»e 7.90233283 £.32069098 150.27013831 11.74 0.0013
MSR)Y -0.10935338 0.03830098 116.15498017 $.07 0.0048
MSR4 ~0.54993805 0.15775237 185.55550109 12.1% 0.0012
MSRS 0.42457004 0.1971859) $8.34121898 4.64 0.0378
MSRE -0.3456255% 0.11846247 108.95814008 8.51 0.0088
Bounds on condition nuaber: 13.46708, 434.7938

ecccssscccvsnasevsaan

All variables left in the model are significant at the 0.1000 level.

Sussary of Backward Blimjination Procedure for Dependent Variable MSRZ

Variable Number Partial Model
Step Rewoved in ReeQ Res2 c(p) r  Prob?
1 | ¥ 117 0.0000 0.7842 17.0001 0.0001 0.98907
2 MSRS 16 0.0001 0.7640 15.0132 0.013¢ 0.9081
3 _ mMsm9 18 0.0004 0.7637 13.0872 0.0470 0.82908
4 | 1 14 0.0009 0.7628 11.183%0 0.1187 0.7327
s MSR12 13 0.0009 0.7¢19 9.2794 0.1294 0.7214
[ ] NSR1) 12 0.0020 0.7599 7.5283 0.2881 0.35943
7 MSR1 11 0.003% 0.7583 5.9604 0.5122 0.4789
8 MONTH 10 0.0081 0.7513 4.583%0 0.7505 0.392)
9 MSR? ] 0,0132 0.7380 4.2142 1.9710 0.1687
10 | 1] 8 0.0036 0.7344 2.8607 0.%267 0.472%
The SAS Systes 16:47 Thursday, July 12, 199:
Backwvard Blisination Procedure for Dependent Variable MSR?
Step 0 All Varisbles Entered Re-square = 0.8421985% C(p) = 19.00000000
or sua of SQuares Hean Square ? Prob»r
Regression 18 $0101.75979608 2783.43109078 8.60 0.0001
grror 29 9387.49020394¢ 323.7005587¢
Total 47 $9489.25000000
Parameter Standard Type 11
Variable Bstisate Brror Sum of Squares ? Prob?
INTERCRP 168.50145197 216.2723887¢8 196.49736008 0.61 0.4422
B1 «127.12927329 61.31384707 1391.63546080 4.30 0.0471
82 -76.80250974 48.04592090 827.18953254 2.5 0.1208
| K 75.7212069) 42.89220987 1008.8572368% 3,12 0.0880
1] 12.66411882 18.364272088 153.940088292 0.48 0.49%9
.1 26.53228291 44.78316622 11).62410938 0.35 0.5%81
| 1] 33.13198238 30.85741098 373.18729378 1.15 0.2918
B? 39.8622512) 21.40492088 1122.6590895)3 3.47 0.0727
MONTH 3.53242610 2.08273908 049.312240888 2.9 0.0978
nskl 0.11378878 0.36260%82 31.88173244 0.10 0.7559
MSR2 -1.25144162 0.82237622 749.6034850) 2.32 0.1
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MSRY 0.118846888
MSR4 -1.,61910720
MSRS =0.2300056%
MSRe =2.13191261
MSRS 0.02321937
HSR9 0.83893919
naR12 =1.35383308
nsa13y 1.90333788

Bounds on condition number:

0.36203877
1.27040070
1. 79715404
2.3582070)
0.42433018
2.00400880)
1.351711301
1.88769193

199.1878,

66.37884800
$23.839273)9
§.3063¢014¢
224.81156808
1.14338848
86.68158930
324.72278083%
329.75217813

13569.68

0.21 0.6538
1,82 0.2128
0.02 0.89%0
0.69 0.e118
0.00 0.953%
0.18 0.8787
1.00 0.3248
1.02 0.d12

Step 1 Variable MSRS Reacved
1) 4 Sus of Squares
Regreasion 17 80100.61840759
Brror 30 9388.633%924)
Total 47 $9489.23000000
Paraseter Standard
Variable Betisate Error
INTERCEP 168.3708508% 212.64712971
|} «127.0516809) 60.27329205
B2 «76.64975747 47.17360270
B3 78.89463112 42.07613948
B4 12.5000077S 17.85141629
{ 1 26.65006147 43.9899867)
Bé 33.21603322 30.30871248
57 39.47981229 20.07286300
MONTH 3.53417783 2.02798515
MSR1 0.11806469 0.34947117
The SAS Systee
MSR2 | -1.25052829 0.80846183
MSR3 0.11474389 0.24856582
MSR4 «1.832489%) 1.2296730)
nSRS «0.19994823 1.69521052
MSRE -2.11985728 2.50744326
nseo 0.33358970 1.9691115%3
MSR12 =1.38039049 1.32403939
MSR13 1.92780017 1.81818509
Bounds on ocondition number: 197.9355,

Resguare = 9.84217832

Mean Square

2947.09508280
312.95445308

Type 11
sSus of Squares

196.88493508
1390.56771047
826.23695447
1018.19620120
153.44627314
114.88028883
375.87348628
1210.63340387
950.44806629
35.7109318%4

748.77120286
66.68949609
$51.55904396
4.35384045
223.68288736
56.08210933
330.07526625
351.83845047

11702.48

C(p) = 17.00383218

Step 2 Variable MSRS Removed
1] 4 Sum of Squares
Regression 16 80096.2625501¢
Rrror 31 9392.98744088
Total 47 $9489.23000000
Paraseter Standard
Variable Bstimate Brror
INTEBRCEP 169.88240601 208.9470705)
| ) «126.38824630 $9.17968178
»2 -75.82595329 45.62472858
Lk 76.00958732 41.39041712
| 1} 13.92041688 12.986382%4
| 13 24.87291628 40.66658104
11 32.82037008 29.40586124
»? 38.31162962 17.17941784
MONTH 3.51501458 1.98905609
MSR1 0.12601839 0.3374087¢
MSR2 «1.2772727 0.76357181
MSR3 0.10172778 0.219158%9

D e P e e e W ek Lo g Ve Y

R-square = 0.84210814¢

Mean Square

3131.01640005
302.99959487

Type 11
Sud of Squares

200.31831585
1386.34027408
832.497973008
1021.83127500
349.227849832
113.34963065
372.063334238
1506.90685405
946.24206516
42.26734091
847.83148571
65.208540890
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7 Prob»?
9.42 0.0001
| 4 Pro»?
0.63 0.4342
4.44 0.04)8
2.64 0.1147
3.2% 0.0813
0.49 0.4892
0.37 0.5492
1.20 0.2818
3.87 0.0388
3.0¢ 0.0916
0.11 0.7378
10
2.39 0.1324
0.21 0.6477
1.76 0.1943
0.01 0.9069
0.71 0.4046
0.18 0.675}
1.05 0.3128
1.12 0.2971%

C(p) = 15.01698216

? Prob?y
10.3 0.0001

r Prob»?
0.66 0.4224
4.58 0.0404
2.7% 0.1018
.M 0.07%9
1.13  0.291)
0.37 0.54852
1.2 0.2758
4.97  0.0331
3.12 0.0870
0.1¢ 0.7113
2.80 0.1044¢
0.22 0.6458
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MSR4 «1.70861940 1.02977574 034.1582394) 2.7% 0.1072
MSR6 «2.03409369 2.36123402 224.85841228 0.74 0.39%8
MSRO 0.87415997 1.90772185 63.6200157¢ 0.21 0.63%00
MSR12 -1.39458089 1.27181083 364.32125228 1.20 0.3813
MSR1Y 1.92453850 1.78879697 330.729009713 1.18  0.2903
Bounde on condition nuabder: 181.2008, 100%¢.8
Step 3 Variable HNSR1 Removed Regquare = 0.84139583 C(p) = 13.14738517 ¢
) 4 Sun of Squares Mean Square P Prob?
Regression 15 50053.99521823 3336.93301438 11.32 0.0001
trror 32 9435.25478177 294.85171193
tTotal 47 59488.25000000
Parameter Standard Type 11
‘Variable Bstimate Brror Sum of Squares P Prot»?
INTERCEP 162.4436847) 205.17751621 184.82034708 0.83 0.4344
Bl ~124.6979393¢ 58.165136984 1355.17910683 4.60 0.0397
The SAS Systes 16:47 Thureday, July 12, 1990
11
82 -77.41868804 44.75734455 882.19919209 2.9% 0.093)
| X 17.27215128 40.65371321 1063.15116828 3.681 0.0868
1] 12.725633268 12.39547892 310.76767438 1.08 0.3122
BS 26.80899931 39.78883260 133.85742506 0.48 0.5053
.1 31.13030714 28.73958381 345.94695744 1.17 0.2868
37 39.225128%4 16.77423148 1612.30477834 $.47 0.0258
MONTH 3.44903887 1.9543772) 918.28663208 3.11 0.0871
MSR2 -1.26539987 0.75258231 833.58753074 2,83 0.1024
MSR3 0.11146583 0.21465316 79.50975372 0.27 0.6071
MSR4 =1.59143388 0.96753619 797.71253684 2.71 0.1098
MSRE «2.19941610 2.28796621 272.47034559 0.92 0.3438
MSRY 0.66961117 1.8026825%3 40.68277142 0.14 0.7127
MSR12 ° -1.34691433 1.24826150 343.29918244 1.18 0.2888
MSR1Y 2.02436178 1.74477310 396.91910044 1.38  0.23%43
Bounds on condition number: 174.9198, 9121.395

EL L IR P P P T Y Y XY I LY Y T P Y P P Y XY L P Y Y Y R T R Y Y P Y Y T T Y T T YTy

Step 4 Variable MSR9 Resoved R-square = 0.84071177 C(p) = 11.27323311
or Sua of Squares Mean SQuare ¥ Probl

Regresaion 14 $0013.31244681 3572.37946049 12.44 0.000)
Brror 3 9475.03755319 287.14982282

fotal 47 $9489,25000000

Paraseter Standard Type 11

Variable Estinate Brror Sum of Squares r ProbPr
INTERCRP 180.32478011 196.82830721 241,01405820 0.84 0.3882
| 3 «131.80386084 54.20707772 1697.86708851 5.91 0.0206
| T -82.37320083 42.16198784 1096.07023880 3.82 0.089
| M 82.868516121 37.30852852 1416,56338459 4.9 0.033
M 12.440819388 12.20910180 298.15754649 1.0¢ 0,3156
BS 29.76874383 38.47194528 171.89111600 0.60 0.4448
| 13 34.21481182 27.18230198 455.94833853 1.5 0.2168
»? 40.75307010 16.04825660 1851.71094592 6.48 0.0180
MONTRH 3.31966932 1.89781066 878.60189707 3.08 0.0896
MER2 «1.278375¢7 0.74188732 852.60788502 2.97 0.0942
MSR)Y 0.11073003 0.21182198 70.46879548 0.27 0.68048
MSR¢ -1.67059701 0.93136467 923.87268788 3.22 0,082
MSRE -2.48217780 2.12028%114 390.2298412¢ 1.3 0.2%21
MSR12 =1.30461724 1.22671387 324.778908949 1.1) 0.2083
nSk13 1.92843196 1.70286762 368.26048007 1.28 0.265¢

Bounds on condition number:

158.5568,

7690.089




Step $ Variable MSRI Removed Resquare = 0.83939272
or Sua of Sgquares Mean Square
Regression 13 49934.843085133 5841.14181903%
Beror 34 9854.40834087 201.01198143
Total 4" $9489.25000000
Parameter Standard Type 11
The 84S Systea
Variable Bstimate Brror Sus of Squares
INTERCEBP 205.09079233 188.988772908 330.93683287
81 «130.55569516 §3.57257851 16658.90391733
| ¥ «81.26204581 41.65590023 1069.41738797
B3 81.7744695%9 36.84986804 1383.84649229
| 2] 8.41748414 9.37568049 226.%50770127
| 1] 29.15390320 38.04054908 185.04999643
| [ 33.08596117 26.772406774 428.6573607)
B? 45.97226291 12.42940087 3844.29038548
MONTH 3.27223703 1.875271178 855.6297583¢
MSR2 -1,36798130 0.71405766 1031.37961945
MSR4 «1.77342999 0.90057168 1089.723%5398
MSRE -2.36921784 2.09549738 359.22003300
MSR12 -1.45169839 1.18118274 424.46530384
MSR1D 1.93286912 1,68454944 369.96629483
Bounds on condition nusber: 153.9544, 8941.148
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step 6 Variadble 85 Renoved

. 1] 4 Sus of Squares
Regression 12 49769.79365490
grror s $719.45634510
Total 417 $9469.25000000
Parameter stendard
Veriable Estimate Brror
INTRRCERP 208.43654422 187.82122613
| } «07.01704344 30.71844940
| .Y -52.08844637 19.22916047
»3 60.53924521 24.14954570
| 1] 11.28294680 8.84706053
111 19.16858653) 19.876296684
»” 44.213%0738 12.1434813¢
MONTH 4.08024492 1.84183770
MSR2 «1.,29218803 0.702994%7
MSR4 -1.88236202 0.88402808
MERE -0.99172833 1.07088630
nsR12 -1,20009078 1,18831272
MSR1) 1.224590409 1.40007838

Boundes on condition nuaber: 40.776812,
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Step 17 Variable MSR13 Removed
or

Regression 11

Error 3

Total 417
Paraseter

sSus of Squares
49557.34430143
9931.005694887
$94089.28000000

standard

S L) o e O

s

R-square = 0,83661827

Mean Square

4147.48280457
277.89878272

Type 11!
Sua of Aquares

342.00488928
2769.94675409
2108.70415850
1745.13891288

483.93323¢668

268.17650501
3081.26806759%
1945.22706804

938.2%6152390
1259.07064468

238.16113719

346.21670670

212.44938347

2011.982

R-square = 0.83304708

Hean Square

4508.21311831
275.08826940

Type 11

183
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c(p) »
r

13.67

9.51564029

Prob»?
0.0001

16:47 Thursday, July 12, 1990
12

P Prod?
1.18 0.2858
5.84 0.0202
3.81 0.05%4
4.92 0.033
0.81 0.37%6
0.50 0.4487
1.5  0.225%3

13.68 0.0008
3.0¢ 0.0%00
3.67 0.0838
3.8  0.0571
1.28 0.2861
1.5 0.2278%
1.32 0.2%592
C(p) = B8.023315¢8
r  Prot»?
14.9¢ 0.0001

P Prob?
1.2 0.2747
9.97 0.0033
7.59 0.0092
6.28 0.0170
1.74 0.195%¢
0.96 0.334)

13.26 0.0009
7.00 0.0121
3.3 0.0745
4.5 0.0403
0.86 0.3%07
1.2 0.2718
0.77 0.%7
C(p) = 06.88181793

? Prob?

16.33 0.0001




The GAS Systea
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8
Variable Estimate Srror Sum of Sguares r  Prod?
INTRRCRP 331.41217278 124.12842801 1966.63827738 7.1 0.0113
| )% =115.77611827 21.91994679 7696.42314038 27.90 0.0001
| H -88.84443088 10.0842377¢  20443.88388848 37.88 0.0001 Py
| M 76.847277¢9 18.20802391 $9681.71740977 25.2) 0.0001
| 1] 13.82488082 8.01154081 $21.52283307 2.98 0.093%0
1 32.340087249 12.46385678 1857.74437468 6.7 0.013¢
| X 47.090149%¢ 11.65142407 4506.42561830 16.33 0.0002
MONTH 4.21422584 1.52901448 2095.7648881¢ 7.60 0.0081
MSR2 «1.27448101 0.70040808 913.47377687 3.1 o0.01M
HSR4 «1.97713128 0.87448322 1410.22429844 $.11  0.0299
MSRE ~1.761849837 0.80788799 2318.97708448 8.40 0.00684
H5R12 -1.09512280 1.129902181 259.15457088 0.94¢ 0.3389
Sounds on condition number: 20.89922, 847.8329
Step 8 Variable MSR12 Reamoved R-square = 0.82869073 C(p) = 5.48240279
1) 4 sSua of Squares Mean Square P Prob?
Regression 10 49298.18073058% 4929.81897308 17.90 0.0001
Error 3 10191.06026941 275.43408134
Total 17 $9489.25000000
Parameter standard Type 11
variable Sstimate Brror Sum of SQuares 7 ProtO?
INTRRCRP 232.59038274 70.73474189 29078.0748491)3 10.81 0.0022
3 -112.87527485 21.66742431 7448,3%419123 27.04 0.0001
| ¥ -65.81927370 10.80375996 10222.89630749 37.12 0.0001
B3 . 74.60371508 15.10947288 6714.90603930 24.38 0.0001
M 14.41758988 7.98161808 898,.71382086 3.26 0.0780
| 14 28.97250488 11.95882539 1616.83783814 5.87 0.0204
87 48.78949894 11.81241897 4942.89130239 17.98 G.0001
MONTH 3.79774847 1.46618682 1847.93510960 6.71 0.0138
MSR2 ~1.36487220 0.69382750 1066.15837604 3.87 0.0%87 .
HSR4 «1.82444664 0.85948116 1241.10136411 4.51 0.0405
MSRE -1.71118088 0.60815702 2202.28350431 8.00 0.007%
Bounds on condition number: 20.454, 732.65%9
All variables left in the model are significant at the 0.1000 level.
The $AS Systes 16:47 Thursday, July 12, 1990
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summary of Backward Elisination Procedure for Dependent Variable MSR?
variable DNusber Partial Model
Step Resoved In Ree2 Re®2 c(p) r frot»?
1 MSRS 17 0.0000 0.8422 17.0038 0.0038 0.88%3 hd
2 NSRS 16 0,000} 0.8421 15.0170 0.0139 0.9089
3 NSR1 18 0.0007 0.8414 13.147¢ 0.1398 0.711)
4 Nk 14 0.0007 0.8407 11.2732 0.1380 0.7127
] NSR3 13 0.0013 0.8304 9.5188 0.2733 0.8046
[ | 1 12 0.0028 0.838 8.0288 0.5073 0.4487 ’
7 MER13 11 0.0038 0.8330 6.8818 0.7650 0.3877
8 MSR12 10 0.0044 0.8287 $.4024 0.9394 0.3389
The SAS Systes 16:47 Thursday, July 12, 1990
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Backward Elimination Procedure for Dependent Variable MSRS
Step 0 Al]l Variables Entered R-square = 0.86913257 C(p) = 19.00000000

154

B T e e e e et

e e e oo U St bt oo L+ s o By el 1 e 5 &2




or Sun of Squares Mean Sguare P Prob?
. Regression 18 3835.21874818 201.93639712 3.286 0.0023
trror 29 1707.81444381 81.98328867
Total 47 5432.73310187
Parameter standard type I
Yarisble Ratisate Brror Sum of SQquares r Pro?
INTERCEP 1.93778139 95.62199088 0.02848472 0.00 0.9840
Bl 3.680232842 28.74177839 1.02177188 0.02 0.8987
] 6.42708339 21.09832571 8.33028287 0.0 0.77112
| 1} 6.51013097 19.71471887 $.75884818 G.11 0.7438
M -8,58789623 8.00920913 41.679378388 0.6 0.4189
1] 4.54228287 19.69€58403 3.20637821 0.08 0.8192
1] 3.17318158 13.75587083 3.29828421 0.08 0.8102
»7 -15.38513497 9.4916708¢ 162.21707087 2.62 0.11¢8
MONTH 0.03239308 0.94711188 0.18987918 0.00 0.9%83
MSR1 0.16886111 0.153582338 72.61718324 1.17  0.2080
MSR2 0.04225388 0.37386805 0.7917225%2 0.0 0.9108
MSR3 -0.16324818 0.11101330 136.032537.48 2.16 0.1522
MSR4 «0.51839203 0.5630980% $2.53225700 0.8%5 0.3848
MSRS 1.1963348) 0.75480720 155.78842797 2.%51 0.1237
MSRS 0.48825690 1.12912122 11.59017819 0.19 0.8888
MSR7 0.00482900 0.08125236 0.21893578 0.00 0.9530
MSRY -0.21683684 0.87894195 3.771590111 0.06 0.8068
MSR12 «0.25344628 0.59978746 11.16754901 0.18 0.8787
MSR13 0.88333244 0.82416916 71.52443387 1.1 0.2016

Bounds on cundition number: 13339.43

202.6%13,

Step 1 vVarisble MONTH Resoved R-gquare » 0.66909788 C(p) = 17.00306017
pr Sum of Squares Mean SqQuare 7 Pro»?
Regression 17 3635.02906900 213.82823938 3.57 0.0011
Brror 30 1737.70¢122688 59.9234707¢
Total 47 8432.73319167
Paraseter Standard Type 11
variable Bstimate Brror Sum of Squares ? Probr?
INTRRCEP 0.93304827 c.37820810 0.00837830 0.00 0.9918
Bl 3.25524741 27.18202024 0.05941180 0.01 0.8038
82 6.01924778 20.27446898 5.2818068) 0.09 0.7688
83 6.797145178 18.70105145 7.91622407 0.1y 0.7188
| 1] -6.6306961% 7.73%59028 44.29393452 0.74 0.3987
BS $.0379718¢ 17.24624047 $.11351530 0.09 0.7722
| 11 3.54428077 13.17903438 3.85865584 0.06 0.0014
»? «18.31884998 9.31031213 162.22612792 2.71  0.1103
MRl 0.10791482 0.15263708 72.519519061 1.21 0.3800
nse2 0.04428397 0.38582847 0.8780819)3 0.01 0.9048
The SAS Siatea 16:47 Thursday, July 12, 1990
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MSR3 «0.18380889 0.1088991) 136.08287387 2.27 0.142)
MIR4 -0.516088%78 0.55214124 $2.38285448 0.87 0.374¢
MBRS 1.19979341 0.73941104 187.77456334 2.6 0.1181
1] 14 0.408%46852 1.03282410 12.168488148 0.20 0.6358
MSR7 0.00818180 0.07613029 0.39638382 0.01 0.93%7
nseo «0.22628079 0.84807109 4.26644537 0.07 0.7914
MSR12 «0.24884209 0.58352268 10.088004787 0.18 0.6731
HSR1S 0.89747160 0.78110728 79.10738319 1.32 0.289¢
Bounds on oondition number: 175.3874, 11295.23
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Step 2

Variable MSR7 Removed

R-squars = 0.88002470

Sun of Squares

Mean Bquare

C(p) = 15.00945518

Prob> 1




Lete iy s o

ISl

Regression
Rrror
Total

Variable

INTERCRP
33

52

B3

L )

| 1]

.1

LI
MSR1
MIR2
NSR3
MSR4
MSRS
MRS
HSR$
MSR12
MSR13

Bounds on condition nuaber:

eccccoveapscccans

Step 3

Regression
Brror
Total

.

Variable

INTERCEP
|

»

| 1]

Bs

1]

B?
MSR1
MSR2
MERI
HSR4
MSRS
MSRE
MSRY
MéRi2
MBR1)

Bounds on ocondition number:

Step ¢

Regression
rror
Total

ST T Y

16
N
47

Paramseter
Bstimate

1.64953728
2.1888800
$.30901809
7.44865489
-8.60363922
$.44768018
3.64848978
-15.03296104
0.168376680
0.03¢89079
-0.16328066
-0.52€18620
1.20002082
0.44035438
=0.22490938
-0.35570838
0.918199884

3634.63308348
1796.10080619
5432.733190187

standard
Krror

90.49270327
23.42607613
18.00190729
16.63703138
7.58932108
16.22768179
12.42948695
8.48199350
0.15006764
0.34800142
0.10875457
0.52938728
0.72746317
0.97012541
0.83420501
0.56769783
0.73433742

159.8623,

variable 31 Resoved

1 4

13

L Y]
47

Paraseter
Estimate

6.61121580
3.78409283

8.91088910
«6.68433773
6.52935192
4.74367807
-14.79616899
0.16996054
0.02706732
«0.102352)8
-0.53818088
1.19247323
0.35844899
=0.24414498
=0,268216749
0.80757545

variable MSRZ Removed

) 4
14

3
4

T T

227.184354284
$8.00324214¢

Type 11
Sum of Squares

0.01927300
0.50839481
$.0447963%¢
11.82048288
43.91502092
8.838794178
§.00040753
182.19671911
73.01997477
0.6447692)
135.89020847
$7.20737180
157.83663534
11.95091491
4.2162047¢
11.7681372¢
80.29037740

9096.37

R-square s 0.66893149

Sum of Squares

J3634.12820087
1798.60890100
§432.733190187

Standard
Srror

72.13041380
7.47838788

The $AS Systea

§.49980552
7.409488¢1
11.19456948
4.10088438
7.98819819
0.14677948
0.32722207
0.10463203
0.50849048
0.71167871
0.40913439
0.79378417
0.584687723
0.71714090

29.34193,

Sus of Squares

3633.74170627
1798.99148839
$432.73319187

Mean Square

242.27503604
$6.2064856¢6

Type 11
Sum of Squares

0.47218490
14.3910859¢6

147.54320413
45.88017282
19.1210457¢
75.215591%1

193.80497201
75.36180848

0.38458440

135,323825%8
63.7113860%

187.80312578
43.14202867)

$.29043384
12.55634623
90.02078020

2390.708

R-square ¢ 0,.0888808070

HMean Sgquare

259.85297902
84.51489350

15¢

S T S A e v e e e

3.92

0.00
0.0
.09
0.20
Q.78
0.11
q.00
3.14
1.28
0.01
.3
0.99
2.12
0.21
0.07
0.20
1.5¢

| 4
N

0.01
0.28

2.3
0.62
0.34
1.34
3.48
1.34
0.01
i.41
1.13
2.81
0.
0.09
0.22
1.60

Prob»?

0.9088
0.9262
0.7700
0.6576
0.3909
0.7394
0.7710
0.0862
0.2708
0.9167
0.1363
0.3280
0.1091
0.8531
0.7892
0.6553
0.221%

C(p) = 13.01762504

Prob>?

0.0003

Proo P

0.9275
0.6162
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0.1180
0.3730
0.5638
0.2559%
0.072¢
0.2558
0.934¢
0.1308
0.2950
0.1038
0.3878
0.7610
0.637
0.2148

C(p) = 11.02382989

1 4

4.76

Protyy
0.0001




Parameter Standard Type 11
N Variadble Ratimate Brror Sum of Squares P Prob?
INTRRCRP 7.82781218 70.19402788 0.62892818 0.01 0.9152
n 3.9333¢6868 7.14734128 16.81031813 0.30 0.%888
| b 8.99617708 §.32046940 155.0587¢015 2.88 0,100
M «8.59.:3693 7.19761588 45.74718803 0.8¢ 0,363
| 1) 8.282443%8 10.8258088)7 18.08716737 0.33 0.8550¢
- 1 4,87734213 3.98051108 7€.034549083 1.39 0.2460
»? -14.9356880%¢8 7.68957288 206.73921823 3.1 0.0800
nsRl 0.17071428 0.14427808 76.32593669 1.40 0.3482
MSR)Y =0,16558869 0.09357054¢ 163.6340880835 3.00 0.002%
NSR4 -0.55148330 0.47198109 74.4333381) 1.37 0.2%10
NSRS 1.21204804 0.66100%78 183.2023%43178 3.3¢ 0.07%7
MSRE 0.37128839 0.37280801 54.07137978 0.99 0,368
MSRO -0.23784741 0.78012303 §.08740738 0.00 0.7¢2¢
nsSRi12 -0.26158378 0.54622258 13.50251909 0.23 0.8382
MSR13 0.915326¢1 0.70021221 93.15534899 1.71  0.2002
Bounds on condition nuaber: 2%.1187%, 2013.878
Step § Variable M3RY Removed R-square = 0.68792794 C(p) = 9.10558415
)] 4 Sus of Squares Mean Square ? Proo?
Regression 13 3628.67429392 279.12879222 $.26 0.0001
irror 34 1804.05889278 53,06055567
Totsl 47 5432.73319167
Parapeter Standard Type 11
The SAS Systes 16:47 thursday, July 12, 1990
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Varjable Estisate Error Sua of SQuares 4 Prob>?
INTERCEP $.21893729 68.84623724 0.30456227 0.01 0.9401
B2 4.2%202680 6.97553839 19.71540359 0.37 0.54862
B3 8.47965538 4.9758038) 154.09988891 2.90 0.,0978
1] -6.268394820 7.02044981 42.24139291 0.80 0.37188
.} 6.19532325 10,47920196 18.%54570367 0.3 0.5%8)
B6 4.75973487 3.89821039 79.10519157 1.49 0.2305
B? ~15,46581761 7.3695%107 233,68750720 4.40 0.0424
MSR1 0.18371104 0.13380871 102.20498012 1.9 0.1742
MSR) «0,1674493) 0.00409469 168,03829638 3.17 0.084)
HSR4 -0,85593058 0.4635309088 75.71343188 1.43 0.2408
MSRS 1,2420645)3 0.0644683512 196.85017808 3.71 0.0628
MSRE 0.40753539 0.34859830 72.51802238 1.37 0.250%
MSR12 -0,29085394 0.53087087 15.90650738 0.30 0.5876
MSR1) 0.94338148 0.6884830758 100.68211969 1.90 0.1774
Bounds on ocondition nuasber: 24.0381, 1778.372
Step § Variable NMSR12 Resoved R-square : 0.86500004 C(p) = 7.38221002
- 14 sua of Squares Mean Square r Prob»?
Regression 12 3612.76779154 301.06398263 5.79 0.0001
Srror 35 1819,.96540012 $1.9990114)
tatal 47 5432.73319167
< Paraseter Standard Type 11
Yariable Estimate Brror Sua of Squares ? Prob?
INTERCEP «10.46043968 61.97332¢18% 1.48399471 0.03 0.8688
| I 3.86593¢42) 8.87005342 16.4658233%71 0.32 0.8772
K] 8.58693280 4.9219883¢8 158.2688130) 3.0 0.0868
| 1] -6.03998070 8.93806112 39.40830378 0.76 0.3399
| } §.90590490 10.38757969 17.39201071 0.3 0.5687

1] 4.94653130 3.684421039 88.0954€687) 1.68 0.20868




a7 «14.99083837 7.24489478 222.83507951 4.28 0.0460
111 3] 0.180797%8 0.13216820 97.30587070 1.87 0.16800
MSRIY -0.14921908 0.08712199 152.5415888) 2.93 0.08%6
MSR4 -0.49398189 0.440828878 83.5314108%8 1.22 0.2788
MSRS 1.15861¢8%9 0.61894045 181.268893608¢ 3.49 0.0703
[ F9 1] 0.35094817 0.3327%102 $9.83389108 1.1%5  0.2007
MSR1Y 0.833771879 0.64833308 85.995087¢8 1.65 0.2069
Bounds on oondition number: 24,8081, 1554.408
Step 7 vVariable B2 Removed Resquare » 0.68196918 C(p) = 8.82785978
] 4 Sus of Squares Mean Square 2  Prob»?
Regression 11 3506.30195358) 326.93654144 ¢.41 0.0001
Brror 38 1836.4312358) $1.01197877
_Total 47 $432,.73318167
Parameter S$tandard Type 11
The SAS Systea 16:47 Thursday, July 12, 1890
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Variable Estimate Brror Sum of SqQuares ? Prod?
INTERCEP «16.46018178 60.48986161 3.77978348 0.07 0.7870
B3 9.83554955 4.3518322% 260.60636457 $.11 0.0300
.11 -6.64583492 6.78865268 48.88820%05 0.9 0.3M1)
BS 9.94336171 7.5611721) 88.21864831 1.7  0.1968
.1 5.259780868 3.76742794 99.43002039 1.98 0.1712
B? -15,.33704682 7.14968538 234.73909406 4.60 0.0388
HER1 0.14293720 0.11267459 82.093871583 1.61 0.2127
MSRY -0,1428%920 0.085%31%820 141.98624989 2.7 0.10%9
MSR4 «0.29832958 0.27811464 $8.69715007 1.18 0.2906
MSRS 1.061136%) 0.59005262 164.98072683 3.2 0.0805
MSRE 0.207185%96¢ 0.19778856 $5.9€486009 210 0.3019
MSR1Y - 0.93685361 0,61600934 117.98886897 2.31 0.1370
Bounds on condition nuaber: 13.44892, 924.0826
Step 8 Variable B4 Rewmoved R-square s 0.635297036 C(p) = 4.41639219
4} 4 sun of Squares Hean Sguare 4 Pro?
Regression 10 3847.41375078 354.741378%08 6.96 0.0001
Rrror 37 1885.310440089 50.95457948
Total 47 5432.733190187
Paraseter Standard Type 11
Variable Betisate Srror Sum of Squares 7 Pro?
INTRECRP -10.09806778 60.08579183 1.43918381 0.0 0.8678
» 11.50967349 3.99917182 422.05511288 8,28 0.0088
.1 6.16224808 6.49860583 45.84463993 0.90 0.3490
e 5.23993104 3.7652532) 98.68382748 1.94 0.1723
» -20.76362809 4.5130487¢ 1078.57306282 21.17  0.000%
MRl 0.17035072 0.109090110 124.17598787 2.44 0.1270 .
MSR3 «0.12700877 0.08398030 116.60109920 2.29 0.1388
MSR4 «0.324308822 0.27668207 70.04083963 1.37  0.2488
MSRS 1.47128018 0.41526184 639.631841683 12.%% 0.0011
NSRS 0.30468003) 0.17077030 162.20934704 3.18 0.0828
MSR13 0.75441080 0.58881198 84.21726150 1.65 0.2088 »
Bounds on condition nuaber: 8.939849, $27.13538
Step § Variable B5 Resoved Resquare s 0.6445317¢ C(p) = 23.15622186)
(1] 4 sSus of Squares Mean Square r Prob>?

158




Regression ] 3301.56911088% 389.0632345¢ 7.68 0.0001
Rrror 38 1931.18408082 50.82010739
Total 41 $432.73319187
Parameter Standard Type 11
Variable Bstimate Rrror Sum of SqQuares r  Prad?
INTRRCRP 37.18145629 33.85839349 62,.290634848 1.23 0.23152
° [ 1) 13.88850227 3.34089017 840.8375853¢ 16.58 0.,0002
The SAS Systes 16:47 Thuraday, July 12, 1990
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| [ 7.18754473 3.1122!‘01 258.71373609 §.00 0.0209
" =18.42933007 3.77803888 1209.268008542 23.80 0.0001
nskl 0.18078887 0.10848347 111.63145565 2.20 0.1488
MSRI «0.15370168 0.07800930 192.37391011 3.79 0.08581
MSR4 ~0.48884846 0.23068878 209.91701804 4.1 0.0401
MSRS 1.5379687684 0.40872661 719.58823933 14.16 0.0008
MSRE 0.31218238 0.17036327 170.6258285)3 3.3¢ 0.0747
MSR1) 0.29233090 0.32708188 40.6583823%0 0.80 0.3787
Bounds on condition number: $.672818, 299.0081
Stepl0 vVariable MSR13 Rewoved R-aquare = 0.83704780 C(p) = 1.81217011
1 4 Sup of Squares Mean Square P Prob?
Regression 8 3460.91072838% 432.613684107 8.5¢ 0.0001
Error 39 1971.82248312 $0.55955034
Total 47 $432.73319187
Parameter Standard Type I1
Varisble Eatimate trror Sum of Squares T Prob>?
INTBRCEP 66.30976087 7.83357938 3831.99258622 69.8¢ 0.0001
| K] . 13.66001221 3.33116330 850.18518419 16,682 0.0002
| 1 8.153283%4 2.96291202 382.85188988 7.37  0.0089
.} -18.63104324 3.76161865 1240.30365884 24.5%3 0.0001
MSR1 0.1767879) 0.10872545 138.7306839¢ .14 0.1087
MSR3 -0.18761172 0.07867579 202.90743088 4.0 0.0%521
MSR¢ -0,368508258 0.19840080 170.22870314 .3 0.0742
MSRS 1.38701417 0.37130161 705.523268418 13.9% 0.0008
MSRE 0.29394361 0.16870710 153.4445075¢ 3.04 0,089
Sounds on condition number: $.548338, 233.882
Stepll Variable MSR1 Reaoved R-square = 0.61151173 C(p) = 2.05037474
br Sum of Sguaree Mean Square | N 4,-1-1)
Regreasion 7 3322.18007459 474.59715381 8.8% 0.0001
Bcror 40 2110.58311707 $2.76382793
Total 47 5432.73319187
. Paraneter Standard Type 11
Varisble Bstimate Srror Sum of Squares 7 Prob?
INTBRCRP 75.83696348 8.51682778 9996, 88868490568 169.46 0.0001
[ 3 16.07328378 3.08029801 1455.819066724 27.59 0.0001
| I3 7.09502358 2.98861241 304.052804089 $.76 0.0211
] »? «18.24005408 3.83517008 1183.49138071 22.62 0.0001
MR +0,12035237 0.07832074 141.70878197 2.69 0.1091
MSR4 -0.36721070 0.20369949 171.46957889 3.25 0.07%0
MSRS 1.48725468 0.37423768 833.32038411 15.79 0.0003
nsae 0.07440169 0.10683002 25.60542487 0.49 0.4004
Bounds on condition nuaber: 4.5806849, 139.9408
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Stepl2 Variable MSRE Removed R-gquare = 0.80678383 C(p) = 0.48478769
1] § Sua of Squares Mean Sgquare P Prob)?
Regression [ ] 3296.49484973 549.41877408 10.5¢ 0.0001
Brror 41 2138.3385419¢ 82.10337907
Total 41 8432.73319187
Parameter standard Type 11
Variadle Estimate Brror Sum of Squares 7 Prot?
INTBRCRP 78.13800088 4.49745888  13727.37120828 301.85 0.0001
| A ] 16.17780547 3.03748284 1478.00288127 23.37 0.0001
| 1 7.923904628 2.8893287) 452.3%€67209 8.88 0.0053
87 -19.03420012 3.83034100 1425.2581858% 27.3%8 0.0001
MSRS «0.00302431 0.035837716 127.838584477 2.485 0.1249
MSR4 «0,32167807 0.19175027 146.63200917 .81 0.1010
MSRS 1.33033058 0.29723412 1043.72887771 20,03 0,0001
Bounds on condition number: 3.0804), 82.01238
Stepld Variable MSRI Remsoved R-square = 0,58324398 C(p) = 0.52799656
)1 4 sSua of Squares Mean Square r Prod?
Regression H 3188.60900408 833.72180099 11.7¢ 0.000%
Error 42 2284.12418871 $3.9077187)
Total 47 $432.73319167
Parameter Standard Type 11
Variable Estimate grror Sum of Squares P Prob?
INTERCEP 76.27400412 4.41168077 16113.06431709 298,91 0.0001
| k) 15.56095983 3.06354899 1390.83002177 25.80 0.0001
26 $.21330039 2.804260238 674.70295178¢6 12.52 0.0010
| ¥} -21.23879291 3.41474458 2084.83393778 38.67 0.0001
MSR4 -0.27675933 0.18284989 111.0241789) 2.06 0.1%87
MSRS 1.08796540 0.25815991 957.4222374) 17.7¢ 0.0001 .
Bounds on condition number: 2.59%634, 48.7456
Stepld Variable MSR4 Resoved R-square s 0.58280784 C(p) = 0.31919388
Dr sum of Squures tlean Square ? Prob?
Regression 4 3057.58482608 764.39620651 13.84 0.0001
Error 43 2378.148360581 $5.23800880
total 417 5432.133!.“61
Parameter standard Type 11
Variable Bstimate Brror Sum of Squares ? Prom?
INTBRCRP 73.96804508 4.18922242 17470.15884948 316.28 0.0001 *
The 84S Syates 16:47 Thuraday, July 12, 1990
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| & 15.84200413 3.10103382 1387.46937830 25.12 0.0001
.1 9.49250947 2.6207830) 720.23809277 13.0¢ 0.0000
87 «21.8847404) 3.426811880 2253.72414890 40.80 0.000)
MSRS 0.95166389 0.24200349 847.22744272 15.3¢ 0.0003
bounds on condition number: 2.550138, 31.9413¢8
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All variables left in the sodel are significant at the 0.1000 level.




Sumsary of Backward Rlimsination Procedure for Dependent Variable NSRS

step 1

Regression
Srror
Total

Variable

INTERCEP
| )}

variable NS4 Removed

or

17
3
47

Parametor
Estimate

18.84835177
-8.1040529)

sSus of squares

44.17109364
80.06887303
124.23996667

standard
Error

17.4462372¢
$.54270810

> Variable Number Partial Model
step Removed In Res2 Rss2 c(p) P Pro?
1 MONTH 17 0.0000 0.6691 17.0031 0.0031 0.9383
e HSRT? 16 0.0001 0.68690 15.0098 0.008¢ 0.93%7
3 | } 18 0.0001 0.0889 13.017¢ 0.0087 0.9262
At 4 nsn2 - 14 0.0001 0.6889 11.0238 0.0088 0.938
4 NSk 13 0.0009 0.6870 9.1058 0.0930 0.762¢
[ ] NSR12 12 0.0029 0.668%0 7.%822 0.2998 0.887¢
7 | } 11 0.0030 .0.e8820 5.8279 0.3167 0.8772
8 1 7} 10 0.0090 0.653%0 4.416¢8 0.9%84 0.3M41
] | 1 9 0.0084 0.8448 3.1582 0.8997 0.3480
10 nSR1Y 8 0.007% 0.6370 1.8122 0.8000 0.3747
11 MSR1 7 0.0288 0.611% 2.0504 2.7439 0,1087
12 MSRES [ ] 0.0047 0.6088 0.4848 0.40868 0.4804
13 MSRY s 0.0238 0.5832 0.8280 2.454%5 0.1249
14 MSR4 4 0.0204 0.568208 0.3192 2.059% 0.13587
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Backward Blimination Procedure for Dependent Variable M3R9
Step 0 All variables Entered R-square = 0.33556189 <C(p) = 19.00000000
}) 4 sSus of Squares Mean Square r Prob?
Regression 18 44.17497303 2.45416817 0.89 0.5040
grror 29 80.0649936¢ 2.7608618%
Total 417 124.23996667
Paraseter Standard Type 11
variable Estimate Brror Sua of Squares ? Prod?
INTRRCEP 18.51179688 19.88623138 2.39241684¢ 0.87 0.359%6
Bl N «8.04124419 $.88106680 $.16183589 1.87 0.1820
| ¥4 «7.38098961 4.42090594 7.89575642 2.79 0,10%8
.k} 7.297357150 3.94220803 9.46012436 3.4 0.0744
| 1] -2.08070027 1.66688284 4.17867898 1.51 0.228%
| H $.82758246 4.01758180 $.80087558 2.10 0.1576
1 3.72623120 2.8222517N 4.0127442) 1.714 0.1971
»? 2.81044913 2.02550026 $.31534584 1.93 0.1758
MONTH «0.20838109 0.19619101 3.0545139¢ 1.11  0.3016
MsR1 «0.05397441 0.03201184 7.84872835 2.84 0.1028
MSR2 0.01676132 0.07888079 0.12472078 0.08 0.8332
MSR3 0.01012%18 0.02421427 0.48273209 0.17 0.68789
MSR4 0.00451931 0.12058250 0.00387939 0.00 0.9704
MSR3 «0.13626758 0.13407810 1.90426992 0.69 0.4130
MSR6 «0.48091540 0.22176187 12.98399370 4.70 0.0388
MSR? 0.00718523 0.01709780 0,48351890 0.18 0.8787
MSRS -0.00086281 0.03914988 0.268186841 0.08 0.8068
MSR12 0.10685154 0.12541133% 2.00791373 0.73 0.4008
MSR13 «0.0904507) 0.117657060 0.724408938 0.26 0.6123
Bounds on condition nusber: 175.4978, 12328.72

R-square s 0.35553047

Mean Square

2.89829963
2.80896243

Type 11
Sus of Squares

3.11519809
$.70562184

C(p) » 17.00140514

7 Prob?
0.97 0.5087
F FProd?
1.17 0.2888
2.14 0.1%41




B2 -7.3786817981 4.34523481 7.60197434 2.88 0.0099
|} 7.33570883 3.7¢323313 10.25021273 3.8¢ 0.0850¢
B -3.0408870Y 1.81783879 4.24740498 1.9 0.2168
| 14 8.7894113%¢ 3.82118088 6.128615%¢ 2.30 0.1402
| 1] 3.74940081 2.70781607 $.11828088 1.92 0.1783
»? 3.82240178 1.086887219 $.40887898 2.08 0.1018
MONTR -0.20881129 0.19238831 3.08833583 1.14 0.2032
.11} =0.05340832 0.02889133 9.15140383 3.43 0.0739
. The 84S Systea 16:47 Thuraday, July 12, IOO:
H
MSR2 0.018%35%98 0.07114509 0.12800172 0.05 0.828
MSR3 0.00975797 0.02177279 0.853608495 0.20 0.63%72
MSRS =0.13300888 0.13877086 2.52404450 0.95 0.338¢
MSRE -0.48047208 0.21772947 12.99703479 4.87  0.0351
HSR? 0.00700752 0.016358258 0.48977554 0.18 0.6714
MSRS =0.00991084 0.03793005 0.1821337¢ 0.07 0.79%7
MSR12 0.10858178 0.11795589 2.13838027 0.80 0.3779
Msk13d -0.08128022 0.17230373 0.74871434 0.28 0.6003
Bounds on condition nuaber: 174.9986, 10896.58
Step 2 Variable MER2 Resoved Resquare s 0.35449947 C(p) = 15.04780070
) 4 Sua of Squares Mean SqQuare ?  Prob?
Regresajon 16 44.04300191 2.75288782 1.08 0.425¢
Brror k)3 80.19696475 2.586990846
Total 417 124.23996887
Paraseter Stendard Tvpe 11
variable Estimate Brror Sum of Sguarea ? Prob?
INTERCRP 19.54301805 16.89017345 3.46346884 1.3¢ 0.2581
81 -8.43369873 $.25200028 6.67087372 2.58 0.1185%
B2 . -7.62811495 4.12483223 8.8497698% 3.42 0.0739
B3 7.60884217 3.470851540 12.37037889 4.78  0.0384
24 -2.00901409 1.58624081 4.14976941 1.60 0.2148
| 1 5.94082551 3.70014328 6.68842861 2.58 0.118%
.14 3.86303130 2.61624648 5.64021141 2,18 0.1499
87 2.7985457¢ 1.93328818 5.42096823 2.10 0.1878
MONTH -0.20293718 0.18894064 2.98448%30 1.1%  0.2911
MSR1 -0.05398750 0.02835916 9.37582982 3.62 0.066)
MSR3 0.00912612 0.02124898 0.47728218 0.18 N 5708
MSRS -0.13171760 0.13452085 2.47997062 R ] BV Y. § X
MSR6 -0.48978276 0.21023869 14.040817358 $.43 0.023%
MSR7 0.00629203 0.01578087 0.41128034 0.16 0.692%
MSRS -0.00911671 0.03718107 0.155%3520 0.06 0.80%
MSR12 0.10701921 0.11595078 2.20380198 0.8% 0.3832
MSR1)Y «0.00458425 0.1669389) 0.68386955 0.2¢6 0.68181
Bounds on condition number: 168.3307, 9685.082
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Step 3  Variable MSRS Resoved Reaquare = 0,.35324757 C(p) = 13.1041364¢
or sSus of Squares Nean Square P Prob?
Regression 18 43.88746671 2.92583111 1.17  0.3452
Srror 2 80.35249998 2.81101862
Total 417 124.223996887
Paraseter Standard Type 11
Variable Estimate Brror Sum of Squares | 4 Prob?
INTERCEP 19.88638431 16.5925844) 3.50600931 1.43 0.2402
Bl -5.51892024 5.16295352 6.83631838 .72 0.1087
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¥

| 2]

1]

1

| 1]

»?
MONTH
nsel
MsR3
MSRS
NSRS
MSRT?
nselz2
MSR13

Bounds on condition nuaber:

«7.67301188
7.57298448
=1.94330878
$.85186412
3.85384001
2.98383088
«~0.30386384
«0.05512838
0.01036268
=0.1395101
-0.493938¢9
0.0061754%
0.10799877
=0.0947355¢

4.05981709
3.4243039)
1.84030927
3.62791954

2.87727440

1.78242898
0.18612824

0.02756097
0.03033440
0.12836484¢

0.20645201

0.0155403)
0.11416743

0.15930025
187.23886,

8.97180348
12,28043688
3.99883140
6.53319403
5.61435649
6.98121222
3.00348387
10.0404138¢
0.65212480
2.08301937
14.37333861
0.38852804
2.2469973)
0.83808017

8904.459

3.57
4.09
1.5¢9
2.80
2.2¢
2.7
1.20
4.00
0.28
1.19
8.712
0.18
0.089
0.3%

0.0878
0.0343
0.2182
0.116¢
0.1448
0.1089
0.2023
0.0540
0.6138
0.2038
0.02328
0.607
0.3513%
0.5562

Step 4 Variable MSR? Removed R-square = 0.33005396 C(p) = 11.2477604¢
+1 4 Sums of Squares Mean Sguare ¥ Prodbo?
Regression e 43.49094087 3.10849578 1.27 0.2789
Brror » 80.74902599 2.44694018
Total 47 124.239966867
Paraseter S$tandard Type 11
Variable fstimate Srror fun of Sguares F Prod?
INTRRCRP 20.0280618) 16.37395954 3.660949080 1.50 0.2299
Bl -9.15872679 4.84249883 8.75285131 3.58 0.06%4
a2 -8.15943204 3.82189039 11.15287548 4.56 0.0403
| X} 7.94347998 3.25270391 14.59338023 5.96 0.0201
| 1] «1.90749580 1.51792528 3.86411237 1.8  o.21M?
Bs 6.11018307 3.52339174 7.35880154 3,01 0.0022
.1 . 4.00488289 2.51635898 6.19808830 2.8 0.1210
| M 3.225706483 1.83663442 9.50538421 3.88 0.0%872
MONTH -0.18203118 0.17644470 2.63015870 1.07 0.307¢
MSR1 -0.05558339 0.02718281 10,.23506136 4.18 0.0489
MSR3 0.01229854 0.0194887) 0.97445943 0.40 0.3323
MSRS «0.15032846 0.124056833 3.58308712 1.47  0.2342
MSRE -0.50882507 0.20041781 15.77203517 6.45 0.0180
MSR12 0.10213870 0.1117572¢8 2,04336838 0.84 0.3
MSR13 «0.08215908 0.15411999 0.68537080 0.28 0.59078
Sounds on condition number: 161.7305, 7735.707
Step 5 Variable NSR1I Removed R-square = 0.344438986 C(p) = 9.4096276¢
1) 4 Sua of SqQuares Mean Square r Prob?
Regression 13 42.79557008 3.29196893 1.37 0.2219
Brror 3 81.44430859 2.3954234)
Total 41 124.23996667
Paraseter standard Type 11
The SAS Systes 16:47 Thursday, July 12, 1990
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Variable Batisate Brror Sum of SQuares ? Prob?
INTRRCEP 14.2868590) 12.21929568 3.271922499 1.37  0.2%01
| }} «9.40709852 4.76902438 9.32038508 3.89 0.0587
B2 -8,40528379 3.75381227 12.009970938 $.01 0.0318
|k} 7.88997190 3,216874862 14.41116068 6.02 0.0198%
1] -2.15949832 1.42717338 S.48446081 2.29 0.1398
Bs 7.02717054 3.04177217 12.78688482 $.3¢4 0.0271
1] 3.830239217 2.46887872 8.76734419 2.41 0.1300
»? 3.23282118 1.61926030 9.548051701 3.99 0.05)
MONTH -0.21928382 0.161038688 4.44049337 1.8 0.182)
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MSR1 -0.0%722041 0.02672478 10,98138%02 4.58 0,0308
niRd 0.0119501¢ 0.019271684¢ 0.92107011 0.38 0,539
MRS -0.14483081 0.12231088¢ 3,3%820870 1.40 0,2448
MSRS «0.51900068 0.19737938 16.3878171M) ¢.92 0,0127
MSR12 0.08381580 0.3081305¢ 1.51747349 0.8 0.4318
Bounds on condition number: 180.2374, $800.511
N ¢
Step ¢ Variable NSRS Resoved Resquare ®» 0.33704533 C(p) = 7.83324484
br Sum of Squares Nean Sguare ? Prob?

Regression 12 41.87449997 3.48954168 1.48 0.1774
Brror 3 82.36546870 2.35320908

Total " 124.23996867

. Parameter Standard Type 11

Variable Sstimate Brror Swum of Squares P Prob’?
INTERCEP 15.24603900 12.01597362 3.788538188 1.61 0.2129
Bl -8.84025770 4.63928820 8.54403699 3.6) 0.06%0
32 «~8.11446958 3.8915076¢ 11.37076817 4.83 0.034¢¢
» 7.56657822 3.14615682 13.61179878 5.78 0.021¢
Be -2.34848418 1.38193827 6.79634018 2.89 0.0921
BS 6.81331919 2.99538818 12.17378789 §.17 0.0292
1 3.47193603 2.37874213 5.01332452 2.13  0.15%53
»? 3.52179479 1.537080%7¢ 12.35444227 $.28 0.0281
MONTH -0.22913%211 0.15883050 4.89757619 2.08 0.1%580
L3 31 «0,05670487 0.0264759) 10.7948179¢ 4.%59 0.039)
MSRS -0.12496629 0.11700664 2.68436689 1.14 0.2928
MSRE «0.49122040 0.19049655 15.64788628 6.65 0.0143
MSR12 0.06811738 0.10119104 1.08837132 0.45 0.%50%)
Bounds on condition number: 151.9287, $974.188
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Step 7 Variable MSR12 Removed R-sguare = 0.32846217 C(p) = 6.21949038
4] 4 Sus of Squares Mean Square ? Prod?
Regression 11 40.808)128685 3.70982988 1.60 0.1404
Srror 38 83.43183802 2.31755108
Total 4 124.23806667
Parameter Standard Type 11
The 848 Systea 16:47 Thursday, July 12, 1990
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Variable Bstimate grror Sus of Sguares 7 Prodm?p
INTERCRP 21.085382498 6.87732084 23.4015507¢ 10.10 0.0030
| ) «9.18023330 4.57652443 9.3283507¢ 4.02 0.0824
¥ -8.39%22141 3.63990656 12.32858280 $.32 0.0270
83 7.88877084 3.00022219 15.02870151 6.48 0.015)3
| 1] -2.31188451 1.370339014 6.59628851 2.8% 0.1002
| 1 6.97843492 2.962583720 12.8503123%¢ 5.8 0.02¢1
[ 1] 3.7718709) 3.310890874 6.1306504¢ 2.85 0.1128
L.} 3.286000884 1.48520779 11.34468201 4.90 0.033
MONTH «0.20221698 0.152543%0 4.07265084 1.76 0.1933
HSR1 -0.05617343 0.02628230 10.60285497 4.58  0.039)
MSRS «0.12478344¢ 0.11611426 2.676950892 1.16 0.20896
MSRE -0.501190458 0.108847142 18.388084444 7.07 0.0118
Bounds on condition number: 151.0008, $387.776
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Step 8 Variabls MSRS Resoved R-square = 0.30891549% C(p) = 85.18910023

] 4 Sus of Squares Mean Square ? Prob?
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Regression 10 38.13118972 3.,81311897 1.8¢ 0,133
Brror 37 86.10879694 2.32726478
Total 417 124,230068887
Patameter standard Type 11
Varisble Bstimate Brror Bua of Squares ? Prod?
INTRRCERP 18,82383522 §.15280101 21.00400477 9.08 0.0047
| 3 =-8.37800014 4.52438332 7.9782724¢ 3.4 0,072
| }H -7.96830247 3.82574130 11.24048244 4.8 0.030
| )] 7.8845808) 3,0968¢5043 15.037523%9 .48 0.0182
| T} =1,08008107 0.70821698 $.11833281 2.20 0.1466
1 6.138711902 2.86312190 10.69147422 4.59 0,0387
B6 3.17748838 2.23877281 4.61351603 1.98 0.1678
87 1.991600458 0.87088982 12.17085717 §.23 0.0280
MONTH -0.218%0014 0.15210701 4.802318%8 2.06 0.158)
MSR1 -0.05795388 0.026828496 11.3307089¢ 4.87 0.03¢
MSRE -0.456508%8 0.18421306 14.292%8878 6.1¢ 0.0179
Bounds on condition number: 143.868086, 4492.468
Step 9 Variable B8 Reaoved R-square s 0,.26978137 C(p) = 4.88014221
1] 4 Sum of Squares Hean Square P Pro?
Regreasion 9 33.851765367 3.72418374 1.56 0.1628
Rrror h1 ] 90.72231299 2.38742029
Total 47 124.23996687
Parameter standard Type 11
Variable Estimate Brror Sus of Squares r  Prob?
INTERCRP 10.77810297 2.79051658 35.61608709 14.92 0.0004
Bl -2.24327904 1.2395456% 7.81937544 3.28 0.0782
The SAS Systes 16:47 Thursday, July 12, 1990
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»2 -3.1072979¢ 1.12160098 18.3239704) 7.68 0.0086
B3 3.83236182 1.15748818 26.17160467 10.96 0.0020
4 -0.84795381 0.70242138 3.47919837 1.46 0.2348
| 1 2.36432840 1.02230641 12.76979574 $.35 0.0282
B»? 1.45067408 0.79161668 8.01752528 3.3 0.0747
MONTH -0.10897946 0.13239162 1.61770304 0.68 0.4136
MSR1 ~0.06307915 0.02634555 13.68634485 $.73 0.0217
NSRS «0.21318340 0.08459577 26.00333707 10.89 0.0022
Bounde on condition numsber: 17.21949, $05.592%
Stepl0 Variable MONTH Resoved R-asquare = 0.25676078 C(p) = 3.4460835)3
1] 4 S$um of Squares Mean Square 7 Prob»?
Regression 8 31.09998083 9.98749583 1.68 0.133
Rrror 3 92.34001604 3.38789272
Total 47 124.23098887
Pareseter Standard Type 11
Variable Bstimate srror Sum of Squares r Prob?
INTRRCEBP 10.1319455%) 2.88874382 34.17814819 14.44 0.000S8
| 3 «2.09822523 1.22187408 6.98104859 2.95 0.0939
"2 ~2.90088737 1.10643019 17.185861684 7.26 0.0104
33 3.7016848)38 1.141798501 24.805099¢0 10.31 0.0024
| 1} -0.84081508 0.69945860 3.42138748 1.45 0.2368
| 2.25089081 1.00874687 11.78071148 4.98 0.031%
87 1.4082837% 0.78868794 7.58792048 3.20 0.0812
MSR} -0.06228220 0.0262191% 13.36458207 $.64 0.0228
MSRE -0.2055115%2 0.06368812 24.679194068 10.42 0.0025
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Bounds on ocondition number:

16.8¢6102, 434.172¢

Stepll Variable 84 Ramoved Resquare = 0.22022224 C(p) *+ 2.68532870
or Sun of Squares Mean Square r Pro®?
Regreasion 7 28.478%6318 4.080368¢01¢ 1.70 0.1389
Berror 40 95.76140382 2.39403%09
tTotal 4 124.23096687
Paraseter standard Type 11
Variable Estisate grror Sus of Squares P2 Pro?
INTRRCEBP 8.7430431¢ 2.41750885%9 91.324973%08 13.08 0.0008
Bl «2.24633878 1.22238539 8.08307300 3.38 0.0738
T -2.85320870 1.10789801 15.90902114 6.65 0,0137
| 3] 3.34950880 1.10969890 21.81131518 9.11  0.0044
[ 11 2.0042102)3 2.,00473778 10.3016809¢ 4.30 0.0448
7 0.992853058 0.71291394 4.89652428 1.96 0.1690
MSR1 «0.04484670 0.02195754 9.98874517 4.17 0.0477
MSRE -0.18009747 0.08037484 21,30265952 8.90 0.0048
Bounds on condition nuaber: 15.00118, 327.3%288
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Stepl2 Variable B7 Resoved R-square = 0.19142020 C(p) » 2.38643773
)] 4 Sus of Squares Mean Square | 4 Prob> 0
Regression ] 23.78203890 3.96387318 1.62 0.1668
Brror 41 100.45792777 2.4501933¢8
Total 47 124.23996¢887
Paraseter standard Type 11
Variable Bstinate Brror Sum of Squares ¥ Protm?
INTERCEP 6.77920373 1.99140328 28.39483218 11.59 0.001S%
[ 3} -1.59598673 1.34393377 4.76932758 1.98 0.1708
B2 -2.07152908 0.96702625% 11.243681322 4.59 0.,0%82
| k] 2.85957182 1.06540622 17.65110876 7.20 0.0104
s 1.79143804 0.99421339 7.95508319 3.28 0.0789
MSR1 -0.02925889 0.01914889 8.72043220 3,33 0,132
HSRE -0.13393808 0.05117559 16.78300415 6.8% 0.0124
Bounds on condition number: 10.5%098, 210.8752
Stepld Variable 31 fesoved R-square ¢ 0.15303217T C(p) s 2.1139183%4
or Sus of Squares Mean Sguare 7 Probr?
Regression s 19.01271132 3.80254226 1.82 0.2049
Rrror 4?2 105.22725538 2.50841004
Total 47 124.23908667
Paraseter Standard fype 11
Variable Estimate Brrer Sum of Bquares Y Prod?
INTERCRP 8.37142557 1.73607683 23.98392141 9.7 0,003
¥ =1.290219134 0.79821891 6.56581400 2,82 0.11%
B3 1.75811809 0.72343158 14.79718671 §.91 0.0194
| 1 0.72395996 0.64197309 3.18619017 1.27 0.2688
MSR1 =0.03294380 0.01917839 7.39268550 2.9% 0.0932
M5RE =0,08440881 0.03727445 1£.04780011 $,13 0.0280

Sounds on condition nusber:
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stepld Variable B% Removed R-square = 0.12738671 C(p) = 1.28797190
1 4 Sua of Sguares Nean Sguare ? Prob»?
Regresajion 4 15,02852118 3.95683029 1.87 0.1
Srror 43 108.41344382 3.82124202
tTotal 9 124.23000687
Paraseter Standard Type 11
Variable Batimate Brror Sum of Squares ? Prob?
INTERCEP 4.07227708 1.62671034 20.79922438 8,28 0.0083
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1 «0.7946475%4 0.86730243 3.57834658 1.42 0.2409
» 1.70802387 0.73434438 14.01884600 $.5¢ 0.023
HIRY «0.02083112 0.01889! §.00054173 2.33  0.1340
nse =0.06630108 0.03377 9.73¢84428 3.88 0.08%59
Boundes on oondition number: 4.45881), 48.5064)
Stepll variadle B2 Removed Resquare » 0.09880887 C(p) s 0.562982904
4] 4 Sus of Squares Mean Sguare ?  Prob?
Regresaion 3 12.25117457 4.08372488 1.60 0.2019
Brror 44 111.98879210 2.354519982
Total 47 124.23008687
Parameter Standard Type 11
Variable fetimate grror Sus of Squares r Prod?
INTERCRP 3.01474750 1.465560293 17.244250887 ¢.78 0.0130
» 1.11568384 0.520043686 11,3103%4107 4.45% 0.04017
MR =0.0233011¢8 0.01839414¢ 4.00430612 1.60 0.2119
MSRe =0.044085931 0.02867230 $.233019984 2.45 0.1249
Bounds on conditiun number: 3.1023%, 32.10222
Steplé Variable MSR] Removed R-square = 0.00573483 C(p) = 0.04234204
1] 4 Sus of Squares MNean Sguare ? Prob?
Regression 2 8.16680048 4.08343429 1.58 0.3148
srror 43 116.073088214 2.57£40218
Total 47 136.23000007
Paraneter Standard Type 11
variadble Sstimate Srror  Sus of Squares 7 Fro»y
INTRRCSP 2.10602731 0.57400142 34.37500020 132.3% 0.0007
[ 3] 0.04000100 0.40050972 7.70704198 3.02 0.0
"iRe «0.01888330 0.03708184 2.140028 .2 0.03 0.368¢8
Bounde on conditicn nusber! 1.110893, 4.4429)

X Y Y Y Y T Y R YR P P Y Y R Y PP P Y P P Y Y R Y R DY P Y P Y Y Y Y PP Y PP Y Y Y Y PP PP Y Y Y Y YT R Y T )

Stepl? vVarjable N526 Removed B-square + 0.04840132
1 4 Sus of Squares Mean Sguare
Regresaion 1 6.0208520) 0.02308239)
Brror 1) 110.2141338) 2.00000116
total '} 11).39900007
Pe. v @ Standard Trpe 11
Variable e ate Srror Sus of Squares
101

Cip) s -1.10088172

7 Prom>?
3.3¢ 0.1027
f Pron?




INTERCRP 1.624168687 0.23138987 136.620033)) 49.27 0.0001
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| M) 0.708333% 0.46277978 €.0208333) 2.34 0.1327
Bounds on condition sumber: 1, 1 -
Stepl8 Varijable 33 Removed R-square = 0.00000000 C(p) » -0.99957138
1] 4 Sun of Squares Mean Bquare P Prod?
Regression 0 0.00000000 . . .
teror 47 124.25996¢887 2.84340335
fotal 47 124.23888887
Parameter standard Type 11
Variable Bstimate grror Sum of Squares P Prob?
INTERCRP 1.62416687 0.23487101 126.62003333 47.90 0.0001
Bounds on condition nuaber: 0, 0
All varisbles left in the model are significant at the 0.1000 level.
sSumsary of Backward Elisination Procedure for Dependent Varisble MSRY
Variable (jNumber Partial Model
itep Removed In Res2 Ass2 cip) T Prob>?
1 MSR4 17 0.0000 0.355% 17.001¢ 0.0014 0.9704
2 MSR2 18 0.0010 0.3548 15.0478 0.0480 0.8281
3 MSRS 18 0.0013 0.3832 13.1041 0.06801 0.8079
4 ° nsk? 14 0.0032 0.3503 11.2478 0.1879 0.6%37
) NIR1Y 13 0.0086 0.3445 9.4998 0.2042 0.597%
[ ] MSRS 12 0.0074 0.3370 7.8332 0,384 0.8393
? MIR12 11 0.0086 0.3285 6.2198 0.453) 0.350%3
[ MSRS 10 0.0218 0.3068 8.1881 1.1881  0.2898
1 (1] ] 0.0371 0.2690 4.860) 1.982¢ 0.187
10 MONTN [ ] 0.013%0 0.2568 3.4461 0.877¢ 0.4188
11 M 7 0.0278 0.2292 2.6853 1.4450 0.2%6¢
12 | &} ] 0.0378 0.1914 2.3084 1.06180 0.1690
13 ] 0.0384 0.1830 3.113%8 1.9485 0.1708
14 t 1] 4 0.0286 0.1274 1.2080 1.27117 0.2888
18 | H 3 0.0208 0.098¢8 0.8630 1.4181  0.240)
16 (11 2 0.0329 0.0857 0.0423 1.6047 0.2119
17 NIRe 1 0.0172 0.0488 «1.1804 0.8330 0.3060
18 | }) 0 0.0488 0.0000 =0.9996 3.2428 0.1327
The SAS Systes 16:47 Thursday, July 12, 1990
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Backwvard tlieination Procedure for Dependent Variable MIB12
Step O A1l variables Bntered Besquare » 0.59000214 C(p) = 19.00000000 Py
or sum of Squares Hean Square 7  Prob»?
Segression 10 258.7001132) 14,21080028 1.41 0.0170
Brror a9 3171.243307179 $.00404441
fotal 47 427.03250000 »
Faraneter Standard Type 11
Varisble Betimate Srror Sus of Squares f  Prod?
INTERCRP 03.34402500 37.02043667 32.94490422 $.88 0.028)
3} «8.06000991 $.50210443 1.19049820 0.47 0.4988
” «3.00900043 6.75704017 0.508008000 0.1 0.71500
| }] 3,32998340 8.008068300 1.673408020 0.30 0.4008
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M «0,25724130 2.%0010727 0.08251438 0.01 0.9188
| 1 2.17887129 $.0715574) 0.758236827 0.13 0.72217
1} 2.1697%4124 4.23084308 1.353.8168 0.26 0.811%
»" -1.10728014 3.05230833¢ 0.777231% 0.13 0.7194
MONTH 0.,22050878 0.28934838 3.6882802) 0.82 0.435%9
HER] 0.04203383 0.04843230 4.44774314 0.73 0.3926
NSR2 «0,04494918 0.1151187¢8 0.90028708 0.13 0.6991
MIRY -0.03588377 0.03388909 15.98442077 .71 0.1107
HSR4 -0.274293088 0.1688055%9 15.591018%0 2.6¢4 0.11%0
NSRS 0.29280627 0.33862879 9.04181807 1.3 0.228%¢
HSRE 0.04035389 0.3495226) 0.10385743 0.02 0.895¢4
MSR? -0.02489618 0.02465749 $.92348178 1.00 0.3248
MSRS =0.02414501 0.05713981 1.,05430980 0.18 0.8787
NSRO 0.22874848 0.28823040 4.29453540 0.73 0.4008
nsk13d 0.37522513 0.24988080 13.318902889 2.28 0.1440
Pounds on condition number: 203.834), 13328.87
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Step 1 Variable M Removed R-square ¢ 0.89884575 C(p) = 17.01058879
pr Sun of Squares Mean Square ? Prod?
Regression 17 255.72659783 15.04274108 2.8) 0.0099
Error 30 171.30590217 $.71019674¢
Total 47 427.03250000
Paraseter standard Type 11
variable Estisate Brror Sus of Squares r Prob?
INTRRCEP 64.00042564 26.33364320 33.22801918 $.82 0.0222
)} -5.95836577 8.59708%¢4 2.74010793 0.48 0.48938
2”2 -1.96341893 €.52723089 0.81887898 0.09 0.765%¢
| k] 3.19159782 $.95472042 1.64038038 0.29 0.5959
| 1 1.90645844 $.387723%00 0.71498072 0.13 0.725¢
| 1] 2.104967%8 4.11385918 1.49500639 0.26 0.612¢
» «1.201795238 3.42064088 1.61551849 0.28 0.5987
MONTH ° 0.23411513 0.2793%4273 4.01083083 0.70 0.4088
HIRL 0.04343371 0.04570868 $.18594196 0.90 0.3498
MSR2 -0,04874458 0.11180643 0.98650088) 0.17 0.6791
The SAS Syates 16:47 Thursday, July 12, 1990
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MSR) «0.088444903 0.03313381 15.90939537 2.80 0.1047
HER4 -0.27726259 0.16358606 16.40973018 2.87 0.1004
MRS 0.30743878 0.10452934 15.87096090 2.70 0.1059
MIRG 0.05699601 0.320)014¢0 0.17209637 0.0 0.863
1) b «0.02503302 0.02403279 6.19539498 1.0 0.3059
MRS «0.02326509 0.05358794 1.00137814 0.3 0.678¢
nIRe 0.23805639 0.28878822 4.78045929¢ 0.8¢ 0.3873
HiR1) 0.36703404 0.3382782)3 15.98501064 3.44 0.1208
Sounds on condition number: 165.983¢, 11406.8¢
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Step 2

Regression
Srror
fotal

Yariable

INTERCERP
3}
L ]
[ 2]
1]

Variable NSRS Removed

14
n
41

Paraseter
Setimate

68.02250704
-7.33004200
-3.00376232
4.19301340
4.11333014

Resquare » 0.80844274

295.55450147
171.47700883
427.03250000

Standard
irror

23.4000084)
3.10038410
1.83471227
3.1097074¢8
3.09204100

Mean Square

15.97219634
$.8318402¢

Type 11

Sua of Squares

43.13218007
39.02444017
32.04201080
30.38940487

§.01224207

C(p) = 15.03972134

?
1.0

Prob:?
0.0088

Prov?

0.008%
0.0260
0.084¢0
0.0049
0.3314




1] 2.74372043 1.81103948% 12.88618187 2.30 0.1399
| &) «1.14420287 2.24088¢02 1.84431319 0.28 0.6130
MONTH 0.21803422 0.259382% 3.908%54449 0.7 0.4070
MSR1 0.04218857 0.04641250 4.98870080 0.90 0.3497
1) ¥] -0.03041842 0.10814791 1.20209048 0.22 0.8444
MRS -0.08369332 0.0310682) 16.52503874 2.99 0.09¥
nIR4 -0.27737141 0.16097388% 16.4220838) 2.97 0.0848
MIRS 0.302492%9% 0.179260%0 18.78008805¢ 2.88 0.1018
MSR? «-0.02591207 0.023123088 6.94651965 1.3¢ 0.27111
MRS =0.0220133¢ 0.05421903 0.91184908 0.1¢ 0.6078
HIRA 0.22034908 0.23859013 4.,71800397 0.85 0.3629
MSR13 0.36883881¢8 0.2.18128¢ 14.02885380 2.5¢4 0.1214
Boundes on condition mmber: 21.88738, 2063.47
Step 3 Variable NSRS Removed Resqguare * 0.59630743 C(p) = 135.10415287
or Sus of Squares Mean Sguare ¥ Prob?
Rogression 15 254.64265149 16.97617877 3.18 0.0081
frror 3 172.389040831 8.38710277
Total 47 427.03250000
Paraseter $tandard Type 11
Varisble Bstisate Brror Sum of Squares 7 Prod?
INTERCEP 85.64849495 23.18463363 43.304776%90 8.04 0.0079
| 31 «7.,10428379 3,065813564 28.92707858 $.37 0.0270
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¥ «2.90849098 1.49680851¢ 21.10881812 3.98 0.0%560
»n 3.7536230) 1.90988752 20.0809472%98 3.06 0.088:
11 2.33420839 2.62182389 $.03313846 0.93 0.3410
| [ . 2.828471711 1.70898883 11.79283411 2.19 00,1488
27 «0.7343248) 1.97313884 0.746148680 0.14 0.7122
NONTH 0.21974174 0.28804181 3.97104088 0.7¢ 0.3970
MSR1 0.03809321 0.06269807 4.20840176 0.80 0.3789
MSR2 «0.04949931 0.10670410 1,18930837 0.22 0.6489
MSRY «0.08104579 0.02997413 15.02388928 2.90 0,098
nR4 «0.2682854) 0.15611243 15.86421018 2.89 0.0990
MSRS 0.260845%7 0.1877421¢ 15.73004270 2.92 0,0872
nse? «0.02570840 0.02201387 6.039908¢8 1.237  0.2¢02
MRS 0.22744337 0.2348239¢ $.08306322 0.94¢ 0,300
MER13 0.33453343 0.22506854¢ 13.27307789 2.4¢ 0.128)
Bounds on condition nuaber: 20.93714, 1749.377
Step ¢ Variable 37 Removed Reasquare ¢ 0.50486014 C(p) + 11.32051330
.1} fus of Squares Mean fquare P Prodm»?p
Regresaion 14 295.008504090 18.1354840) 3.4¢ 0.0017
Srror 3 173.13599811 $.2346048)1
Total 47 417,03280000
Paraseter Standard Type 11
Variable Estisate Srror Sus of Squares 7 Probrf
INTERCEY 60.94431810 31.11304009 $5.94892208 10.66 10,0038
) «7.07291400 3.022132¢0 44.92170404 .86 0.0002
2 «3,07190734 1,44001880 30.89040444 4.42 0.0421
| 3 4.00422780 1.76372181 37.042009007 5.1%8 0.,0290
1] 2.13304448 2.33308082 4.30008204 0.02 0.3719
" 2.68454107 1.6530307¢ 13.82082421 3.90 0.,1178
MONTH 0.24050800 0.20048588 4.99970107 0.98 0.381
HoR} 0.0300248) 0.04102830 4.60001720 0.00 0.3518
L 1] ¥ «0.0823540%4 0.10490150 1.31410090 0.38 0.6301
(1]1}] «0.0840038¢8 0.027909048 30.00384000 3.8 0.004




MSR4 -0.29540210 0.13171440 26.38967528 $.03 0,037
MSRS 0.20873741 0.15566870 15.782383332 3.00 0.092%
NBR? -0.03052825 0.01083683) 14.228049021 2.71 0.1091
MERYD 0.22170887 0.23123083%¢ ¢.8228813% 0.92 0.3448
N1y 0.33135842¢ 0.21443132 12.54540889 2.3% 0.11¢
Bounds on condition nuaber: 18.72596, 1296.378
~
$tep 5§ Variable MSRZ Removed Resquare = 0.59140288 C(p) = 9.54306083
1] 4 Sus of Squares Nean Square r  Prob?
Regression 1) 252.58232009 19.42940901 3.79 0.0009
Rrror 3 174.45017901 $.13088762
Total 4 427.03250000
farameter Standard Type 13
The $AS System 16:47 Thursday, July 12, l'!g
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Variabdle Estimate Srror Su» of Squares r Prob?
INTERCEP 66.334483238 20.2321924¢ 55.15350%8338 10.75  0.0024
) ) «7.00334599 2.22940389 80.62840009 9.87 0.0038
| X3 -2.90162288 1.38921691 22.38238228¢ 4,38 0.0443
| X} 3.46921888 1.3873113%8 32.08544128 6.28 0.0174
| 1 2.18408404 2.30283701 4.81522408¢ 0.90 0.34086
1 2.47944387 1.59768852 12.35713573 2,41 0.1299
MONTH 0.22863169 0.24192562 4.4630212¢8 0.87 0.3%7
MSR1 0.03800089 0,041395938 4.35398335¢ 0.88 0,303
MERI «0.04944529 0.02%89617 18.99790759 3.70 0.0827
MER4 «0.28850839 0.11802189 26.15683018) 8.10 0.0305
MRS 0.25106742 0.14945786 14.47800488 2.82 0.1032
MSR? «0,02856163 0.01791554 13.04083928 2.84 0.120)
MSR9 0.21389276 0.228315388 4.508580878 0.080 0.3583
MSR12 - 0.31248511 0.2086588) 11,50820152 .24 0.1438
Bounds on condition number: 12.402¢7, 31020.308
Step 8§ Variable MIR] Removed Resquare « 0.850130883 C(p) = B8.38040014
4 4 Sua of Squares Hean Square 2 Prodry
Regreseion 12 340.2203874) 20.00889720 4.08 0.0008
Error 1) 178.80413287 5.100889680
Total 47 427.03280000
Parameter ftandard Type It
Variable Betinate Scror fSum of SQuares P Proboy
INTRRCEP 05.08700304 230.14310319 $3.34004758 10.44 0.0027
[} «5.39873810 1.30443228 77.00324481 15.30 0.000¢
[ T =2.80313088 1.34289340 18.91097047 3.70 0.0828
» 3.31634042 1.3589140) 20.70139202 $.82 0.03%
[ 1 1.00485189 2.36070032 3.2540830) 0.64 0.4301
| 1] 1.83800007 1.33040087 0.080681838 1.8 0.317M
HONDH 0.34183002 0.34070218 8.154000900 1.00 0.3
iRy «0.04002108 0.02545799 17.130232318 .98 0.0750
(111 «0.23600408 0.1130087¢ 32.2080210¢ 4.3 0.044¢
nind 0.20084172) 0.14017020 16.44340230 3.2¢ 0.0808
nir7 «0.02049740 0.01784790 13.08401087 3.7 0.107
HERD 0.16700020 0.32212008 2.01800102 0.87 0.4880
1 0.230074548 0.20733029 12.04020244 2.3 0.120¢
Sounds on ocondition nuaber! 12,0007}, 731.0332
Step 7 Variable MIRD Resovad Repquare ¢ 0.57445800 C(p) o 6.77433442
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1 4 sSum of Squares Nean Square P Prob?
Regression 11 243.31176611 22.3010696% 4.42 0,0009 A4
jrror 36 161,7230733%8¢ 5.0477981¢
Total 41 427.03250000
Paranetsr Standard Type 11
The SAS Systes 16:47 tThuraday, July 12, 1990
3¢ -~
Variable Estisate Brror Sum of Squares | A 2,1 1) 4
INTRRCEP €7.88821870 19.68139849 €0.05556878 11.90 0.0014
| 3% -5.20798089 1.370311888 75.47612%9¢ 14.93 0.0004
32 «2,4199834) 1.51710487 17.03832488 3.38 0.074
| 3] 3,396203%01 1.32788447 33.02035729 ¢.5¢ 0.0149
1] 1.54500139 2.232138404 2.44468932¢ 0.48 0.4909
| [ 1.47839824¢ 1.21379428 7.48847734 1.48 J.2311
MONTA 0.23207284 0.233397946 4.76024698 0.94 0.330
MSRS «0.04776185% 0.0252¢1008 18.044108860 3.57 0.0887
HSR4 -0.25022044 0.11185120 25.39959688 $§.03 0.0311
MRS 0.27210371 0.14711582 17.20847244 3.42 o0.0728
MR7 «0.,02716200 0.01747324 12.1977262) 2.42 0.1288
MSR13 0.30475024 0.20338011 11.33373¢882 2.2% 0.1427
Bounds on condition nuaber: 11.730458, 636.1954
Step 8 Variable 35 Rewmoved Regsquare = 0.56873208 C(p) = 5.18834225
1 4 sSum of Squares Hean Square 7 Prot»?
Regression 10 242.88707208 24.28870729 4.38 0.0002
Irror 8 184.16842718 4.97744398
Total 47 427.03280000
. Parameter Standard Type 11
Varisble Betimate Brror Sum of SQuares F Prot?
INTERCE? 79.82724828 310.208074097 296.042500%8 89.64 10,0001
[ B ~5.20923804 1,3%4062709 73.60820338 14.79 0.0003 .
| I «1.0016091) 1,06880388 15.50933417 3.13 0.08%0
| 2] 3.72300148 1,23334011 45.35880135 9.11 0.0048
| 1 2.07279880 0.84630709 30.05444815 6,04 0.0188
HONTH 0.27.40378 0.22949288 7.11623016 1.4 0,2304
KSRY -0.04187480 0.02802784 17.23781831 3.46 0.0707
nek4 «0.20412778 0.00965597 40.46338006 6.13 0.007
MRS 0.260582771 0.14604045 16.95379288 3.41 0.07%
MR «0.02318729 0.0183979¢ 9.95238300 2.00 0.1687 .
MER1d 0.18829841 0.10833063 14.5628791¢ 2.93 0.0988
Bounds on condition nusber!: 7.394491, 358.080¢
Step 9  Variable MONTE Resoved Reogquare + 0.838208771 C(p) o 4.303471232
-1 4 Sun of Squares Mean Square 7  Prod)?y -
fegreseion ] 385.780082¢0 26.10483010 .30 0.0008
frror ] ] 191.30164721 $.03372780
fotal 47 427.03350000
faraseter standard Tyee 11 »
Variadle Setisate frror Sum of Sguares 7 Prom?
INTBRCRP 70.1770403¢9 10.2303744171 290.34099030 17.¢8 0.0001
| } -5.34010032 1.38710327 76.33277014 15.84 0.0003
The 849 Syates 16:47 Thursday, July 12, 1990
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| 1 «1.70318818 3.0717244} 14.00200020 3.80 0.1038
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»n 3.89630308 1.23168564 80.377892%8 10.01 0.0031
| [ 1.99609319 0.048243%9 27.87489762 $.%¢ 0.02%¢9
MSRS «-0.08872074 0,0230029¢4 32.80243948 6.2 0.0140
MER4 «0.32384578 0.09457127 88.91727781 11.70 0.0018
MSRS 0.35443298 0.12833432 38.39478484 7.83 0.0088
MSR? -0.01550807 0.01817229 $.257604044 1.06 0.332
MsR1d 0.2037997¢ 0.10782438 17.98303844¢ .57 0.0884
Bounds on ocondition nusber: 5.646304, 273.8687
Stepl0 Variable MSR? Removed R-square = 0.53875567 C(p) » 3.2838508%
br Sun of Squares Hean Square 2 Prod?
Regression 8 230.49321228 26,.911851%) $.72 0.0001
Brror 39 1906.539028778 8.03840092
Total 47 427.03250000
Paramoter standard Type 11
vVariable Istimate Brror Sua of SQuares r Pro?
INTERCEP 80.795909454¢ 9.97881469 330.59311778 65.60 0.0001
) -4.770984861 1.233082816 75.350479%4 14.95 0.0004
22 «1,47350017 1.02564309 10.40141999 2.08 0.31888
| 2] 3.45198232 1.152978458 45.17241684 8.96 0.0048
Bé 1.92087900 0.84550108 26.00284019 $.16 0.0287
MSR3 «0,08834181 0.02100031 $3.37129704 10.89 0.002¢
MSR4 «0,32558371 0.09460418 89.688368711 11.84 0.0014
MRS 0.37764769 0.12638007 44.99883198 8.9 0.0048
MIR1) 0.10906911 0.10238747 13.74104118 2.73 0.1087
Bounds on ocondition numsber: 8.409419, 201.7487
Stepll . Variable 82 Removed R-square = 0.81839822 C(p) = 8.04832702
or Sum of Squares Hean Square ? Prod?
Regression ? 220.091792328 31.4416046) .08 0.0001
grror 40 200.94070774 8.17351769
fotal 47 427.03280000
Paranoter Standard Type 11
Variable Bstinate Brror Sua Of Squares P Prom?
INTERCRP 76.07638338 9.68073804 324.85034428 62.73 0.0001
| }} -5,20836327 1.301041242 99.010440808 19.14 0.0001
| &} 3.81706487 1.07922008 38.26983408 6.82 0.012¢
" 1.040820009 0.83405080 30.3643897¢ 3.90 0.058)
MSRI «0.08480078 0.01802029 43.90870208 8.3 0.000)
HeR4 «0.36900329¢ 0.09083417 08.41090212) 16,81 0.0002
ners 0.343229004 0.12872819 38.855590004 7.45 0,0004
HeR1ld 0.21731998 0.00798707 25.4002914) 4.92 0.0323
Sounds on oondition number: $.273878, 143.1872
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All variables left in the sodel are significant at the 0.31000 level.
Sussary of Baokwvard Blisinstion Procedure for Dependent Variadle NSEll

Veriable Nuaber Partial Hodel
Step Renoved In Ree} flee] cip) P Prov?
1 1 1] 11 0.000} 0.9900 17.0306 0.0108 0.0100
2 MERG 14 0.0004 0.800¢ 15,001 0.0301 0.803
] MORA 14 0.003) 0.6003 13,1042 0.1840 0.0073
11




b -

FOBBARVE

87
nak2
skl

L 1)
MNONTR
MERT
| H

14
13
13

10

0.001/
0.0031
0.0102
0.0068
0.0087
0.0187
0.01233%
0.02¢4

0.594¢
0.5015
0.5813
0.5748
0.56827
0.8821
0.3300
0.5134¢

174

11.3208
9.8¢31
8.2004
6.7743
5.1883
4.3938
3.3839
3.0483

0.3388
0.2508
0.048¢
0.570%
0.4843
1.4207
1.0448
3.0840

e. 7122
0.8201
0.3634¢
0.4530
0.4909
0.2394
0.9132
0.1588
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1

3

OBS 51 B2 BS B S M BT MNONTH nsRl Hsk2 MSR3 nseé
1 0 0 1 0 0 0 0 1 21.90 84.88 48.10 16.32
2 0 0 1 0 0 ] 0 2 26.58 88.07 $9.31 12.28
” b 0 0 1 0 0 0 0 3 26.00 83.80 70.71  16.684
4 0 0 1 (] 0 0 ] 4 28.18 085.09 8$2.52 18.40
3 0 0 1 0 0 0 0 8 28.64 84.23 $5.28 18.71
L 0 0 1 0 0 0 0. &6 24.02 83.89 35.68 16.28
7 0 0 0 1 0 0 0 1 21.10 80.93 15.40 9.3
8 0 0 0 1 0 0 0 3 19.30 03.38 17.80 9.80
L4 0 0 0 1 0 0 0 3 20.80 81.81 23.70 11.14
10 0 0 0 1 0 0 0 4 22.30 60.20 14.80  13.30
11 0 0 0 1 0 0 0 8 25.10 75.63 23.90 13.10
12 0 0 0 1 0 0 ] ¢ 19.30 80.7¢ 20.10 10.10
13 0 0 0 0 1 0 0 1 10.20 77.31 $1.70 14.80
14 0 0 0 0 1 0 0 2 21.70 T1.9%4 91.80 14.80
13 0 0 0 0 1 0 0 3 10.40 72.15 72.80 7.80
16 0 0 0 0 1 0 0 4 17.10 171.78 968.90 6.50
11 0 0 0 0 1 0 0 ] 20.50 172.91 76.00 6.90
18 0 0 0 0 1 0 0 [ 19.30 75.32 $3.00 6.90
19 0 0 ] 0 0 1 0 1 14.30 78.3 85.00 18.30
20 0 0 0 0 o 1 0 2 14.80 80.%7 72.00 14.20
21 0 0 0 0 0 1 0 3 13.50 79.99 $7.90 15.20
22 0 0 0 (] 0 1 0 4 13.20 80.%59 25.20 17.80
23 0 0 0 0 0 1 0 ] 13.00 80.72 25.50 23,80
24 0 0 0 0 0 1 (] [ 17.90 80.59 27.00 21.90
a8 0 0 0 0 0 0 1 1 $1.80 67.48 88.00 24.00

] 0 0 0 0 0 1 2

45.60 72.31 115.00 31.00
o8 MSR5S MSRE  MSR7 HSRS nsR9  MSR10  MSR1l  MSR1Z MIR13

1 9.95 48,3 82 97.40 2.00 98.8 95.7 gs.6¢ 98.89
2 9.50 49.8 100 100.00 0.70 98.1 95.6 93.9 98.80
3 9.97 40.8 87 99.10 3.30 9.8 94.3 9.5 99.90
4 10.72 49.2 131 98.90 2.30 9.0 94.4 9¢.7 99.82
$ 10.%¢ 48.4 20 96.50 2.80 9.1 94.2 9.7 99.83
¢ 11.3% 41.1 103 98.00 23.70 96.8 94.5 8s.1 99.92
7 6.09 0.8 ki 88.50 3.78 92.0 9.6 5.8 99.60
8 5.90 29.3 2 79.40 1.78 93.9 94.2 94.8 98.09
] 6.70 28.9 aé 83.10 1.19 .9 95.4 81.0 99.89
10 6.30 30.8 1 1] 72.60 1.78 86.9 95.0 7.2 99.33
1 7.56 29.8 7 81.50 1,30 100.0 9.0 2.3 99.68
12 7.00 31.2 ae 74.40 0.9% 8.1 95.6 87.6 99.72
13 18.00 47.1 10 9.9 1.70 2.9 94.5 83.9 83.30
14 19.70  45.9 20 17.42 1.68 09.0 5.8 8.8 80.40
15 17.20 46.9 [ 3 82.81 1.00 6.4 3.4 5.8 99.60
16 17.60 47.0 t{} 2.0 3.40 1.4 9.1 84.0 85.50
17 18.30 44.90 100 97.22 1. 4.7 3.4 %.4 85.90
18 14.60 45.8 73 93.00 130 9.5 9.9 9.9 91.60
19 17.60 42.0 (1} .24 .80 8.8 0.0 5.8 .90
20 16.60 43.9 87 90.45 0,80 9.7 8.0 9.7 300.00
21 16.30 43.8 74 97.80 0.00 0.8 9.9 97.2 100.00
. 32 16.90 42.4 43 100,00 0.00 .1 9.9 9.0 99.90
23 17.20 41.9 4 9.9 0,00 .5 .4 .9 90.70
is 16.30 41.7 0 19.30 1.90 .4 9.0 9.3 99,70
28 22,00 38.3 91 7%.60 0.9 .1 90.1 1.2 95.60
3¢ 30.00 34,8 ¢ 71.60 1.70 08.2 2.9 7.6 97.10
The SAS Systes 16149 Thuraday, July 12, 1990
2

o8 B3 D2 33 B4 B DS BT MONTH szl NSR2 MR) niR¢
1 0 ] 0 0 0 0 1 3 $0.60 86.48 100.00 24.00
i 0 0 0 0 0 0 1 4 47.00 64.81 133,00 26,00
1) 0 0 0 0 0 0 1 L 49.60 64.00 137,00 30.00
L] 0 0 0 0 0 0 1 ] 40,40 177.20 91.00 23.00
31 -3 21 =3 <} e} =} o} 1 33.90 .10 40.00 19.00

178




-1 -1
-1 -l
-1 ]
-1 -1
-1 -l
MSRE  MIRT
3.2 16
.3 98
2.3 138
1.0 102
29.8 (1]
29.9 (2]
30.4 (3]
20.8 87
30.0 67
27.2 80

-1
-]
-1
-1
-1

-1 -1

1 -1

-1 -l

-1 -1

-1 ]
SRS nsRe
81.80 0.00
88.70 0.00
81.00 1.20
83.20 S.60
64.40 2.90
93.90 1.20
91.00 0.00
92.30 1.10
8¢.80 0.00
80.00 1.10

The SAS Systes

e 31.80 77,
3 23.20 78,
4 34.90 99,
L] 23.90 81,
] 21.00 @6,
NSR10 MRl
9%.0 93.4
2”.9 1.2
9.0 5.1
.1 9.0
9.0 96.2
92°’.4 95.¢
93.8 95.3
8.2 93.4
9.8 96.0
9.8 95.2

18 30.00 21.00
Fid 38.00 15.00
17 38.00 18.00
80 40.00 19.00
78 44.00 12.00
nsR12 NSR13

92.1 94.80

2.9 94.00

a8.4 95.50

94.5 25.70

96.0 95.80

.5 97.10

96.3 94.60

92.8 94.00

94.6 95.5%0

96.6 95.70

Backward Blisination Procedure for Dependent Variable MSR10

N2 -1 -l
33 -1 -1
M -1 -1
38 -1 -1
38 -1 -1
ons NSRS
21  24.00
!/ 2¢.00
29 29.00
30 30.00
s 17.00
2 17.00
33 13.00
3¢ 15.00
33 1%.00
3 14.00
Step 0

Regression
Error
Total

Variable

INTBRCEP
»1

| }]

M

1]

1]
MONTH
MR}
MsR2
MRl
R4
MSRS
n%e
MoRT?
NSRS
NSRS
msall
nsR12
MER1)

) 4

18
17
k1]

Paraseter
Batinate

90.48796723
7.31404712
2.645090039
0.55268712

~68.42666197

~6.53020828
0.50502832

-0.18539978

-0.22149418

=0.03361370

-0.34889430
0.6842340¢
0.305235963

«0.04907822
0.01721008

=0.518990832

«0.28019909

«0.20171282
0.68304410

All variables Entered

Bounde on ocondition number:

comssansssssevesorevann

ftep 1

Regression
Srror
Totsl
Variable

INTERCE?P

Sun of SQquares

182.58714007
101.55501548
254.14305558

standard
Srror

86.3232415¢8
38.11726127
2.34822%09
9.45476434
10.70790879
0.14159974
0.38608536
0.20158438
0.21594808
0.04280291
0.217767187
0.47024333
0.36801788
0.02848790
0.06985873
0.67812127
0.40120248
0.29718400
0.31001688

1280.709,

R-square s 0,.64258878

Nean Square

10.14373000
5.97387738

Type 11
Sus of Sguares

15.41922094
0.20885022
0.47856908
0.02041184
4.15187922
3.83289421

10.22183078
§.08263430
6.20488329
3.60874793

18.33407¢80

12.64799181
3.73822808

17.0120005¢
0.364017882
4.79875218
31.912688080
4.6329280¢

20.09897734

38687.02

or
17
18
1]

Parametsr
Setimate

91.20377004

Variable 04 Removed

B-square * 0,84281698

sus of Squares
102.5607282)
101.87632732
284.1430885¢

standard
Seror

$3,123710422

Hean Sguare

30.73921931
5.64212930

Type 11
Sun of Squares

16.00239208

110
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C(p) = 19.00000000
NOTE: The sodel is not of full rank. A subset of the sodel which is of full
rank is chosen.

r
1.70

4

.38
0.03
0.08
0.00
o."
0.84
1.1
0.88
1,08
0.61
2.5
.12
0.6
.88
0.06
0.80
0.49
0.78
4.0

ProD> ¥
0.1408

Prob?

0.1266
0.8539
0.7600
0.6541
0.5863
0.4330
0.2063
0.3706
0.3194
0.4440
0.1278
0.1639
0.4308
0.1008
0.8078
0.382¢6
0.4945
0.3008
0.0420

C(p) » 17.00341683

4
1.0

Pro ?
0.0929

Prob>?
0.1029




[} 9.2862231¢8 19.23909449 1.31470701 0.23 0.8351
| } ] 2.25784652 8.30684848 0.70303482 0.12 0.7382
1] -8.79028582 8.47091779 3.82€08170 0.64 0.4332
1 -8.858236844¢ 5.88738584 7.85278711 1.3¢  0.3%684
NONTR 0.50988882 0.38850139 10.92188818 1.9¢ 0.181)
nskl =0.19189360 0.18342870 7.77342453 1.3 0.23%8
nsk2 «0.32476357 0.20272278 6.93692008 1.23 0.2821
The SAS Systea 16:49 Thureday, July 12, 1890
4
usRY -0.03334820 0.04148300 3.83040198 0.6 0.4M17
MER4 -0.34885132 0.21165119 15.33939718 2.72 0.1168
NSRS 0.66360380 0.30201038 27.24544933 4.8 0.0413
MSRE 0.30280390 0.37237088% 3.72684218 0.68 0.4270
NSR? =0,04792608 0.027157478 17.04420501 3.02 0.099
MSRS 0.01695314 0.08758511 0.35528372 0.06 0.8047
MSR9 -0.50091414 0.50019930 $.639210138 1.90 0.3209
MSR11 -0.27020881 0.38358771 3.29808947 0.58 0.4548
MSR1e -0,26828707 0.28272982 4.987570938 0.88 0.36808
MSR13 0.68108646 0.29880820 29.34190009 $.20 0.03%0
Sounds on condition nuaber: 327.9588, 13641.43

Fresscncncacncans cecess -

Step 2 Variable B7 Bntered Resquare = 0,84238878 C(p) = 19.00000000
NOTB: The variadle which previously had small tolerance is now allowed to enter
after resoval of sose variables fros the sodel.

1] 4 sus of Squares Mean fquare 7 Prob?
Regression 18 182.58714007 10.14373000 1.70  0.140%
Error 17 101.55591548 $.97387738
Totsl £ 1] 284.1430835¢
Paraneter Standard Type 11
Variable Estimate RBrror Sum of SqQuares ? Prob?P
INTBRCRP 91.04003438 $4.81407358 16.47944942 2.76¢ 0.1151
» 10.63004982 30.33737288 0.73345078 0.12 0.7303
B3 2.09323227 7.18881879 0.51075032 0.09 0.7738
| 1 -6.97832908 9.29830529 3.387153% 0.35¢ 0.4831
| [ =-7.00095240 7.38748746 5.6873088) 0.95 0.3429
| 3 -0,.88206712 9.4847843%4 0.03041104 0.00 0.9541
MONTH 0.50502332 0.386083538 10.22153078 1.71  0.2083
MRl «0,18539978 0.20189438 §.05263430 0.8% 0.3708
HIR2 «0.22149418 0.21804000 6.204681029 1.0 0.319%¢
MSRI -0.03361370 0.04289291 3.60874198 0.61 0.4440
MIR4 «0.34889450 0.21776757 15.93407680 2.7 0.1278
MSRS 0.60423498 0.47024333 12.647991812 2.12 0.1
niné 0.30535963 0.38601748 3.73022808 0.6 0.439
nin? «0.04807822 0.02048790 17.01208054 .05 0.1099
MSRS 0.01721008 0.06988313 0.38407802 0.0 0.%078
(1] 1] =0.51599032 0.87873127 4.790718218 0.00 0.38128
niRll «0,20019009 0.40130248 3.91268980 0.490 0.4948
NSR12 «=0.26171282 0.29718400 4.03292¢08 0.7 0.3008
MIR1) 0.68334410 0.31001448 30.09097134¢ 4.06 0.0420
BSounds on ocondition number: 170.9173, 27¢88.117
Step 3 varisdle 37 Rewoved R=sgquare ¢ 0.042851698 C(p) = 17.00341488
ot Sua of fquares Mean fguare 7 Prom?
Regression 17 182.9467202) 10.73021981 1.90 0.0028
srrcr 18 101.57632732 $.04313930
fotal 1 284.14308550
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Parsneter Standard tType 11




—— A e S T R T T

Variable

INTERCEBP
| )

| 2}

1]

L1}
NONTA
NSR1
N R2
MSRY
HSRé
nsks
MSR6
usR?
Muske
HSRE

MSR11

nsR12

MSR1)

Bounds on condition nuaber:

Rt et 2 ey

Rstisate

91.28277804
9.20822318
2.33784882

-8.79028892

-8.85625644¢
0.309860882

-0.19189360

«0.22476387

-0.03338620

-0.34508132
0.66360380
0.30260390

=0.04782808
0.01865314

-0.50091414

-0.27029861

~0.28526707
0.68108848

Brror

$3,13270422
19.2300%449
6.308840848
83.47001779
5.88758884
0.36850139
0.16349870

0.20372278

0.04148500
0.21168119
0.302010%8
0.37237085
0.02757678
0.068756511
0.50019930
0.35388771
0.28272982
0.29868220

327.9588,

Sun of Squares

16.86238205
1.31470701
0.70303482
3.62808170
7.85278N11

10.92158518
7.77342483
§.93602088
3.65049108

15.33939716

27.245649%3
3.72884218

17.04420501
0.33828312
8.65927023
3.20808947
4.96757003

29.34190909

13841.43

2.98
0023
0.12
0.84
1.38
1.%4
1.38
1.23
0.8%
2.12
4.83
0.6¢
3.02
0.08
1.00
0.38
0.08
$.20

Prob?

0.1020
0.6331
0.7282
0.4332
0.2984
0.1811
0.2858
0.2021
0.4017
0.1186
0.0413
0.4270
0.0983
0.8047
0.3299
0.4345
0.360%
0.03%0

tep ¢

Ragression
Eeror
Total

Variadble

INTERGERP
n

1]

| H

1]
MONTH

MER1

M8R2

MSRJI

HSR4

HERS

HeRe
HBR?
MoR9
nskil
neR12

nSR13

Sounds on ocondition nuaber!

Variable MS28 Removed

Dr

18
19
1]

Paraseter
Bstisate

88.41837116
7.93501230
1.5203324)

«5.,34118434¢

-6.3876813)
0.50508088

-0.17862811

~0.214720883

«0.03557837

~0.36207640
C.88923709
0.30734802

«0.04783039

«0.5080174¢

=0.2427020%

«0.27020248
0.69081260

Sus of Squares

182.21144451
101.903181104
284.143083586

Standard
rrot

80.58351441
18.03132926
6.14791281
8.07291721
5.44414404
0.35606490
0.11796360
0.19377618
0.039%2509
0.1999642¢
0.29385419
0.36260472
0.0268888590
0.40744823
0.32173922
0.27800172
0.20076090

303.0102,

R-square s 0.64126858

Mean Square

11.30821528
5.3648218)

Type 11
Sus of Squares

16.39052393
1.04410476
0.90733820
3.3100537¢
7.38554818

10.74656047
7.64452328
6.58772140
4.34691268

17.58039824

31.06390282
3.0542873)

16.9794804¢
$.78852254¢
2.04399871
$.17920493

30.70301070

12026.40

C(p) = 15.0628397)

L4
2.12

L4

3.08
0.19
0.17
0.682
1.38
2,00
1.42
1,23
0.81
3.20
8.19
0.73
3.16
1.07
0.88
0.97
.72

Prob»?
0.0%9%

Prob> P

0.0968
0.6641
0.6888
0.4419
0.2882
0.173%2
0.2473 *
0.281¢
0.3793
0.0880
0.0344
0.4072
0.0912
0.3132
0.4670
0.3302
0.0272

XX RY YL YTE P R P P PR R RPN Y LR P Y PR Y ALY PR Y P P P P Y AP YA P YT Y P Y Y T

S P T P S o e Fr e Ll P T gy

tep §

Regression
Brror
fTotal

Variable

INYBRCEP
 })

Variable B3 Resoved

or
14
20
14

Paraseter
Sstimate

83.108405900
14.42400173

The SAS Systes

Sun of Squares

101.30410001
102.0389472¢
204.1420880¢

Standerd
ircor

47.08198013
8.50030080

T S e T s i

R-square ¢ 0.8300733¢

Mean 3guare
12.00894088
B.2419472¢
Type 11

Sus of Squares
15.49014089
14.83080338

18]

oo ~rgere oy

1 5 T S e SE N i

16:48 Thursday, July 12, 1900
¢

C(p) » 13.21477870

.01
1.8)

Pro?
0.037

Prob>?

0.0980
0.1002

S T

i S

A N et e e

]

i oten



| 1

1]
MONTR
M5R1
nsk2
nsRd
M3SR4
1) 1]
uské
MSR7
uSRE
skl
MSR12
HER1Y

Bounds on condition number:

-8.6741012¢8
-8.13937220

0.55508807
~0.19371444
~0.21174869
«0.03618141
«0.35714588

0.86713338

0.44440052
-0.04543158
-0.42729301
«~0.22009918
~0.27165018%

0.67877308

$.6232023%0
3.3193999)
0.32789944¢
0.13902758
0.18087382
0.03886788
0.10541439
0.28744813
0.13950864
0.02569427
0.43988570
0.31828227
0.289208478
0.28124847

73.79838,

12.23473520
30.91849707
14.80048428
9.98274320
€.41499538
4.50441844
17.17535917
27.69748814
$2.102342104
18.07572108
4.88176201
2.49003840
$.2357004)
29.949975208

4153.808

2.38
6.01
2.88
1.94
1.2%
ol.’
3.34
$.39
10.18
’I"
0.04
0.48
1.02
8.82

0.1388
0.0238
0.1053
0.1788
0.2113
0.3808
0.082¢8
0.0310
0.0048
0.0923
0.3430
0.4948
0.2250
0.0258

Step 6

Regression
Brror
fotal

Varisble

INTBRCBP
sl

5

1]
MONTH
MsSki
MSR2
MSRI
MSR4
mMsRs
MSRS
MSR?
MSR9
MSR12
MSR1)

Bounds on ocondition number:

Step 7

Regression
Srror
fotal

Variable

INTBRCE?
1)}

1

)

MONTH
MSR1
1LY
niRd
nesd
neRy

Variable NSR11 Removed

] 4

11
21
35

Parvameter
Betisate

61.60354308
15.28344498
-9.09670657
-8.26062208

0.517687338
-0.18300663
-0.22399288
-0.03479546
«0.37428139

0.63650C49

0.44581014
«0.04188349
=0.49174249
=0.22798872

0.64999216

Variable NMSR12 Removed

13
1]
b 1]

Parameter
Sstimate

44.530411088
13.70247639
«7.78625042
«7.566033000

0.3807207¢
«0.14092477
-0.17670880
«0.02238198
-0.3001007¢

0.5047930)

sSus of Squares

176.81401991
105.32903%63

284.14305558

Standard
Rrror

36.12804309
8.39377817
5.5213161
3.2731707¢8
0.31905451
0.13646821
0.18842477
0.03813868¢8
0.19145977
0.28254750
0.1377717¢
0.02489208
0.42471247
0.258385813
0.27475374

The SAS Systee

72.938609,

Sun of Squares

174.9143172¢
109.22873830

204.14305380

Standard
Breop

30.24212179
8.18790042
$.28108308
3.15800018
0.37728404
0.13021449
0.17766019
0.0282088¢
0.17111384
0.28133441

R-square = 0.820300084

Hean Sguare

12.77242009
5$.01368838

Type 11

sun of Squares

14.585570718
16.63298979
13.61474538
32.01869298
13.20415620
9.020118964
7.24085741
4.17487300
19.16873282
29.81754342
$2.318011¢80
14.24763240
6.72310192
3.89970268
28.070990707

C(p) = 11.83160322

4
2.58

?

2.91
3.32
2.1
6.38
2.63
1.80
1.44
0.83
3.82
$.91
10.47
2.04
1.34
0.78
§.60

Prob>?
0.0258

Prob>?

0.1029
0.0829
0.1143
0.019¢
0.119¢
0.1942
0.2429
0.3719
0.0840
0.0242
0.0040
0.1087
0.259¢%
0.3879
0.0277

16:49 Thursday, July 12, 1990
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3792.734

R-square * 0.61558840

Hean Square

15.45404748
4.00494385

Type 11

sua of Squares

179

10.6921063¢6
14.007081717
10.70090070
20.49047092
9.35000208
6.40425700
4.918111700
1.99000700
18.373243¢3
25.71002327

C(p) = 10.28430871

L 4
N

.18
.02
3.14
$.74
1.09
1.1
0.9
0.40
3.08
§.18

Prod>?
0.0190

Prob> P

0.1564
0.1072
0.1561
0.0288
0.1034
0.2080
0.320¢
0.8322
0.0934
0.0229




MSRE 0.38174573 0.1184834) $3.343735)7 10.7¢ 0.0034
MSR7 «0.0332460% 0.02358114 11.09189506 2.23 0.1492
MSR9 «0.59209208 0.4071064) 10.80211838 2.12 0.1800
MSR1)Y 0.3748%708 0.25988230 34.29200774 4.9 0.0
Sounds on condition number: 67.40747, 3164.121
Step & Variable NSRRI Removed Resquare * 0,00854702 C(p) = 6.61917113 -
pr sSun of Squares Mean Square ?  Prodm?
Regression 12 11:.01001620 14.40083419 .90 0.0118
srror a3 111.22864330 4.8380280¢8
Total 33 284.1630585¢
Paraseter Standard fyve 11 .
variable Estimate frror Sum of Squares ?  Prob?
INTRRCRP 41.250786358 29.5115%654 9.45274880 1.5 0,17%¢
| 31 11.87869622 7.53417860 12.01733821 2.48 0,1288
| 1] -8.69110971 4.94180018 8.06873512 1.0 0.1808
26 ~6.93461750 2.957887%1 20.50140909 $.50 0,028
MONTH 0.42251108 0.26883346 12.21046911 2.3 0,12%8
MSR1 -0.14734380 0.1284893%4 6.389414%0 1.32 0,263
MER2 =0.14093934 0.16626244 3.47600747 0.72 0.4083
M5SR4 «0.25650034 0.15666433 13.30100249 2.7% 0.1108
MSRS 0.49073952 0.20085069 26.088828)7 5.97 0,022¢
MSRE 0.337603¢8 0.09219426 64.04782817 13.41 0.001)
MIR? «0.0372173% 0.02307021 12.8856699) 2.60 0.1202
MSR9 -0.58937308 0.39885206 9.52028724 1.97 0.17%8
[ T1 &) 0.56914120 0.25552256 23.70804712 $.32 0.0308

The SAS Syetes 16:49 Thursday, July 12, 1990
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Bounds ‘on condition number: €0.5998), 2480.224
Step 9 Variable MSRZ Removed R-square * 0.50631381 C(p) s 7.20104908
or Sun of Squares Mean Sguare P  Prob?
Regression 11 169.43834278 18.40340871 3.22 0.0080
Brror 24 134.70471277 4.7793830)
tTotal a5 204.1430884¢
Paraseter Standard fype 11
Variable Setimate Brror Sum of Squares r  Prod>?s
INTBRCEP 27.04400004 24.70484604¢ 0.04313284 1.36 0,23720
) 9.84288177 6.971973¢¢ 8.95387979 1.7 0.1800
| 1 «4.51727390 4.19078018 5.82931)87 1.6 0.2028
| 1 -8.43248204 2.00001882 33.0206888)9 4.99 0,082
MONTN 0.34622473 0.24867212 0.26471261 1.9¢ 0.1780
MIR) -0.09923199 0.11460138 3.50330008 0.78 0.398:
MIR¢ «0.2004049) 0.183328444 11.719873¢3 2.43 0.1308
MRS 0.008873138 0.19890120 30.09121070 .40 10,0170
nIné 0.29204058 0.075821620 72.49470801 15.17  0.0007
nsr? =0.03617004 0.03290219 11.92886932 2.80 0.127%
HERS «0.71837080 0.38145904 19.00000104 4.1¢ 0.0830
neRld 0.01450737 0.25224200 30.3001081¢ $.0¢4 0.0224
Bounds on oondition number: $0.0524, 1043.32
ftepl0 Variable MEEl Removed R-aquare ¢ 0.88370230 C(p) « §6.00009217
' or sua of Squares Mean Square P Predr?
Regression 10 165.08408370 10.90849837 .81 0.008)

Trm e v ey b ST e e At e e e O D e B R




frror
Total

Variable

INTERCERP
| 23

| L]

L 1
MONTH
M5SR4
MSRS
HERS
MSR?
nspe
MSK1Y

Bounds on condition nuaber:

3tepll

Regression
Brror
Total

Variable

INTERCEP
1 3}

L 1]
MONTH *
MSR4
NSRS
MSRE
MSR7
MSR9
HIR13

Pounds on condition nuaber:

Stepl2

Regression
grror
Total

Variable

INTERCEP
| 1
HONTH
MIR4
MSRS
L]}
MIR7
MSR9
HSR1I

Bounds on condition nuader:

28
38

Paraneter
Batimate

27.629268798
$.36868835¢
=3.09144791
-4.44939514
0.358168887
-0.25519508
0.38449809
0.30103873
-0.03974388
~0.84511584
0.80382370

118.28810185
284.1430855¢

Standard
Brror

24.83815068
$.01174089
3.84408028
1.73899441
0.24704349
0.15028703
0.14063083
0.07425803
0.02341570
0.34024977
0.25069207

37.47114,

4.73182407

Type 11

sSun of Squares

$.94980791
8.0494583¢
3.0601215¢
30.97466610
9.94557491
13.64277060
35.3690885)3
77.76040045
14.87406042
17.009083¢69
27.44986181

1037.038

Variable B3 Resoved

9
26
33

Paraseter
Estisate

13.43994724
1.74833160
=4.31384865
0.29532989
=0.17731344
0.35076958
0.27147445
«0,03567%30
-0.64738549
0.74825548

Variable 91 Resoved

Dr

8
217
s

Parameter
Satisate

19.99216088
-3.16284287
0.26514642
-0.156880088
0.30983389
0.2680565¢
«0,02579761
-0.53549110
0.67313998

The SAS Systes

| §

1.2¢
1.18
0.65
6.58
2.10
2.88
7.48
18.43
.14
3.59
5.80

Probo?

0.2728
0.2043
0.4289
0.0169
0.1395
0.1019
0.0113
0.0004
0.0084
0.0696
0.0237

16:49 Thursday, July 12, 1990

Resquare s 0.57293264

sun of Squares

162.79483218
121.34822339
284.14305556

standard
Srror

17.08111410
2.18770123
1.71808317
0.2327632)
0.11414144
0.13331718
0.064080058
0.02168857
0.33791874
0.17371399

7.597408,

Mean Sguare

18.00831488
4.66723936

Type I1

Sus of Squares

2.68950077

2.9807919¢
29.390390158

7.5138565¢0
11.26306751
32.30860731
83.7867982)
12.82796492
17.13089031
868.59449319

J11.42108

P N L L L Ty Y Yy 2 Y Y Y PP LY PR T YL YL L P AL PSR R PP L DAL L AT R P 2L I 2 X L 2

R-pquare s 0.56244218

sua of Squares

169.81404020
124.32901838
204.14305886

Standard
srror

14.88416944
0.93245008
0.228130%4
0.11043677
0.12218372
0.08350792
0.01770238
0.30547780
0.14510797

4.041112,

19.97675802
4.60477838

Type 11

sSus of Squares

$.30766820
82.97909420
6.220002717
9.26058278
29.500637590
82.0%6235¢89
9.77925908
14.18005637
99.09183407

16,1987

P Y T T Y X I Y Y Y Y P P Y P Y Y Y P Y P P R P P A P Y P P Y P R R P P D L 2 L

181

)

C(p) = 4.31314288
P Prob?
3.88 0.0032
¥ Prob?
0.862 0.4385
0.64 0.4314
6.30 0.0187
1.61 0.2158
2.41 0.132¢
6.92 0.0141
17.95 0.0003
2.71 0.1120
3.7 0.0664
18.58 0.0002

C(p) s 2.81211371
7 Prob?
4.3¢ 0.0018
4 Pro?
1.80 0.1904
11,81 0.0022
1.35 0.25%)
2.01  0.187¢
¢.43 0.0174
17,82 0.0002
.12 0.18586
3.07 0.09010
21.%2 0.0001




Stepld Variable B2 Entersd R-square = 0.57203264 C(p) = 4.31314268
NOTR: The variable wvhich previously had small tolerance is nov allowed to enter 4
after resoval of soae variables fros the sodel.
pr sua of Squares Hean Square P Prob?
Regreassion 9 162.794383218 18.08331488 3.88 0.0032
Brror 28 121.948223%9 4.66723938 -
The SAS Systea 16:49 Thursday, July 12, 1990
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Total 35 284.14308558
Paraseter Standard Type 11
Variable Bstimate Brror Sus of Squares P Prob?
INTBRCRP 13.43994724 17.08111410 2.088950077 0.62 0.4385
‘B2 1.74833160 2.18770123 3.980791908 0.6¢ 0.4314
.1 =-4.31364865 1.71898517 29.39039018 86.30 0.0187
MONTH 0.29532969 0.23276323 7.51355650 1.61 0.,2158
MSR4 «0.17731344 0.11414144 11.26306751 2.41 0.1324
MSRS 0.35076958 0.13331718 32,3096073) 8.92 0.0141
MSRE 0.27147445 0.06408008 83,7667982) 17.98% 0.0003
MSR7 -0,03867530 0.02168857 12.€2796492 e.71 0.1120
MSR9 «0.84739%49 0.33791874 17.13069031 3.87 0.06684
MSR1) 0.74825548 0.17371399 86.59449319 18.5S$ 0.0002
Bounds on condition nusber: 7.587408, 311.4218
stepl4 Variable BZ Removed R-square = 0.56244218 C(p) = 2.81211371
or Sum of Squares Hean Square r Prob>?
Regrersion 8 159.81404020 19.97675502 4.34 0.0018
Error 27 124.32901536 4.60477835
Total 3s 284.1430555%8
Paraseter Standard Type 11
Variable Estimate Error Sum of Squares | 4 Prot»?
INTERCE® 19.99216066 14.88416944 8.30766520 1.80 0.1904
1] «3.16284267 0.93245888 $2.97909420 11.51 0.0022
MONTH 0.26514842 0.2281385%4 6.22000277 1.3 0.28%3
MSR4 -0.18668088 0.)1043677 9.26858278 2.01 0.1674
MSRS 0.30063369 0.12218372 29.58637590 6.43 0.0174
MSRE 0.26805654 0.06350792 82.036223569 17.82 0.0002
MSR? -0.02579761 0.01770235 9.77925908 2.12 0.1566
MSR9 -0.53549318 0.30547750 14.15005637 3.07 0.0910
MSR13 0.87313998 0.14510797 $9.09163407 21.82 0.06001
Bounds on sondit.on number: 4.641112, 163.19587
Stepls Variable MONTH Removed R-square = 0.540385179 C(p) = 1.85331399
p? sus of Squares Mean Square ? Prod? ¢
Regression 7 153.59403743 21.94200535 4.71 0.0014
Rrror 28 130.549501813 4.6824649)
Total s 284.14305558
Parasetor $tandard Type 11
Variable Bstimste Srror Sum of Squares r Probt
INTERCRP 20.05884711 14.9769997) 8.36313¢898 1.79 0.1912
[ 1] «3.1064/5368 0.83701177 $1.24643215 10.99 0.002%
MSR4 -0.18083166 0.10014148 12.7992887) 2.7 0.10M7

The SAS Systea
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NSRS
MSRE
MSR?
NSRS
HSR13

Bounds on condition number:

ecsesssasescnca

0.32032189
0.26085630
=0.01992729
=0.52230980)
0.88139111

0.12172882
0.06387378
0.01707242
0.30717297
0.14583920

4.551857,

34.22474482
78.31857338

Steple

Regression
trror
Total

variable

INTERCEP
Be

MSR4
HSRS
MSRE
HMSRS
MSR13

Bounds on condition number:

Variable MSR? Resoved

L
29
38

Paramster
Betimate

27.10227711
-2.78535210
=0.16654067
0.29114221
0.25196458
=0.58496438
0.60104293

Sua of lquli.l

147.24187020
136.90118538
2304.1450883¢

standard
Srror

13.79286258
0.80128089
0.10912811
0.11798214
0.0635394¢
0.3026736)
0.12937193

4.223191,

7.32 0.0118
16.830 0.000)

LI I P AT L Y P L T Y L Y Y Y Y Y Y LI I Y Y P P PP Y P T Y PY TP TTY YT Y Y Y

Stepl?

Regression
Brror
Total

Variable

INTBRCBP
b8

MSRS
HSRE
MSR9
MSR1)}

Bounds on condition number:

Stepll

Regression
Beror
Total

Variadble

INTERCEP
Bé

MSRS
MSRE
MsSR1d

varisble MSR4 Removed

or

H
30
35

FParasster
Estimate

39.86342622
=2,385009588
0.14211422
0.26234850
«0.51480772
0.48801154

Variable MSR9 Removed

4
n
35

Paraseter
Betimate

40.66386803
-2.1188139)
0.14250730
0.22412889
0.456350602

Sum of Squares

136.24734207
147.89571349
284.1430585¢

Standard
Brror

11.31027748
0.88117788
0.08768048
0.06461140
0.30462419
0.09768928

1.890083,

The SAS Systea

Sus of Squares

122.16209863
161.9809589)3
284.1430555¢

standard
irror

11.62810888
0.89257328
0.0896572s
0.08558841
0.10032844

183

8.33218722 1.3 0.2%%
13.4804582¢ 2.89 0.1001
101,77841612 31.83 0.0001)
131.7303
Resguare = 0.518190627 C(p) = 0.91683799
Mean Sgquare 7  Prob>?
24.854031170 8.20 0.0010
4.7207308%3
Type 11
Sum of Squares Probs?
18.22686418 3.86 0.059)
45.08588582 9.55 0.9044
10.994%281) 2.33 0.1378
28.746883684) 8.09 0.0197
74.2336913%3 15.73  0.0004
18.24071957 3.8 0.059%0
101.89199580 21.58 0.0001
94.62532
R-gquare = 0.4793502¢3 C(p) = 0.75707217
Mean SQguare ? Prob>?
27.24948841 5.53 0.0010
4.92988712
Type 11
sSus of Squares r Prob>?
60.62730541 12.30 0.0018
36.11759663 7.33 0.0111
21.74901191 4.41 0.0442
69,.35688218 14.07 0.0008
14.08524344 2.08 0.101)
113.14976018 22.98 0.0001
38.74717
16:49 Thursday, July 12, 1990
12
B-square = 0.42003167 C(p) = 1.11487809
Hean Sgquare ? Prob?
30.54052468 5.84 0.0013
5.22519218
Type 11
Sus of Squares P Probr
83.808596%97 12.23  0.0014
29. 4442257 $.64 0.0240
21.0697499¢ 4.19 0.0493
61.01853184 1:.68 0.0018
108.18004799 20.70 0.0001




Bounds on condition humber:

1.829648,

26.34921

All varisbles left in the model are significant at the 0.1000 level.

Sussary of Backward Rlimination Procedure for Dependent Variable M3R10

Model

Res2 c(p)
0.6425 17.0034
0.6428 18.0000
0.6428 17.0034
0.6413 15.0629
0.6381 13.2148
0.6293 11.631¢6
0.6156 10.2844
0.6088 8.6192
0.5963 7.2010
0.5837 $.8009
0.5729 4.3131
0.5624 2.8121
0.5729 4.313
0.56824 2.8121
0.5408 1.853)
0.5182 0.9166
0.4795 0.75711
0.4299 1.1149

0.0034
0.00)4
0.0034
0.0630
0.1691
0.484)
0.777%
0.4028
0.7188
0.7498
0.6468
0.6387
0.6387
0.8337
1.3508
1.3624
2.3290
2.8571

Prob>?

0.9541
0.9541
0.9541
0.8047
0.8855
0.4948
0.3879
0.5322
0.408)
0.395:
0.4289
0.4314
0.4314
0.4314
0.2553
0.2530
0.1378
0.1013

16:49 Thursday, July 12, 1990

Backward Rlimination Procedure for Dependent Variable MSR11

Variable Number Partial
Step Entered Removed in Res2
1 ne 17 0.0001
2 M 18 0.0001
3 81 17 0.0001
4 NSRS 16 0.0013
5 B3 18 0.0032
6 nskl1l 14 ¢.0088
7 MSR12 13 0.01%7
8 MSR3 12 0.0070
] MSR2 11 0.0122
10 MSR1 10 0.0126
11 BS 9 0.0108
12 Bl ] 0.010%
13 M2 ] 0.0108
¢ B2 8 0.010%
15 MONTH 7 0.0219
16 MSR7 6 0.0224
17 MSR4 s 0.03487
18 MSR 4 0.0496
The SAS Systea
Step O All Variables BEntered

Regression
Error
Total

variable

INTSRCEP
8l

B3

1]

3

Bé
KONTH
M3SR1
MSR2
MsRI
MSR4
MSRS
MSRE
MSK7
MSRS
MSRO
MSR10
HAR12
HSR13

Dr

18
17
33

Paraseter
Batimaie

76.44083349
«38.61004497
8.57585964
9.723052%9
7.9178399S8
§.59771638
0.05508502
0.03378199
0.04347560
«0.0053928¢8
0.05314888
0.35311480
«0.08256385
~0.02090987
0.05355659
-0.,16839103
~0.09950338
-0.08796180
0.19172100

Sum of Squares

Bounds on coriition number:

B L LI R T T Y Y Y Ry R Y R Y L R e Yy L T

Step 1

Var.able MSR) Resoved

71.59809488
36.06412734
107.66222222

Standard
Brror

30.88484715
21.37314788
$.18202497
$.11782297
6.15567549
4.75277654
0.24100832
0,12281281
0.13218910
0.02598527
0.13862605
0.28455401
0.23373181
0.01762838
0.0393%0263
0.34871022
0.14250182
0.17983017
0.20478102

1076.665,

R-sQquare = 0.66502524

Mean Square

3.977€7194
2.12141926

Type 11

Sum of Squares

12.99547165
6.922933))
5.81008968
7.65764482
3.50984963
2.94275087
0.11082563
0.160513%¢8
0.22947024
0.09137140
0.911834892
3.26882738
0.15199054
2.98473494
3.89942289
0.4946922)
1.034335848
0.507568268
1.85848838

34810,65

R-square = 0.68417855

184

:d

C(p) = 19.00000000
NOTR: The model is not of full rank. A subset of the model which is of full
rank is chosen.

1 §
1.88

6.13
3.2¢8
3.74
3.61
1.68
1.39
0.08
0.08
0.11
0.04
0.13
1.54
0.07
1.‘1
1.84
0.23
°0"
0.24
0.88

Prob>?
0.1008

Prod?

0.0241
0.0886
0.1163
0.0745
0.215¢
0.2851
0.8219%
0.7868
0.748)
0.8381
0.7082
0.2315
0.7922
0.2519
0.1929
0.635)
0.4943
0.6310
0.362)

C(p) » 17.04307088




br

Sua of Squares

Mean Square

| 4

8.%9
3.46
2.8¢
.M
1.9
1.54
0.08
0.08

Prob»?
0.0847

Prot2>?

0.0194
0.0791
0.1082
0.06820
0.1838
0.2208
0.8221
0.7787

16:49 Thursday, July 12, 1990
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Regression 17 71.850872348 4.20827788
Brror 18 36.155493874¢ 2.00883882
Total 3s 107.88222222
Parameter Standard Type 11
Variadble Ratimate Error Sum of Squares
INTERCRP 74.90838933 29.18092828 13.23823971
| «38.70094404 20.792894458 6.95848103
B3 8.5034365)3 $,03095212 5.73839491
4 9.631040828 4.96101200 7.57021689
| H 5.14883187 $.8910880¢ 3.84327542
B6 $.71061149 4.59432422 3.10330028
MONTH 0.05348428 0.23439148 0.10458827
MSR1 0.03439774 0.11946883 0.168518548
The SAS Systes
MSR2 0.05228387 0.12131713 0.37001607
HSR4 0.088663%4 0.11359604 0.73388487
MSRS 0.320866387 0.23196085% 3.84345883
HSRS «0.07888339 V.2141822¢4 0.27246209
MSR7 «0,02087917 0.01711923 2.9308905¢
MSRS 0.05533147 0.03752663 4.36683827
MSRS -0.16310229 0.33840716 0.46859802
MSR10 -0.00414758 0.1363%6942 0.95738364
HeRl2 -0.07419925 0.16265260 0.41800248
MSR1) 0.1852999¢ 0.,186987590 1.77756800
Bounds on condition nuaber: 1076.21), 32019.69

Step 2 - Variable MONTH Resoved R-square = 0.66320513

1] 4 sSum of Squares Mean Square
Regression 16 71.4021382) 4.46263364
Brror 19 36.28008401 1.90842547
Total b1 107.686222222

Parameter standard Type I1
Variable Estisate frror Sua of §quares
INTRRCEP 71.75287294 25.046800%50 15.66196179
Bl -40.80645882 18.16258143 9.633%018)
B3 8.97028898 4.48006405 7.65098101
1] 9.91430¢55 4.68184205 8.55788381
1 8.90740899 4.74087821 6.7377817217
1] 6.19894480 3.96273109 4.87005009
MSR1 0.04550588 0.10619093 0.351890089
MSR2 0.06318118 0.10023431 0.63845827
MSR4 0.07802689%9 0.10616197 0.97880134¢
MSRS 0.325768048 0.22513200 3.99874278
NSRE -0.10152004 0.18802688 0.57452528
MSR7 «0.01904988 0.01518598 3.01108380
MSRS 0.05493573 0.036539048 4.31381043
HSRY «0.188408558 0.311%1170 0.6087¢6110
MSR10 «0.084904086 0.12692399 0.85397412
HSR12 «0,05374111 0.13228287 0.31497970
MSR1) 0.18188229 0.19143369 1.72216993

Bounds on condition number: 884.271, 24318.99

Ty ey Y P Y P P Y Y Y Y L Y P Y R A P AL 2L T L L R R L R L L Ll L bl Ll et d

Step 3

Yariable MSR12 Reamoved

by

sus of Squares

185

R-square = 0.86027930

Mean Square

0.18
0.37
1.9
0.14
1.48
2. 17
0.23
0.48
0.2}
0.088

0.8729
0.5531
0.1838
0.7169
0.2427
0.1576
0.6356
0.4988
0.6537
0.3593

C(p) + 15.09237086

r
2.3

« o o ® + =
-

VWA ON
0D AL O e U

NOQOOONWLLAALLE

o
©

Prodb>l
0.03%7

Prob>?

0.0099
0.0367
0.0597
0.0478
0.0157
0.1342
0.672%
0.5698
0.4826
0.1642
0.5896
0.2243
0.1492
0.3523
0.5116
0.6891
0.3541

C(p) = 13.24084649

4

Prob?




Regression 15 71.0871%882 4.73914390 2.59 0,0242
Rrror 20 36.87%06371 1.82873319
Total 3s 107.66222222 ‘
Parameter standard Type 11
varisble Satimate Srror Sum of Squares 7  Pro»?
The $AS Systea 16:49 Thursday, July 12, 1990
15 <
INTERCERP 67.88133908 22.65482451 16.40916437 8.97 0.007)
| 3% -41.39432851 17.72286178 9.97638672 5.46 0.0300
» 8.97927097 4.38549738 7.6605423% 4.19 0.0540
| 1} 10.36545614 4.45228410 9.91211183 5.42 0.0308
| H 8.816237117¢ 4.635368658 €.6153803%0 3.82 0.0717
Bé €.247030844 3.87734248 4.7483898S 2.80 0.1228
MSR1 0.05382117 0.10203915 0.50877740 0.28 0.8037
MSR2 0.08429381 0.10889628 0.6815608¢8 0.3 0.354)
MSR4 0.08465514 0.10182249 1.2840793¢ 0.89 0.4158
MSRS 0.33449189 0.21937601 4.25155728 2.32 0.1430
MSRE -0.08733674 0.17787008 0.44090328 0.24 0.8288
MSR? «0.01822096 0.01471103 2.80850493 1.53 0.2298
MSRS 0.05597072 0.035681858 4.49978160 2.46 0.1324
MSRH «0.215468088 0.29793782 0.9%64025¢8 0.52 0.4779
MSR10 -0.08654812 0.12418319 0.88826854 0,49 0.4539
MSR13 0.15731732 0.177825¢€6 1.43126250 0.78 0.3868
Bounds on condition nuaber: 858.7814, 2247%.81
Step 4 Vartiable MSRE Removed R-square = 0.6561842¢ C(p) = 11.44868058
)1 4 S5um of Squares Mean Square r Prob?
Regression 14 70.64625525 $.04616109 2.86 0.0145
Rrror F39 37.01596897 1.76266509
Total 35 107.66222222
Paragseter standard Type 11
Variable Estimate gfrror sus of Squares 7 Prob?
INTERCEP 63.83809840 20,73578928 18.70661814 9.48 0.0087
Bl -39.73372217 17.07985962 9.5393703% S.41 0.0301
B3 7.88102182 3.71823281 7.95177758 4.51 0.0457
B 10.950866480 4.20652980 11.96510208 6.79 0.0168
| 1] 7.83759108 4.10887304 6.41404258 .64 0.0702
B6 5.54000775 3.83376129 4.33227614 2.48 0.1319
MSR1 0.04968500 0.0998331% 0.43823871 0.2% 0.6240
MSR2 0.06900519 0.10452332 0.76825780 0.44 0.5163
HSR4 0.08578959 0.099939897 1.29888456 0.74 0.4004
MERS 0.35590903) 0.2110783%% 8.01156¢867 2.84 0.1088
MSR7 «0.01846173 0.01400788 2.4343090)3 1.38 0.2531
MSRS 0.05666668 0.03500324 4.61964438 2.62 0.1204
MSRE -0.18128913 0.20441278 0.71818844 0.41 0.5307
MSR10 «0.08729598 0.12180949 0.90382204 0.51 0.4818
MSR1I 0.1591188% 0.17454577 1.46485504 0.83 0.3723
Bounds on condition number: 827.5018, 18858.77 -
Step 5 Variable MSR] Removed Resquare = 0.65213238 C(p) = 9.65431448
D? sSum of Squares Mean Square 7 Prob? )
Regreseion 13 70.21001954 $.40077073 3.17 0.0083
Srror 22 37.45220268 1.70237288
Total 35 107.66222222
The SAS System 16:49 Thursday, July 12, 1980
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Paraseter Standard Type 11




variable Bstimate Srror $ua of SQuares ?  Prob?
INTRRCEP 68.55569046 18.1222178) 24,36234058 14.31 10,0010
Bl =33.70368453 11.83625218 13.82683307 8.12 0,0083
| ] €.92579283 3.11368108 8.422331858 4.9 0.0367
| 1 9.81927144 3.48820211 13.66172228 8.0 0.0097
| H 6.30923368 2.68108390 9.42728498 $.54¢ 0.028¢C
1] 4.08467062 1.88845427 7.88664797 4.6 0.0428
MSR2 0.04343378 0.089463¢4 0.40166882 0.2¢ 0.,8320
M5SR4 0,0025034) 0.08731828 1.53815341 0.90 0,3%22
MSRS 0.3¢7271%53%4 0.208731481 4.080384278 2.62 0.10Mm
MSR? =0.01492040 0.01342930 2.10393803 1.24 0.278)
MSRS 0.06297807 0.03208039 6.56894828 3.86 0.0822
MSR® «0.15517269 0.27470352 0.5431963) 0.32 0.5711%
MSR10 =0.09546297 0.118718511 1.10081052 0.65 0.4299
MSR13 0.15%516877 0.17135712 1.38583310 0.82 0.3750
Bounds on condition number: 410.780), 9286.7y7
Step 6 Variable MSRZ Rewoved R-square = 0.64840154 C(p) = 7.84365415
Dr Sua of Squares Mean SqQuare 4 Pro P
Regression 12 69.80838%072 $.81736258 3.53  0.0048
Brror 23 37.85387150 1.64582050
Total 3s 107.66222222
Parameter Standard Type 11
Variable Batimate Rrror Sum of Squares | 4 Prob P
INTBRCEP 72.33857021 16.068942497 33.26911611 20.21 0.0002
| 3 «34.75107744 11.43338718 15.20447858 9.2¢ 0.0038
» 7.30669566 2.96285629 10.00929134 6.08 0,0218
Be 10.00204419 3.38800202 14.34407952 8.72 0.0071
-1 6.18690577 2.62452010 9.14596772 $.56 0.0273
| 13 4.378999¢7 1,74440818 10.37140418 6.30 0.019%
MSR4 0.08354985 0.09406918 1.3076%231 0.79 0.3820
MSRS 0.33888927 0.20255%878 4.60676400 2.80 0.1079
MSR7 -0.015518388 0.01315033 2.29207948 1.39 0.25%00
MSRS 0.06588372 0.03098128 7.43608491 4.52 0.0445
MSRI -0.11643770 0.25847123 0.33399910 0.20 0.8568
MSR10 -0.08876304 0.11653531 1.18210585% 0.72 0.4058
MSR13 0.15250891 0.1684007S 1.34084791 0.82 0.3745%
Bounds on ccndition number: ¥e7.13%22, 8224.202
Step 7 Variable M3SRS Removed R-square » 0.64520928 C(p) = 6.00109549
nr Sum of Squares Hean Squars r PFrobd?
Regression 11 69.47435162 6.31585015 3,97 0.0023
Srror 24 35.18787080 1.88116127
Total as 107.68222222
The SAS Systes 16:49 Thursday, July 12, 1990
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Paraseter Standard Type 11
Variable Sstisate Brror Sum of Squaras ? Prob>?
INTERCEP 73.6483530 15.42488088 36.87022203 22.98 0.0001
) -32.4158723581 10.01989079 16.65327753 10.47 0.0035
83 8.571879513 2.43200478 11.61888754 7.30 0.0124
B 9.28920218 2.94560088 15.82425574 9.95 0.0043
1] $.78531968 2.42714926 9.04015683 5.88 0.0254
26 4.27067804 1.6988207) 10.05571053 8.32 0.0191
MSR4 0.09632110 0.0883878)3 1.88918236 1.19 0.2867
MSRS 0.285481100 0.18042251 $.01830222 3.1% 0.0685
MSR7 -0.01413049 0.01257000 2.01074946 1.26 0.2721




MSR3
nsR10
MSR1Y

Bounds on condition number:

0.06398707
-0.07788478
0.12441332

0.03018879
0.10514190
0.15380¢888

315.4872,

7.14837268
0.87333118
1.04111230

$959.37

Step 8

Regression
Brror
total

Variable

"INTRRCEP

Bl

B3

B4

8s

Bé
MSR4
MSRS
MSR7
MSRS
MSR13

Bounds on condition nuaber:

Step 9

Regression
grror
Total

variable

INTERCEP

Bl
| &
M
| 1)
Bé
MSR4
MSRS
MSR7
MSRS

Bounds on condition nuaber:

Variable MSR10 Resoved

*

10
28
3

Parameter
Estisate

70.36380224
~32.7408897¢
6.4571229¢
9.62325638
5.76155368
4.39212904
0.111298070
0.27275459
-0.01185924
0.06594059
0.0796889¢

Variable MSR13 Resmoved

pr

8
26
L H

Paraseter
Lstisate

78.15403007

~31.73328997
6.411081950
9.55780373
4.08783368)
4.5720668585
0.1052837%
0.256423914
-0.00059148
0.0684088¢

Sus of Squares

68.60102044
39.06120178
107.66222222

Standard
Brror

14.51367849
9.91953649
2.40506847
2.884350082
2.40493999
1.6755666)
0.08524601
0.15814842
0.01207983
0.0298008)
0.1401825¢

314.8818,

Sus of Squares

65.09609793
39.56612429
107.66222222

Standard
Brror

4.71830521

The SAS Syestes

9.63198327
2.37225396
2.84444841
1.80872128
1.62383978
0.08345400
0.15348471
0.01125284
0.02909658

304.8285,

R-square = 0.63718748

Mean Square

6.86010204
1.56244807

Type 11
Sum of Squares

36.72402761
17.02183787
11.26234460
17.39035180
8.96760198
10.73574088
2.68781268
4.64750872
1.50588223
7.64987626
0.50492251

$344.808

R-square = 0.63249761

Mean Square

7.58€23310
1.52177401

Type 11
Sua of Squares

417.52343528

16.51765242
11.11707099
17.1822488¢
11.08089694
12.063932908
2.42110828
4.24003970
1.10559964
8.41185848

4433.948

Stepl0

Regression
trror
Total

Variable

Variable MSR7 Removed

1] 4

8
27
s

Paraseter
Bstinate

Sfua of Squares

66.99049829
40.67172393
107.66222222

Standard
Srror

R-squers + 0.82222846

Mean Square

8.37381229
1.50836018

Type 11
sus of Squares

4.49 0.0446
0.55 0.4880
0.85 0.42088
C(p) = 4.41278857
r Prod?
4.39 0.0013
? Prot?
23.%0 0.0001
10.89 0.0029
7.21 0.0127
11.13  0.0027
$.74 0.0244
6.87 0.0147
1.71  0.2032
2.97 0.0969
0.9 0.3356
4.90 0.0363
0.32 0.5748
C(p) = 2.65078022
} 4 Prob?
4.97 0.0006
r Prob ¥
274.27  0.000)
16:49 Thursday, July 12, 1990
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10.88 0.0028
7.31 0.0120
11.29 0.002¢
7.27 0.0121
7.93 0.0092
1.59 0.2184
2.79 0.1068
0.7 0.4018
8.53 0.0288
C(p) = 1.17194089
P Prody
$.%56 0.0003
4 Prob>?




INTERCEP 11.40617080 4.6111394) 424.42029728 281.7%  0.0001

. Bl =-32.851973%8 9.493¢9589 18.0376881) 11.97 0.0018
| M 8.29740270 2.358642762 10.75820723 7.14 0.0128
Be 9.58798084 2.829786848 17.29321764 11.48 0.0022
| H 5.51903223 1.63571171 17.14800292 11.38 0.0023
| 1 4.90818900 1.58723201 14.774227682 9.81 0.0041
MSR4 0.12841653 0.07830804 4.03024328 2.88 0.1138

>~ MSRS 0.23168362¢8 0.14993588 3.59082838) 2.3  0.130
MSRS 0.086082842 0.02888007 8.08040408 $.3% 0.0286

Bounds on condition nuaber: 299.1657, 3821.113
Stepll variable MSRS Removed R-square = 0.58883433 C(p) = 0.86688520
1] 4 Sum of Squares Mean SQuare P Prob»?
Regression 7 63.39523446 9.05646207 $.73 0.0003
Srror 28 44.26698777 1.5809638%8
Total 35 107.66222222
Parameter Standard Type 11
Variable Estimate Srror Sus of Squares | 4 Provm?
INTERCRP 82.46570911 3.321474403 974.55624591 616.43 0.0001
Bl ~20.62941545 $.37602041 23.27951706 14.72 0.0006
Bl 3.10469808 1.15990332 11.32708712 7.16 0.0123
B4 5.72266340 1.35437704 28.2253%956 17.85% 0.0002
.1 4.28099802 1.46084463 13.87700373 8.59 0.0087
.1 3.12148187 1.08355232 13.120299042 8.3 0.0078
MSR4 0.17128429 0.07523865 8,1936057% §.18 0.0307
MSRS 0.06498367 0.02957144 7.63458628 4.8 0.0364
The SAS Systes 16:49 Thursday, July 12, 1990
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Bounds on oondition number: 91.40499, 1036.919
All variables left in the sodel are significant at the 0.1000 level.
Sunsary of Backward Elisination Procedure for Dependent Variable MSR11
Variable Number Partial Model
Step Removed in Res2 Res2 c(p) P Prob?
1 MERI 17 0.0008 0.6642 17.0431 0.0431 0.8381
2 MONTH 16 0.0010 0.6832 15.0924 0.0521 0.822)
k} MSR12 18 0.0029 0.6603 13.2408 0.1650 0.6891
4 1] 1] 14 0.0042 6.0562 11.4487 0.241) 0.68288
s MSR1 13 0.0041 0.6521 9.6543 0.2475 0.6240
[ MSR2 12 0.0037  0.648¢4 7.8437 0.23%9 0.6320
7 MSRE 11 0.0031 0.6453 6.0011 0.2029 0.8%566
8 MSR10 10 0.0081 0.6372 4.4128 0.5489 0.4660
9 MSR13 9 0.0047 0.8338 2.6508 0.3232 0.5748
L) 10 MsR? [ ] 0.010) 0.8222 1.1719 0.7265 0.4018
11 MSRS 7 0.0334 0.8888 0.08687 2.9867 0.13%40

189
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MSRS

9.95
9.50
8.97
10.72
10.58
11.35
6.09
5.90
6.70
8.30
7.58
7.00
18.00
19.70
17.20
17.60
18.30
14.60
17.60
16.60
16.30
16.90
17.20
16.20
22.00
26.00

Bl

-0DOO

-
“
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MSR6

48.3
49.6
48.8
49.2
48.4
41.1
30.5
29.3
28.9
30.8
29.8
3.2
47.1
45.9
4.9
47.0
4.9
45.6
42.9
43.8
43.8
42.4
41.9
41.7
5.5
4.5

-
-
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MSR7

82
100
81
131
90
103
75
82
88
89
78
64
18
28
51
24
100
73
69
57
74
43
48
60
01
87
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QO i M 0000000000000000000C

MSRS

97.40
100.00
$9.10
98.90
96.50
98.90
88.50
79.40
83.10
72.60
81.50
76.40
96.97
77.42
82.81
98.04
97.22
$8.00
99.24
98,43
97.80
100.00
96.59
99.30
75.60
71.60

B7  MONTH

0 1

0 2

° 3

0 4

0 s

0 s

0 1

0 2

0 3

0 4

0 s

0 s

0 1

0 2

0 3

0 4

0 5

0 6

0 1

0 2

0 3

0 4

0 s

0 s

1 1

1 2
MSR®  MSR10
2.00 98,5
0.70  98.1
3.30 98.8
2.30  98.0
2.80  97.1
3.70 96.8
3.76  92.0
1.76  93.9
.19 89.9
1.75  86.9
1.30 100.0
0.91  97.7
1.70  92.9
1.66  89.0
1.00  98.4
2.46  91.4
1.97  94.7
2.20 94.8
0.80  95.5
0.80 97.7
0.00 96.6
0.00 9.1
0.00  95.5
1.90 95.4
0.90  94.1
1.70  96.2

The SAS Systes

B7  MONTH
1 3
1 4
1 s
1 8
-1 1
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1

nsRl

21.90
28.88
26.08
28.18
26.64
24.02
21.10
19.30
20.80
22.30
25.10
19.30
10.20
21.70
10.40
17.10
20.50
19.30
14.30
14.80
13.50
13.20
13.00
17.90
S1.80
45.60

MSR11

5.7
95.6
4.3
4.4
94.2
94.5
3.6
4.2
5.4
95.0
96.0
5.6
4.5
95.8
93.4
94.1
3.4
84.9
5.0
94.6
93.9
95.3
98.4
$5.8
$0.1
92.9

MSR2

84.88
88.07
8).80
835.09
84.2)
83.89
80.93
83.38
81.61
80.20
7%.83
80.7¢6
77.81
71.94
72.18
71.7¢
72.01
75.32
78.39
80.87
79.99
80.59
80.72
80.59
87.48
72.31

MSR12

96.6
93.9
96.3
94.7
6.7
98.1
95.¢
94.6
91.0
97.2
92.3
7.6
93.9
88.6
3.5
94.0
4.4
98.9
5.5
94.7
97.2
99.0
9s.%
98.2
.7.2
87.¢8

NSRY

48.10
89.31
10.71
82.852
$5.28
35.65
15.40
17.80
23.70
14.80
23.90
20.10
$1.70
01.60
72.80
96.90
76.00
53.00
85.00
72.00
$7.90
25.20
25.50
27.90
86.00
115.00

MSR13

98.89
98.80
99.90
99.82
99.82
99.92

R4

18.32
12.28
16.84
18.40
18.71
16.35

9.30

9.50
11.14
13.30
13.10
10.10
14.60
14.80

7.80

8.50

8.90

6.90
18.30
14.20
15.20
17.80
23.80
21.90
24.00
31.00

98.89
29.5¢9
99.33
99.68
99.72
83.30
80.40
89.60
85.50
88.90
91.60
99.90
100.00
100.00
99.90
99.70
98.70
95.60
97.10

16:49 Thursday, July 12, 1990
. 2

MSR1

80.60
47.00
49.80
48.40
23.90

MSR2

66.45
64.51
84.88
77.20
75.18

MSK3 nSh4
100.00 26.00
123.00 26.00
127.00 29.00
91.00 23.00
48.00 19.00




N - o] =1 =] 1 =1 ] 2 31.80 77.16 50.00 21.00
33 21 2] ] ] 2] e} ) 3 23.20 79.22 36.00 15.00
3 <] 2] =1 =] ] -1 ] 4 24.20 75.17 38,00 18.00
. 35 21l 2] ] el 2] =1 e} L 25.00 81.80 40.00 19.00
36 =1 ] ] =] 2] -] <} 8 21.00 86.78 44.00 12.00
obs NSRS NSRS  MSR? NSR3 MSR® MSR10 MSR1)l MSR12 NSR)1Y
27  24.00 34.2 18 87.50 0.00 95.0 93.4 82.1 94.60
-~ 28 26.00 3¢.3 08 §5.70 0.00 98.9 87.2 2.9 94.00
29 29.00 32.3 138 81.00 1,20 94.0 95.1 88.4 $5.50
30 30.00 3.0 102 85,20 5.60 84.1) 93.0 4.3 95.70
31 17.00 29.¢ 89 64.40 2.00 95.0 96.2 96.0 95.60
32 17.00 29.89 43 93.90 1.20 96.4 95.68 ve.8 $7.10
33 13.00 30.4 6 81.00 0.00 5.8 95.% 96.3 94.60
3¢ 15.00 29.8 87 92.30 1.10 95.2 93.4 92.8% 94.00
35 15.00 0.0 87 84.60 0.00 93.8 96.0 9¢.8 95.30
36 14.00 27.2 80 80.00 1.10 07.8 95.2 6.8 95.70
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Backward Rlimination Procedure for Dependent Variable MSR1C
Step O All Variables Entered R-square = 0.642358878 C(p) = 19.00000000
NOTE: The model is not of full rank. A subset of the model which is of full
rank is chosen.
1) 4 Sus of Squares Mean Square ? Prob?
Regression 18 182.58714007 10.1437300¢ 1.70 0.140%
Brror 17 101.55581548 5.97387738
Total 35 284.14305556
Parameter Standard Type 11
Variable Rstimate Brror Sum of SQuares r Prow?
INTERCEP 90.48796723 56.32324156 15.41922994 2.58 0.1268
B1 . 7.31404712 39.11726127 0.20885022 0.03 0.833
B3 2.64589939 9.34822509 0.47856908 0.08 0.7806
.1} 0.55266712 $.45476434 0.02041184 0.00 0.9541
BS -6.42666197 10.70790879 2.15187922 0.36 0.3563
B6 -6.53828528 8.14159974 3.85269421 0.64 0.4330
MONTH 0.50502532 0.38608536 10.22153078 1.71 0.2083
MSR1 -0.18539978 0.20159438 5.05263430 0.85 0.3706
MSR2 -0.22149415 0.21594808 6.26466529 1.05 0.3184
MSR3 -0,03361370 0.04289291 3.6687479) 0.61 0.4440
MSR4 =-0.34888430 0.2177678%7 15.33407680 2.%7 0.127%
MSRS 0.68423498 0.4702433) 12.64799181 2.12 0.163%
MSRE 0.30535963 0.38601785 3.73822508 0.63 0.4398
MSR? -0.04807822 0.028458790 17.01288084 2.8% 0.1098
MSR8 0.01721008 0.06965%73 0.36467562 0.06 0.8078
MSR9 «0.51599832 0.57%572127 4.79878218% 0.80 0.3828
MSR11 -0.28019969 0.40128248 2.91266950 0.49 0.4948
MSR12 -0.26171282 0.2971840) 4.63292688 0.78 0.3908
MSR13 0.68384410 0.31091688 28.0989773¢ 4.84 0.0420
Bounds on condition nuaber: 1280.709, 39667.02
Step 1 Variable B4 Removed R-aQuare = 0.64251695 C(p) = 17.003416858
] 4 Sus of Squares Mean Square r Prob>?
( Regression 17 182.5667282) 10.7392193) 1.90 0.0928
Error 18 101.57632732 $.64312930
Total as 284.14305556
Paraseter Standard Type 11
Variable Estisate grror Sua of Squares P Prob?
INTRRCEP $1.28277804 53.12270422 16.66239208 2.95 0.1029




Bl

B3

-1

13
MONTH
MSR1
MSR2

MSRY
MSRe
LE H
MSRE
MSR?
MSRS
MSRE
MSR11
MSR12
MSR13

Bounds on condition number:

9.28622316
2.28784682
-8.78028802
-8.85625644
0.50986802
-0.19189360
~0.224763%7

«0.0333¢" .0
-0.348f 32
0.657 3180
0.30 .,390
-0.04.92608
0.01685314
=0.50091424¢
-0.27029861
-0.26526707
0.68108646

19.23000449
6.39684046
8.47001779
$.88788564
0.36630139
0.16349870
0.20272278

The 8AS System

0.04148500
n,21165119
0.30201038
0.372370858
0.02787678
0.06756311
0.50019930
0.35386771
0.28272962
0.20868820

327.98%88,

1.31470%01
0.70303462
3.62608110
7.65278711
10.92188818
7.7134245)
6.93892088

0.23
0.12
0.04
1.3¢
1.84
1.38
1.2}

0.6351
0.7282
0.4332
0.2594
0.1811
0.2558
0.2821

16:49 Thuraday, July 12, 1890
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3.650491098
15.33939716
27.2454493)

3.72884218
17.04420801

0.35528372

5.65927013

3.29008947

4.9675709)
29.34190909

13641.43
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0.4317
0.1166
0.0413
0.4270
0.0093
0.8047
0.3209
0.4543
0.3608
0.0350
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Step 2

Rezrensgion
Brror
Total
Variable

INTERCEP

Bounds on condition nusber:

vVariable B7 Entered

or

18
17
35

Parameter
Estimate

91.040634238
10.63004982
2.09323227
-6.97932908
=7.09095240
-0.55266712
0.50802532
-0 18539978
-0.22149418
=0.03361370
-0.34889430
0.68423498
0.30835983
-0.04807522
0.0172100%
-0.51599032
-0.28019969
-0.26171282
0.683584410

R-square + 0,84258878
NOTE: The variable which previously had small tolerance is nov allowed to enter
after resoval of somse variables froa the model.

Sum of SqQuares

182.587140C7
101.55591548
284.143058558

Standard
Error

$4.81407356
30.33737288
7.15881679
9.29630529
7.26746746
9.45476434
0.38608538
0.20159438
0.21594808
0.04280291
0.217767%7
0.4702433
0.38601758
0.02848790
0.06965573
0.87572127
0.40128248
0.29718400
0.31091668

770.3173,

Mean Square

10.14373000
5.87387738

Type II

Sum of Squares

18.479044942
0.73345076
0.8107%032
3.3671533%
$.68720983
0.02041)184

10.22153078
5.052€3430
6.208466529
3.66587479)

15.33407680

12.64799181
3.73822508

17.01288054
0.38487562
4.798173218
2.91266950
4.6292686

28.89897734

27665.17

C(p) = 19.00000000

1.70

4

2.76
0.12
0.09
0.56
0.95
0.00
1.7
0.8%
1.08
0.61
2.57
2.12
0.8
2.8%
0.08
0.80
0.49
0.78
4.84

Prob P

0.140S

Prob?

0.1151
0.730)
0.773%
0.4631
0.3429
0.9541
0.2083
0.3708
0.3194
0.4440
0.1275
0.1638
0.4398
0.1088
0.8078
0.3828
0.4845
0.23908
0.0420
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Step 3

Regreasion
Error
Total

Yariable 37 Resoved

or
17

18
3s

Parameter

R-gquare = 0.8425169%

Sum of SqQuares

162.5667282)3
107..87632732
284.1430555¢6

The SAS Systes

Standacd

Mean Square

10.7352193)
$.64312930

C(p) » 17.00341685

| 4

1,80

Prod>?

0.,0928

16:49 Thursday, July 12, 1990

Type 11




Variable Rstisate Srror Sum of Squares 7 Prodp
INTRRCRP 91.28277804 $3.12270422 16.68239208 2.95 0.1029
| 31 9.28822318 19.23900449 1.31470701 0.23 0.68381
33 2.257184852 8.39684048 0.70303462 0.12 0.7282
| 11 «8.,79028592 8.47091779 3.626806170 0.84 0.432
s -8.85625044 5.88738884 7.65278711 1.3 0.25%4
ONTY 0.50986882 0.36850139 10.92188818 1.9¢ 0.1811
71 3 -0.10109380 0.18349870 7.77342453 1.38 0.2338
MSR2 -0.32476337 0.20272278 6.93692088 1.23 0.2821
NSRS =0.03338620 0.04148500 3.65049198 0.65 0.4217
MSR4 =0,34895132 0.21165119 15.3393971¢ 2.72 0.1168
nsRsS 0.86360380 0.30201038 27.243449%) 4.83 0.0413
nine 0.30280390 0.37237048 3.72884218 0.6 0.4270
NSR? -0.04792698 0.02757¢18 17.04420801 3.02 0.000)
MSRS 0,01895314 0.087356511 0.38828372 0.08 0.804Y
HIRY «0.350091414 0.50019930 $.85927013 1.00 0.3209
nsRll =-0.27020861 0.353%6771 3.29808847 0.358 0.4%548
M5R12 =0,26528707 0.28272962 4.9675709)3 0.88 0.3608
MSR13 0.88108¢48 0.290888820 29.34190909 $.20 0.03%0
Bounds on condition numbder: 327.9888, 13641.43

cascscssosnserrersvavhssnsncasnens

Step ¢ Variable MSRS Removed R-aquare = 0,64126658 C(p) ¢ 15.0628897)
o1 4 Sus of Squares Mean Square ? Prob?

Regression 16 182.21144451 11.35821528 2.12 0.059S
Brror 19 101.93161104 $.3648216)

Total kH] 284.14303536

Parameter Standard Type 11

variable Istimate Brror Sua of Squares P Prob?
INTERCEP 88.41537118 50.58351441 16.39052395 3.06 0.09¢6
Bl . 7.95801230 18.03132926 1.04419476 0.19 0.6841
B3 2.52833243 6.14791281 0.90733620 0.17 0.6855
[ 1] -8.34118424 8.07291721 3.310051376 0.82 0.4419
1 -6.38768133 $.44414404 7.38554515 1.38 0.2582
MONTH 0.50508088 0.35686490 10.746356047 2.00 0.1732
MSR1 -0.17662511 0.14796380 7.64452328 1.42 0.247)
MSR2 -0.21472883 0.18377618 6.58772140 1.23  0.281%
MSRY -0.03557337 0.03952509 4.34691888 0.81 0.3793
MSR4 -0.36207840 0.19996428 17.58939824 3.28 0.0860
MHSRS 0.66923709 0.29365419 27.863981382 5.19 0.0344
nsKsé 0.30734502 0.36260473 3.8542573) 0.72 0.4072
MSR? -0.04783039 0.02688559 16.97946044 3.16 0.0912
MSRE ~0.50801745 0.48744523 $.75852254 1.07 0.3132
MsR1l «0.24278385 0.32713922 2.94399671 0.55 0.4679
MSR12 -0.27020248 0.27%00172 $.17920433 0.97 0.3382
MSR1Y 0.69081280 0.28878690 30,70301070 5.72 0.0272
Bounds on condition nuaber: 303.0102, 12026.46
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sStep 3 Vvariable 33 Resoved Reasquare = 0.63807334 C(p) = 13.21477370
pr sSus of Squares Mean Square P Prob?
Regression 18 181.30410831 12.08694085 2.3 0.0378
Brroz 20 102.83894724 $.14194738
Total 3 204.14305556
Paraseter Standard Type 1I
Variabls Estimate Rrror Sus of Squares r ProbP
INTERCEP 83.10666590 47.88196812 15.490140358 3.01 0.0980
| 3} 14.43409773 8.58638358 14.53069335 2.8 0.108)




1] -5,67410126 $.82320230 12.23475520 2.3  0.1)88
Be -8.139372320 3.31939993 30.91649707 6.01 0.0238
MONTR 0.55596307 0.32789844 14.80048428 2.88 0.108%3
MSR1 «0.19371444 0.1390275%3% 9.98274320 1.9¢ 0.1788
nsR2 «0.231174889 0.18987882 §.41409538 1.28 0.2773
MSRY «0.03619141 0.0336867088 4,80441844 0.88 0.3608
MSR¢ =0.33714589 0.18541439 17.17538917 3.3 0.0826
NSRS 0.6671333¢ 0.2074481) 27.697468514¢ $.39 0.0310
M3RE 0.444460882 0.13930864 $2.19242104 10.13 0.0046
NSR? -0.045431%8 0.02369427 18.07872106 3.13 0.0923
MSRO -0.42729301 0.43988570 4,08178241 0.94 0.343
MSR11 «0,22000910 0.31626227 2.490080840 0.48 0.4048
MSR12 -0.27163018 0.26820878 8.23570943 1.02 0,32%0
MSR1)Y 0.67877308 0.28124847 29.84997520 §.862 0,02%8
Bounds on ocondition numbder: 73.79838, 4153.80%

Step 6 Variable MSR11 Removed R-square = 0.62930084 C(p) = 11.63100322
or Sus of Squares Mean Square ? Prob?
Regression 14 176.81401991 12.77242999 2.5% 0,0258

frror 21 105.3290356% 5.015668236
Total 3 284.14305556
Paraseter $tandard Type 11

variable etimate Error Sum of Squarses P Prob?
INTERCEP 61.6035%4306 36.12504389 14.58557078 2.91 0.1029
]} 15.285444908 8.393771517 16.8329897¢9 3.32 0.0829
| H -9.09670687 §.52133161 13.614745238 2.71 0,1143
1 -9.28962293% 3.2731707¢ 32.01569298 .38 0,0198
MONTH 0.51767335 0.3190545) 13.230415620 2.6 0,1196
MSR1 «0.18300665 0.13646621 9.02011984 1.60 0.,1942
MSR2 -0.22399288 0.18642477 7.24088741 1.4¢ 00,2429
MSR3 -0.03479548 0.0381388¢ 4.17487300 0.83 0,371
M5SR4 «0.37429139 0.19145977 19.16873282 3.82 0.0840
MSRS N.68859649 0.282%475%0 29.61754342 $.91 0.0242
MSRE 0.44581014 0.13777117¢ $2.51801180 10.47 0.0040
MSR7 -0.04195349 0.02489208 14.24763240 2.8¢ 0.1087
MSR9 -0.49174249 0.42471247 6.723719192 1.34 0,2599
MSR12 -0.22798672 0.2585581)3 3.89970288 0.78 0.3879
MSR13 0.64999218 0.27475374 28.07099707 §.60 0.0277

The SAS Systes 16:49 Thureday, July 12, 16890
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Bounds on condition number: 72.93569, 3792.7%

Step 7 Variable NMSR12 Resoved f-square = 0.81850340 C(p) » 10.284395877
or sSun of Squares Mean Square P Prod?
Regression 13 174.9143172¢ 19.45494748 2.71 0,0190
Brror 22 109.22873830 4.96494285
Total 38 204.14304%85¢
Paraseter Standard Type 11
variable Betimate Brror Sum of Squares 7 Prob>?
INTERCEP 44.530411608 30.34312179 10.6931083¢ 2.18 0.1564
81 13.70247638 8.15798042 14.00706177 2.2 0.1072
.11 -7.75635842 8.38105295 10.709988170 2.16 0.156)
| 1} -7.5683306¢ 3.15888018 28.49847092 .74 0.0288
MONTH 0.3807207¢ 0.27720484 9.35990388 1.89 0.183¢
MSR1 -0.14802477 0.13021449 8.49423706 1.31 0.26080
MSR2 «0.17676850 0.17766019 4.915117¢80 0.99 0.3308
MSR3 -0.022238198 0.0352655%¢ 1.99990700 0.40 0.8%22
M3R4 «0.30010876 0.171113%¢ 15.272242368 3.0 0.0034
MSRS 0.58479303 0.26133441) 25.716892327 5.18 0.0329

194




MSRE 0.38174873 0.11846343 83.343738M 10.7¢ 0.003¢
nIR? «0,03324608 0.02388114 11.00109%506 2.2 0.1492
MSR9 «0,.59209208 0.40710843 10.850211538 2.1 0.1800
nsR1y 0.57488708 0.25980230 34.29296774 4.89 0.0377
Boundes on condition mumber: $7.40747, 3164.121
Step 8§ Variable MSRI Removed S-square = 0.80884702 C(p) = 8.61917113
-] 4 Sua of Squares Nean Square 7 Prod>?
Regreesion 12 172.91441028 14.40953419 2.98 0.0118
Srror 23 111.22864530 4.83602808
Total b 1 384.1430835¢
Paraneter Standasrd Type 11
Varisdble Rstisate Srror Sum of Squares F Prob?
INTERCEP 41.259768028 29.8118865¢ 9.452740880 1.98 0.1784
| } 11.87669622 7.53417060 12,01733027 2.48 0.1288
| 1 -$.6911097) 4.94100018 9.085173812 1.83 0.1809
[ «6.93461780 2.957087817 26,50140000 $.80 0.0201
MONTH 0.42251106 0.265833%4¢ 12.21048911 2.83 0.128¢
MER1 «0.14734360 0.1284803%4 0.35941430 1.392 0.263
MIR2 «0.14095934 0.10826244 3.47008747 0.72 0.40%3
MER4 =0.2565003%¢ 0.1%546843) 13.30100249 2.78 0.1108
neRs 0.49073982 0.200835069 28.00902807 $.97 0.022¢
MIRE 0.337603%68 G.09219426 64.04782517 13.41 0.0033
neR? =0.09721738 0.02307021 12.5086699) 2,60 0.320%
MSR9 «0.859373¢68 0.99088200 9.82626724 1.97  0.17%
MSR13 0.50914120 0.2588228¢ 25.70004711 $.32 0.0%08

The SAS Systea 18:49 Thureday, July 12, 1990
[ ]

Bounds on condition nuaber: 60.5908)3, 2460.22¢
Step § Varijable MSRZ Resoved Re-asquare s 0.50831381 C(p) = 7.20104908
oy Sum of Sguares Mean Sguare P  Prod?
Regression 11 169.43834278 15.40348871 3.22 0.0080
Srror a4 114.70471277 4.77936303
Totel 1] 304.1430855¢
Paraseter Standard Type 11
Variable Satimate Srror Sum of Squares P Prob?
INTERCEP 37.04460004 34.704848%¢ 6.04219254 1.26 0.2730
| 2} 9.84285117 6.9719738¢ 8.95357979 1.87 0.,1898
1] -4,517237300 4.19978010 $.819373087 1.16 0.2928
[} -6.43245264 2.00001082 23.826848880 4.99 0.0382
NONTM 0.34032471 0.34007212 9.26471261 1.9¢ 0.1768
MSR1 =0.09023199 0.11400138 3.588330008 0.7 0.3981
nige «0.33040491 0.16320444 11.7138724) 2.48 0.1%00
NSRS 0.80867318 0.10000120 30.09121870 6.4 0.0179
nIRe 0.239294086 0.07521630 72.49470881 15.17  0.0007
MIR? «0.03817894 0.022900219 11.92588032 3.80 0.127»
111 =0.71837000 0.35148904 19.00000104 4.4 0.0830
nie1d 0.61480737 0.28220200 20.360148814 $.94 0.0220
Bounds on condition nuaber: $50.0824, 1843.333
Stepl0 Variable MSR] Resoved Besquare = 0.889270330 C(p) » §5.80009217
1) § Sum of Squares Mean Square ?  Prol»?
Regression 10 165.05498370 16.50849827 3.81 0.00%2

e e e et Rt
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Brror 28
Total 3s
Paramster
Variadble Betimate
INTERCRP 27.6292¢798
| }3 8.36086358
| 1] «3.00144701
| 1] -4.44939514
MONTH 0.35016887
MSR4 -0.2%519508
MRS 0.384498090
nsRe 0.30103873
N7 «0.0397435%
MSRY ~0.6451159¢
MSR1I 0.60382370

Bounds on condition numbder:

118.28810183
284.1430853¢

Standard
Error

24.63913063
$.01174059
3.84408823
1.73889441
0.24704349
0.15028703
0.14063083
0.07425803
0.02241570
0.34024977
0.2%50690207

37.47114,

4.73182407

Type 11
Sum of Squares

8.94080791
3.42945534
3.0801215¢
30.97468810
9.94557491
13.84277080
33.3800068)
77.78048048
14.87400842
17.0090889
27.44980181

1037.038

1.28
1.18
0.85
6.58
2.10
2.88
7.48
16.4)
3.14
3.59
§.00

Prob?

0.2728
0.2943
0.42089
0.0189
0.1888
0.1019
0.0113
0.0004
0.0884
0.06968
0.0237

Stepll Variable B85 Resaved
-1 4
Regression 9
Error r{]
Total s
Paraneter
Varisbdle Betimate
INTERCEP 13.43994724
) 1.74833180
| 1 . -4,31384868
MONTH 0.29532969
nyne =0.17731344
HSRS 0.35076958
.11 1] 0.27147448
MSR7 =0,03587530
HSRD «0,64739549
HIR1)d 0,74825548

Bounds on condition number:

Stepl2 Variable 81 Rescved
pr
Regression [ ]
rror 27
Total k1
Paraneter
Yariable Sstimate
INTRRCRP 19.992160088
(1] -3.16204267
MONTH 0.26514842
MSR4 -0.,15688088
MRS 0.30963389
MSRé 0.2680885%4
M3R7 «0.02579761
M3RO -0.53549318
MSR1) 0.67313998

Bounds on condition numsber:

The $AS Systeso

Sum of Squares

1862.79483218
121.34822339
284.1430553¢

Standard
Srror

17.08111410
2.18710123
1.71698517
0.23276323
0.11414144
0.13331718
0.06408008
0.021886887
0.33791874
0.17371399

7.597408,

Sus of Squares

159.81404020
124.32001538
284.14308388

standard
Srror

14.80418944
0.93245800
0.22813854
0.11043677
0.12218372
0.00350792
0.01770238
0.30547750

16:49 Thursday, July 12, 1990

8
R-square = 0.57293284 C(p) = 4.31314268%
Mean Square r Prob?r
18.08831468 3.88 0.,0032
4.66723936
Type 11
sSum of SQuares Pr Prody
2.8895%0077 0.62 0.4388
2.980791068 0.864 0.4314
29.39039015 6.30 0.0187
7.5135565%0 1.61 0.2158
11,26306751 2.41 0.1324
32.30960731 6.92 0.0141
83.76679823 17.95 0.0003
12.82796492 2.71  0.1120
17.13069031% 3.867 0.0684
86.59449319 18.55 0.0002
J11.4218
R-square » 0.56244218 C(p) = 2.8121137}
Mean Square 7 Prody
19.97675802 4.34 0.0018
4.60477838
Type 11
Sum of Squares 7 Prod?
8.3076885%20 1.00 0.1904
$2.97009420 11.81 0.0022
$.22000277 1.3%5 0.28%3
9.26858278 2.01 0.1874
29.58837500 6.4) 0.0174
82.03623569 17.82 0.0002
9.77925908 2.12  0.1%¢8
14.15005837 3.07 0.0910
$9.09163407 21.82 0.0001

0.14510787
4.841112,

163.1987
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Stepld

Regression
Brror

Total

Variable

INTBRCRP
82

1]
MONTH
HSR4
MSRS
MSRE
MSR7
HSRS®
MSk13

Bounds on ¢ .~dition nuaber:

Stepld

Regression
Brror
Total

Variable

INTERCEP
B6

MONTH
HIR4
MSRS
HgRE
MSR?
MORS®
M1l

Bounds on condition number:

Variatle 82 Entered

b1

Paraneter
Bstisate

13.43994724
1.74833160
~4.31364868
0.29532969
«0.17731344
0.350760958
0.27147445
-0.03567830
=-0.84739549
0.74825548

Variable BZ Removed

1 4

8
7
2]

Parameter
Estisate

19.99216066
-3.18284287
0.28514642
-0.15888088
0.30963389
0.288056%4
-0.02579761
«0.53549318
0.67313998

Stepll

Regression
Srror
Total

Variable
INTERCRP

bé
MSR4

Variable MONTH Resoved

(1 4

7
28
38

Paramseter
Bstisate

20.05864711
-3.10648386
-0.1808316¢8

R=-gquare = (.57293264
NOTR: The varisble wvhich previously had small tolerance is now allowed to enter
after resoval of some variables from the @odel.

sSus of SQuares

161.7048321¢
121.3482233

The 84S Systea

284.1430385¢

Standard
Brror

17.08111410
2.18770123
1.71808517
0.23276323
0.11414144
0.13331718
0.06408008
0.02168887
0.337918%4
0.17371399

7.297405,

Mean Square

18.088314688
4.6872393¢

18:49 Thureday, July 12, 1990
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C(p) *

4.31314263

P Prob»

R-gsquare = 0,.56244218

Sus of Squares

159.81404020
124.32901523¢
284.1430888¢

Standard
Reror

14.084168944
0.83245080
0.22813654
0.11043677
0.12215372
0.08330792
0.01770235
0.30347780
0.14510797

4.641112,

Sus of Squares

153.50403743
130.54901813
284.14305588

Standard
Rrror

14.97699973
0.93701177
0.10914148

The SAS Systea

Resquare = 0,54033179

Type 11
Sun of Squares r Prod?
2.88950077 0.62 0.4388
2.9807910¢ 0.8¢ 0.4314
29.39038018 8.3 0.0187
7.313556850 1.61 0.21%8
11.2830678) .41 0.1324
32.3096073) §.92 0.0141
83.76817982) 17.9% 0.0003
12.62798492 2.711  0.1120
17.13069031 3.87 0.0664
8€.59449319 18.88 0.0002
311.4218
C(p) = 2.8121137)
Mean Square r Prob?
19.978755802 4.3¢ 0.0018
4.604778338
Type 11
sSum of Sguares ? Protp
8.30766520 1.80 0.1004
$2.97909420 11.51 0.0022
6.22000277 1.35 0.2553
9.28858278 2.01 0.1674
29.58637590 6.43 0.017¢
82.036235¢9 17.82 0.0002
9.77925908 2.12 0.156¢
14.15005637 3.07 0.0%10
99.09163407 21.52 0.0001
163.19%7
C(p) = 1.85331399
Mean Sgquare r Prob>?
21.942008238 4.71 0.001¢
4.8824049)3
Type 11
sSus of Squares P Prob?
8.36313898 1.7  0.1912
$1.24643215 10.99 0.002%
12.7992587) 3.7% 0.1087

16:49 Thursdsy, July 12, 1990
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MSRS 0.329321¢9 0.12172882 34.12474482 7.32 0.011%
NShé 0.28055880 0.063573718 78.31857338 16.80 0.0003
MSR? -0.01992729 0.01707242 6.352168722 1.38 0.25%
MSR9 -0.52230903 0.30717297 13.48045824 2.89 0.100)
MSR13 0.88139111 0.14583820 101.77941812 21.83 0.0001
Bounda on condition number: 4.551887, 131.7893

Stepl8 Variable MSR? Removed

R-square = 0.351819427

C(p) = 0.91682799

or Sus of Squares Mean Square 7 Pro?
Regression ¢ 147.24187020 24.54031170 $.20 0.0010
Brror 29 136.90118838 4.72073083
Total 3 284.1430855%8
Parameter Standard Type 11
Variadble Estimate Brror Sum of Squares 7 Pro?
INTRRCRP 27.1022771) 13.79286238 18.22686418 3.88 0.0591
Bé «2.7853%210 0.90128989 45.08586582 9.55 0.0044
MSR4 -0.16654067 0.10912811 10.99452813 2.33 0.1378
MSRS 0.29114221 0.11798214 28.74663043 ¢.09 0.0197
MSRG 0.25196455 0.06353948 74.2336901)) 15.73 0.0004
MSRS -0.59496438 0.30267383 18.240719%7 .86 0.0590
MSR13 0.60104293 0.1293719) 101.89199580 21.%58 0.0001
Bounds on condition number: 4.223191, 94.62532

LT TRy Y Y Y P Y P Y Y Y Y Y P LY R N L Y P P S P T P R P 2 LR Y P P L L Ty Y

Stepl? Variable MSR4 Removed R-square s 0.47930263 C(p) = 0.73707217

114 Sum of SqQuares Hean SqQuare r Prob>?
Regression L 136.24734207 27.24946841 $.53 0.0010
Brror 30 147.88571349 4.92985712
Total as 284.14305556

Paraseter Standard Type 11
Variable fetimate Srror Sum of Squares P Prod?
INTERCRP 39.66342622 11.31027748 60.62730%41 12.30 0.0018
1] -2.38509588 0.88117788 36.11759663 7.33 0.0111
MSRS 0.14211422 0.06788048 21.74901191 4.41 0.0442
MSRE 0.24234650 0.08461140 69.35688218 14.07 0.0008
MSR9 «0.51490772 0.304824190 14.08524344 2.86 0.1013
MSR1) 0.4680115%4 0.09768928 113.14976015 22.9% 0.0001
Bounds on condition number: 1.890083, 38.74717

EX TP LR R Y Y P P e Y Y R Y T Y P Y P YL P P P P P L P R T Y Y P P L YA Y P P Y Y Y Y
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Stapl8 Variable MSR9 Resoved R-square =+ 0.42993167 C(p) » 1.11487309

pr sSun of Squares Nean Sguare 7 Prob? hd
Regression 4 122.16200883 30.54052466 8§.84 0.001)
Brror 31 161.96095€93 5.2251921¢ .
Total s 284.14308586

Paraseter Standard Type 11
Variable Bstimate irror Sua of Squares 7 Prob?
INTERCEP 40.683666803 11.62810888 6).89859897 12.23 0.0014
Bé -2.11881393 0.89257328 29.4442257 $.64 0.0240
MSRS 0.14250730 0.06965728 21.08974994 4.19 0.049)
MSRE 0.22412669 0.085%8841 61.01853184 11.68 95,0018
M5R13 0.45650602 0.10032844 108.18004799 20,70 0.0001



Bounds on condition number:

1.829648,

268.34921

All variables left in the model are significant at the 0.1000 level.

Summary of Backward Blisination Procedure for Dependent Variable M3R10

Model

Res2 C(p)
0.6428 17.003¢
0.6428 19,0000
0.84238 17.0034
0.6413 15.0829
0.6381 13.2148
0.829) 11.8318
0.8156¢ 10.2844
0.68088 8.6192
0.5063 7.2010
0.5837 $.8009
0.5729 4.313)
0.5624 2.8121
0.5729 4.3131
0.5624 2.8121
0.54086 1.8%33
0.5182 0.9166
0.4795% 0.7871
0.4299 1.1149

0.0034¢
0.0034
0.0034¢
0.0830
0.1691
0.4843
0.7778
0.4028
0.7188
0.7498
0.6488
0.6387
0.6387
0.6387
1.3508
1.3624
2.3280
2.8871

Pro»?

0.9541
0.9341
0.9541
0.8047
0.6855
0.4943
0.3879
0.5322
0.4083
0.3851
0.4289
0.4314
0.4314
0.4314
0.25%3
0.2530
0.1378
0.1013

16:49 Thursday, July 12, 1990

Backward Elisination Procedure for Dependent Variadle MSRI1

Variable Number Partial
Step Bntered Resoved in | L1
1 | 1] 17 0.0001
2 " 18 0.0001
3 »"” 17 0.0001
4 HSRS 18 0.0013
5 | 3] 18 0.0032
(] 11391 14 0.0088
7 MSR12 13 0.0137
8 MSRY 12 0.0070
9 MSR2 11 0.0122
10 MSR1 10 0.0126
11 Bs ] 0.0108
12 n 8 0.010%
13 »2 9 0.0108
14 B2 8 0.0108
15 MONTH 7 0.0219
16 MSR? [} 0.022¢
17 NSR¢ H 0.0387
18 MSRY 4 0.0496
The SAS Systee
Step 0 All Variables Entered

Regression
Brror
Total

Variable

INTERCEP
Bl

83

Bé

{ 1]

| [
MONTH
nski
MSR2
NSRRI
MSR4
MSRS
MSRE
MSR?
MSRS
MSR9
MSR10
MSR12
M5R13

Bounds on condition number:

Step 1

Dr

18
17
3

Paraseter
Bstimate

76.44003349
=38.61004497
8.57505964
9.72308259
7.9178399%
5.59771638
0.08508502
0.03378199
0.04347560
-0.00539206
0.08314008¢8
0.35311480
«0.062563838
-0.02000987
0.0535s6859
~0.16839103
-0.09930338
-0.00796180
0.19172100

sSus of Squares

Variable MSR3 Resoved

71.59808488
36.06412734
107.88222222

standard
Srror

30.88464718
21.37314768
$.10202487
§.11762297
6.15567%549
4.75277654
0.24100832
0.12281251
0.13218910
0.02598827
0.13882808
0.208458491
0.23373751
0.01762838
0.039302683
0.34871022
0.14280182
0.17983017
0.20478102

1076.865,

R-square = 0.66502524

Mean Square

3.9776719¢
2.12141926

Type 11

sSum of Squares

12.99547168
6.92293331
$.81008965
7.65764452
3.5098496)
2.94275087
0.11082563
0.16051338
0.22947024
0.09137140
0.31183492
3.26868273¢
0.15190054
2.90473404¢
3.80942289
0.49469223
1.03433848
0.507568268
1.8584%836

34810.65

B-square = 0.66417658

199

13

C(p) = 19.00000000
NOTR: The model is not of full rank. A subset of the sodel wvhich is of full
rank is chosen.

r
1.88

6.13
3.28
2.74
3.61
1.65
1.39
0.08
0.08
0.11
0.04
0.1%
1.8¢
0.07
1.41
1.84
0.23
0.49
0.24
0.08

Pro

0.1008

Prob?

0.0241
0.0888
0.1183
0.0745
0.2156
0.2881
0.8219
0.7888
0.7483
0.8381
0.7082
0.2315
0.7922
09,2819
0.1929
0.6353
0.4945
0.8310
0,3623

C(p) = 17.04307088



Regreasion
frror
Total

Variadble

INTERCEP
| B3

| M)

| 1}

s

1]

MONTRH
Msk1

MSR2
MSR4
MSRS
MSR6
MSRT
MSRS
MSR9®
MSR10
MSR12
MSR13d

Bounds on condition number:
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Step 2  Variable MONTH Removed

o?

17
18
38

Paraneter
Betimate

74.90838833
«38.70054404
8.5034365%)
9.631040828
8.14883157
$.71061149
0.05348428
0.0343877¢

0.05228387
0.06868354
0.320868687
-0.07888338
=0.02067917
0.05533147
-0.16310229
-0.094147568
-0.07419928
0.18529904

Sum of Squares

71.50872348
38.1584987¢
107.68222222

Standard
Brror

29.18002828
20.70289448
$.03008212
4.981012¢0
$.89108804
4.59432422
0.234301486
0.11948883

The SAS Systes

0.1218171)
0.11359604
0.23196085
0.21418224
0.01711823
0.0375268)
0.33840716
0.13638942
0.168265260
0.196973%0

1076.213,

Hean Square

4.20827788
2.00383882

Type 11

Sus of Squares

13.23823971
6.93849103
5.73838481
7.570218609
3.84327542
3.10330028
0.10458827
0.16851548

6.89
3.48
2.88
.M
1.91
1.54
0.08
0.08

Pro»?
0.0847

Prob»?

0.0104
0.0791
0.1082
0.0680
0.1833
0.2298
0.8221
0.7787

18:49 Thureday, July 12, 1990
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0.37001807
0.73388487
3.84345083
0.27246209
2.93089054
4.38683827
0.46659802
0.95738384
0.41800248
1.77756800

32019.69

N-square = 0.6632051)

0.18
0.7
1.981
0.14
1.48
2.17
0.23
0.48
0.21
0.88

0.672%
0.5831
0.1838
0.7189
0.2427
0.1576
0.833¢
0.4988
0.6837
0.3393

C(p) = 15.09237058

) 4 sus of SQuares Hean Square ? Probr

Regression 16 71.4021382) 4.46263364 2.34  0.0397
grror 19 38.26008401 1.908425%47

Total as 107.68222222

Paramseter Standard Type 11

Variable Bstimate RBrror Suam of Squares P Prodr
INTERCEP 71.75287294 25.0468908%0 15.86196179 8.21 0.0099
Bl «40.80645882 18.18258143 9.83336183 §.08 0.0387
| k] 38.97026498 4.48008408 7.65090101 4.01 0.0597
1) 9.91430655 4.68184208 8.55788361 4.48 0.0478
| 1) 8.90740899 4.74087821 8.7371715127 3.53 0.07187
| 1] 6.10894480 3,96273109 4.4€7008009 2.48 0.1342
nsR1 0.04558888 0.10619093 0.35188089 0.18 10,8728
HsR2 0.08313118 0.10923430 0.63845827 0.33 0.5¢98
HSR4 0.07802889 0,10818197 0.9786013%4 0.51 0.4828
MSRS 0.32578048 0.22%13200 3.99874275 2.00 0.1642
MSRE -0.10182004 0.185026808 0.357452526¢ 0.30 0.8896
NSR? «0.01004988 0,01518%98 3.01106380 1.88 0.2243
HERS 0.08493573 0.03653948 4.31381043 2.26 0.1492
MRS -0.1884035¢ 0,.311%1170 0.69876110 0.37 0.5523
NSR10 -0,08490408 0.126923909 0.05391412 0.45 G.5118
MSR12 =0.05374111 0.13228287 0.31497970 0.17 0.6889)
MSR13 0.18185229 0.19143389 1.7221889) 0.90 0.3541
Bounds on condition nuater: 8684.2171, 24318.99

esmssenencssssressncaveswoTarmTenoacan Gnccsnsrssr rcncersnrsoupnesssvvasnreNEeana

Step 3 VYariable MSR1Z Resoved R-square ¢ 0.86027950 C(p) = 13.24034849

pr Sus of Squares

Mean Sgquare P Prob?




Regression
rror
Total

variable

INTERCEP
[ DY

L 2
24
(1]
B6
uSk1
nsk2
MSR4
MSRS
HMSR6
MSR7
MSRE
MSRE
HSR10
nSsR13

Bounds on condition nuaber:

15
20
3

Paraneter
Bstimate

87.881350908
-41.39452881
8.97927007
10.368545814
8.8162377¢
6.24783844
0.05382117
0.06429301
0.08485514
0.33449189
~0.08733674
=0.01822096
0.05597072
~0.215460868
-0.086%54812
0.15731732

71.08713851
36.575083171
107.88223222

Standard
Brror

The SAS System

22.6846243%1
17.72288178
4.38549738
4.45228420
4.6353686%¢
3.87734248
0.10203818
0.10889628
0.10132249
0.21937601
0.17787006
0.01471103
0.0356815¢
0.29793782
0.124182319
0.17782568

858.7814,

4.73014390
1.82873019

Type 11

Sus of Squares

2.%9

P Prod

0.0242

t

16:49 Thursday, July 12, 1990
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1€.40916437
9.97638872
7.6665423%
9.9121118)
6.81536050
4.748380863
0.50877740
0.681856086
1.26407038
4.23135738
0.4409032¢
2.80550493
4.49976160
0.9864025%8
0.88826954
1.43128250

224758.81

LT T AL Y L L L Y e P T P Y Y P P P Y Y Y YL PR PRI L IR VLIS L Y R Y Y

step 4

Regresaion
lrror.
Total

Variable

INTERCRP
]

| &}

B4

BS

.1
HSR)
MIR2
HMSR4
MRS
MiR?
MSRO
MER9
MER10
HER13

Sounds on ocondition nuaber:

Variable MSRE Reecoved

or

14
21
s

Parameter
Bstisate

63.823809840
=39.73312217
7.89102181
10,95986480
7.83759106
5.54000778
0.04986300
0.06900519
0.0857835%9
0.35590933
«0.0164817)
0.05668888
-0.1812001)
«0,007203595
0.15911889

R-square = 0,65818426

Sus of Squares

70.64825525
37.01596697
107.66222222

Standard
grror

20,73878028
17.07985962
3.71523281
4.20852980
4.10087304
3.53378129
0.09983318
0.10452332
0.09993997
0.21107535
0.01400788
0.03500324
0.28441278
0.12190949
0.17454577

827.8018,

Mean Square

$.04616109
1.76266509

Type 11

Sus of Squares

16.70681814
9.53937039
7.95177758

11.96510208
6.41404258
4.332276814
0.43623371
0.76825780
1.29005456
5.01156667
2.43430903
4.61964438
0.71616844
0.90382204
1.,46405504

18658.77

C(p) »

e I e LI L Y PP Y P P Y PR Y P P PR LY DY LA PR P D A R R PR PR R R 2L P P2 2 L L)

step §

Regression
Esror
Total

vVariable MSR]1 Removed

or
13

22
3

Parageter

R-square s 0.85213236

Sus of Squares

70.21001954
37.45220260
107.66222222

The SAS Systes

standard

Mean Square

8.40077073
1.7023728¢

C(p) s

8.97 0.0071
5.48 0.0300
4.190 0.0540
.42 0.0308
3.62 0.0717
2.60 0.1228
0.28 0.8037
0.3¢ 0©.5%54)
0.89 0.4138
2.32 0.1430
0.24 0.6288
1.53  0.2298
2.48 0.1324
0.52 0.4779
0.49 0.493
0.78 0.38688
11.44868058
| 4 pProb»?
2.88 0.0148
¥  Prob:r
9.48 0.00%7
$.41 0.0301
4.51 0.0487
6.79 0.0168
3.04 0.0702
2.46 0.1319
0.28 0.6240
0.44 0.5183
0.74 0.4004
2.0¢ 0.108¢
1.38 0.283
2.62 0.1204
0.41 0.5307
0.51 0.4818
0.83 0.3723
9.65431448

T Frob?
3.17 0.0083

16:49 Thursday, July 12, 1990

Type 11
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Variabdle Bstisate Brror Sum of Squares r  Prodp
INTRRCEP 88.553569048 18.12221783 24.38234088 14,31 0.0010
| ) =33.70398453 11.82625218 13.82883007 8.12 0.0093
» 6.92579298 3.11389108 8.42253138 4.9% 0,037
| 1] 9.81927144 J.48820211 13.66172228 8.03 0.0097
| 1 6.30923388 2.88108390 9.42720498 5.5¢ 0.0280
| 1] 4.08467062 1.88845427 7.808884797 4.6 0.0428
nsR2 0.04343878 0.08948884 0.40168882 0.2¢ 0.6320
NSR4e 0.09250343 0.09731828% 1.53813%41 0.90 0.3%522
NSRS 0.34727534¢ 0.20673181 4.80384278 2.82 0.10M
MSR? =0.01492940 0.01342930 2.10393808 1.2¢ 0.2782
MSRS 0.06297807 0.03208039 6.56894820 3.8¢6 0.0822
MERS -0,15517269 0.27470352 0.54319633 0.32 0.8779
MSR10 «0.00546227 0.11871811 1.10081082 0.65 0.4299
MSK13 0.158516977 0.171358712 1,.39593310 0.82 0.37%0
Bounds on condition number: 410.780)9, 9286.737
Step 6 Variable NSR2 Removed R-square = 0.6484015¢ C(p) © 7.84365418
.1 4 Sums of Squares Hean Square P Prodb?
Regression 12 69.80835072 5.8173%6256 3.83 0.0043
frror 33 37.85387150 1.64582050
Total 3s 107.66222222
Paraseter Stendard Type 11
Variable Setisate Brror Sum of Squares P Prom?
INTERCEP 72.33857021 16.08942497 33.26911611 20.21 0.0002
| 33 =-34.7510774¢ 11.43338718 15.204470638 9.24 0.00%8
» 7.308895686 2.96285629 10.00929134 ¢.08 0.0218
1] 10.00204419 3.38800202 14.34407082 8.72 0.0071
| 1] 6.186900577 2.82452010 9.145968772 5.5 0.027)
.1 . 4.37899967 1.74440818 10.37140418 6.30 0.0198
MSR4 0.083849388 0.09406918 1.30765231 0.79 0.3820
HSRS 0.33888927 0.20235878 4.60876400 2.80 0.1079
MSR7 -0.01551888 0.013150% 2.20207948 1.39 0.2%00
MSRS 0.06585372 0.03098128 7.43608491 4,52 0.0448
MSR9® -0.11643770 0.25047123 0.33399910 0.20 0.68%88
MSR10 -0.09878304 0.11653531 1.18210868 0.72 0.4088
MSR13 0.15250891 0.16840073 1.34984791 0.82 0.37458
Sounds on condition nuaber: 3e07.13%22, 8224.202
Step 7 Varisble HSRS Removed R-square = 0.8452092%5 cC(p) = 6.00109549
or sSun of Sguares Mean Syuare r Prob?y
Regression 11 69.47435162 6.31568018 3.97 0.0023
Brror 24 38.18787060 1.501168127
Total 3 107.66222222
The 8AS Systes 16:49 Thursday, July 12, 1990
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Paraseter Standard Type 11
Variasble Bstimate Brror Sum of SQuares P Prod»?
INTERCEP 73.94823533¢ 15.42468058 36.57022203 22.98 0.0001
n -32.41572561 10.01989079 16.63327783 10.47 0.0038
| k3 6.57187953 2.43200478 11.61888754 7.30 0.0124
94 9.20920218 2.945680088 15.02425874 9.98 0.0043
1] §.76531968 2.4271492¢ 9.04015663 §.68 0.02%4
1 1} 4.27067804 1.69882073 10.08571083 6.32 0.0191
MIR4 0.09632110 0.08839783 1.08818236 1.19 0.2887
MSRS 0.28481100 0.16042251 §.01530222 3.1%8 0.088S
MSR? «0.01413049 0.01257000 2.01074946 1,26 0.2721

202




A8 0.06398707 0.03018879 7.14837288 4.49 0.0448
MSR10 «-0.07789478 0.105141900 0.87333118 0.5% 0.4680
MsR1) 0.12441332 0.15380868 1.04111230 0.65 0.428%

Bounds on condition number: J15.4872, $9089.37
Step 8 Variadle MIRIO Removed R-square = 0.83718748 C(p) = 4.41278837
or Sus of Squares Hean Sguare r Pro?
Regression 10 85.60102044 8.8801020¢ 4.39 0.0013
Rervor 28 39.08120178 1.86244807
Total 35 107.86222222
Paraseter standard Type 11
Variable Bstimate Error Sum of Squares F Probd?
INTERCEP 70.3638922¢ 14.81367849 36.72402761 23.50 0.0001
| 3% -32.74098878 9.91953649 17.0218371%7 10.89 0.0029
83 6.45712294 2.40506847 11.28234460 7.21 0.0127
| 1] 9.082325%633 2.08450082 17.39035190 11.13 0.0027
Bs 5.76155368 2.4049399% 8.96760195 $.7¢ 0.0244
.13 4.39212904 1.87558683 10.73574958% 6.87 0.0147
MSR4 0.11139070 0.08524601 2.66731288 1.71 0.2032
MSRS 0.27275459 0.158146842 4.64750872 2.97  0.0889
NSR7 «0.01185924¢ 0.01207992 1.50888223 0.96 0.3356
NSRS 0.08394089 0.0298008) 7.64987628 4.90 0.0383
MSR1)Y 0.07969994 0.1401825¢ 0.50492251 0.32 0.5748
Bounds on condition nuaber: 314.8018, $344.808
Step § Variable HMSR13 Removed Resquare = 0.63249761 C(p) = 2.65078022
4] 4 Sus of Squares Mean Square r  Prodr
Regredsion 9 68.00809793 7.568823310 4.97 0.0008
8rror 26 39.56812429 1.82177401
Total s 107.868222222
Paraseter $tandard Type 11
Variable Estisate frror Sum of Squares ¥ Probt?
INTERCEP 78.15403007 4.71830821 417.52343828 274.37 0.0001
the SAS Systes 16:49 Thursday, July 12, 19090
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| }3 «31.7332¢9097 $.631856387 16.51765242 10.85 9.0028
33 6.41181050 2.37228398 11.11707099 7.3 0.0120
| 1] 9.55790373 2.8444484) 17.182248868 11.29 0.0024
1] 4,07633683 1.80872128 11.08099684 7.27 0.0121
| [ 4.572066858 1.62283978 12.06393298 7.9 0.0092
MIR¢ 0.10828379 0.08345400 2.42110828 1.89 0.2184
MSRS 0.25643914 0.15348471 4.24803970 2.79 0.1088
MSR7 «0.00950148 0.0112%284 1.10859964 0.73 0.4018
MRS 0.00840808 0.02900858 0.41185845 8.8 0.0288
Boundes on ocondition nuaber: 304.0288, 4633.946
Stepl0 Vvariable MIR? Removed R-square s 0.82222848 C(p) = 1.171904059
1] 4 sSus of Squares Nean Square F  Prob?
Regression 8 66.99049829 8.37381229 $.%6 0.0003
irror 27 40.6717239) 1.50638018
Total 3 107.66222222
Parameter Standard Type 11
Variable Estisate Brror Sul of SqQuares r Prot?
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INTRRCEP 77.40017080 4.6111390) 424.42028728 281.7% 0.000)
Bl -32,85197388 9.49389389 13.03768813 11.97 0.0018 ‘
2 8.20740270 3.38842782 10.78020723 7.14 0.0128
| 1] 9.58798084¢ 2.829786848 17.2032176¢ 11.48 9.0022
1 $.81903223 1.6381111 17.14908292 11,38 0.0023
.1 4.90818%00 1.86723201 14.77422762 9.81 0.004)
MER¢ 0.1204168) 0.07830004 4.03024328 2.68 0.1135
MRS 0.23163626 0.14993888 3.89526383 2.9  0.1340 4
MERS 0.06682842 0.03888007 8.06040408 $.3% 0.0288
Bounds on conditicen numbdber: 209.1€57, 3821.113
Stepll Variable NSRS Removed R-square s 0.58883453 C(p) = 0.08888520
br Sua of Squares Hean Squars r  Pro®?
Regression 7 63.39523448 9.05646207 $§.73  0.0003
Rrror 28 44.26698777 1.58096388
Total 3s 107.686222222
Parameter Standard Type 11
Variable Estimate Rrror Sus of SqQuares F Prob?
INTRRCEP 82.46570911 3.32147443 974.55624591 616.43 0.0001
Bl ~20.62941545 5.37602041 23.2795%1708 14.72 0.0006
| K] 3.10469808 1.15990332 11.32705712 7.16 0.0123
B4 $.7226€340 1.38437704 28.225339%8 17.8% 0.0002
| 1) 4.28099802 1.46084463 13.57700373 8.59 0.0087
B6 3.12148167 1.0835523%2 13.12029942 8.30 0.0078
MSR4 0.17128429 0.07523868 8.193608758 $.18  0.0307
MSRS 0.06498387 0.02957144 7.83458628 4.8 0.034
The SAS Systee 16:49 Thureday, July 12, 1990
19
Bounda on condition number: 91.40499, 1036.919
All variables left in the model are significant at the 0.1000 level.
Sussary of Backwvard tlisination Procedure for Dependent Variable MSR11
Variable Number Partial Model
Step Removed in Res2 Res2 C(p) ?  Prod?
1 MSRY 17 0.0008 0.86842 17.0431 0.0431 0.8381
2 MONTH 16 0.0010 0.6632 15.092¢ 0.0521 0.8221
3 MSR12 13 0.0029 0.6603 13.2408 0.1650 0.63891
4 NSRS 14 0.0041 0.6562 11.4407 0.2411 0.6288
s MSR1 13 0.00141 0.68521 9.6543 0.24¢75 0.8240
[ ] HSR2 12 0.0037  0.6484 7.8437 0.2359 0.6320
7 nSRe 11 0.0031 0.6453 6.0011 0.2029 0.85¢8
8 MSR10 10 0.0081 €.6372 4.4128 0.54089 0.4660
] MSR1)Y 9 0.0047 0.6328 2.6508 0.3232 0.5748
10 MSR? 8 0.0103 0.68222 1.1719 0.7285 0.4018 v
11 MSRS 7 0.03%4 0.5088 0.8887 2.3887 0.1340
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