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-2 I. INTRODUCTION

This paper is a case study of the microclectronics industry. It is an attempt to look at
the role that the federal government has played, and still plays, in the development of the
industry, and at the outcomes of this intervention.

The federal government’s role has been important and wide-ranging. It has made
investments in microelectronics research and development, supported the industry in its
infancy as a first and major customer, and created a demand environment in which
companies had incentives to advance the state of the art. Sometimes the government opted
for high-risk high-return solutions to allow new technologies to develop. In return, the
govemment was a beneficiary of the most advanced technology for its systems. However,
as the market for microelectronics exploded, the relative position of govemment and other
customers has changed. As companies turned to fill the ever-larger démand for electronics
in the commercial marketplace, the govemment has found it more difficult to meet its
requirements for specialized products. As a result it is once again investing in rescarch and
development directed specifically at its own applications.

For much of their history, the U.S. microelectronics manufacturers have dominated
world markets. This has begun to change in recent years as Japanese manufacturers have
acquired significant and growing shares of these markets. The U.S. manufacturers have
asked the government to intervene in the international competition on their behalf. They
have lobbicd for and won passage of protective trade legislation, and have established a
govemment-industry rescarch and development consortium, Sematech, which is expected to
help them compete in international markets. Thus the government has assumed a new role:
it is no longer only a provider of a specialized market that stimulates technological
innovation, but also a dircct participant in the commercial sector of the industry.

This paper cxplores the relationship between the govemment and the
microelectronics industry as follows. Section Il is a brief history of microelectronics and the
microclectronics industry. It includes a discussion of various govemment interventions.
Section 1II examines the technology of integrated circuits and attempts to correlate the
technological factors to the structure of the industry. This scction includes an examination
of the structure of the U.S. microclectronics industry and looks at the relative position of the
U.S. industry vis a vis Japan and Europe. This is followed by Section IV which examines
publir policy towards the microclectronics industry. Finaily, there is an attempt to determine

g,
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whether government intervention has made a difference. The paper concludes with an
annotated bibliography.
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Il. MICROELECTRONICS: A HISTORICAL OVERVIEW

The history of microelectronics really began before World War II. As early as 1938
or 1939 Mervin Kelly, the research director at Bell Laboratories, knew that switching in
telephone exchanges would eventually have to be done not by mechanical relays but by
electronic connections if the growing volume of traffic was to be accommodated.! During
those carly days, however, such devices were only a theoretical possibility. In fact, the first
solid-state amplificr built by William Shockley of Bell Labs in 1939 failed to work.2
Electronic equipment using vacuum tubes came into use before World War 11, and greatly
grew in use and sophistication during the war. Widespread use of vacuum tubes, which
were bulky and expensive, as well as notoriously fragile and unreliable, accentuated the need
for research into alternative technologies, such as solid-state electronics.

DISCRETE DEVICES

The major breakthrough in solid-state electronics came with the invention of the point-
contact transistor at Bell Labs in 1947. The development was a team effort by William
Shockley, John Bardeen and Walter H. Brattain, who shared the 1956 Nobel Prize in physics
for their invention. Their research was part of a larger Bell Labs research program aimed at
finding new and more efficient switching devices and amplifiers for telephone
communications systems.3

By 1952, junction transistors were commercially produced by Westem Electric, the
manufacturing arm of AT&T. However, these early devices were not very reliable,
operated within a restricted range of temperatures and electrical frequencies, and were
difficult to produce. In addition, they were made of germanium, a relatively rare and,
therefore, expensive material. In the early 1950s, solid-state electronics research and
developmient (R&D) cfforts were concentrated in three areas. It was necessary to seek

IRichard C. Levin, “The Semiconductor Industry,” in Government and Technical
Progress, Richard R. Nelson, ed., Pergamon Press, New York, 1982, p. 40.

2| evin, op. cit., p. 40.

*According io several sources, there is no evidence that iatent military demand
played a significant role in inducing the invention of the transistor. The Bell System was a
large enough customer to justify significant expenditures of R&D funds. (See, for cxample,
Levin, op. cit., p. 58)
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materials of greater purity in order to increase device reliability, to develop devices that were
capable of operating under a wider range of conditions, and to find semiconductor materials
other than germanium. All of these goals were accomplished during the first decade. By
1954, Texas Instruments (TT) became the first producer of a silicon transistor, and enjoyed a
three-year monopoly on the device. By 1956, TI became the innovator in production of high-
purity silicon for use by the entire industry.?

Replacement of germanium by silicon as the main microelectronics material was
gradual. There were technical difficulties in purifying silicon, and genmanium showed
greater frequency response at room temperatures. However, the military demanded a
product that was capable of operating within a wider temperature range than germanium
made possible. This was a major source of demand for silicon devices. With the invention
of the integrated circuits, silicon demonstrated its advantage in formation of oxide layers and
deposition of metallic films, which made its use advantageous for these devices. Production
of silicon devices finally overtook production of germanium devices in 1966.

The first significant R&D effort at miniaturization of solid state devices was made by
the Navy in cooperation with the National Bureau of Standards. The project was known as
Tinkertoy. The objectives of the project were to reduce the size of electronic circuits and to
automate the process of circuit assembly. The project spent about $£5 million between 1950
and 1953 (approximately $26 million in 1982 dollars).5 It was a technical success, but was
made obsolete by the time it was over by concurrently developed transistor production
methods.6

The crowning achievement of the discrete device era, and the bridge to the era of
integrated circuits, was the invention of the Planar Process at Fairchild Semiconductor in
1958. This process technology, while originally used for mass production of transistors, was
ideally suited for the production of integrated circuits.

4Lcvin, op. cit., p. 43.

SThe deflators used in this paper are deflators for total federal government purchases
of gouds and services taken from the table of implicit price deflators for gross national
product, 1929-87, in the Economic Report of the President, 1988, p. 253.

6l ovin an cit. n
Levin on ot o A




INTEGRATED CIRCUITS

G.W.A. Dummer of the Royal Radar Establishment in Great Britain is credited with
the idea that led to integrated circuits. He wrote in 1952:

With the advent of the transistor and the work in semiconductors generally, it
seems now possible to envisage electronics equipment in a solid block with no
connecting wires. The block may consist of layers of insulating, conducting,
rectifying and amplifying materials being connected directly by cutting out
areas of the various layers.”

Dummer’s proposal intrigued scientists worldwide, and the race for the invention of the
integrated circuit was on.

Throughout the 1950s the U.S. military showed an intense interest in miniaturization
of clectronic devices. Several different approaches were tried. The Army Signal Corps
spent $26 million (approximately $105 million in 1982 dollars) between 1957 and 1963 on
the Micromodule Program, mainly at RCA. The Ammy s Diamond Ordnance Fuze
Laboratories funded a program of in-house and contract research in “thin-film” circuits
between 1957 and 1959. The Navy began its own “thin-film” circuit program in 1958. In
the meantime, the Air Force pursued “molecular electronics”—development of solid-state
devices that performed the function of electronic devices but did not correspond part for part
to conventional circuits. The integrated circuit, as it later became known, did not fit into any
of these programs.

Jack S. Kilby of Texas Instruments, working without govemment funding but aware
of govemnment interest, demonstrated the first working circuit composed entirely of
scmiconductor elements on August 28, 1958. The critical insight was that passive
components could be fabricated from semiconductor material, just as active components
were fabricated at that time. Although his was not a wholly integrated circuit, it was a
significant advance in the state of the art. Kilby’s next step was to lay out all the
components on single bar of germanium, and this circuit was demonstrated on September
12, 1958. He took steps to patent the device in January 1959; the device was revealed to the
public on March 6, 1959. After the demonstration of Kilby’s device, Texas Instruments
began dropping its other microminiature products and concentrated on moving the integrated

"Quoted in F. X. Ross, The Magic Chip, 3. Messner, New York, 1984, p. 17.
8Levin, op. cit., pp. 70-72.
9Ross, op. cit., p. 21.




circuit from the laboratory to the marketplace.? The support from the military proved
critical at this stage. Although the Air Force did not abandon its molecular electronics
program, it did award a $1.15 million contract to TI to design and fabricate circuits that
would perform specific functions and would be made of silicon.10

While Kilby’s devices were fabricated by hand in the laboratory, Robert Noyce at
Fairchild realized that the planar process could translate the laboratory curiosity into a
commercially viable product. Noyce filed a patent for a planar integrated circuit in July
1959, and a lengthy patent dispute followed. Eventually, the dispute was resolved in favor
of Noyce. The main driving force in further development of integrated circuits was
miniaturization.

The advantages of miniaturization were most important to the military and the
manufacturers of computers. While discrete components were quite reliable by 1960, the
large number of components within a system introduced unacceptably high failure rates. In
addition, many failures occurred in the interconnections between components. Integrated
circuits had the potential to solve both probiems.

Initially, however, integrated circuits were greeted with skepticism in the private
sector. In fact, IBM, which in 1960 was the largest single private-sector customer of every
major semiconductor house, opted against the use of integrated circuits in its new 360 series
of computers.!! Two government procurement decisions were responsible for moving
integrated circuits into large-scale production. In 1962 NASA announced that its prototype
Apollo guidance computer would use integrated circuits. Shortly thereafter, the Air Force
announced the use of integrated circuits in the Minuteman II guidance package. Although
considerable risk was involved in these choices of a relatively new technology, both
agencies decided to opt for the high-risk high-retum alternative.

In addition to providing the solution to technical problems, miniaturization was
thought capable of lowering the cost of chips. Since most of the cost of fabrication occurred
in wafer processing and in subsequent assembly and packaging operations, it was
conjectured that increasing the number of components on a single chip would not raise the
cost of the chip proportionately. This proved to be true, as will be discussed in the n~>»t
section. The progress of miniaturization has moved from Medium Scale Integration (.. [,
10-100 digital logic gates per chip) in the 1960s, to Large Scale Integration (LSI, 100-1000
gates per chip) in the mid-1970s, to the Very Large Scale Integration (VLSI,

10 eyin, op. cit., p. 72.
liLevin, op. cit., p. 62.




100,000-1,000,000 gates per chip) of today. Before the end of the century, we might see
Ultra Large Scale Integration, involving as many as a billion components on a single chip.}?

A wide variety of microchips has been brought to market since the mid-1960s. One
of the most significant milestones in the development of ICs was the invention of the
microprocessor at Intel in 1971. As ICs became more and more complex, a subsection of
the industry developed that creates “semi-custom” chips, designed to fit into specific systems
by performing specific functions.

As microelectronic devices came to be used in more and more sectors of the
economy, the size of the market increased enormously. While the military’s use of
integrated circuiis also grew, its share of the semiconductor market fell, as shown in Table
1.13 Several factors. in addition to the relatively small size of the military market, have been
responsibie for the increasing unwillingness of commercial companies to produce chips for
the military. The military requires its chips to perform under a wider range of temperature
and radiation conditions than those required for commercial products. It has a very stringent
and highly specific program for reliability assurance. It requires firms to be able to supply
the same chips during the entire lifetime of a weapons system—the lifetime that is generally
much longer than the lifetimes of commercial systems. In addition to this, dealing with the
military involves much less predictable quantity fluctuations than those involved in the
commercial markets.

As a result of decreased enthusiasm by commercial chip manufacturers, the military
has found it increasingly difficult to stay on the leading edge of technology. This led the
Department of Defense to start a high-priority program in 1979 to develop a Very High
Speed Integrated Circuit (VHSIC) for military applications. The goal of the first phase of
the Program was to create a fivefold improvement over the best chips available in the
laboratory at that time. These goals have been met. The second phase, currently underway,
involves a 20-fold improvement over Phase 1.14 The Program cost started out at
approximately $200 million, and is currently approaching $1 billion.

While the VHSIC Program is not aimed at commercial markets, there is a strong
possibility that techniques developed in the Program will be taken over by the participating

12John W. Wilson, et al., “Superchips: The New Frontier,” Business Week, June 10,
1985, p. 83.

BLevin, op. cit., p. 60.

14K en Julian, “Defense Program Pushes Microchip Frontiers,” High Technology,
May 1985, p. 49.
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Table 1

Government
Share of
Total Semiconductor  Shipments to Federal Total Ship-
Shipments Government* ments
Year (millions of dollars) (milions of dollars) (percent)
1955 40 15 38
1956 90 32 36
1957 151 54 36
1958 210 81 39
1959 396 180 45
1960 542 258 48
1961 565 222 39
1962 575 223 39
1963 610 211 35
1964 676 192 28
1965 884 247 28
1966 1123 298 27
1967 1107 303 27
1968 1159 294 25
1969 1457 247 17
1970 1337 275 21
1971 1519 193 13
1972 1912 228 12
1973 3458 201 6
1974 3916 344 9
1975 3001 239 8
1976 4968 480 10
1977 4583 536 12

*Includes devices produced for Department of Defense, Atomic

Energy Commission, Central Intelligency Agency, Federal
Aviation Agency, and National Aeronsutics and Space Admin-
istration equlpment.

Source:

1952-59 deta from U.S. Department of Commerce,
Business and Delense Services Administration, Elec-
tronic Components: Production and Related Data,
195259, Washingion, D.C. R

1860-58 data from BDSA, "Consolideted Tsbulation:

Shipments of Selected Electronic Components,” mimeo,
Washington, D.C., ennually.

1969-77 data [rom U.S. Department of Commerce,
Buresu of Census, Current Industriol Reports, Series
MA<175, "Shipments ol Delense-Oriented Industries,"

Washington, D.C., annually.

commercial firms into their VLSI programs. The commercial potential of VHSIC-type

chips is most clearly demonstrated by the fact that companies that did not choose to

participate in the DoD program, or those that were dropped during the down-selections at

various stages, have been actively pursuing their own VLSI programs, often along the lines
similar to VHSIC but on more relaxed schedules.!S The VHSIC Program and its potential

in the commercial marketplace will be discussed in more detail below.

15julian, op. cit., p. 57.
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. TECHNOLOGY AND INDUSTRY STRUCTURE

The technology content of the microelectronics industry has had a strong influence on
the structure of the industry. This section briefly explores the technology of producing
integrated circuits, and then examines industry structure in the United States and its role in
the worldwide microelectronics markets.

IC PRODUCTION TECHNOLOGY!

Production of an integrated circuit (IC) begins with the design phase. After basic
function definition and component layout, detailed designs are made. Several computer-
aided design systems are available from various companies that help the designers fit the
components into the available space. These systems are absolutely essential for the mask-
design phase, where transistors and interconnections are laid out. Other computer tools are
used for checking designs against logic equations, for modeling circuits and for simulation.
The designs produced in this phase are fabricated into various masks. Mask fabrication,
requiring several specialized optical machines, is usually carried out in a specialized mask-
making center.

The basic (and highly simplified) process for producing an integrated circuit is shown
in Figure 1.2 Very pure crystalline silicon is produced in rods 3 in. to § in. in diameter. The
rod is sawed into thin wafers which are polished and used in IC production. Each wafer
accommodates several hundred identical ICs. Usually, several wafers containing the same
circuit are processed in a batch. First, a thin layer of highly regular silicon is grown on the
surface of the wafer and oxidized at a high temperature. This produces a layer of insulating
oxide. The surface is then covered by a photosensitive material, called resist. A glass mask
on which the pattern of the design has been etched, is placed on top of the wafer and
irradiated with a light source. The exposed resist is then developed and removed. The oxide
which remains in places not covered by the resist is then removed by an etching process.
Finally, all remaining resist is removed.

1Although similar information can be found in a variety of sources, this section is
based on pp. 51-58 of The U.S. Microelectronics Industry by Nico Hazewindus, Pergamon
Press, New York, 1982,

2Hazewindus, op. cit., p. 52.




()

-10-

O I T I I T o

R EIEENRT
_________—

BONINNSIIRSNRREISRUR IR ISR TSN ERNISNRIIIRENEOIRRAIIIIRNANS

i B 1
L T T I I Tl I I T IO I T L I,

YRR

YSNARNININ|

T I
[

APy \*%.*f

oo, vs
lo o.l
otos ®

Fig. 1—Basic IC Manufacturing Process

Hafer

*///» Resist
Ah\\\\~ Oxide

Light mask

After development

After etching and
removal of resist

Boron

p-diffusion

Removal of oxide

Thick oxide

| 0xide layer with

access holes

Metallization layer

| Connection pattern

} Passivation layer




-11-

The wafer, which now contains exposed areas of silicon, is placed in a furnace in a
boron or phosphorus atmosphere. The atoms from the atmosphere diffuse into the silicon
crystal lattice at high temperature, producing doped regions. Concentration profile of the
dopant can be carefully controlled during the process through atmospheric dopant
concentration and temperature. The remaining oxide is then removed, and the process is
repeated to create other regions. Usually, a number of repetitions is necessary to complete
all necessary diffusions.

After all the diffusions have been completed, a thick layer of oxide is evaporated over
the entire surface. Holes are made in the oxide and a thin metal layer is evaporated on the
wafer. After a desired pattern of conductors is made using lithographi~ techniques,
undesired metal is etched away, and a protective passivating layer is applied to the entire
surface.

Wafer fabrication is a laborious, and still largely manual process, although the use of
computer-controlled processing and tracking is increasing. Special projectors are used in
which the alignment of successive mask pattemns is a major concern. Cleaning and
manipulating the wafers must be performed with great care. The manufacturing takes place
in “wafer fabs” of an IC house. It is here that the companies make their major capital
investment in equipment and ultraclean rooms.3

After the wafer is fabricated, it is tested and cut into individual chips. The chips are
glued to a metal frame that contains the pins of the IC package. The circuit is connected to
the pins with very thin g»ld wires. A plastic or ceramic housing is provided around the IC.
This part of the manufacturing process requires a great deal of manual work. For this
reason, many merchant IC manufacturers have established assembly facilities in low-
wage-rate countries. Captive manufacturers in the U.S. and Japanese manufacturers have
opted for automation instead.4

3Class 10 clean rooms in which today’s ICs are fabricated are built to very stringent
specifications: no more than 10 0.5-micron particles per cubic foot of air (a human being,
breathing while standing still, generates 500 particles per minute), floors isolated from the
surrounding building with vibration-damping seals (tolerances are so tight that a passing
truck or someone running through the building can throw mask-projection equipment out of
alignment), and buildings located only in places with stable soil. The next generation of ICs
may require sufficiently high cleanliness standards that humans will be precluded from being
in the cleanrooms at all. [Otis Port et al,, “Intel: The Next Revolution,” Business Week,
September 26, 1988, p. 77.]

41 have not been able to find a reasonable explanation why different choices
regarding automation are made by different classes of manufacturers in the same country.
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A good measure of quality in the manufacturing process is the yield of good circuits.
Yield figures are closely guarded because they directly reveal profitability of a certain
operation. Typical yields are illustrated in Table 2.5

Over the years, industry has achieved tremendous advances in technology. In fact,
the number of components per integrated circuit has doubled every year in the last twenty
years. (This is known as Moore’s Law.) Whether this will remain true during the VLSI era
and beyond is not clear. The major drivers in decreased size of ICs have been decreased
size of individual cells, enlarged chip sizes and decreased line widths for conductors.
Advances in silicon production technology have increased the standard diameter of wafers
from 2 in. several years ago to about 4 in. today, which allows production of four times as
many chips from the same set of processing steps, and allows cost to fall. One of the
possible courses of research to be pursued in the next several years is creation of
manufacturing techniques for making chips on 8 in. wafers, increasing productivity further.5

Table 2

TYPICAL YIELDS IN INTEGRATED CIRCUIT MANUFACTURING (IN PERCENT)

a A typical b A typical
Overall range of yields mature product new product
Cumulative Cumulative Cumulative
Process stage Yield Yield Yield Yield Yield Yield
1. Wafer processing 75-95 75-95 80 80 70 70
2. Wafer probe: electrical test 5-90 3.8-85.5 40 32 20 14
3. Assembly: die attach and

bond 80-95 3.0-81.2 90 28.8 85 11.9
4. Final electrical test 60-95 1.8-717.2 90 25.9 5 8.9

Sources: &. Integrated Circuit Engineering (1981).

b. J.P. Ferguson, cited in Finan (1975). The mature product is a standard TTL inte-
grated circuit. The new product is an 1103 MOS integrated circuit.

SLevin, op. cit., p. 21.
Robert Cassidy, “Can Intel’s Noyce Get Sematech Rolling?” Research and
Development, Scptember 1988, p. 20.
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One of the most significant cconomic features of IC production is the leaming curve.
Figure 2 illustrates price per bit versus time for a particular type of random-access memory
(RAM) chip.” The figure illustrates that the price per bit drops to 68 percent of original
price every time the production volume is doubled. The basic reasons for such reductions
are improvements in manufacturing mcthods, allowing higher yields per wafer, increased
size of wafers, increased number of circuits per wafer, and the transfer of labor operations
from high-wage to low-wage countries or to automation.

In fact, however, the improvements that are made in ICs are not gradual. Every two
or three years a new gencration of ICs appears, and early entry into the market means setting
the standards and acquiring large market share. The risk is that once other firms enter the
market, the early entrant’s advantage may erode to the point where it is not longer profitable
to produce the particular circuit at ail.8

1000
1973

100

LB

10

Frimn

Price per bit, milicents

v.o Ll L L AUNL b bt 4 Lo 8§
0.001 0.01 0.1 1.0 10 100

Cumulative volume, bitsxlo12

Fig. 2—Lcaming Curve for nMOS Dynamic RAM

THazewindus, op. cii., p. 13.

81ntel is known for its strategy of entering markets early, selling advanced chips at
high prices, and withdrawing when other firms enter the market and bring down the price. 1
have seen indications that this is a deliberate strategy on the part of the company, and other
indications that thc company may be forced to abandon various markets as competition heats
up and choices must be made about the markets that Intel wishes to preserve. [See, for
example, Pont, op. cit., p. 78.]
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Several manufacturing technology advances are critical for further advances in ICs.
Computer-aided design (CAD) technology has to improve in order to make VLSI design
practical and cost-effective: the large and growing number of individual components has
created enormous computer time requirements for design and simulation. Progress in this
area has been slow. Progress has been made in the area of lithographic techniques.
Manufacturers have now approached the limit of miniaturization that can be produced with
visible light. X-ray lithography and electron-beam etching are promising techniques that are
being developed for the future. One of the most critical areas for improvement is circuit
testing. Circuits have become so complex that it has become increasingly important to
design testing programs at the design stage. This is not yet common practice, however.
Fully automated CAD-CAM (computer-aided design/computer-aided manufacturing) leads
toward greater automation of chip production. New packaging techniques also have to be
developed for VLSI circuits, since standard packages do not have enough pins to take
advantage of full capabilities of these circuits.

Companies on the forefront of technological development must confront the question
of whether the technologies in which they have invested are approaching ultimate physical
limits. Jan Ross, president of Bell Labs, has been thinking about the limits of electronics
technology, and his line of reasoning follows.?

[O]ver the past decades using photolithography with visible light, we’ve gone
from minimum line widths of 25 microns ... down to the present industry
average of 2.5 microns ... approaching the wave length of light. But we’re
shortly going i0 run into the limit of the wave length of visible light and that
will be a problem ... Under practical conditions [we are not likely to get below
the widths of] 1 micron.

The ultimate technique though, one that has alrcady been used, is to use
clectron-beam lithography. And there one can predict, and indeed can
demonstrate, that lincs within the range one-tenth to one-hundredth micron are
possible.

Now when we get into that range, we are dealing with distances less than the
spacing of a hundred atoms, down to ten atoms. Here, onc wonders if there
are riot some other limitations than one’s ability merely to produce smatl lines.

A sened A e
And, indced, there are.

Quoted in Richard N. Foster’s Innovation: The Attacker’'s Advantage, New York:
Summit Books, 1986, pp. 72-74.
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That more restrictive challenge is making operating devices that small. And
here we find that there is a fundamental limitation in silicon as in other
materials, and titat is related to dielectric breakdown strength. Just as air
breaks down under high electric field to create lightning, so too does silicon.
The ultimate dielectric breakdown strength in silicon is about 100 thousand
volts per centimeter. To make a useful silicon device operate at room
temperature, therefore, you need to apply to it electric potentials in the
neighborhood of one volt. And leaving a reasonable factor of safety, ihat
translates into structurss with dimensions no less than about a tenth of a
micron. This then is rore limiting than lithographic capabilities.

In the lab today, transistors with critical dimensions of 0.1 micron have been
made, have been shown to operate and have been shown to perform according
to theory. So possibly we may be able to achieve structures of about a tenth
micron minimum dimensions with about a hundred atoms within those
minimum dimensions. The could lead to a mere billion components on a
squarc centimeter of silicon. That is not very restrictive.

Not included are the requircments to interconnect these components with
current-carrying conductors that will bring adequate power to the devices.
Nor does it include the minimum separation of elemental components
necessary to provide adequate isolation. When these factors are taken into
account, a more realistic upper limit may well be 100 million components per
square centimeter.

Having dealt with minimum size of components and hence density on a chip,
what can be said about future increases in the size of the chip itself? How
many square centimeters per chip? ... [Wafer-scale integration may happen in
the future but] for today ... I will settle for an estimate of 10 square
centimeters—about an inch square—maximum obtainable chip size. This area,
together with a density of 100 million components per square centimeter,
would give the ultimate goal of one billion components on a chip of silicone.

Of course, every time a set of limits becomes well defined, there is an incentive to
find a way to circumvent these limits. A variety of approaches is being tried with
electronics. New materials, combining silicon chips with biological molecules, and
superconducting circuits are some of the examples. The discussion of these technologies
and their implications is beyond the scope of this paper.
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INDUSTRY STRUCTURE

Richard Levin calls the semiconductor industry in the United States moderately
concentrated when compared to other manufacturing industries.!0 There are two types of
firms in the market: merchant producers that supply ICs on the open market and captive
suppliers that produce ICs for their own intemat needs (and sometimes sell the surplus on the
open market). Figure 3!! displays percentages of U.S. production by the top firms during
the period from 1972 to 1984. It is important to note, however, that concentration ratios may
not be very meaningful in an industry which includes merchant manufacturers whicn trade
on world markets and captive manufacturers about which little information is available.
Given the fact that many young firms enter the microelectronics market, a better measure of
market dynamics is a measure of survival of any particular firm within the group of top ten
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Fig. 3—U.S. Semiconductor Production by Firm Size

10y ovin, op. cit,, p. 22. Mot being an economist mysclf, I do not know how to define
modecrate levels of concentration.

Hinternational Resources Development Inc., VHSIC—Military and Commercial
Opporunities, Report No. 705, Norwalk, Connecticut, July 1986, p. 73.
12L_evin, op. cit., p. 30.
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Table 3

LEADING U.S. SEMICONDUCTOR MANUFACTURERS: 1955-1980

1953

~rensistors

tugaes
Transitron

Frelco

Sylvania
Texes Instruments
General Electric

RCA

Westinghouse
Motorola

Clevite

1860
Semiconductors

1965
Semiconductors

1975
Intezrated Circuits

1980
Intezrated Circuits

Texas Instruments
‘s cansitron

Fhileo

Gerneral Electric
RCA
Motorola

Clevite

Fairchild
Hughes

Sylvania

Texas Instrumernts
dotorola

Fairchild

General Instrument
General Electric

RCA
Sprague
Philco-Ford

Transitron

Raytheon

Texas Instruments
Fairchild

National Semicon-
ductor

Intel
Motorola
Rockwell

General Instrument

RCA
Signetics (Philips)

American Micro-
systems

Texas Instruments
National Semiconductor

Motorola

Intel

Fairchild (Schlumberger)
Signetics (failips)

Mostek (United Technologies)

Advanced Micro Devices
RCA
Harris

Sources: For 1955-1975, 1.M. Macintosh, "Large Scale Integration: Intercontinental Aspects,” IEEE Spec-
= ntegrate

irum, June 1978, p. 54, cited in Wilson, Ashton, and Egan (1980), p. 23; for 1980,
Tircuit Engineering, Status 1981: A Report on the Integrated Circuit Industry, (Scottsdale,
Ariz.: ICE, 1881), p. 62,

firms. Leading U.S. semiconductor manufacturers arc Shown in Table 3.12 As can be seen

from the figure, five of the top ten integrated circuit producers in 1975 were not among the

top ten semiconductor firms ten years earlier. Once again, the picture presented by the data

is not entirely accurate because the data do not include very large captive producers like
IBM, AT&T and Hewlett-Packard, Furthermore, even if these firms had been included, the
data do not show the degree to which the market for integrated circuits is fragmented, or that

every product innovation launches a technology race from which one or two firms emerge

with the major share of the market.

The semiconductor industry offers one of the most striking examples available
of “Schumpeterian competition”... where the size distribution of firms at any
point in time is determined by the history of succegsful and unsuccessful
attempts to innovate and to imitate the innovators. Thus, successful innovators
like Intel and Mostek emerged rapidly from nowhere to assume a position of
market leadership, 13

BLevin, op. cit., p. 32.
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It is interesting to look at the position of the United States firms in world markets.
Table 414 shows the top ten merchant semiconductor firms and the top ten merchant
integrated circuit manufacturing firms worldwide. Five of the top ten worldwide merchant
firms are Japanese. However, when captive suppliers are included, the picture changes
somewhat. Table 5 shows shares in world production by both merchant and captive U.S.
manufacturers. This table shows that when captive suppliers are taken into account, the
United States still holds a significant portion of the world market, although this market share
has been steadily falling over the years. It is also clear that while the threat of Japanese
domination has not materialized, their market share has been steadily growing.

Table 4

TOP TEN MERCHANT FIRMS WORLDWIDE

Tan Leading World Merchant Sericonductor Firms In 1985
(millions of doltlars)

NEC $1,970
Texas Instruments 1,815
Hitachi 1,750
Motorola 1,650
Toshiba 1,370
Philips* 1,010
Fujitsu 950
Intel 900
Mational Semiconductor 890
Matsashita 870

*Includes YU.S. subsidiary, Signetics

Ten Lz2ading Yorld Merchant Integrated Circuit Manufacturers [n 1985
(millions of dollars)

Texas Instruments $1,730
NEC 1,400
Hitachi 1,360
Motorola 1,165
Fujitsu 900
Intel 900
National Semiconductor 840
Toshiba 790
Philips*® 775
Advanced Micro Devices 61C

*Includes U,5. subsidiary, Signetics

SOURCE: International Resources Development Inc., VHSIC—Military and Commercial
Opportunities, Report No. 705, Norwalk, Connecticut, July 1986, p. 72.

MInternational Rescurces Development Inc., op. cit., p. 71.
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Table 5

SHARES IN WORLD IC PRODUCTION (PERCENT)

1978 1980 1982 1985

U.S. Total 68.2 73.3 69.5 62.0
Merchant 48.2 51.5 47.1 41.2
Captive 20.0 21.8 22.4 20.7
Western Europe 6.7 5.8 5.9 6.1
Japan 17.8 19.8 23.4 30.1
TOTAL 92.7 98.9 98.8 98.2

SOURCE: International Resources Development Inc,, VHSIC—Military and Commercial
Opportunities, Report No. 705, Norwalk, Connecticut, July 1986, p. 72.

One of the major market structure issues under discussion today is the very large and
growing cost of entry into the market. The capital investment required to build fabrication
facilities is large: a first-rate fabrication facility for mass-produced memory chips now runs
about $200 million, and the price tag is expected to rise to $300 million or more by the early
1990s.15

In fact, capital investment needed in this type of industry is a major concern,
The capital cost is so high and the economically useful life of the equipment is
so short (because of rapid improvements that come from new techniques) that
a large investment is needed to obtain a turnover. (Capital investments
typically amount to between 15 and 20 percent of tumover, Intel leading with
27 percent.)16

One of the ways in which semiconductor manufacturing firms have been acquiring access to
capital is through becoming parts of larger companies. Table 6!7 shows some of the
acquisition activity that has taken place during the later part of the 1970s. The effects of
such acquisitions on the market are debated. Semiconductor manufacturers which are part

15Gary Hector, “The U.S, Chipmakers’ Shaky Comeback,” Fortune, June 20, 1988,

p. 59.
16Hazewindus, op. cit., p. 13.
"Hazewindus, op. cit., p. 85.
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Table 6
ACQUISITIONS IN THE U.S. SEMICONDUCTOR INDUSTRY

Company

In Which % of Yeur
Participation Participating Equity ofu
Is Taken Company Country Owned Acquis,
AMD Stemens German 20 1977
AM} Gould u.s. y 100 1981
AMS | General Electric v.s. 100 1980
Analog

Devices 5.0. Ohlo u.s. 20 1977
Electronic

Arrays N.E.C, Japan 100 1978
Fairchlld Schlumberger Francel/U.S. 100 1979
Interdesign Ferrant! U.K. 100 1977
Interset General Electric u.s. 100 1980
:'.lilronlx Slemens Germany 100 1977
os "

Technology Commudore u.s. 100 -
MOSTEK United

Technologles u.s. 100 197

SEMI GTE u.s. 100 9-9
SPl ClTjAlcatcl France 25 1981
Signetics Philips Netherlands 100 1975
Siliconix Lucas U.K. 24 1977
Solid State

Scientific VDO German 25 1977
Spectronics Honeywell u.s. 4 100 -
£8s Thomson France 100 -
Synertek Honeywell u.s. 100 -
Zlog Exxon u.s. 50 1976

of larger firms may be able to take greater technological risks because their parent
companies can absorb greater losses. On the other hand, the.. " fear that becoming part of a
larger corporation may shift the emphasis from high technology to low-cost, low-risk
production, and that will take away the major edge of American microelectronics firms over
their Japanese competitors,

The fear of Japanese competition has been strong in the microelectronics industry.
There are those, however, who think that Americans will excel as long they take advantage
of their traditional strength: innovation. Cypress Semiconductor, a modest but prosperous
startup that had $77 million in revenues last year, produces a large number of products using
small, flexible fabrication lines. Cypress facilities are about one-third the size of a typical
American or Japanese clean room, yet turn out many times the number of products that large
facilitics tum out. T.J. Rogers, head of Cypress, argues that the markets are becoming more
and more fragmented, that proliferation of products will continue, and that firms like his will
be a very important and highly profitable part of the industry.!8

8Hector, op. cit., p. 62.




-21-

No govemment statistics are available on distribution of semiconductors by final
markets. Richard Levin has collected data from a variety of sources for 1960 through 1979;
these data are included in Table 7.19 The data include only merchant suppliers and clearly
show the changes that have taken place in the final use of microelectronics over the years.
While military markets accounted for half of the microelectronics sold in the United States
in 1960, this percentage has steadily declined, until the military accounted for only 10
percent in 1979. The estimate for the mid-1980s is 7 percent.20 It was this decline that has
led the military to establish the VHSIC Program in 1979.

Any tim¢ data on the microelectronics industry are presented, it is very important to
note whether or not captive IC producers are included, because captive producers account
for more than 20 percent of the worldwide semiconductor production by U.S.-based firms.
According to Richard Levin, “IBM, the world’s largest producer of integrated circuits, alone

Table 7
DISTRIBUTION OF U.S. SEMICONDUCTOR SALES BY END USE

Percent of total semiconductor sales in year:

End Use 1960 19657 108  1072°  1072° 19ma%  1974°  1079°
Computers 30 2 35 27 28 32 29 30
Consumer Products 5 14 10 18 22 22 24 28

(calculators, watches
sutomobiles, ete.)

Industrial Products 15 26 20 30 26 30 33 37
(process controls, test
equipment, office and
telecommunications
equipment)

Military/Aerospace 50 36 35 25 24 16 14 10

Sources: a. Texas Instruments, cited in Finan (1975).

b. William D. Witter, Inc., "Basic Report on the Semiconductor Industry for 1973/74,"
cited in Department of Commerce (1979).

c. J.P. Ferguson Associates, cited in Finan (1875).
d. Fairchild Camera and Instrument, cited in Department of Commerce (13979).
e. Dataquest, Inc., cited in Wilson, Ashton, and Egan (1980).

190 evin, op. cit., p. 19.

2jylian, op. cit., p. S6.
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accounts for nearly 15 percent of the U.S. total.”2! If captive production were included in
Table 7, the relative importance of computers would rise markedly perhaps to as high as 40
percent of semiconductor sales.22

Given the recent publicity about the declining state of health in the U.S.
microelectronics industry, it is instructive to read the following, as an illustration of the
difference made by inclusion or exclusion of captive supplicrs from statistical analysis.

Even in microchips, perhaps the chief target of Japanese industrial policy, the
U.S. has more than held its own. Although the media cite alarming market
share estimates, such as a 90% Japanese share of the new generation of
D-RAM production, these estimates leave out IBM, by far the world’s largest
producer of the chips.2

THE VHSIC PROGRAM

As discussed above, the military has found itself with a decreasing share of the
microelectronics market in recent years. As a result, it has also found it increasingly
difficult to meet its requirements for state-of-the-art products. Microcircuits became
increasingly specialized in the 1970s, and characteristics of military and commercial chips
diverged. Chipmaker chosc to pursue the designs relevant to the much larger commercial
markets, and the ICs used in military systems kept moving further from the state of the art.
By the late 1970s, many of the larger defense systems suppliers were frustrated with their
inability to get advanced ICs for military systems and decided to invest in their own
semiconductor design and fabrication facilitics. Unfortunately, the uncertainties in the
defense markets made the Pentagon program managers reluctant to authorize large
investments in microcircuit design during systems development phase—and the design took too
long to do at later stages of programs. Still, the capabilities built up by the large defense
contractors during the 1970s scrved as a basis for the very-high-speed integrated circuit
(VHSIC) Program.

At the start of the Program, the Pentagon told potential VHSIC bidders that it
preferred to award contracts to defense electronic system suppliers, rather than to IC
producers. The logic behind this was that systems suppliers would be more likely to use the
new chips in military systems. However, the systems houses were encouraged to team up

2L evin, op. cit., p. 18.

Z1bid.

B George Gilder, “How the Computer Companies Lost Their Memories,” Forbes,
June 13, 1988, pp. 79-84.
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with with commercial semiconductor suppliers in order to assure that the outputs of the
Program would be widely disseminated within the defense supplier community.

In 1980 the DoD selected nine contractors for Phase Zero, a group of nine-month
program definition studies. Five of the nine winners were tcams of military s+ e¢m and
semiconductor firms: General Electric, teamed with Intersil; Hughes Aircrafi, .camed with
Signetics; Raytheon, teamed with Fairchild Semiconductor; TRW Systems, teamed with
Motorola; and Westinghouse, teamed with National Semiconductor. The remaining
contractors were companies whose products included both military and commercial systems:
Honcywell, Rockwell International, Texas Instruments and IBM. The Phase Zero winners
submitted their proposals for Phase 1 chip design and fabrication, and the ficld was
narrowed to six Phase 1 contractors: Honeywell, Hughes, IBM, Texas Instruments, TRW
and Westinghouse.

The six Phase 1 contractors were given complete freedom to select the technologics
they preferred to use. As a result, a wide range of technologies was investigated. The end
goals of the program, proposed by the contractors, also differed widely. IBM was the most
conservative, proposing to produce a single chip; the TRW/Motorola team dcsigned a family
of 13 chips. Only IBM was able to meet the original Phase 1 schedule with its relatively
modest objectives; other contractors were some months behind schedule, but all delivered
working systems. Beyond having significantly higher processing power, most Phase 1 chips
incorporated other novel features, such as self-test functions and redundant processors that
would be engaged in case of malfunction.

In addition to its concern with improving IC performance, the DoD has also been
concemned with the cost of ICs.

(Information sharing] was done via semiannual meetings at which each
contractor reported its accomplishments and its current problems.
Additionally, if one contractor encountered a particularly sticky problem—say,
in dry-etching metal interconnections—and a survey of others revealed similar
difficulties, a special meeting was convened so each could describe the
solutions it was exploring.4

The DoD also awarded a $15 million yield-enhancement contract to cach of the Phasc 1
contractors. The 32-month contracts were designed to allow each contractor to improve its
own specialized fabrication process so that the yield of good chips could be increased to
about 10 percent, typical of today’s VLSI devices. In addition to these funds, the three

2julian, op.cit., p. 52.




-24-

services are expected to spend about $100 million as part of their manufacturing technology
improvement effort on process technologies that could be used by all VHSIC contractors.

Phase 2 was launched in 1984 and called for development by 1988 of new chips with
minimum features of 0.5 microns, compared to the 1.25 micron features of the Phase 1
chips. The bidders included the six Phase 1 contractors and AT&T Technologies, teamed
with Raythecon and E-Systems. As part of its concern with moving VHSIC technology into
the field, the military required each Phase 1 contractor to provide the government with a
VHSIC demonstration module (a brassboara system or subsystem) prior to selection of
Phase 2 contractors. Phase 2, the final phase of the program, includes three contractors:
IBM, Honeywell and the TRW/Motorola team. Each contractor received $60 million for a
three-year effort. Phase 2 winners continued to develop the wide range of technologies they
began developing in Phase 1. IBM’s Federal Systems Division has announced in May 1988
that it has successfully produced the first functional chip developed under Phase 2. IBM is
expected to produce four different devices during this phase.2’

As part of the transition into sub-micron technology, the DoD spent about $60 miliion
on Phase 3, research and development of design and fabrication techniques for Phase 2.
(Phase 3 chronologically precedes Phase 2.) About 50 Phase 3 contracts were awarded in
1980-81.

Both the contractors and the government were concemed that those companies that
remained in the VHSIC Program following various selections would gain a significant
competitive advantage over others in the marketplace. In order to remedy the situation, the
DoD sponsored a series of three-day workshops in major cities around the nation to which
various contractors were invited. Nonparticipants were also encouraged to obtain CAD
tools developed by VHSIC prime contractors to allow other companies to develop their own
custom-designed chips

Given the perception that the U.S. military posture critically depends on the
superiority of U.S. military electronics, the DoD has placed emphasis on getting VHSIC
technology from the laboratory into the field. In order to reduce the time between
production of new chips and their use in military systems, E. D. Maynard, the VHSIC
program director, initiated a “technology insertion” program that would retrofit existing
military systems with new plug-in cards, using Phase 1 chips. So many potential
applications were found that the services used their own funding for studying these
applications in addition to using funds available from the VHSIC Program office. This

ZGeorge Leopold, “Companies Boast Firsts on Chip Technology for
Pentagon-Sponsored Program,” Defense News, May 16, 1988, p. 15.
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program was also envisioned as a means of diffusing VHSIC technology throughout the
defense contractor community: nearly half the winners of technology insertion contracts did
not participate in the Phase 1 program. Despite this, however, the movement of Phase 1
chips into the field has been slow and disappointing to the industry. Only one system, the
F-111D jet, is being supplied with new cards that use VHSIC chips. This lack of penctration
into the military systems has been a source of criticism of the VHSIC program. VHSIC
contractors have blamed the reluctance of weapons program managers to risk the use of
untried technology, exacerbated by the fact that the new chips are still expensive compared
to the older ICs on the market.26 _

It is still difficult to assess whether the VHSIC Program will have a significant effect
on commercial markets. A number of commercial IC manufacturers did not bid on the
Program because they did not want to deal with the limitations imposed by the specialization
of VHSIC chips, and by possible security restrictions. The DoD imposed restrictions on usc
of VHSIC technology because it is afraid that premature commercialization would allow the
Sovicts to duplicate the advances made in the program. Rules were sct up to restrict not only
the ICs themselves, but also process innovations associated with them. Now contractors that
participated in the program are unhappy with the restrictions. These contractors are aware
that although the military markets may be quite large in absolute terms, the commercial
markets arc much larger. They are concerned that the Japanese will gain a major
competitive advantage while the best U.S. technology is restricted to military applications.
In addition, the contractors have invested about $300 million of their own money as well as
somc of their best design engineers and managers into the development of VHSIC chips,
probably in the expectation that they would be able to reap the benefits available beyond the
military markets. Some manufacturers feel that large volumes available in commercial
markets arc necessary to make prices sufficiently low to induce wide-spread application of
VHSIC-type technology.

At this point, the interests of the contractors and the interests of the DoD appear to be
in conflict: while the DoD wants to restrict commercial applications and to disseminate the
technology within the defense contractor base, the program participants want to use VHSIC
technology in commercial applications and to restrict their rivals’ access to the technology.
This has led to some interesting mancuvering. On their own initiative, the VHSIC
contractors have drafted regulations for allowable commercial use. These are being
reviewed by the DoD. Whatever the restrictions, it is expected that VHSIC-type chips will
find their way into the commercial systems produced by program participants.

26paul Kemezis, “VHSIC Making Little Headway,” Defense Week, April 11, 1988,
p. 16.
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As discussed above, DoD has taken some pains to disseminate VHSIC technology to
defense contractors that did not participate in the program, which threatens the position of
the contractors that did participate. IBM has taken a novel approach to protect its
investment: it has combined VHSIC with its proprietary technology. The DoD cannot force
IBM to share its proprietary technology, so IBM plans to market the chips within approved
guidelines as standard units for military and commercial systems.

The companies that did not participate in the VHSIC Program or those that were
dropped during the various phases have been funding their own programs to produce chips
with performance characteristics similar to those VHSIC chips. Intel, which has refused to
participate in the VHSIC Program from the beginning, is planning to unveil its new
superchip, the 80486, in a few months. This chip includes over 1 million transistors and will
use 1-micron technology. In 1982 General Electric funded its own Advanced Very Large
Scale Integrated Circuit (A/VLSI) program,which is running about a year behind the VHSIC
program schedule. Raytheon has funded its own program as well. All this is a good
indication that the chips produced under the VHSIC Program are a logical step in the
development of microcircuits, rather than a specialized product that will be of use only to the
military.
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IV. PUBLIC POLICY AND THE MICROELECTRONICS INDUSTRY

Richard C. Levin describes the impact of public policy on the semiconductor industry
as follows:

In comparison with sectors such as agriculture and aviation, the contribution of
public policy in microelectronics has been modest, but nevertheless of
considerable significance. Without question, the most important policy
instruments influencing technical advance have been the public procurement

of electronic components and systems—principally by the military services—and
public support for research, development, and production
engineering—principally by the military and NASA, with some contribution
from the National Science Foundation and the National Bureau of Standards.!

Although a wide range of government policies can be examined in connection with the
microelectronics industry, in this section I will examine only four: govemnment procurement
of microelectronics, government support of R&D, security regulations,and trade policy.
Others, such as the effects of patents and taxation, have been less important and have been
examined in Richard Levin’s case study.

GOVERNMENT PROCUREMENT

While the transistor was not invented with the military in mind, the introduction of
silicon and the development of integrated circuits were clearly driven by the size of latent
military demand. The military was prepared to pay a high price for reliable devices to
replace vacuum tubes: a 1952 study showed that 60 percent of the Navy’s electronic
cquipment was not operating satisfactorily because of tube problems; the Air Force was
concerncd not only with the reliability, but size and weight of components as well. Military
requircments were clear and specific: weight savings, lower power consumption, operations
under adverse conditions, such as high temperatures and high levels of radiation, and low
failure rates. The military was ready to be the first buycr of new products and to pay
premium prices for them. The military also demanded highest quality products. As a result,

{djata reported 10 the Defense and Business Services Administration of the
Department of Commerce (1960) indicate that the average unit price for

1L evin, op. cit., pp. 9-10.
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devices sold to the military was roughly twice that received from private
sector customers in middle and late 1950s.2

The Army’s Signal Corps led service units in the purchase of semiconductors in early and
mid-1950s. These devices were incorporated into communications equipment, such as
radios. In 1958, when the Air Force decided to rely on semiconductors for its Minuteman
missile program, demand jumped. The military supported several suppliers, at least in part
because no single supplier could make deliveries at the required rate.

Texas Instruments made a conscious effort to become the first company to make a
silicon transistor available to the military, and did so in 1952, as was discussed above. This
breakthrough led TI to become the largest merchant supplier of semiconductor devices.?

Once semiconductoss werc well established, it became clear that there would be a
great prize available to those who could create an integrated circuit device. Each service
branch established its own R&D program to further miniaturization of electronics, and each
program took a completely different approach. In fact, none of the approaches were those
that emerged from TI and Fairchild, but the diversity of programs served as a clear indicator
that the military was interested. Apparently, TI had the military exclusively in mind when
Kilby developed the integrated circuit.4

Because of the skepticism with which integrated circuits were regarded early in the
development cycle, the government was the exclusive purchaser of the devices through 1963
and most of 1964, This is illustrated in Table 8.5 Two government procurement decisions
were responsible for moving integrated circuits into production on a significant scale. The
first was the 1962 NASA announcement that ICs would be used in Apollo spacecraft
guidance computers. The second was the Air Force’s decision to use ICs in the guidance
package for the Minuteman II ICBM. Several benefits resulted from these procurements.%

2| evin, op. cit., p. 59.
3Levin, op. cit., p. 61.
4Levin, op. cit., p. 62.
SLevin, op. cit., p. 63.
6The points below are taken from Levin, op. cit., pp. 63-65.




-29.

Table 8
GOVERNMENT PURCHASE OF INTEGRATED CIRCUITS, 1962-1968

Government
Share of
Total Integrated Shipments to Total
Circuit Shipments Federal Government™ Shipments
Year (millions of dollars) (millions of dollars) (percent)
1962 4P 4P 100°
1963 16 15° 942
1964 41 a5° 85
1965 19 57 72
1966 148 78 53
1967 228 98 43
1968 312 115 37

a. Includes circuits produced for Department of Defense,
Atomic Energy Commission, Central Intelligence Agency,
Federal Aviation Agency, and National Aeronautics and
Space Administration.

b. Estimated by Tilton (1971).

Sources: Tilton (1971), p. 91. Total shipments date originally
drawn from Electronic Industries Association, Elec-
tronic Industries Yearbook, 1969, Washington, T3637
Government share calculated by Tilton from data in
BDSA, "Consolidated, Tabulation: Shipments of Se-
lected Electronic Components.”

e  The willingness of the govemnment agencies to pay high prices for initial units
provided incentive for the producers to enter the field, justifying the initial
investment.

¢  The large volume of orders facilitated leaming and allowed costs to fall—very
important in an industry with a steep learning curve,

e  Government progress payments provided cash flow and reduced technical risk.

¢  The military provided a very high level of user feedback which facilitated
learning.

e  Technology was pushed by the exacting requirements of the Air Force.

e The government’s policy of second-sourcing facilitated the transfer of know-
how and technological capability between companies. Far from creating ill will
between companies, sccond sourcing was viewed as beneficial: new entrants

with innovative products found advantages in second-sourcing their new
products to larger established firms in order to ensure that they had customers
for these products, or in acting as a second source in order to secure cash flow
whilc they built markets for their new products.
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In some cases, devices designed for the military were transferred directly into the
civilian markets. In most cascs, the spillover was less direct and took the form of supplicrs
building on their military productioni experience to create ICs for commercial applications.
It appears that in recent years the direction of technological spill-over in many defense-
related technologies, including electronics, may have reversed.” This is not unreasonable,
given the much larger size and diversity of the civilian electronics markets, as discussed
above. The loss of technological leadership and leverage that could be exercised by the
military is the major rcason given for establishment of the VHSIC Program.

The relationship between the government and industry has changed in other ways,
too. The relationship has become more adversarial, as indicated by the government’s
insistence on formal product guarantees, audits, and discussions of “fraud, waste, and
abuse.” It is also interesting to note that the government’s propensity for taking technical
risks may have declined in recent years. The government has been less willing to try new
technologies and new companies because such risks are perceived as a sure way to excced
budgets and attract unfavorable publicity. The lack of success in the VHSIC technology
insertion program is a direct outcome of these changes.

GOVERNMENT SUPPORT FOR R&D
Although there was some early support for semiconductor R&D by the military,
NASA, the National Bureau of Standards and the National Science Foundation,

[s]ubstantially none of the major innovations in semiconductors have been a
direct result of defense sponsored projects. Major advances in semiconductor
technology have with few exceptions been developed and patented by firms or
individuals without government research findings [sic]. Far fewer patents
have resulted from defense supported R&D than from commercially funded
R&D, and a far smaller proportion of those which have resulted from defense
support have had any commercial use.?

Once the inventions were made, however, the government (and the military in particular)
realized their value and supported their practical realization. As soon as the govenment was

TCongress of the United States, Office of Technology Assessment, The Defense
Technology Basc: Introduction & Overview, February 1988, p. 29.

$Massachusetts Institute of Technology, The Influence of Defense Procurement and
Sponsorship of Research and Development on the Development of the Civilian Electronics
Industry, NBS-GCR ETIP 78-49, June 30, 1977, p. 2.




-31-

informed of the initial Bell discoverics in July 1948, it moved to award Bell an R&D
contract to expedite transistor development. As soon as batch processing of transistors and
other discrete devices became possibie, the Department of Defense moved to develop a large
industrial manufacturing capacity in semiconductors. In 1956, the Signal Corps committed
$14 million ($65 million 1982 dollars) to production refinement contracts in the transistor
arca. The government agreed to pay for all engineering design and development effort,
while the twelve firms involved paid for capital equipment and plant space.?

The military’s R&D programs during the time the integrated circuit was invented
were described above. The most striking feature of government participation in R&D and
production engincering support during the 1950s and 1960s is the flexibility with which it
responded to technical innovation. It encouraged technical risk and multiple approaches,
and was ready to try new products and new firms. According to Levin, this readiness to take
advantage of events stemmed from the fact that the government was a major potential user
of the products. Its requirements were clearly specified and the role of new products was
clearly envisioned.

It is in this light that one should examine the current major government research
program in the semiconductor area—the VHSIC Program. In some ways the VHSIC Program
is remarkably similar to earlier government efforts: the chips that are being produced are
produced strictly with the military markets in mind, a multiplicity of approaches is
encouraged, and data sharing among contractors is institutionalized. If the past is any
indicator of the future, however, it is possible that the major breakthroughs in technology
will not come from the VHSIC Program, but from commercial manufacturers, working to
meet demands of commercial markets. While VHSIC-like VLSI chips are very important to
the future of industry, completely new approaches to creating more computing power are
being tried by several manufacturers.!0 Based on the type of thinking expressed in the
discussion of physical limits, above, it is likcly that alternate approaches will become
essential at some point in the future,

9Levin, op. cit., p. 67.

100nc of the most prominent altemate approaches is reduced instruction-set
computing (RISC), which allows chips to perform their tasks as much as 1,000% faster by
removing infrequently used instructions from the chips’ program. The increase in speed is
derived from a reduced time necessary to sift through the instruction set for the correct
instruction. RISC chips are more customized than ordinary ICs, and may require some users
to adjust their software, but some large manufacturers arc betting on this technology as
an alternative to cver-denser chips produced by continuing miniaturization.
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In addition to its direct involvement in research, the government has also become
involved in helping the U.S. semiconductor industry do research that would increase the
industry's ability to compete in world markets. A research and development consortium,
Sematech, has been set up in Austin, Texas, and has been funded this year. This is a
cooperative venture between industry and government, in which government contributes
$100 million dollars per ycar and the industry members contribute $150 million per year.
The industry members include IBM, Intel, DEC, AT&T, Texas Instruments, Motorola,
National Semiconductor, Harris Corporation, Rockwell International, NCR, LSI Logic
Corporation, Micron Technology, Advanced Micro Devices, and Hewlett-Packard. The
consortium is headed by Robert Noyce, co-inventor of the integrated circuit and one of the
most respected people in the industry, as Chief Exccutive Officer. The consortium'’s
objectives are to significantly improve yield at wafer probe, to advance submicron
processing technology, to advance wafer fabrication manufacturing equipment, and to
advance X-ray lithography processing capabilitics. While this venture is expected to benefit
participating U.S. semiconductor manufacturers,!! concerns about the products of the
research have been expressed by both industry and govemment. Industry observers are
worried that the government will try to direct the research because of the magnitude of its
investment in the consortium. The govemment observers are worried that the manufacturing
processes and chip designs produced will not meet military specifications. It is too early to
predict how these concems will be resolved.

SECURITY REGULATIONS

Concem with the effect of security regulations on the ability to participate in
commercial markets is not new. Bell Labs was so worried that the military would classify
the transistor and restrict its use to military applications that the military was not notified of
the device's existence until one week before its public introduction.!2 Of course, this could
only be done because the research was performed without government funding.

One of the major concems of the firms which are participating or have participated in
the VHSIC Program is the variety of security regulations which surround the chips produced
in the program. Four types of regulations guide the use of VHSIC technology.!3

NQthers, including foreign manufacturers, can buy the results of Sematech research
after two years.

12 evin, op. cit., p. 58.

B3The points below are taken from Intemational Resources Development Inc., op,
cit., pp. 87-88.




ErEIgRaerTy

-33-

National Security Classifications (NSC) can cut off all access to the technology.

2. Export licensing restriction are administered under the International Trade in
Armaments Regulation (ITAR). These regulations restrict transfer of dual-
use technology to non-U.S. destinations.

3. Exports are also licensed under the Export Administration Act (EAA), which
covers dual-use goods and technologies not covered under ITAR, including
potential dual-use technologies.

4,  Contracts under the VHSIC Program contain provisions restricting the
publication and dissemination of rescarch and technical data.

These regulations are the military’s way of appropriating the results of the $1 billion dollar
program, of making sure that the Soviets cannot reverse-engineet the chips and decrease
U.S. advantage.

The contractors view these regulations with alarm. Potential commercial spin-
offs are purported to be a major reason for their participation in the VHSIC Program, and an
advantageous position in the relatively small military market is no substitute. As discussed
above, some of the large commercial manufacturers, such as Intel and Advanced Micro
Devices, used the potential for severe security restrictions as a reason not to participate in the
DoD program.

TRADE POLICY

During the first fifteen years of the microelectronics industry’s existence,
manufacturers were happy to sell components to the government but wanted no interference
or regulation.!4 However, when the Japanese began to threaten U.S. manufacturers’
markets, these companies turned to Washington for protection. Although their initial efforts
where unsuccessful, they learned through their experience, and have now compiled one of
the most impressive political action records in any industry. Specifically, they are
responsible for the 1986 anti-dumping agreement between the United States and Japan. This
agrecment restricted Japanese production and sale of memory chips to such an extent that
U.S. computer manufacturers are finding it extremely difficult to meet their demand even
through the black market. This has resulted not only in entry of South Korean chipmakers
into U.S. markets, but in the potential loss of market leadership by herctofore preeminent

14 David B. Yoffic, “How An Industry Builds Political Advantage: Silicon Valley
Goes to Capitol Hill,” Harvard Business Review, May-June 1988, pp. 82-89.
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U.S. computer makers. Only IBM, secure with its own chip production capacity, is
essentially immune from the shortages.

What about Intel, a driving force behind the U.S.-Japan [anti-dumping
agreement]? On the way to a year of 51% growth and barging past the $2
billion barrier in sales, Intel is by far the fastest-growing big firm in the
industry. Meanwhile, the 99 U.S. startups launched over the last five years ...
constitute the fastest-growing new generation of merchant semiconductor
firms in the history of the industry. So much for the U.S. chip industry’s
needing protection. 1

The semiconductor industry has responded to these criticisms by arguing that the shortage
did not result from the anti-dumping agreement, but rather from the delay in signing and
implementing such an agreement. Japanese dumping has driven U.S. manufacturers out of
the business, the argument goes, and has allowed the Japanese to create a monopoly that
could manipulate supply and prices.!6 In fact, the restriction on dumping of erasable
programmable read-only memory (Eprom) chips has been used as an example of successful
implementation of protective trade legislation—U.S. manufacturers continue to compete
successfully in the markets for these chips.

15Gilder, op. cit., pp. 79-84.
16No byline, “Who Caused the D-RAM Crisis?” Forbes, July 25, 1988, pp. 70-71.
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V. THE GOVERNMENT’S CONTRIBUTION

The gevernment, especially the military, has clearly played an important role in the
development of the U.S, microelectronics industry. There are questions, however, about
whether the government’s involvement was necessary from the point of view of the
economy as a whole, whether the special military requirements have diverted resources from
uses that would have been more productive, and whether the cost to meet military
requircments exceeded the return, These questions do not account for the fact that the
government was spending the resources as part of its function to provide for a common
defense, and assume that the government’s role constitutes intervention into the civilian
cconomy. I will address the issuc of military spending for the sake of defense later in this
scction.

It is usually considered acceptable for the govemnment to step in and regulate
transactions within an industry if the market cannot adequately perform this function for
some rcason. While this sounds simple, it is not.

Simple economic models can help focus the analyst’s attention on problems of
“market failure,” that is, on the possibility that the market will not perfomn its
role well in terms of generating economically justifiable technological change;
howevcrl, such analyses do not carry the discussion very far, and may even
mislead.

It is not so much that private 2xpenditures will be too little in the absence of
govemnment assistance. The difficulties lie rather in the fact that the market,
left to itsclf, is unlikcly to spawn an appropriate portfolio of projects; and the
added fact that all potential investors in large-scale undertakings do not have
access to the results from exploratory projects. This is a more subtle view of
the “anatomy of market failure.” It is not a view that points clearly to
particular government policies that can cope with the problems.?

Let us examine some possible market failures that would have justified an extended
role for the government in the microclectronics industry.

IRichard R. Nelson, “Govemment Support of Technical Progress: 1.¢ssons from
History,” Journal of Policy Analysis and Management, Vol. 2., 1983, p. 500.
2Nelson, op. cit., p. 501.
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One type of market failure is underinvestment in research and development. Firms
face a risk of failure in R&D projects and cannot be certain of appropriating the results of
their investment if they succeed. From society’s viewpoint, however, it is not important
whether a particular firm introduces an innovation, but only that an innovation is introduced.
In fact, socicty may benefit from a wide diffusion of innovation while a firm may find such
diffusion detrimental. Firms, therefore, have a perceived higher marginal cost for R&D
investment than the social marginal cost, which leads them to invest less than socially
optimal amounts of resources in R&D. It is, therefore, possible that by providing additional
resources for R&D the government will move the economy toward a more optimal amount
of his activity.

The government’s willingness to take risks on new technology and to promote its use
were significant drivers in creating a strong industrial base in microelectronics. As stated in
the previous section, government-sponsored research and development did not produce the
major advances in the industry. However, by allowing different approaches and
technologies to be explored, the government was in effect allowing the industry to “hedge”
its technological bets: the more different approaches are tried, the greater the chances that
one of these approaches will prove to be “the right one.” The fact that the govemnment was
not the one to make the relevant discovery is unimportant. Increasing available resources for
R&D, and standing ready to buy the products resulting from it provided for the industry’s
growth,

Still, given the fact that the major advances were not made using government
funding, it is tempting to believe that the microelectronics industry would have come to exist
even without a massive infusion of government funding. At best, government intervention
might have produced the industry a few years earlier than it would have happened without
intervention. It is likely that the Bell system would have used transistors for switching
signals. And it is likely that eventually computers and other systems would have gotten
large enough to require some sort of integrated circuits to reduce failure rate and size. In this
view govemnment intervention is not justified.

The VHSIC Program is a good example of this proposition. The Program
emphasizes miniaturization—the strategy pursued by commercial manufacturers without
govemnment funding. While the existence of the Program may have prompted firms to speed
up their quest for ever-denser chips, the development of VHSIC-type integrated circuits is a
logical extension of current technology. It is very likely that VHSIC chips possess special
features, such as a wider range of acceptable operating environments and self-test
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capabilities, which are more important in combat than in commercial applications.
Nevertheless, the basic technology that makes them possible is technology that is being
pursued without the motivation provided by military markets. In fact, proponents of greater
integration between the civilian and the military industrial sectors contend that the ICs
currently built for commercial applications (such as being hard-mounted on automobile
engines) can already withstand the environments specified for military applications.3

The key unknown in this argument is the direction of causality: it is possible that
certain applications were developed because the capabilities were available, just as it is
possible that the capabilities were created because applications were envisioned. It is
possible that the capabilities of ICs originally developed for military markets provided the
incentive for firms to look for commercial applications that would allow them to create
larger markets and take advantage of economies of scale. It is also possible that the size and
diversity of commercial markets have driven IC capabilities, at least in recent years, and that
the military can now create applications that would take advantage of these capabilities.
Given the complexity and iterative nature of the innovative process, it is likely that both of
these propositions are true. In this context, the question about whether the microelectronics
industry would have arisen without government intervention loses its meaning,

What, then, have the U.S. taxpayers gained by spending $1 billion on the VHSIC
Program? First, the VHSIC Program is probably providing the United States with several
years’ worth of technological lead in weapons systems over the Soviets. It may have been
necessary for the military to pay for the R&D since the military was unable or unwilling to
take advantage of the investment that defense systems manufacturers had made in the mid-
1970s. It is important to think about the reasons why another way could not be found,* but
this does not change the past. And while it is not possible to quantify the price of additional
national sccurity, it is certainly worth something,

Second, a benefit of the VHSIC Program might be the increased concentration of
U.S. chipmakers on long-term R&D. According to the International Resource Development
study,

3Jacques S. Gansler, “Integrating Civilian and Military Industry,” Issues in Science
and Technology, Vol. V, No. 1, Fall 1988, p. 70.

41 would need much more detailed information about the VHSIC Program and the
organizational issues involved in government decision-making on the subject to be able to
understand this question further.
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private firms—particularly the smaller ones—tend to emphasize R&D that is most
likely to bring short-run success ... In fact, many companies defer research
projects until they are fairly certain that they have a high likelihood of success:
one survey of industrial research found that three-fourths of the projects begun

in private laboratories had success probabilities of 80% or more, while only

two percent had success estimates of less than 50% ... Even worse, a large
amount of private R&D by electronic firms consists of so-called “reverse
engineering”... [which] duplicates research that has already been performed

and contributes nothing to scientific and technical knowledge.’

If the VHSIC Program corrects for this to some extent, it may be money well spent. The
final evaluation of the effect of the program will have to be delayed until VLSI technology
becomes more common, and the role of VHSIC in promoting this technology becomes more
clear.

Another classic market failure is a situation in which the price at which the product is
sold is not equal to the product’s marginal cost. This type of market failure was supposedly
addressed in the anti-dumping legislation. The proponents of the legislation claimed that the
Japanese were selling D-RAM and Eprom chips in U.S. markets at prices below the
marginal cost of the chips. As a result, U.S. manufacturers could not compete and were
driven out of the D-RAM markets, leaving the Japanese with a monopoly. Once
competition was eliminated, the Japanese could raise prices and extract monopoly rents.
U.S. govemnment intervention was intended to prevent the Japanese from flooding the U.S.
markets, and to preserve competition—which should benefit U.S. consumers of
microelectronics. The assumption here, of course, is that once the prices rose U.S.
manufacturers would not be able to re-enter the markets, not an altogether unreasonable
assumption in view of the high and rising capital costs involved in IC fabrication.

The problem is that “real” costs of fabrication and costs of re-entering the industry
are difficult to measure. If the assumptions about these costs are correct, the anti-dumping
legislation may be justified. It may also be true, however, that in the case of D-RAM chips
the Japanese manufacturers were ahead of the U.S. manufacturers (e.g. because of newer
and more automated plants) and were, thus, able to “legitimately” drive U.S. manufacturers
out of the business—something that is not true in the case of Eprom.5 Given the limited
information available, it is difficult to judge which side of the argument has greater merit. It

SIntemnational Resources Development Inc., op. cit., p. 75.
6The details of this discussion can be found in Gilder, op. cit., pp. 79-84; and in
“Who Caused the D-RAM Crisis?,” op. cit., pp. 70-71.
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is clear that U.S. computer manufacturers and other users of D-RAM chips suffered in the
short run from the shortages created by the anti-dumping legislation; it is too carly to judge
whether the long-run effects will be different.

There is another side to this market failure, however. It is possible that U.S.
government spending on R&D and production capabilities acted as a subsidy to the U.S.
chipmakers. This subsidy may have allowed U.S. firms to sell ICs in world markets at
prices that could not be matched by suppliers from other nations where IC production is not
similarly subsidized. U.S. preeminence in the world microelectronics markets may have
given U.S. firms a monopoly and allowed them to extract monopoly rents from the rest of
the world.

Although U.S. manufacturers have dominated world markets during the industry’s
history, I do not believe that they have been in a position to extract monopoly rents because
they have always competed with each other. This competition was caused by the
technological facts of the industry: the leaming curve and economies of scale led to brutal
price wars in hope of getting large market share and maintaining profitability through
volume. Users of microelectronics worldwide benefited from the abundant supply and
lower prices. In fact, this is one of the great ironies of the current trade legislation: by
allowing the Japanese semiconductor companies to produce fewer chips and sell them at
higher prices, the U.S. government increased the profitability of these manufacturers so
significantly that they are entering higher techuiology markets much soone- 4l .an expected.
This puts an even greater strain on U.S. firms, which have traditionally ¢ r..ated the high-
tech end of the market.

This analysis approaches military spending from the point of view of the civilian
economy. It discounts the fact that the money spent by the military was actually spent for
improved military capabilities. Since the worth of military capabilities is difficult to
measure, it is possible to say that the resources expended in support of military programs
define the cost of such capabilitics. After all, improved microelectronics did provide us with
smarter and more compact weapons; greater command, control, and communications
capabilitics; and more accurate intelligence. In this view, the civilian benefits that resulted
from military spending should be viewed as serendipitous.

There are other issues as well. It is easy to say that the military cught to take greater
advantage of commercially available components because the price and reliability of these
components have been tested by the markets. However, it is also possible to make the case
for special military requircments resulting from a greater danger associated with
malfunctions in military equipment. While an 1C malfunction in a bank computer may be
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costly and inconvenient, a similar malfunction in a missile guidance system may have much
graver consequences. There is probably a middle ground, perhaps involving the use of
components built to commercial standards and subjected to more rigorous testing. As the
D-RAM shortage demonstrates, “solutions” to complicated problems may introduce more
difficulties than they solve.

I believe that the influence of the military on the microelectronics industry has been
largely positive. As a result, I do not believe that production cf military ICs diverted
resources and talent from more productive civilian uses. While products such as silicon
components and integrated circuits were produced with the military’s specifications in mind,
these products also tumed out to be extremely useful in civilian applications. I believe that
there is a real potential of this happening with the VHSIC Program as well, despite security
regulations. VLSI, to which VHSIC is a particular approach, is clearly the dominant
technology of the immediate future. In my opinion, the DoD will not be able to stop the
technology from spreading for any length of time.

There are issues that remain to be explored. I would like to understand what drives
firms within the same segment of the market to automation in some cases and to low-
wage countries in other cases. I would also like to understand how companies decide which
markets they should enter, which markets they should abandon and how these decisions are
timed and supported. It is also important to understand the events of the late 1970s that led
to the establishment of the VHSIC Program. This would inovlve not only a study of the
industry, but also a study of the government procurement process, and of the relationship
between the government and its contractors.
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