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r-Preface

fin the last thirty years we have seen a great increase in boit manned and unmanned space flights for scientific studies, for
commnictio an navgatonandformilitary purpose,, such as surveillance. reconnaissance and as a possible area of

delyetfrbt fesv n defensive wveaponry.

Theposibl uss o flghtatnear-space conditions (i.e. above about lSO,OO0ft.) are also under consideration and, at these
heihts may o th tehnialproblems have a common basis wsith those of space vehicles during thle launch, recovery and

In al teseares, mny robemsremain only partly resolved and thc relevant techinologics are developing rapidly. It was
conideed hatresluton f teseproblems and finding ways of using tiew technologies wvould benefit from the combined

thoghtof hetecnolgycommunities of the NAT'O nations. A symposium sponsored by the Flight Mechanics Panel of
AGAR wa sen a a imey frumfor (i'cissioas on at least the flight m~echanics aspects of this important topic.

The ympsiumincude theconroland trajectory aspects of launchaiid recovery, in-orbit dynamics, trans-atniosphieric flight
and the dynamic aspects of assembly aiid operation in space and also covered simulation and flight test.

Avant-Propos

Au coors des treiite deriics dancs nusavumis assista u n nomibre croissant tie vols spatiaux. liabites et nun aabitcs, effectucs
soit dans Ic cadre d'dtudes sciemntifuques, suit aux fins des t0hicominunications et de la navigation, suit pour des raisomi mitaircs
idlles que Ia surveillance et Ia reconnaissance ainsm quleI d~ploieinetit 6veimtuel d'armecs offensives et d~fensives.

Les applications possibles du vol dans des conditions qoasm-spatiales (c'est Am dire au-dcssus de 150,000 pieds).sunt egalemient ai
'aetotlet il S'av~r que bon norrbre des Iproblnies techniques recomitr~s it ces altitudes sont coinparablis a ccux des V6liicules

spatiasix hors des phases de lancemnit r~cup6ration et de passage transatniosph~rique.

Daiis tons ccx domaines, il c.xiste des pro~nics. qui no sont r6solus que partiellement, tandis que les techniologies en question
suilt en pleine expansion. De l'avis dii Pancl, une r~flexioii =otimune sor cc sojet, entreprise par la commnunaut6 techiiologique
des pays membres de l'OTAN porterait ses. fruits pour cc qoi concermic la recherche d'apphications des nouvelles, technologies% ci
ha r~solutiomi de ces; probl~nics. Le Panel AGARD de la Mikanique do Vol a done d&cids6 dkrgamiiser on Symposium, arin de
permeitre touit an momns ha discussion des aspects mmkaniqoe du vol sur cc sujet important.

Le programme do Symposium comprit les aspects dc contr6le et de trajectoire. des phases de lancetnient et de rccups~ration. ha
dynamique eii orbite, he vol tranmatmiosph6riueu, lcs aspects dynamiques d assemblage ct d'exploitaiton dans l'espace. ainsi que
In simulation et Ics essais de vol.

I.-
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KEYNOTE ADDRESS

FMP Symposium "Space Vehicle Flight Mechanics"
13-16 November 1989. Luxembourg

Jan A van der Bliek,
Director, AGARD,
7 rue Ancelle

92200 Neuilly sur Seine
France

within the Alliance on both sides
of the Atlantic. The prospects for

1. INTRODUCTION transatlantic cooperation in
selected areas of space technology

It was the intention of the are good. As an indication of the
organisers to start this Symposium current direct involvement of AGARD
with two Keynote Addresses: Panels in space technology, Table I
presenting the European and the lists the titles of Symposia and
North American situation. I was to Lecture Series dedicated to space
present the European situation and during the years 1988-1990. It is
possibly the European point of about 10 per cent of our activities
view. However, even if I were in a over these years, but nevertheless
position to do that I would, as it is significant.
AGARD Director, rather concentrate
on the opportunities for Space transportation systems have
transatlantic cooperation in the recently received increased
area of technology within NATO and attention. Research and
AGARD. There are indeed tremendous development, being carried out in
opportunities for transatlantic several councries, may ultimately
cooperation in the 1990s and lead towards fully re-usable one-
beyond. or two-stage vehicles capable of

going to a low-earth orbit and
Until recently specific space returning to earth. More so than
technology subjects were a in aeronautics, this calls for a
relatively small part of AGARD's very high degree of integration of
activities. Nevertheless, long disciplines such as: hypersonics,
before the meaning of the second A flight mechanics, flight control,
in AGARD was changed from avionics, structures, materials,
"Aeronautical" to "Aerospace" in propulsion and propulsion
1965, space-related subjects were aerodynamics and human engineering.
part of the AGARD Programme. For
instance, during the Ninth General
Assembly meeting in 1959 a round 2. SPACE TRANSPORTATION SYSTEMS
table discussion was held on "Space
Research Techniques and Recent Space flight became a reality after
Experimental Data". Also from time the development of rocket engines
to time the Panels organised and guidance systems. Space flight
Symposia on space-related subjects. has been carried out by means of

single and multi-stage rocket
There is, of course, no clear launchers since 1957. The launchers
border line between aeronautical were not recovered. It is only
and space technology and many recently, beginning with the NASA
subjects treated by the FMP over shuttle transportation system that
the years have applAcations to part of the transportation system
both. However, this is the first has become recoverable.
FMP Symposium fully dedicated to
space subjects. The five selected Expendable launchers are now well
Session Headings: Launch and developed. A further increase in
Recovery, In-orbit Dynamics, efficiency and reduction of the
Transatmospheric Flight, Dynamic cost will undoubtedly take place
Aspects of Assembly and Operation during the coming decades.
in Space, Simulation and Flight Thousands of payloads have been
Test, obviously cannot, in the launched into space with rockets
limited time available, cover all and an enormous experience exists
aspects of current interest, in the various launching

aoraanizaton .o verthees , tc
One of the results of this payload that can be launched into,Symposium may be a clear say a 300 km orbit is only a few
identification of technical- per cent of the total lift-off
scientific areas in which the FMP mass.
can further contribute to the

deeopetof zpace vehicles and This is illustrated by Fiqre_
their operation. The interest is (from Ref. 1) where the mass
high among scientists and engineers fraction delivered to a low-earth
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orbit is given as a function of the available early in the 21st
total take-off mass. Although this century. The figure also shows the
fraction increases up to 6 per cent systems that could be operational
for the NASA Orbiter for a take-off between now and 2010.
mass of about 2000 tons, and an
orbiter mass of 120 tons, the mass Returning to the present: the only
fraction related to the actual partially re-usable system in
cargo carried by the orbiter, up to operation is the NASA Space
29 tons, is still only up to 1.5 Transportation System, the
per cent. Shuttle. An enormous experience

has been gained with the system.
The structure of a rocket launch NASA is studying extensions of the
vehicle is typically of the order shuttle system and also a booster
of 10 per cent of the lift-off mass series with a payload of up to five
and the mass of the fuel close to per cent of the total mass.
90 per cent.

On 15 November 1988 the USSR
The ultimate, ideal vehicle to launched the Buran, a Russian
transport payloads back and forth version of the NASA Shuttle, with
to, say a 300 km orbit, is the Energia booster. The vehicle
undoubtedly a space plane which can was unmanned and ground
take off and land at several more controlled. It made o..bital
or less conventional airports. flights and an automatic landing.
Four of the major advantages of Although this flight appeared to be
such a transportation system are: successful, the Russian cosmonaut

Igor P Volk, who had flown 18 of
- First, a reduction in launcb the 24 atmospheric flights with the
costs through the re-use of the Duran, said in May 1989 at the AIAA
vehicle; the aim is an order of Annual Meeting that the second
magnitude improvement compared to unmanned flight was planned in late
conventional launchers. Typically, 1990 and that the first manned
the launch cost should become of flight would probably not take
the o'dor of hundreds of dollars place before 1992. He also said
per kg payload as compared to that there are at present seven
thousands of dollars per kg for Buran pilots. The Buran vehicle
conventional rockets. Actually was on display at the Paris Air
real cost figures are difficult to Show in June 1989, mounted on top
obtain since the research and of the six-engine AN-225 transport
development are usually not taken plane and this combination was
into account and there are a demonstrated in flight. Obviously
variety of factors influencing the the Russian developments of
pricing policy of the launch re-usable launch vehicle follow the
organizations. developments in the USA, in spite

of the fact that the present USSR
- Second, less mass left in orbit; launches far exceed that of the
during the first decades of space rest of the world, both numerically
flight the debris left in orbit was and in total mass. It seems that
not a serious problem, but as the the development of re-usuable
use of space increases, transportation systems in the USSR
particularly at certain favoured trails the developments in the USA
orbits, an international agreement by almost a decade.
will be required not to leave any
debris behind in near-earth or The Hermes Space Shuttle, to be
geostationary orbits, launched by the Ariane V launcher

was conceived by the French space
- Third, a reduction of the organization, CNES. It is now
launching loads on the payload due incorporated in the programme of
to severe acceleration and hence a the European Space Agency, ESA, and
simplification of the construction at the ESA Ministerial Conference
of the payloads and a reduction of in November 1987 in The Hague
the cost. US $ 600 million was committed io

the first phase of the design and
- Fourth, a considerable increase development programme. Recently
in the payload since during part of major design changes were
the flight airbreathing engines introduced. The total mass was
could be used, reducing the increased from 25 to 24 tons with a
reqlreme,:-t of carrying all the crew of three. hernes is meant to
oYegen required for combustion as serve the international space
with the conventional rocket. station Columbus and t113 projected

man-tended f-ee flyer (MTFF) but
Of the various proposals for possibly the USSR 'IXR Space Station
re-usable lauachers made over the also.
years, there are at present at
least four concepts beina Initially up to 12-day missions are
pursued. Figuna, 2 (from Ref. 2) foreseen. The mass of [ermes -t
shows these as possibly being landing is projected to be 15 tons
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with the resource module, the mode cycle combining a heavily
docking module and the propulsion pre-cooled cycle for the
unit to be-discarded. Hermes will airbreathing ascent, converting to
have a crew escape system. The conventional ro':ket power for the
remotely-controlled manipulator, final ascent to orbit. The project
the Hermes Arm, HERA, originally is currently continuing on BAe
planned to-be part of the vehicle private funding.
will now become expendable or
attached to the Columbus space In Japan several space-plane
laboratory. concepts are being studied

resembling the HOTOL concept and
The mass of Hermes is about the American X-30 designs.
one-fifth of that of the NASA
shuttle orbiter. The maximum There is little doubt that the
re-entry temperature will be greatest efforts towards the
18300 C, that is 3000 C higher than development of a space plane are
that of the Shuttle. The first being made in the USA. The first
manned flight is expected to take single stage-to-orbit flight of the
place around the year 2000. US X-30 is expected to take place

in the late 1990s. Technical and
The concept of the fully re-usable funding problems make it almost
space plane is credited to Eugen impossible to predict an
Sanger (1905 - 1964). His idea was operational date.
that space flight should ultimately
be achieved via an aircraft type 3. HYPERSONICS
vehicle rather than via rockets as
pioneered by Ziolkowsky, Goddard, The key to the development of
Obert and others. In cooperation re-entry vehicles and re-usable
with Irene Bredt, who he later transportation systems is the
married, he produced a study in development of adequate knowledge
1942 which basically outlined this of hypersonics. Hypersonics,
concept. The USAF/Boeing X-20 flight at Mach numbers greater than
Dyna-Soar project, a delta-winged 5, was developed in the 1950s and
vehicle, to be launched by a rocket 60s. Major projects were:
and to return to earth as a glider,
was the first step in that - Ballistic re-entry vehicles from
direction. Unfortunately this speeds up to 8 km/sec
project was canicelled at the end of - The USAF project Dynasoar, a
1963. The next step was the NASA delta-winged vehicle launched by a
Space Transportation System. rocket, cancelled in 1963
Originally the system was conceived - The NASA projects Mercury and
as a two-stage vehicle with a Gemini
winged re-usable first stage which - The NASA project Apollo
could land at an airfield. The - The VASA Space Shuttle
NASA Shuttle finally became the Transportation System.
rocket-assisted-take-off vehicle as
we know it. Figure 3 gives the flight regimes

in an altitude velocity diagram.
The present concepts of the fully Note that the energy per unit mass
re-usable space planes are to be absorbed before landing on
indicated in Figure 2. earth when returning froa a lunar

flight (10-11 km/sec) is 80 per
There is at present a five-year cent higher than when returning
systems definition study being from a low earth orbit (say
carried out in Germany, for this 300 km). The figure also indicates
two-stage fully re-usable space that projects like HOTOL (and the
transportation system. The first space plane) are aiming at a higher
stage vehicle, called Sanger, will lift (higher L/D) and greater cross
boost a second stage called HORUS, range.
a manned 90 ton vehicle, to an
altitude of 35 km at Mach number of Typical velocity differences of
seven or, alternatively a second interest are given in Figure 4.
stage called CARGUS, an expendable Note that Av moon - earth =
rocket stage for cargo transport to 8.2 + 3.9 + 1.6 = 13.7 km/sec and
space. It is envisaged that the Av GEO -;earth = 8.2 + 4.3 =
first stage will have commonality 12.5 km/soc. The escape velocity
with a global hypersonic transport is only slightly higher.
plane for typically 250 passengers
to be carried over a distance of Hyporsonics is characterised by the
10,000 kilometres or more. fact that the shock angle is very

small. There is a "merged
The British concept, HOTOL, is a shock-boundary layer" near the

-.g Ic-=tagC, h iotl takc ~ dte ~c tn-f dsac

and landing vehicle. It is is of the order of one tenth of the
unmanned in its primary role of nose radius. Gas temperatures in
satellite launch. Manned the stagnation region become
capability, when required, is several thousands degrees Kelvin.
provided by a capsule placed in the The gas will dissociate, several
payload bay. The engine is a dual
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chemical reactions occur and The British HOTOL concept would use
radiation becomes important in the an airbreathing engine with
stagnation region, "ur . variable inlet geom2try, converting

to H2/02 rocket propulsion above
Figure indicates the regions M-5. Eventually the ramjet/
where these effects take place. scramjet (supersonic combustion

ramjet) may be developed to operate
All the phenomena associated with at Mach numbers considerably higher
these flight conditions were than 7; goals of M=15 and higher
studied in great detail in the have been reported in the press.
1950s and 1960s. Then there was . This would require enormous frontal
period of twenty years with greatly capture areas (ft-00 per cent) and
reduced activities. The resurgence relatively low altitudes in order
of interest in hypersonics in the to capture a sufficient air mass to
1980s took place in a period with a produce the required thrust at
greatly reduced number of these Mach numbers. It is clear
hypersonic windtunnel facilities that here is an area for much
operational and a greatly increased research and development of
capability in computational fluid imaginative concepts.
mechanics. In several AGARD
publications (References 3, 4 and
5) this situation was recognised. 5. STUCTURES AND MATERIALS
A new generation of scientists and
engineers took over, hopefully just During re-entry the amount of
in time to benefit from the energy to be dissipated is
experience gained in the 1950s and typically 30 million Joule per kg
60s. mass, well above the heat of

vaporization of all materials. For
a vehicle of 20 tons re-entering

4. PROPULSION from an altitude of 150 km at a
speed of 8000 m/sec this amounts to

If hypersonics is the key to the 6.8xi0" Joule. Fortunately only a
development of re-entry and small portion, of the order of 0.05
re-usable transportation systems, to 0.1 per cent is absorbed by the
propulsion is certainly the key to vehicle but nevertheless stagnation
the development of a space plane, temperatures of 1000 to l800' c
The word space plane is used here will occur over periods of 10
generically for vehicles capable of minutes or more. The use of
flying to a low-earth orbit, with metallic materials is generally
or without take-off assistance and limited to about 10000 C. Ceramic
return to earth landing on an materials can stand a much higher
airfield, temperature but their incorporation

as structural elements is very
The X-30/NASP (National Aero-Space difficult. The NASA Space Shuttle
Plane) studies being carried out by solution of tiles for thermal
three contractors in the USA protection is well known and
(McDonnell-Douglas, General apparently the Buran uses the same
Dynamics and North Ameriv:an idea for thermal protection. It is
Rockwell) are reported to include likely that some of the ceramic
various modes of propulsion: materials and possibly carbon/
- for 1(4.5 subsonic combustion carbon material with a protective
- for M)6 supersonic combustion layer will be developed to such a

stage that they can be applied in
In the range 4.5(M(6 presumably a spacecraft structures in the 1990s
mixed subsonic/supersonic and beyond.
combustion takes place. All
proposals incorporate rocket Finally, a fully re-usable space
engines, but of different sizes, plane must be able to take off and

land at an airfield. Present day
The system prcposed for the German civil transport aircraft have
Singer project is different in that landing speeds of about 250 km/hour
it consists of two stages. The (155 mph) and typically need a
first stage is to fly up to M=7 at landing field length of 2000 m.
an altitude of 35 km and being For most modern figher aircraft
propelled by a subsonic/supersonic these figures are much the same.
combustion system, a turbo-ramjet
engine, while the second stage is The NASA Space Shuttle has a
planned to be rocket-propelled. nominal landing speed of
The first stage would basically use 335 km/hour and it is reported that
the technology that could be a landing speed of 420 km/hour has
applied to a hypersonic, been demonstrated. It is also
transcontinental or transatlantic reported that the tires could stand
transpor' plane (the "Orient a speed of 560 km/hour but they

F. ....... cn ba use. onCe. Ap1,j resily
the US space plane and Singer aim
at landing speeds of 500 km/hr or



I KI-5more. This would mean a 50 per Aerodynanics - The "largest

cant increase compared to the uncertainty" is the location of the
proven HASA Space Shuttle landing transition point between laminar
speed and the kinetic energy per and turbulent air flow. This
unit mass at landing would be effects engine performance,
2.25 times as much. This is indeed structural heating and drag, to the
a fnrmidable challenge. extent that there is an

"uncertainty factor" of two or more
in estimates of gross take-off6. CQNC UbIHG REM4ARKS weight. Computational fluid
dynamics cannot yet resolve all

Only some :f the technical- such problems, especially when
scien,' - areas associated with dea-ing with three-dimansional
the development of space flows, because of lack of real-
transportation vehicles have been world experimental data for
mentioned. There are many other calibration. It is important that
subjects such as flight control and CFD should not be discredited on
humat, engineering which are of this account. But ground test
equal iportance for the successful facilities that might provide valid
realization of space transportation data for Mach numbers between 10
systeus. and 20 do not yet exist.

In the 1970s the European goals Propulsion system design - This is
were mainly concentrated on the also hampered by the same
development of a reliable uncertainty about HASP airflow
expendable launcher system, the dynamics. The transition point
Ariane Series. The European from ramjet to supersonic scramjet
contribution to the NASA Shuttle operation is likely to be the most
Programme was limited to the critical phase of flight. very
development of Spacelab, a payload little is known about the mixing
of the shuttle. Uiifortunately only and combustion of hydrogen at high
a few spacelab flights have been supersonic velocities. Once again,
carried out so far. With the physical test facilities are
advent of the Ariane V - Hermes urgently needed. Even so, it is
system a much broader technology likely that flow anomalies will
base is being built up in Europe. requ. re partial redesign of the
This does not yet open up all the proj..sion system during the flight
relevant technology areas for full test programme.*
cooperation and information
exchange within AGARD. However it Materials and Structures - With
iu quite possible that in the 1990s the likelihood that some
several of the concepts now being 15 per cent of the surface area of
developed in vatious nations, will HASP may be exposed to temperatures
merge into a single series of space above 14250 C, there is obviously a
transportation systems. The main need to choose between entirely new
reasons for this would be the materials, or extensive use of
necessity to share the development active cooling. Premising new
costs and the sheer necessity to materials have been identified, but
pool all the available talent and in general they are currently
the facilities available to solve available only in laboratory
the technical problems. The quantities. The DSB Task Force
individual nations (or combined, as states that industrial quantity
in ESAI must however, develop a production might he 12-15 years
strong enough techrolcgy base for away. Until sufficient quantities
cooperation on an equal footing, at become available to fabricate
least in selected areas. large-scale test articles, the many

uncertainties associated with
The following quotations from a structural testing will continue.
report of the US Defense
Department's Science Board (DSB),
published in Reference 6, are an * In a paper in Reference 7,
indication of the magnitude of the J A Vandenkerckhove concludes with
problems involved in developing the respect to the problem of
National Aerospace Plane. The supersonic combustion: "It is
article states that the DSB was certainly not possible, with our
essentially supportive of the HASP current understanding, to claim
Progranme. The Task Force Members with certainty that ;oranjet is the
were "impressed with the progress way to go, but it ould equally be
being made. But we were even more very rast to ignore it altogether
impressed by what has yet to be and to decide on the full scale
done to reduce the remaining development of either a two-stage
uncertainties to a reasonably or a single-stage-to-orbit vehicle
manageable level". Some of the (without supersonic combustion)
chiof anxieties were as follows: without having explored in some

deptn tne scramjet alternative."
Apparently the US is investigating
this alternative extensively.
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SPACE DEVELOPMENT - A CONTINUING CHALLENGE

ABSTRACT

Space flight development, just as its atmospheric counterpart, encompasses a broad
range of disciplines. In contrast to aircraft development, however, considerable
emphasis has been placed to date on the operation of unmanned vehicles. The space
environment is inherently hostile to human life, and as such, even for manned space
flight, efforts are made to minimise crew s ze, and to automate or control remotely
from Earth, much of the on-orbit vehicular activity.

Unmanned spaceflight has expanded human knowledge significantly and uniquely, through
the exploration, often remotely, of Earth, our solar system and the universe, and
through the communication channels that have been opened by satellites. Manned space
flight has added another dimension with direct and local human intervention in the
space environment, thereby adding the sensory and perceptual, intellectual, psychomotor
and motor capabilities of humans.

Behind each successful space mission, starting with the small and relatively
unsophisticated scientific probes of the 1950's and 1960's and leading to the great
observatories such as the Hubble Space Telescope to be launched this decade, or in the
manned space field, beginning with the first orbital flight of humans to their landing
on the moon or to manning space stations orbiting Earth, there exists an enormous
infrastructure of scientists, engineers, managers and politicians who together allow
these ventures to come to fruition. This paper addresses the evolution of space
flight, the technical and management challenges associated with its success, and the
direction that is being mapped out on a global scale for the future exploratior, and
exploitation of space.

INTRODUCTION

It gives me great pleasure to spoak at thie symposium on the subject of space
development. To be able to address such a broad topic within the confines of a single
paper is a daunting task, and I look to assistance in this by relying on the paper 3ust
presented by Dr. A van der Bliek to complement some of the thoughts which would
otherwise deserve to be developed in greater depth in this paper. I would also refer
readers to the Reference for a more comprehensive overview of the factors that will
have a strong influence on space developments during the next decades.

Earth is one of nine planets circling the sun, which in turn is one of one trillion
stars in our galaxy, the Milky Way, which, again in turn, is one of one hundred billion
galaxies in the known universe. Space flight from Earth allows humans to remove one
barrier to the understanding and benign exploitation of this universe.

Orbital space flight commenced with the pathfinder flight of Sputnik in 1957. Progress
thereafter was remarkable, even when measured against a backdrop of the prevailing,
technically progressive aeronautics industry. There was the political will in several
countries to make space exploration a key element in the development of technocracies,
in which the large scale of investment in research and development was seen as the path
to future leadership and prosperity. In 1961, homo sapiens lived for 108 minutes in
outer space. By the late 1980's, humans were regularly in space: in 196 individuals
set foot for the first time on another celestial body, the Mcon, and, later, others
lived continuously in the microgravity environment of space for more than a year.
Meanwhile, scientific observations from space were causing fundamental reassessments
of the hypotheses surrounding our understanding of the solar system, the universe and
their origins, and, perhaps for the first time in human history, were allowing the
ordinary person to view his own planet and its survival from a global rather than
national or local point of view. Communication satellites, one of the first
commercially exploitable applications of space, were soon to dominate long distance,

b (Ammlrnicat ions.

Apart from the technical and management aspects, perhaps two areas of space flight
should be singled out as clearly having their genesis in the aeronautics world. First,
a major ivpetus for the activity arose from strategic military considerations by the
dominant pur uers of space activity, the USA and the USSR. Second, the costs and long
time horizon for reilising commercial returns were such that it was only ttrough the
national and polit'cal commitments of significant levels of government funding
necessary to undertak, t~e research and development and to build the infrastructure,
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that spece projects could proceed. While the military stimulus to tho development of
many aspects of space continues, it should be noted that international treaties exist
which limit the use of space to peaceful purposes, and that many of the nations which
now participate in the development of space, specifically exclude all military
applications, whether defensive or not, and pursue instead, only scientific, commercial
and exploratory goals.

THE HISTORICAL PERSPECTIVE

Before speculating on the future exploitation of the space environment, it is worth
identifying some of the major milestones that have been achieved in the short history
of orbital space flight. Many milestone events can be chosen to characterise its rapid
development, and from these the following have been selected somewhat arbitrarily:

SELECTED SPACE HIGHLIGHTS

SPUTNIK I FIRST SATELLITE 1957
LUNA 2 FIRST SPACECRAFT ON MOON 1959
VENUS I VENUS FLYBY 1961
VOSTOK 1 HUMAN ORBITS EARTH 1961
EARLY BIRD COMMERCIAL TV COMMUNICATIONS 1965
APOLLO 11 HUMANS LAND ON MOON 1969
LANDSAT I FIRST EARTH RESOURCES SATELLITE 1972
SKYLAB 2 FIRST SPACE STATION 1973
VENERA 9 FIRST PICTURE FROM SURFACE OF ANOTHER PLANET 1975
STS I FIRST SPACE SHUTTLE FLIGHT 1981
VARIOUS ALL PLANETS EXCEPT PLUTO PROBED 1989

NUMBER OF LAUNCHES 1957 - 1989 3200

From the launch of the 84 kg Sputnik I, the world's first artificial satellite,
progress was rapidly made in placing first animals and then humans into space; in
mapping the Moon, aid landing humans on it; in flying satellites past our solar
system's planets and their moons, and in sending to so..,e of their surfaces, probes
which would transmit back data about surface conditions to eagerly waiting scientists;
in commercialising space, first through communication satellites in geosynchronous
orbit and then through remote sensing satellites located in polar orbits around Earth,
with which to provide information about the Earth's surface and its atmosphere; and
during this entire process, in developing both in space and on the ground, an
infrastructure which allowed the methodical and often rapid movement from the
achievement of one goal to the next. Important to this process were both the
development of new management techniques which allowed the work of widely distributed
centres of activity to be successfully integrated, and the stimulation by space
activity of ordinary people to be excited by scientific and technological progress.

DEVELOPING THE SPACE INFRASTRUCTURE

Significant strides have been made in the 32 years since the launch of Sputnik I in
developing various elements of the space infrastructure. Such an infrastructure starts
with the ground support systems necessary to initiate and sustain effective space
flight. The ground infrastructure includes test, development and operations facilities,
as well as user support facilities. It contributes significantly to the cost of
conducting space flight but is essential. The transportation system to, from and in
space remains as the most critical element in the infrastructure. Other essential
elements are the space based communications and tracking networks which are generally
well developed but, with continuing, rapid advances in information systems
technologies, will no doubt be refined significantly in future. Shortage of available
frequency bands and physical crowding in the geosynchronous orbit used for the majority
of communication satellites will become increasingly important during the next decade.
Remote sensing networks continue to be developed to provide essential information
characterising the physical and chemical properties of Earth and other planets and of
their atmospheres. Planetary missions to be launched over the next few years will lead
to a renaissance of space science in the 1990's. Also, on the scientific front, great
observatories are being developed for deployment in low-earth orbit, which will allow
observations of the entire electromagnetic spectrum to st.idy events and objects in the
universe. In the area of manned space flight, general purpose facilities such as space
stations in low-earth orbit for undertaking a variety of tasks have been developed and
will continue to be developed, whereas major on-orbit assembly, servicing,
manufacturing and transportation facilities will be built as precursors to the
establishment of lunar bases and manned missions to Mars.

From this broad, although not what one would yet describe as a mature or robust base
of space activity, consideration is given to some of the major missions that are
currently being proposed or developed.
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The Planetary Missions

The exploitation of the space environment for planeta.y observations has led to a
remarkable epoch in the history of science. We live in an age of astounding discovery
and adventure in which space probes from the USA and the USSR have investigated, at
least superficially, between 1962 and 1989, almost the full extent of the planetary
part of our solar system.

Four spacecraft are presently travelling out of the solar system, Pioneers 10 and 11,
and Voyagers I and 2, after having earlier flown unscathed through the asteroid belt
and provided fundamental information on the planets Jupiter, Saturn, Uranus and Neptune
during fly-by of these planets.

Except for Pluto, each of the planets of the solar system has now been observed from
satellites passing in their proximity or landing there. The most recent was the
observation of Neptune from Voyager 2 in 1989, surely a mission that will go down in
history as one of the most significant scientific achievements of the century. Magellan
and Gallileo, launched in 1989 after an eighc year launch gap in the USA planetary
exploration program, will make detailed studies of Venus and Jupiter respectively. The
Mars Observer is scheduled for launch in 1992 to make a global study of the planet,
and will be followed by two sophisticated satellites, the Comet Rendezvous Asteroid
Flyby, CRAF, scheduled to be launched in 1995 to liaise with aid nbserve Comet Kopff,
and Cassini, the fourth mission to Saturn, which will be launcoed in 1996 to arrive in
2003 to study the rings, atmosphere, magnetosphere and moons of Saturn.

The new planetary probes provide higher resolution, sensitivity and broader coverage
than previous satellites. Their missions are planned to terminate in the proximity of
their target planets. This leaves only the two Pioneer and the two voyager satellites
to continue to fly and gather data beyond our solar system limits.

In all, NASA alone plans to launch 36 space science missions over the next five years,
including, next year, the Hubble Space Telescope, an astrophysics spacelab mission,
Astro, the Gamma Ray Observatory, Spacelab Life Sciences -1 and ESA/NASA Ulysses.

The Great Observatories

In addition to the planetary probes which are sent to their target planets to allow
observations in their proximity, there is presently planned to be launched into low
Earth orbit a series of space observatories which will allow observations, without
atmospheric interference, of the entire electromagnetic spectrum. Removing the
filtering and distorting influence of the atmosphere will allow unparalleled resolution
to be achieved. The following great observatories are currently planned to be launched
by the USA, with international participation in the development of scme of the
instruments:

o Hubble Space Telescope
o Gamma Ray Observatory
o Advanced X-Ray Astrophysics Facility
o space Infrared Telescope Facility

The weight, size and power of these observatories are li.ited by launch capabilities
from Earth. Space stations will make possible on-orbit assembly of such facilities,
thereby allowing increases in size and the corresponding increases in instrument
sensitivity and resolution. Observatories may also be established on the far side of
the moon to avoid the radio frequency interference emanating from Earth.

Major technological challenges in bringing these large facilities into operation will
be their design for assembly on-orbit into rigid structu, es, and their precise pointing
once assembled. New capabilities will also need to be developed to handle the high
information rates expected to be generated by the observatories.

Observing Earth from Space

Among the earliest applications of space flight was the observation of Earth from
oroiting satellites outfitted with cameras, radars and other sensors. Observations with
instruments sensitive to different parts of the electromagnetic spectrum have allowed
the mapping of Earth's surfdce, both land and sea, and its variations with time, and
of Earth's atmospheric variations.

Increasing sensitivity to and concerns about the effect of human habitation on the
Earth's environmental robustness are leading many nations to participate in a new
program called "Mission to Planet Earth" the intent of which is to provide continual
and synchronised updates on various aspects of the environment's chsracteristics in
order to allow its better manaaement.

The data provided through temote sensing techniques has considerable commercial and
strategic value and, as a rest*lt, demand for it is expected to grow continually.
Significant development effort is needed to enhance image analysis, and sensor
sensitivity and resolution.
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Space Transportation

The key to space exploitation lies with the availability of suitable space
transportation systems. These determine the weight and volume of elements that may be
placed in various orbits or escape trajectories. Launches are presently either by means
of expendable rockets or partially reusable launch vehicles pioneered by the USA in the
form of the Space Shuttle. Typically, for expendable launch vehicles, the payload mass
which may be placed in geosynchronous orbit ranges from 2000 to 5000 kg, whereas the
shuttle is able to place payloads of up to 20,000 kg into low-earth orbit.

On a world wide basis, approximately one hundred launches per year have been carried
out for the past several years with about ninety per year by the USSR. In all, there
have been about 3200 launches into Earth orbit or beyond. Although launch reliability
and lift and volume capacity had been improving in the western world at the time of the
Challenger accident in 1986 (which subsequently led to the grounding of the shuttle
fleet for over two years at the same time that ESA's Ariane was having development
problems), the resulting, even if temporary, grounding of almost all of the western
world's launch capability clearly illustrated the fragile nature of its launch
c-pacity. As a result, considerable activity has been stimulated in the USA to develop
again commercial, expendable launch vehicles to complement the capability of the
shuttles which will be exploited, in future, predominantly in support of those missions
requiring intervention by astronauts. As well, independent national orbital launch
capabilities have been or are being developed by India, Japan, China and, of course,
the USSR.

The major areas of launch capability requiring improvement are the lift capability,
launch reliability and launch costs. Evolution is leading to a fleet mix which will
include passenger transport vehicles, heavy lift transporters and transfer vehicles for
round trip travel beyond low-earth orbit. It will be necessary to reduce launch costs
from Earth by an order of magnitude from the current level of about $10,000 per
kilogram before space exploitation can become routine. Significant advances in
propulsion system design and increases in reliability will be the focus of attention
to achieve this and the emphasis will be on systems in which all stages are
recoverable.

Typical of the new propulsion systems under consideration for manned space vehicles
which would be horizontally launched from Earth to low-earth orbit, are:

Two-stage engines with an airbreathing, liquid hydrogen engine first stage, ana
a hydrogen/liquid oxygen rocket second stage (Saenger)

Single-stage, combined-cycle engines using hydrogen/oxygen and an airbreathing
capability to orbit (Aerospace plane, HOTOL).

The technologies that will need to be developed to allow these systems and the
attendant operating cost savings to be realised include the following:

Durability of the thermal protection system
Development of light weight structures and materials
Advances in information, guidance and control systems
Supersonic combustion ramjet engine (SCRAMJET)
High Mach Number operation of SCRAMJET (Mach 15)

It is expected that these new transportation systems will be developed for operational
use during the first decade of the next century.

For on-orbit transportation systems, or space transfer vehicles, the possibility of
using Plectrical power rather than chemical power sources exists when used in
con~unction with accelerators, either in the form of "ion engines" or of "mass driver
engines". When operating far from the sun, in the outer solar system where "ion
engines" are most effective, nuclear power systems become essential as their power
source.

Communications and Tracking

Communication and tracking capabilities are essential for monitoring and supporting
space activity. The facilities which have been developed use complementary space and
ground networls to provide for communications, data relay, navigation and tracking.
Mature systems are in place, although the limited life of the current generation of
satellites in geosynchronous orbit (approximately 7.5 - 10 years for Western satellites
and 2.5 years for USSR satellites) requires the regular replacement of satellites with
associated costs. Crowding in geosynchronous orbit will have a significant influence
on the size and sophistication of these satellites in future, and it is envisaged that
on-orbit servicing will eventually be available to extend the service life of the
sateiites. Evolution will increase the coverage provided and the bandwidth of the data
being transmitted. The present TDRSS satellite system developed by NASA to provide for
data managoment for the shuttle and space station requires three satellites in
geosynchronous orbit to provide continuous coverage of vehicles such as space station
or the shuttle in low Earth orbit.



As operations expand to require frequent communications contact with orbital facilities
and transfer vehiclet ,n the inner sola: system, a number of new tracking, navigation,
communications and data relay satellites will be needed.

A major and glowing concern arises from space debris in both low Earth and
geosynchronous orbits. Even minute debris of the order of Imm in size can destroy a
satellite Decause of its kinetic energy. Such debris can result from failed or
disintegrated satellites and is an increasing hazard in heavily uced orbits.

Space Stations

Both the USA and the USSR moved quickly to develop space stations earll in their space
programs. The USA gained experience with the Skylab space station in 1973/1974, whereas
the USSR has developed a series of stations which have continually provide a capability
to s~pport human life in space since 1974 through its Salyut and Mir space stations.
The USSR has a significant lead in accumulated experience of long term operations by
cosmonauts in space,

Present space stations and those under development, are multi function facilities which
provide for many of the following capabilities:

o Long duration space flight
o Micro-gravlty research and develo-pent

- materials processing
- life sciences

o Earth and space observation
o Space science
o On-orbit assembly and servicing
o Transportation Node
o Technology development base
o Exploration base

Space Station Freedom, presently being developed by the USA, Canada, ESA and Japan
represents the largest international cooperative technology development project ever
undertaken. When completed, the space station will be 135m long, weigh 200,000kg, have
75kw of power, one premsurised habitation module and three pressurised scientific
Jaboratories. It will be manned continuously by an eight person crew and will possess
significant external assembly and servicing capability. It will fly in a circular orbit
with an inclination to the equator of 28.5 degrees, and at an altitude of about 500km.
The station is expected to evolve over time and have a thirty year operational life,
It will be assembled in orbit over four years starting in 1995 and, in that period will
require 29 dedicated shuttle missions to be built and to have provided the necessary
logistics support to maintar the station in an operational permanently-manned state.
It will cost in the order of $35,000 million dollars to develop.

Among the many challenges associated with the development of space siation, those of
its assembly in orbit, the subsequent operation of the entire research and development
compex with an eight person crew, and the continual maintenance and updating of its
systems for a thirty year operational life, must rank as unique and amongst the most
dcmanding.

Space stations in low Earth orbit will evolve to become assembly and maintenance bases
and staging posts for other destinations, such as to geosynchronous orbit, the Moon or
Ma-s. They will be improved to provide a better envirorment for undertaking scientific
and commercial development work through crew size increases and the introduction of
enhanced automation and robotics in the pressurised volumes to increase the
productivity. Power unquestionably will be increased to allow matufacturing processes
in space to be dveloped, and efforts will be made to maintain the micro-gravity level
as close to 10- g as possible, and to develop closed ecology life support systems
and contamination-free control engines using hydrogen and oxygen as fuel. As well,
designers and station operators will need to satisfy the demand for rapid responses to
scientific experiment development and crew health needs. Much is still to be learned
about the design for efficiency of human operations under micro-gravity conditions and
considerable design effort will go into the creation of crew- and user friendly
designs. to keep operations efficient, reliability and maintainability of station
components will be enhanced and the designs will incorporate the hooks and scars
necessary to maintain a facility of this nature for an operational life of some thirty
years. Every effort will be made to reduce the on-line ground support necessary to
operate space stations.

The Role of Humans in.Space

Much has been made of the debate as to whether manned space flight should continue with
its inherent cost and safety implications, or whether much more effective use of scarce

missions. The answer is of course, that the two are complementary and not mutually
exclusive. A characterisation mas been made in Table 1 of the advantages and
disadvantages of humans in space.

7i
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TABLE 1

ROLE OF HUMANS IN SPACE

PROS CONS

- HAVE EXPLORATION INSTINCTS - CONTAMINATE AND DISTURB

- HAVE SENSORY/PERCEPTUAL - USE SCARCE RESOURCES
CAPABILITIES - ADD SAFETY ENVIRONMENTAL AND

- HAVE PSYCHOMOTOR/MOTOR HEALTH CONTROL REQUIREMENTS
CAPABILITIES

- ARE STRESS SENSITIVE

- HAVE INTELLECTUAL CAPABILITIES
- cognition - ADD TO COST
- memory
- divergent and convergent
production

- evaluation

It is readily seen that just as in aviation, there are certain human abilities which
cannot yet be adequately duplicated by machines. Even if they could be, an intangible
factor, however, will remr-. and that is that humanity is driven by an irresistible
instinct for exploring, and t.,is makes continued human ventures into space virti,'ly
inevitable. The variable ic the pace at which this occurs, and that is determined more
by economic factors than by technological factors. It is clear that the costs of
supporting humans in space are significant and, as a result, considerable advances will
be made to ensure that those humans who are privileged to work in space are working as
effectively as possible through the application of advanced automation and robotics
techniques including the application of artificial intelligence methodologies.

MAJOR SPACE INITIATIVES OF THE FUTURE - BEYOND SPACE STATION

The scale of space initiatives is such that by the time they are approved for
development, the ideas that spawned them will have had the opportunity to mature for
many years. Thus it is that the space station program currently being developed by the
USA, Europe, Japan and Canada had its origins in the 1950's. The space station is a
corponent in the methodical development of an infrastructure that has been undertaken
by the USA since it entered into the space arena. Although providing a versatile, and
in many regards, an autonomous capability, it is not an end in itself. It will also be
part of the infrastructure necessary to undertake the next major initiatives of human
exploration. Those currently under most active consideration, particularly after
President Bush's stimulus to NASA on the 20th anniversary of humans first setting foot
on the moon, to assess in detail the components of future USA civilian space activity,
are:

o Mission to Planet Earth
o Outpost on the Moon
o Humans to Mars

These complement the already approved initiatives leading to the further exploration

of the solar system.

Mission to Pla;,et Earth

Planning is in place for an international thrust during the next two decades to
undertake an integrated, long range study of planet Earth through a global satellite-
based observing system complemented by Earth-based systems and measurements. When taken
together with modern data processing napabilities this should allow simultaneous
observations, their correlation and analysis to provide a greater understanding of the
physical and biological processes of our planet and of their interactions. The Mission
tc Planet Earti has found widespread favour among space faring nations.

One of the most significant challenges for this endeavour will be the development of
artificial intelligence techniques to allow the effective hadling and processing of
the reams of data that will be generated. Another will be the incorporation into the
platforms of appropriate automation and robotics capabilities as well as the necessary
redundancy and self diagnostics to ensure years of trouble free operation. Finally, the
precise coordinated pointing and synchronisation ot several instruments on the

This program requires strong international links to be established to reap maximum
benefits,
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Outpost on the Moon

A new phase of lunar exploration, building on the legacy of Apollo, will lead to the
first heman outposts on another world. it will support scientific research and
exploration and allow humans to learn to live and work in the hosile environments
characteristic of other planets while remaining relatively close to Earth (within a two
to three day journey time). Over time, the dependence on support from Earth will be
reduced and the unique research environment offered by the moon will establish the
capability of humans to undertake the more demanding settlement of other worlds. As
well, the favou~able location on its far side, where it is shielded from the tadio
noise of Earth, for undertaking many experiments and observations of scientific
significance, should lead to important advances in astronomy and physics.

Long term human presence would best be preceded by robotic lunar polar prospectors to
identify the best locations for outposts, clearly the discovery of water or other
volatiles would be very significant.

The technologies required revolve round the availability of a robust transportation
system, well developed closed loop life support systems and a space station in low
Earth orbit as a staging base for supplies, equipment and propellants.

Humans to Mars

Besides Earth, Mars is the only potentially habitable planet in our solar system. It
may once have supported life. Earlier robotic visits to Mars showed many similarities
with Earth, but also many important differences, Zor example, no organic compounds were
found in the survey area. Detailed exploration of Mars may shed light on whether the
origin of life in the universe is common and possible under a wide range of conditions
or whether it is rare, taking place only under a very restricted set of conditions.
Because it is so far away, on average 1000 times as far away as Earth's moon, it is
most likely tha, the planet will be visited from Earth for exploration rather than for
development reasons. Manned visits will be preceded by robotic exploration to establish
detailed images and a mapping of the surface; to investigate potential landing sites
fcc their suitability as manned bases: to gather and analyse surface and sub-surface
samples to establish whether the local areas could support human habitation, and to
investigate, from the surfa.ce, geological features that could shed light on the history
of the planet. An enhanced support infrastructure posing considerable technological
challenges will need to be put in place to acquire the detailed data necessary before
committing to systematic human exploration of the planet. It should be noted that a
round trip from Earth to Mars, including a six month stay on Mars, will take about two
years to complete.

Manned exploration of Mars will be a massive undertaking requiring international
cooperation on an unprecedented scale. President Bush, in 1989, indicated the USA's
interest in pursuing this as part of a long term space exploration plan of the USA.

TECHNOLOGICAL CHALLENGES

Many technological challenges remain to be overcome to put in place the previously
identified exploration and exploitation programs. A selection of the key ones, many of
which have been addressed earlier, is provided for reference in Table 2.

TABLE 2

TECHNOLOGICAL CHALLENGES

o TRANSPORTATION SYSTEMS - EARTH TO ORBIT

o SPACE TRANSFER VEHICLES

o EFFICIENT HUMAN LIFE SUPPORT SYSTEMS

o EXTENDED HUMAN STAY AWAY FROM EARTH

o SPACE CONSTRUCTION

o AUTOMATION AND ROBOTICS

o SPACE SUITS

o NUCLEAR POWER

o ESTABLISHING BIOSPHERES ON OTHER PLANETS

-z-i
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MANAGEMENT AND POLITICAL CHALLENGES

In addition to the significant technical challenges posed by the exploration and
exploitation of the space environment, there are several important management and
political questions to be addressed.

Are the financial and human resources adequate to undertake methodically the discussed
ventures?

On the question of finances, with a well planned and phased program leading to, for
example, a human base on Mars in 2025, the financial resources of the nations that have
traditionally participated in space projects are adequate, if used cooperatively,
providing that science and technology programs of this nature continue to receive
approximately the same share of government budgets. On the human resource question
much of the development requires simultaneously, thousands of skilled scientists,
technologists and project managers for its timely completion. There exists, at this
time, a shortage of the appropriate skill levels, particularly in the technical, middle
management positions. Growth in the space program must be carefully phased to ensure
that the adequate human resources are developed and available to allow the building of
robust, safe systems. Alternatively, these resources must become available from other
advanced technology programs requiring similar disciplines and skills.

Will international cooperation be necessary?

As discussed in the following section, all indications are that the cooperation between
nations involved in space development will need to be strengthened as proposed programs
proceed.

Can effective program coordination and integration be achieved for programs of this
magnitude, with their implementation widely separated both geographically and
temporally?

In the author's opinion this challenge is the equal of any of the technical challenges
facing the program. Experience on a smaller scale has been gained in this area through
the space shuttle and in the Ariane developments. More is being gained in the Space
Station Freedom program. The latter is the largest international science and technology
cooperative developmen' ever undertaken. The lessons learned in its development will
need to be carefully plied to future, even more comprehensive, programs. Many of the
management challenges invcve striking the r.ght balance between accountability,
authority and responsibility among the various participants in the development and
operation of the facilities. This becomes particularly important in the control of
requirements, design specifications and interfaces between elements and components
provided by various partners or the suppliers to the partners, such that systems which
cannot be tested as an integrated whole on Earth, can be assembled and operated safely
for decades in space.

Are the interests of maximising commercial benefits and spin off opportunities for
individual participants consistent with the technology transfer that inevitably will
occur between participants?

This question will doubtless exercise program partners and participants continually,
but is probably overrated in terms of its actual significance. It is now generally
accepted that cooperation in these large, technically sophisticated, one-off projects
is much more beneficial to all participants than would be out-and-out competition
without cooperation.

Does the political will exist to pursue these "negaprojects"?

It is recognised that the world economy is presently such that many of the principal
participating countries in space activity are having to balance priorities carefully
in establishing national budgets. Notwithstanding this, one consistent thread has been
found in surveys of the population of many of these countries, and that is that this
type of activity finds widespread favour and is considered to add to the long-term
health of society. Such popular encouragement is an important factor in obtaining the
continuing political support of these projects.

INTERNATIONAL COOPERATION

Space activity, since its earliest days, has been characterised by international
competition and cooperation. The two dominant nations in space activity, the USA and
the USSR, have each chosen to develop space systems or instruments with their
respective friends and allies. In the manned space flight arena, they also cooperated
effectively with each other in th- Aol]o-Qowli rao Dr'To' .in ,e-,*
between these two nations has tended towards coordination of parallel activities rather
than towards joint developments.

The cooperative space projects that the USA has undertaken with friends and allies have
been impressive. Over 1000 agreements with over 100 countries have been entered. The
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most significant to date is that for the development of space station. In this role as
a partner, the USA has done much to nurture the space capabilities of other nations,
and has in turn benefitted from the particular skills and resources these nations can
bring to the table.

Europe too has developed through ESL, an impressive space program which is far stronger
than would have been possible withoLt an international cooperative framework.

What then will be the level of internat~oral coopneration in space activity in future?

The major projects under consideration are o suc.. magnitude that they will require for
their completion resources on a global rather than a national scale. That is true not
only of the financial demands that these large p;ojects create, but also of the demands

for skilled human resources. It is clear that foi the future exploration of Mars, for
example, much would be gained through the coordination of complementary efforts which
would include those of both the USA and of the USSR. This would be entir~ly
appropriate, as establishing new human communities beyond Earth needs to be an
international rather than a national effort. Without such cooperation, it is unlikely
that projects of this nature would be completed within the working life of an aerospace
engineer.

Tne future then looks exciting. Significant and worthwhile projects that will challenge
and harness the skills of many sectors of society have been identified on a quest of
human exploration as significant as any ever previously undertaken. The skill will lie
in pacing the activity so that it may proceed at a digestible pace.

CONuLUDING COMMENTS

Space developments over the last thirty years or so have been remarkable: the solar
system has been probed, humans have left the bonds of Earth and a space infrastructure
has been put in place. As one considers the next pha.es of space exploration, it is
perhaps worthwhile returning to the question of why society should have an interest in
assigning resources of the required magnitude into space development. At the most
fundamental level, it extends the understanding of the universe. As well, it allows
humanity to follow a strongly developed instinct to explore, prospect and settle the
solar system as a natural extension of having settled Earth. In the process, the
creative energy of hunans will be harnessed in a noble pursuit that finds a positive
response in all levels of society. Finally, even though the in.tial investment in
establishing the infrastructure is large, it is expected that its development will
continue to be a major catalyst for beneficial terrestrial spinoff.

In this paper, it has only been possible to touch briefly on the highlights of
significant space activity, but even from this survey it may readily be seen that the
identified present and future space missions have sufficient scope and depth that they
can provide a challenge to humanity and, in particular, to the young scientists and
engineers starting out on their careers to pursue a peaceful and systematic exploration
of our solar system and of the universe. Moreover, because of the exploratory and
fundamental nature of much of space activity, it )ends itself well to cooperation
between enterprises and nations that would traditionally prefer to compete. Commercial
benefits will follow later.

REFERENCE
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FLIGHT CONTROL ISSUES OF TIlE NEXT GENERATION
SPACE TRANSPORTATION LAUNCH VEHICLES
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ABSTRACT

A study has been conducted that investigated some f the issues that affect the flight control and guidance system designs for
vertical-takeoff and horizontal-takeoff vehicles. The study used a two-stage all-rocket vehicle to represent the venical-takeoff system
and a generic aerospace plane concept to represent the horizontal-takeoff vehicle. Two flight control issues for the vertical-takeoff
rocket were uncovered. The first was the large gimbal angle range required for pitch trim wl,en using parallel mated vehicles The
second was control during staging. Two issues were also identified for the air-breathing vehicle. The first is that the drag losses due
to aerodynamic mm are a significant fraction of the total ideal velocity required to achieve crbit. The second issue is that since the
vehicle flies at high dynamic pressure for most of the ascent, the guidance system design will be more difficult to ensure accurate
insertion than that for the vertical-takeoff rocket system.

INTRODUCTION

The Space Shuttle represents a major technological ac.hievement in, the space transportation capabilities of the United States;
however, one of the goals of the Space Shuttle, namely low-cost space transportation, has not been met. These higher than anticipated
costs can be traced to lower than expected flight rates, labor-intensive ground and flight operations, and recurring hardware costs The
next generation of launch vehicles must reduce the costs of delivering payloads to space, or mission planners will continue to be faced
with the prospect of restricted space activities in an era of budget constraints.

Many studies are currently being performed withm the space community to determine launch systems that could provide this
payload delivery service at a much lower cost than either the current expendables or space shuttles These studies can be grouped into
those vehicles that use near-term technology in their design and those that use more advanced technology. Each of these categories is
composed of many vehicles. This paper will analyze one design from each category that would have potential flight control system
issues not seen with today's vehicles.

Within the near-term technology vehicles, the one that was chosen for this study is a vertical-takeoff, two-stage, all-rocket
vehicle that uses both parallel thrusting (both the orbiter and the booster are thrusting at lift-off) and propellant crossfeed from the
booster to the orbiter. When a later technology readiness daim is chosen, vehicles that employ air-breathing propulsion inay become
practical. Because of this, an aerospace plane concept, which represents a horizontal-takeoff, single-stage-to-orbit vehicle that uses air-
breathing propulsion, was chosen for this study. Because many performance studies have been done and more are currently underway
on both these categories of vehicles, this paper concentrates on issues that affect the design of the fligit control and guidance systems

This paper discusses the optimal asceit flight profile for each of these vehicles, the design of the guidance algorithms, the off-
nominal conditions used to evaluate the flight control issues, and the results of simulations with these off-nominal conditions

NOMENCLATURE

Ac engine capture area, m2

c mean aerodynamic chord, m

CD drag coefficient, (drageq,,S), n.d.

CD& drag increment coefficient due to elevon deflection (drag increment /q,S). n.d.

CL lift coefficient. (lift/q-S), n d.

CL lift increment coefficient due to clevon deflection (lift increment lt,-S). n.d.

Cm pitching-mo .oefficient (pitching momentlq..Sc), n.d.

Cm&e  pitching-moment increment coefficient due to elevor deflection (pitching-moment increment /q.Sc), n.d.

CT thrust coefficient (thrust/q**Ac), n.d.

Cl constant in commanded pitch angle polynomial, deg/see
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C2 constant in commanded pitch angle polynomial, deg/sec2

h altitude, m

Kp roll rate gain, sec

Kq pitch rate gain, see

K4l  pitch acceleration gain, sec2

Kr yaw rate gain, sec

K, angle-of-attack error gain, n.d.

Kor, integral of angle-of-attack error gain, sec-

KPI sideslip angle gain, n.d.

K4 roll error gain, n.d.

Isp specific impulse, sec

LH2  liquid hydrogen

LOX liquid oxygen

p roll rate, deg/sec

q pitch rate, deg/sec

4l pitch acceleration, deg/sec
2

qc commanded pitch rate, deg/sec

q-o dynamic pressure, Pa

r yaw rate, deg/sec

S reference area, m
2

S Laplace operator, n.d.

AApogee change in apogee at orbital insertion as compared with optimal trajectory, km

AGrad change in geocentric radius at orbital insertion as compared with optimal trajectory, m

APerigee change in perigee at orbital insertion as compared with optimal trajectory, km

timeinit time predictor-corrector algorithm is invoked, see

ATime change in orbital insertion time as compared with optimal trajectory, sec

APayload change in delivered payload as compared to optimal trajectory, kg

AVIDFJkL ideal velocity increment, m/sec

AV-RUST velocity loss increment due to reduced thrust induced by atmosphen- pressure, m/sec

AVCIRC AV required to circularize, m/sec

AVCoR velocity loss increment due to coriolis effect, m/sec

LaY AERO veuvitY !ON: ifl~rcirrcAIE "diie CO acrOdyn ar-!s n/c

AV RAV  velocity loss increment due to gravity, m/sec

AVLOSS total velocity loss increments, m/sec
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AVTV velocity loss increment due to thrust vector not being aligned with velocity vector. nsee

Ay change in flight path angle at orbital insertion as compared with optimal trajectories, deg

a angle of attack, deg

0e( commanded angle of attack, deg

anom nominal angle of attack, deg

sideslip angle, deg

y flight path angle, deg

Ye commanded flight path angle, deg

5a aileron deflection ((&l - ker)/2 ), deg

ac commanded aileron deflection, deg

8e elevator deflection ( (&l + &r) / 2 ), deg

Se commanded elevator deflection, deg

6initial elevator deflection, deg

8c1  left elevon deflection (positive trailing edge down), deg

8er  tight elevon deflection (positive trailing edge down), deg

8ip engine pitch gimbal angle (positive up), deg

51y engine yaw ginbal angle (positive left), deg

8r  rudder deflection (positive trailing-edge left), deg

8rc commanded rmdder deflection, deg

0, commanded pitch angle, deg

Omit pitch angle when predictor-corrector guidance algorithm is invoked, deg

0 roll angle, deg

c commanded roll angle, deg

G standard deviation, n.d.

VERTICAL DESCRIPTION

Vertical-Takeoff Rocket Vehicle

The all-rocket vehicle (Fig. 1) used in this study was taken from the Advanced Manned Launch System vehicle studies
curreniy underway at NASA. Table I shows its major characteristics. This vehicle is composed of an unmanned booster and a
manned orbiter. The unmanned vooster stages at Mach 3 and performs an unpowered glide to the launch site. Mach 3 was chosen for
staging for two major reasons. The first is that this is the highest Mach number that would allow an unpowered return to the launch
site after staging with adequate rerformance reserves. The second is that at this low Mach number, no thermal protection system is
required. Both the booster aid the orbiter engines use liquid hydrogen and liquid oxygen as The orbim cigiiie use
propeii from the booste. until staging, and internal propellant for the remainder of the ascent. For more information on this
configuration, refer to reference 1.

<o'
_jM
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Horizontal-Takeoff Air-Breathing Description

The air-breathing vehicle chosen for this study is a generic National Aero-Space Plane (NASP) concept. This vehicle uses all
air-breathing propulsion from takeoff to orbit insertion. Figure 2 shows this concept, and table 2 shows its major characteristics. This
vehicle is composed of an axisymmetric 5-deg half-angle conical forebody, a cylindrical engine nacelle section, and a cone frustrun
nozzle. The wing has a leading-edge sweep of 78 deg and is set at 0 deg incidence and dihedral. The wing is a 4-percent thick diamond
airfoil. Elevons are located at the trailing edge of the wing with their hinge line perpendicular to the fuselage centerline. The vertical tad
is a 4-percent thick diamond airfoil with a leading-edge sweep angle of 70 deg, and includes a rudder with a lunge line at the 75 percent
chord position measured from the leading edge. The specific impulse and thrust coefficient characteristics for the propulsion system arc
shown in figures 3 and 4. These propulsion system characteristics were estimated for individual engine modules in an annulus
arrangement at the aft end of the conical forebody.

AERODYNAMICS

The aerodynamic data base for both vehicles was generated using the Aerodynamic Preliminary Analysis System (APAS).2 -4

APAS is an interactive computer code that predicts the aerodynamic characteristics of a vehicle from subsonic to hypersonic speeds
using a common geometric definition. APAS incorporates a variety of engineering techniques to estimate the baste longitudinal and
lateral-directional characteristics of aerospace vehicles as well as control effectiveness and dynamic derivatives. Slender body, vortex
panel, wave drag, and viscous drag methods are ised in the subsonic to low supersonic speed regime. At the higher speeds, tangent-
cone, tangent-wedge, and reference enthalpy methods are utilized to approximate the pressure and shear stress distributions on the
vehicle, The APAS program has been used on many previous vehicles, and through comparisons with wind-tunnel and flight data, has
been shown to give results accurate to the fidelity required for this study.

TRAJECTORY SIMULATIONS

All the trajectories presented in this paper, with the exception of the separation trajectories, were generated by either the 3-
degree-of-freedom or 6-degree-of-freedom version of the Program to Simulate Optimal Trajectories (POST).5 POST is a generalized
event-orienied trajectory program that can be used to analyze ascent, on-orbit, and entry trajectories. POST can be used to opurmze any
calculated variable which may be subjected to a combination of both equality and inequality constraints. The program has been
modified to include a predictor-corrector guidance capability. This scheme was implemented by including a 3-degree-of-freedom
simulation as an inner loop to the main simulation This allows the predictor-corrector guidance model to have nomnal environmental
characteristics (planet, atmosphere, gravity, aerodynamic, propulsion, weights, etc.), while the main simulation can have perturbed
characteristics.

The trajectory that was simulated for both vehicles was a due east launch from the NASA Kennedy Space Center into a 185-km
circular orbit The vertical-takeoff rocket first inserted into a 93- by 185-km orbit and circularized at apogee. The horizontal-takeoff
vehicle inserted into an orbit with a 185-km apogee and circularized at apogee with rockets. The perigee can not be specified because
of the nature of the transfer orbit. This transfer orbit takes the vehicle from the high dynamic pressure trajectory that is required for the
use of air-breathing propulsion to apogee. The altitude of the trajectory while using air-breathing propulsion is determined by the
atmospheric density and thus could vary greatly.

GUIDANCE ALGORITHMS

Vertical-Takeoff Rocket Vehicle

The guidance philosophy of the two-stage all-rocket vehicle was to fly the trajectory that would maximize payload while not
exceeding any vehicle constraints. These constraints were a maximum dynamic pressure of 40.7 kPa, a maximum wing normal force
of ±2.15xl06 N for the orbiter and ±1.27xl0 6 N for the booster, and an angle of attack at staging between -6 and 2 deg. This anglo-
of-attack limitation was imposed as a result of an initial staging analysis. This staging analysis is discussed in more detail later. This
optimal ascent was determined by using the 3-degree-of-freedom version of POST. This POST simulation included the gimballing of
the engines in pitch by requiring the vehicle to be statically trimmed longitudinally throughout the ascent. Because this vehicle does not
use aerodynamic control surfaces during ascent, it was determined that a 3-degree-of-freedom simulation that required the vehicle to be
statically trimmed both longitudinally and directionally with the use of engine pitch and yaw gimballing would be suitable to an2: ze
flight control issues.

The guidance algorithm for this vehicle was divided into two parts. In the first part, the vehicle was commanded to fly i
reference trajectory. This was done by calculating an error signal that was a linear combination of the differences between the curr-.xt
and optimal geocentric radii and flight path angles. This error signal was then used to conimand the pitch attitude of the vehicle. . -

350 see into the trajectory (a 100 see before orbital insertion), the guidance algorithm switched to a predictor-corrector algorithm,

which was designed to ensure an accurate insertion. This algorithm determined the linear and quadratic coefficients of a polynomal
that described the commanded pitch attitude (ec=Oinit+Cl(time-timeinit)+C2(trme-timent) 2 ). This predictor-corrector algorithm was

...... ao -d ., ,0-.,v I l Urnd, ,,la" ;J-'t;V1. Mi piediito-1LuxtC.ior ,iiguriini used 3-degree-of-
freedom equations modified to include longitudinal static trim through the use of engine gimballing. For this study, the predictor-

corrector model used the same planet, gravity, propulsive, and aerodynamic models as the actual simulations. The atmospheric model
was the 1976 standard (Ref. 6). The predictor-corrector models were unaware of atmospheric dispersions or winds. This was done to
simulate the case where no day-of-launch atmospheric conditions and no onboard measurements would be used to provide atmospheric
information. If the algorithm provides for accurate inseruons using only a standard atmospheric model, operational costs will be
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reduced. If atmospheric data are available, either through day-of-launch operations or through the use of onboard systems, this
infomation could be passed to the predictor-corrector algorithm and would decrease the numberof required updates.

Ilorizontal-Takeoff Air-Breathing Vehicle

As with the vertical-takeoff vehicle, the guidance philosophy of the air-breathing vehicle was to fly a trajectory that would
maximize inserted payload without violating any vehicle corstraints. The most significant constraint was a dynamic pressure limit of
57.5 kPa for velocities less than Mach I and a limit of 95.8 kPa for velocities greater than Mach 3. Between Mach I and Mach 3, the
dynamic pressure constraint was varied linearly between these limits. The optimal trajectory as determined by POST was to reach
95.8 kPa as soon as possible and then to fly this boundary until sufficient velocity was obtained that the vehicle could pull up to a
transfer orbit. At this velocity, the vehicle performed a powered pull up until dynamic pressure was reduced to 23.9 kPa. At this point,
the engines were shut down and the vehicle coasted to apogee and then circularized with rocket propulsion. This optimal trajectory used
the elevons to sta cally trim the vehicle in pitch.

It was found that if the pull-up maneuver was modelled as a constant angle of attack pull up at a constant throttle setting, it
would agree closely with the optimal maneuver. Therefore, this simplified technique was simulated for this flight control issues
analysis. Because of the use of aerodynamic control surfaces and the long flight times at high dynamic pressure, it was determined that
a 6-degree-of-freedom simulation would be necessary to assess the flight control issues. The guidance algorithm was designed to
follow the optimal profile with the predictor-corrector algorithm operating as an outer loop control to determine the pull-up point. This
optimal profile was charactenzed by dynamic pressure (q), flight path angle (y), and acceleration. A schematic of this guidance is
shown in figure 5.

The predictor-corrector algorithm used 3-deoree-of-freedon equations of motion that were modified to include longitudinal
static trim by elevon deflections. For this study, the predictor-corrector model used the same planet, gravity, and propulsive models as
the actual simulations. The aerodynamic model was composed of the untrimmed CL and CD coefficients as well as CL5. , CD&, and

Cm& which describe the elevator effectiveness. These aerodynamic data were derived from the aerodynamic data used in the 6-degree-

of-freedom simulation The basic atmospheric model used in the predictor-corrector algorithm was the 1976 standard. However, this
model had to be modified because the vehicle flies a dynamic pressure profile when it enters the predictor-corrector guidance. If the
atmospheric model was not modified, the guidance laws for the predictor-corrector algorithm would see an immediate unrealistic
dynamic pressure error. To correct this defect, the atmospheric density used by the predictor-corrector algorithm is the 1976 standard
atmosphere modified by a constant factor. This factor is the ratio of the actual dynamic pressure to the dynamic pressure predicted by
1976 standard atmosphere. This factor is calculated whenever the predictor-corrector algorithm is invoked

AIR-BREATHER FLIGHT CONTROL SYSTEM

The requirement for a 6-degree-of-freedom simulation dictated that a control system for the air-breathing vehicle had to be
designed. A schematic of the control system is shown in figure 6. The philosophy was to use the elevons for both pitch and roll
control This was accomplished by differentially deflecting the televons so that they would function for both elevators (8) and ailerons
(5a) Thus, the elevons were used to control both angle of attack and bank angle. The rudder was used to control sideslip angle. The
engines were throttled to maintain the optimal accelerrtion profile. The engines were not gimballed for this study.

OPTIMAL TRAJECTORIES

The optimal ascent trajectory for the vertical-takeoff rocket vehicle from launch to orbital insertion is shown in figure 7. The
orbiter inserts into a 93- by 185-km orbit, then coasts to apogee where the orbit is circularized The ideal velocity (AV) and velocity
losses for this trajectory -re shown in table 3. This table also shows the velocity losses associated with using engine gimbal for trim.

This optimal ascent points out two potential flight control system issues. This class of vehicle, namely two-stage employing
parallel bum and crossfeed, will have a large lateral center-of-gravity shift during ascent until staging. If the pitch trim is provided
solely by engine gimballing, this will result in a large gimbal angle requirement. For this case, a ±25-deg range was required solely for
trim Studies are currently underway to assess the significance of this large gimbal angle requirement. This is discussed in more detail
in the following section.

The second issue is the control requirement to ensure a successful staging. The trim requirements alone require that the orbiter
engines gimbal over a range of >25 deg at staging. Many other issues, such as interference aerodynamics, will make the staging of any
multiple-staged parallel-mounted vehicle a serious control issue.

The optimal ascent trajectory for the horizontal-takeoff air-breathing vehicle is shown in figure 8. The AV apd velocity losses
for this trajectory are shown in table 3. The table also shows the velocity losses associated with using the elevons for trim. The one
potential flight control issue uncovered by this simulation is the large value of velocity lo associated with tm Thq indirat, s !hm b! .h,-
use of active center-of-gravity control or thrust vectoring should decrease the amount of propellant itquired.

_4
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RESULTS AND DISCUSSION

Vertical-Takeoff Rocket Vehicle

Atmospheric Density Variations

The first off-nominal conditions used in the flight control sensitivity analysis were constant bias factors applicd to the standard
atmospheric density. The optimal trajectory discussed in the previous section was determined with the 1976 standard atmosphere. The
off-nominal densities were simulated by applying factors of 0.8 to 1.2 to the standard density. The results of these cases are shown in
table 4. The guidance algorithm was able to successfully fly these off-noinal conditions, and no performance issues were uncovered.
The total amount of payload variation, when compared with the optimal profile, ranged from -3452 to 782 kg.

To simulate a more realistic variation in atmospheric density, mean density profiles for each month of the year as determined by
the Global Reference Atmosphere Model (GRAM) were used The GRAM (see Ref. 7), was developed to provide realistic
atmospheric data including winds. The GRAM provides both mean and perturbation data. The results from the srmulatrons are shown
in table 5. The total amount of payload variation, when compared with the opimnal profile, ranged from -504 to -208 kg.

Atmospheric Density Variations Including Winds

Simulations were also conducted with these same atmospheric density profiles with winds added. The results of these
simulations are shown in table 6. The total amount of payload variation, when compared with the optimal profile, ranged from -504 to -
189 kg.

In addition, trajectories were simulated using 10 perturbed profiles for a single date (July 1, 1989). The results of these
simulations are shown in table 7. The total amount of payload variatton, when compared with the optimal profile, ranged from -472 to -
603 kg. In addition, trajectories were simulated with a ±3 o variation in the mean density for this sarme date. These results are gtven in
table 7 and show a payload variation when compared with the optimal of -1056 to -118 kg.

Gimbal Angle Reduction

While studies are underway to assess the impact on vehicle design of large pitch-gunbal angles, control studres are being
conducted to assess the relative merits of alternate control techniques. The most promismng solution found to date ts to provtde control

both throttling and gimballing the engines. To illustrate this technique, the optimal trajectory was determined with a maxinun
-rhle gimbal angle of 10 deg. To provide the additional required pitch control, the booster engines were throttled when the engines

,. this gimbal limit. After staging, the engines remain within the 10-deg limit. The comparison trajectories are shown in figure 9,
anti le 8 illustrates the performance differences. For this study, all the booster engines were throttled equally. In actual practice,
engines would be shut down to avo ,d the deep throttling required for trim. The use of this technique results in a reducion in inserted
weight of 1288 kg. Thus, this technique would be worthwhile if the penalty to allow the large gimbal angles exceeds this value.

Separation Analysis

One of the significant design issues for any multi-stage vehicle is to provide a safe separation at staging. This veh.cle is
different from any that have been flown to date in that both the orbiter and booster arc winged. An additional complication is that at
staging, the booster (the lower vehicle) is empty, and the orbiter is fully fueled as a result of using propellant crossfed from the booster
to fuel the engines of the orbiter until staging. Because oh these issues, a preliminary analysis of the staging maneuver was conducted.

The computer program used in this analysis is described in r:ference 8. This program provides for the 6-degree-of-fretom
analysis of multiple bodies. For this study, only the longitudinal modes were analyzed, and no interference effects were added to the
aerodynamic data base. The separation sequence that would provide a successful separation was to shut down the booster engines,
release the forward attachmert strut, allow the booster to rotate until the angle between the two vehicles reached 2 deg, and then release
the aft attachment strut. After staging, the booster was commanded to fly an angle of attack of -10 deg. The control system used by the
booster during the separation is shown in figure 10. The nominal separation is shown in figure II relative to the orbiter. The state
conditions at staging are shown in table 9, and the angle-of-attack and elevator histories are shown in figure 12. Separation trajectories
were also analyzed at off-nominal staging angles of attack. This analysis showed that a successful separation required that the staging
angle of attack must be between -6 and 2 deg.

Conclusions

The predictor-corrector guidance algorithms provided for accurate insertions w:th errors in geocentric radius at insertion of
<1 m for all cases. In all the atmospheric dispersio, cases studied, no additional flight control issues other than those discussed
previously, namely large engine gimbal angles and the staging maneuver itself, were uncovered. Solutions to both of these concerns
have been developed, and a preliminary analysis of each has been completed.

Horizontal-Takeoff Air-Breathing Vehicle

Nominal Trajectory

The predictor-corrector algorithm is used only to determine the velocity at which to begin the pull-up maneuver. The target
conditions of the predictor-corrector algorithm were modified such that for the nominal case the 6-degree-of-freedom simulation using
the predictor-corrector guidance algorithm would give the same -sults as the optimal trajectory.
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Atmospheric Density Variations

The same strategy that was used to assess the flight control issues for the vertical-takeoff rocket vehicle was used for the
horizontal-takeoff vehicle. The first off-nominal conditions were the constant factor biases applied to the standard atmosphere. As
with the rocket vehicle, these factors were varied from 0.8 to 1.2. Becaus e the predictor-corrector guidance algorithm calculates a
density factor that matches dynamic pressure when the algorithm is first entered, the atmospheric model used by the algorithm was
identical to the one used by the simulation. The results of these simulations are given in table 10. The total payload variation,
including the AV required for circularization, when compared with the optimal profile, ranged from -381 to 177 kg.

The results of the simulations using the density profiles from GRAM are shown in table 11. These density variations also
uncovered no flight control issues, and the total payload variation, when compared with the optimal profile, ranged from 38 to 581 kg.

Atmospheric Density Variations Including Winds

The simulations that used the GRAM density and wind profiles are shown in table 12. These density variations also uncovered
no flight control issues, and the total payload variation, when compared with the optimal profile, ranged from 22 to 611 kg.

In addition, trajectones were also simulated using the same 10 perturbed profiles used by the all-rocket vehicle for a single date
(July 1, 1989). The results of these simulations are shown in table 13. The total amount of payload variation, when compared with the
optimal profile, ranged from 452 to 546 kg. In addition, trajectories were simulated with a + 3 a variation in the mean density for this
same date. These results are given in table 13 and show a payload variation when compared with the optimal of 406 to 583 kg.

Conclusions

As with the vertical-takeoff rocket system, the addition of off-nominal atmospheric conditions did not uncover additional
significant flight control issues over those uncovered during the determination of the optimal trajectories. However, when one
compares the insertion accuracy of the vertical-takeoff system (tables 4-7), with the insertion accuracy of the horizontal take-off vehicle
(tables 10-13), one notes that the vertical-takeoff rocket was inserted with accuracies of I m, whereas the horizontal take-off
airbreathuig vehicle had insertion errors as high as 4.8 km. To improve this accuracy will require that the air-breathing vehicle be able
to modulate its acceleration after the main engines are shut down (23.9 kPa to insertion). The required change to the guidance algorithm
would be minor, but more fuel would be required for ascent.

SUMMARY

A study has been conducted that investigated some of the issues that affect the flight control and guidance system designs for
vertical-takeoff and horizontal-takoff vehicles. The study used a two-stage all-rocket vehicle to represent the vertical-takeoff system
and a generic aerospace plane concept to represent the horizontal-takeoff vehicle. To conduct this study, a robust guidance algorithm
was designed for both vehicles. These algorithms demonstrated very accurate insertion capability under the conditions simulated for
the vertical-takeoff all-rocket vehicle and moderate insertion accuracy for the horizontal-takeoff air-breathing vehicle.

Two flight control issues for the vertical take-off rocket were uncovered. The first was the large gimbal angle range required
for pitch trim when using parallel mated vehicles. The second was control during staging.

Two issues were also identified for the air-breathing vehicle. The fust was that since the drag losses are a significant fraction of
the total ideal velocity required, the drag associated with trimming needs to be reduced. The second issue was that since the vehicle flies
at high dynamic pressure for most of the ascent, the guidance system design will be more difficult to insure accurate insertion.

FUTURE WORK

No flight control issue has been identified in this paper that would preclude the selection of either of these two classes of vehicle
for the next launch vehicle. However, this paper has been able to address only a few of the issues that will affect the design of the flight
control and guidance systems for the next-generation spacecraft. Some major areas that were not discussed, but which are currently
being examined at the NASA Langley Research Center, include additional atmospheric anomalies such as gusts and turbulence, control
during staging, as well as altemate trim techniques.
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TABLE 1. CHARACTERISTICS OF VERTICAL- TABLE 2. CHARACTERISTICS OF HORIZONTAL-
TAKEOFF ROCKET VEHICLE TAKEOFF AIR-BREATII1NG VEHICLE

,BQ9.,M Gross mass, kg ............................. 136,079

Gross mass, kg ............................. 453,742 Dry mass, kg .................................. 58,968

Dry mass, kg ................................. 48,699 Payload, kg ................... 9,100

Number of engines ................................. 6 Circularization engine lsp, see .................. 465

Vacuum engine thrust, N ........ 1.557x10 6  Wing reference area, m2 . . . . . . . . . . . 335

Engine vacuum Isp, see ......................... 438 Span, m ........................................ 18

Wing reference area, m2 ........... .. . . . . . . . . . . . 144 Mean aerodynamic chord, m ................. 24

BRITE Engine tivmst and Isp characteristics are shown infigures 3 and 4

Gross mass, kg ............................. 538,361

Dry mass, kg ................. 69,387

Payload. kg ................................... 9,100

Number of engines ............................ 4

Engine vacuum thrust, N ............... 1.557x10 6

Wng efr e ..n e ....... . . . . . . . . . . . . .... 43i

Wing reference area, m2 ........................ 185
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TABLE 3. RELATIVE VELOCITY LOSSES OF ROCKETAND AIR-BREATHING VEHICLES

&=An-DREAn

AV, m/sec 9,334 10,749

AVLOSS, mlsc 1,872 3,372

AVAT, m/sec 200 0

AVD, m/SeC 193 2,725

AVG, m/sec 1,327 636

AVTv, m/sec 156 16

AVcr, itsec -4 .5

AVCIRC, n/sec 26 162

Velocity losses due to 0 0
gimballing, m/sec

Vector losses due to 0 366
devon deflection, m/sec

TABLE 4. VERTICAL-TAKEOFF ROCKET SIMULATION RESULTS FOR CONSTANT FACTOR
ATMOSPHERIC DENSITY VARIATIONS

FACR-a0.8 E-A-CM&Q FACTOR= 1. l FACTQ

A Payload, kg 782 464 -849 -3452

A Time, sec -1.1 -0.7 12 5.1

AGrad, m -0.6 -0.15 0.2 -0.03

Ay, deg -0.0003 -0.0001 0.0003 -0.0001

TABLE 5. VERTICAL-TAKEOFF ROCKET SIMULATION RESULTS FOR GRAM ATMOSPHERIC
DENSITY VARIATIONS

(Monthly Mean Density With No Winds)

JANUARY ELUIM MARC ~ APIAL MAY OL

A Payload, kg -254 -208 -225 -277 -339 -416

A Time, sec 0.4 0.3 0.3 0.4 0.5 0.6

AGmrd, m 0.44 0.03 0.24 0.15 0.12 0.06

Ay. deg 0.0004 0.0002 0.0003 0.0004 0.0003 -0.0001

AUGUST SETEMBER QUOM. NOVE.MBER DECEMBER

A Payload, kg -504 -470 -411 -334 -286 -282

A Tune, sec 0.7 0.7 0.6 0.5 0.4 0.4

AGrad, n -0.09 0.18 0.33 0.4 0.4 0.09

Ay, deg -0.0001 0.0002 0.0004 0.0004 0.0004 0.0003
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TABLE 6. VERTICAL-TAKEOFF ROCKET SIMULATION RESULTS FOR GRAM ATMOSPHERIC
DENSITY VARIATIONS

(Monthly Mean Density With Winds)

~LAX EEMAB MARCH AEMI h= Lu

A Payload, kg -212 -189 -250 -329 -364 -411

A Tme, see 0.3 0.3 0.4 0.5 0.5 0.6

AGmd, m 0.34 0.03 0.24 0.15 0.12 0.06

Ay, deg 0.0004 0.0001 0.0003 0.0004 0.0003 -0.0002

JULY AUGUSI S UlIThM.JR CT.FR V"..Mui= D"CFM.E.

A Payload, kg -504 -449 -398 -315 -269 -255

A Time, sec 07 0.7 0.6 0.5 0.4 0.4

AGrad, m -.09 0.21 0.37 0.40 0.40 0.09

Ay, deg -0.0001 0.0003 0.0004 0.0004 0.0004 0.0003

TABLE 7. VERTICAL-TAKEOFF ROCKET SIMULATION RESULTS FOR GRAM ATMOSPIERIC
DENSITY VARIATIONS

(Perturbations for July 1, 1989 With Winds)

PERT I#1 PERT.3 PFRT #4 PEB

A Payload, kg .603 -502 -564 -566 -570

A Time, see 0.9 0.8 0.8 0.8 0.8

AGrad, m -0.24 -0.31 0.15 -0.18 -030

Ay, deg 0.0004 -0.0005 0.0004 -0.0003 -0.0005

SPER 7 PERT9 PF.RT#I0

A Payload, kg -562 -562 -528 -526 -472

A Time, sec 0.8 0.8 0.8 0.8 0.7

AGrad, mn 0.06 -0.21 -0.18 0.18 -0.15

Ay, deg 0.0002 -0.0001 -0.0002 -0.0001 -0.0002

3E, -wm

A Payload, kg -1056 -118

A Time, sec 1.5 -0.2

AGrad, m 0.49 -0.49

Ay, deg -0.001 0.001
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TABLE 8. COMPARISON OF ROCKET VEHICLE WITH AND WITHOIIT ENGINE GIMBAL CONSTRAINTS

WrIOUT GIMBALCONSTRAINTa PM'al GIMBAL ANGLES LIMITD TO

AV, nt/sec 9,334 9,381

AVLOSS, nm/sec 1,872 1,918

AVTHRUST, m/se 200 211

AVAERO, tt/scc 193 194

AVGRAV, m/sec 1,327 1,342

AVTV, m/se 156 175

AVcoR, r/se -4 -4

AVCIRC. m/sec 26 26

Time to staging, see 104.8 114.4

Time to insertion, see 438.3 449.5

TABLE 9. VERTICAL-TAKEOFF ROCKET STAGING CONDITIONS

Altitude, m ................... 24,687

Velocity, m/sec ............... .835

y, deg ................... 37.5

a, deg ................... -1.7

M ach ........................... . 2.8

TABLE 10. HORIZONTAL TAKE-OFF AIR.BREATIIING SIMULATION RESULTS FOR CONSTANT
FACTOR ATMOSPIIERIC DENSITY VARIATIONS

EAL R--. FA'rOR-09 FACTO=,Ll E&QRBL?

A Payload, kg. -381 .176 150 177

A Time, see 15.5 7.0 -5.9 -6.9

A Apogee, kin -0.6 02 0 0

A Perigee, km 7.8 3.5 -3.3 -6.9

47
4;
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TABLE 11. HORIZONTAL-TAKEOFF AIR-BREATHING SIMULATION RESULTS FOR GRAM
ATMOSPHERIC DENSITY VARIATIONS
(Monthly Mean Density With No Winds)

JANUARY FEBRUARY MARCH APRIL m LUN

A Payload, kg 307 249 270 475 581 557

A Time, sec -8.5 -6.8 -5.2 6.2 -9.7 -9.0

A Apogee, km 4..3 3.5 2.0 2.6 4.1 3.0

A Perigee, km -7.4 -6.1 -4.3 -4.3 7.6 -5.7

JLX A1IQUSI TFMMBER OCTOER NrQEMBER DEBER

A Payload, kg 485 341 295 239 38 289

A Time, -ec -7.5 -7.6 -6.3 -6.0 -7.4 -7.1

A Apogee, km 2.0 1.7 0.9 1.5 2.8 3.1

A Perigee, kin .48 -5.9 -4.8 -4.8 -7.2 -6.1

TABLE 12. IIOR-ZONTAL-TAKEOFF AIR-BREATHING SIMULATION RESULTS FOR GRAM
ATMOSPHERIC DENSITY VARIATIONS

(Monthly Mean Density With Winds)

JAN1UARY E1flBR1AR MARCH APRIL Im LAX

A Payload, kg 257 198 230 458 596 611

A Time, see -8.2 -5.7 -4.3 -5.3 -9.5 -10.3

A Apogee, km 4.6 3.0 1.5 2.2 4.1 3.7

A Perigee, km -9.3 -8.9 -6.9 -5.6 -7.2 -3.3

LULY AUI SEHMB O~ rIOER NOVEMBER DIM-u,

A Payload, kg 482 369 307 240 22 249

A Time, see -10.3 -8.9 -6.9 -4.8 -5.2 -5.0

A Apogee, km 3.0 2.2 1.1 0.9 1.3 2.2

A Perigee, kin -2.4 -3.9 -4.3 -6.5 -10.7 -9.1
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TABLE 13. HORIZONTAL-TAKEOFF AIR-BREATHING SIMULATION RESULTS FOR GRAM
ATMOSPHERIC DENSITY VARIATIONS

(Perturbations for July 1, 1989 With Winds)

A Payload, kg 487 504 508 522 507

A Time, sec -9.0 -11.4 -9.0 -11.9 -9.6

A Apogee, km 1.1 2.8 1.4 3.0 2.4

A Pergee.ktr 2.2 -3.3 0.4 -5.0 -1.7

P-P3 ERT R7 PliEI8 PERI # ER

A Payload, kg 503 452 474 509 546

A Time, sec -6.8 -12.0 -9.5 -8.9 -11.3

A Apogee, km 1.7 3.7 28 2.6 1 5

A Perigee,kin 3.1 -6.1 -1.3 -0.2 0.6

3cr PERT _Io Pr-RT

A Payload, kg 583 406

A Time, sec -19.1 -0.2

A Apogee, km 4.4 1.3

A Perigee, kmn -12.6 9A4

Orbiter LH 2 tank
Booster 7

I 18.3 mn

36.5m 407 LOX tanks

canister
61 mn

Payload bay

1---30.8 rn-

Figure 1. Vertical-takeoff rocket vehicle. Figure 2. Horizontal-takeoff of air-breathing vehicle.
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ASCENT and DESCENT TRAJECTORY OPTIMIZATION of ARIANE V/HERMES

C.Jainsch, K.Schnepper, K.H.Well

Institute for Flight Systems Dynamics
Deutsche Forschungsanstalt for Luft-und Raumfahrt(DLR)

(German Aerospace Research Establishment)
Oberpfaffenhofen, Federal Republic of Germany

Summary
An overview over the state of the art of trajectory optimization of aerospace vehicles is given
with emphasis on applications to ARIANE V ascent trajectories and HERMES reentry
trajectories. The paper briefly reflects on some of the numerical methods used in the past and
describes in more detail two relatively new methods under development, both of which need
efficient sequential quadratic programming for solving the associated nonlinear programming
problems. A detailed description of the equations of motion, the boundary conditions and the
flight path constraints for the ARIANE V ascent and the HERMES reentry is presented and
numerical results are given for an optimal ascent into geostationary transfer orbit, into a
sun-synchronous orbit, into a 28.50 transfer orbit for the ARIANE V/HERMES combination,

and an optimal reentry from a 28.50 orbit to Istres. The paper concludes with an outlook into
trajectory optimization of space vehicles with airbreathing engines.

1. INTRODUCTION
Ascent trajectory optimization of rockets has been one of the driving applications for developing
new optimization methods, more efficient algorithms and software for almost 30 years. This is
not surprising since only a small fraction of the total lift-off mass of a rocket can be utilized as
payload and, therefore, it is most important to select the best ascent profile. For this purpose the
motion of the vehicle can be analyzed by looking at the motion of the center of mass and
neglecting the rotational dynamics. Mathematically this requires the solution of a set of ordinary
differential equations[l] which are controlled by pitch- and yaw-angles from lift-off until
burn-out of the last stage. The purpose of optimization is to select the time histories of the
control functions in such a way as to maximize the payload in the desired orbit while observing
all vehicle- and mission constraints.

Descent trajectory optimization has been of interest ever since reentry vehicles are capable of
generating lift forces during the reentry and using these to change their flight paths. Here, too,
the analysis can be done by considering mass point motion only, and the control functions are
for instance angle of attack and velocity bank angle. There are various performance criteria of
interest such as maximizing the crossrange or minimizing the total heat load accumulated along
the flight path. Most important are temperature constraints at various critical points of the
vehicle, for instance at the stagnation point, at the leading edge of the wings, or at critical points
at the lower wing/fuselage surface. Other constraints are on maximum permitted deceleration,
on maximum permitted dynamic pressure and on maximum permitted hinge moments of some
of the control surfaces.

The above described optimization problems are optimal control problems which can not be
solved analytically except in rare cases where one makes simplifying assumptions such as

the atmosphere and assuming flat earth and constant gravitational forces for the ascent problem,
or assuming zero flight path angle and neglecting gravitational forces during for the descent
problem. Solutions obtained with these kind of simplifying assumptions can serve the analyst
quite well, they must be checked, however, by comparing them with numerical solutions
obtained using a full order dynamic model. To this end various optimization methods are
available.
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The first class of methods are gradient and conjugate gradient methods which have been applied
for these kind of problems successfully in the past, f.i.Ref.[2]-[5]. Parameterizing the control
functions over a user specified grid has bepn a successful approach for solving trajectory
optimization problems, too. This technique transforms the optimal control problem into a
nonlinear programming problem and was first applied to rocket trajectories in [6], later in
[7]-[9]. Improvements in methods for solving nonlinear programs have been utilized in the later
papers. The ascent trajectory of the US-Shuttle has been designed using this approach. At the
European Space Agency(ESA) there exists software based on this approach. In [10] and [1 1] the
ideas of Davidon Fletcher Powell on Quasi-Newton Methods for nonlinear programming was
extended to function space and applied to ascent trajectory optimization. All these methods are
considered first order methods since they make use of first order information only'. First order
algorithms need the system- and the adjoint differential equations, which have to be solved in
backward or forward direction once in each iteration. Second order information is built up -
where required - during the course of the iteration sequence.

Second order methods for solving trajectory optimization problems have been proposed early in
the development, too. The most widely used one is the Multiple Shooting Algorithm (MSA) first
presented in [12] with later extensions in [13]. Second order methods - except the MSA - need
analytical second partial derivatives of the system equations which are cumbersome to get for
complex trajectory problems. The MSA generates the second order information numerically and,
therefore, is the only competitive optimization method in its class. Here, the system equations
must be integrated forward together with the adjoints in each iteration. The switching structure
of the optimal solution must be known in advance. It has been successfully applied to ascent and
descent problems in [14] and [15].

A different computational method is due to Bellman's Principle of Dynamic Programming. Here,
tile constrained optimal control problem is discretized and a multistage decision making problem
is obtained which is being solved by a special recursion formula based on Bellman's
optimization principle. This method suffers from the so called "curse of dimensionality" because
computer time and RAM storage demands increase exponentially with the dimension of the state
vector. This has limited its applicability to small problems, say three state variables at most.
Indirectly related to the dynamic programming method through the Hamilton-Jacobi partial
differential equation is the differential dynamic programming method. In [17] numerical
experience with a first and a second order version of the algorithm for aerospace problems is
reported. This method needs adjoint differential equations and in its second order version even
analytical second partials with respect to the state. DDP methods have seen only limited
applications.

The significant advance in solving constrained nonlinear programming problems has been the
development of efficient quadratic programming(QP) solvers within the last 10 years and this
has renewed the interest in trajectory optimization algorithms based on parameterizing the
optimal control problem. In [18]-[21J recursive quadratic programming is applied to space
trajectory optimization in connection with an indirect method. QP solvers are used in connection
with direct methods in [22]-[23] and in [24]. Here a multiple shooting structure is introduced
into the parameterized optimal control problem thus making forward differencing for generating
estimates for partial derivatives with respect to the parameters as efficient as using adjoints. In
[25] a special integrator is presented which enhances the performance of the algorithms for
parameterized control calculations even further. Results for ascent and descent optimization are
given in [25]-[29]. Another new approach which utilizes the advance in solving QP's efficiently
is presented in [30] using direct collocation for satisfying the differential system. The associated
software is known in the United States under the Name OTIS and has found widespread use at
many government laboratories, in industry, and at some universities. It has been applied
successfully for analyzing the ascent trajectories of new launch vehicles with airbreathing
engines.

In this paper two new methods under development at DLR are presented, one based on
parameterizing the control functions and multiple shooting for integrating the system equations
numerically. This algorithm is presented under the name PROMIS. It has several advanced
features such as a separate discretization grid for each component of the control vector, variable
control model function selection options, a separate grid for handling state
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constraints, efficient integration of the system equations by using the integrator from [25], and it
does not need adjoint differential equations. The other method is based on direct collocation for
satisfying the system differential equations. It is an extension of the method presented in [30]
with additional features such as automatic scaling and variable grid selection. The system
equations need not to be integrated explicitly and the method does not need adjoints. This one is
presented under the name TROPIC. These methods are being developed with the primary goal
of having efficient software for trajectory optimization of aerospace vehicles. Particular
emphasis is placed on an advanced user interface which makes it easy to set up a new
optimization problem, change the models, perform iteration sequences, analyze intermediate and
final results, and switch from one type of method to another one. These methods will be
applicable for trajectory optimization of winged launchers with airbreathing engines, for
instance HOTOL or SANGER II.

2. MATHEMATICAL MODELS for SIMULATION and OPTIMIZATION
2.1 Equations of motion
The point mass equations of motion in a flight path coordinate system over a spherical, rotating
earth with no wind in the atmosphere are[1]

V ro)2(cos2 8 siny-sin8 cos8 cosy cosX) - g siny + (T/m)cosa cose +Xw/m

= (V/r)cosy sinX tan8 + 2coE(sin&-cosX cos8 tany) + ro)2(VcosY)- sinx sin8 cos5

- T(mVcos)- 1 cosa sine - Yw(mVcoSY)-I

2 2
- (V/r)cosy + 2 coEsinX cos5 + (r(o2/V)(cos 8 cosy + sin8 cos6 siny cosX)

- (gfV)cosy + (mV) - 1 (Tsina+Zw)

A (V/r)cosy sinx (cos8)- 1  (1)

S (V/r)cosy cosX

r = Vsiny
mh=-b

Here, V is the vehicle velocity relative to an earth fixed coordinate systiem, r its radius vector
from the center of the earth, X,y are azimuth and path inclination which measure the orientation
of the flight path coordinate system relative to a local horizontal system. A,8 are geographical
latitude and longitude of the vehicle. T is the thrust, m the vehicle mass, XwYw, Zw are the

aerodynamic forces acting on the vehicle. The angles a and e are the directions of the thrust
vector with respect to the flight path coordinate system. They represent the control functions in

the differential system. O)E(7.2921*10 - 3 rad/s) is the angular velocity of the earth's rotation. a

and e can be replaced by body pitch and yaw angles 0 and 'q through the transformation

coso cose 1 [sinO cosy s i nX0 + siny cosX 1
cosa sineI = A sinO cosy cosX0 - sinyf sinX0  (2)

sine j cos0 cosIj

where the subscript 0 indicates angles at t=0 and where A(X0 ,8o,A,8,Xy,) is a transformation

matrix depending on the angles consisting of five orthogonal transformations from the local
horizontal system to the body axis system, for details see f.i.[26]. With this expression a and e
can be replaced in (1) by 0 and y, these being the new control variables for the differential
system. For descent there is no thrust, and all terms containing T are not present. In this case the
control functions are angle of attack at and velocity bank angle t, both controls will be
discussed below.
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The aerodynamic forces are given in vehicle coordinates and are defined as

Xf=qcxS, Yf=qcyS, Zf=qczS

with q=(p/2)V2 the dynamic pressure and S the reference area. The coefficients cxCylc z are
functions of angle of attack c, side slip angle P, and Machnumber M. For simplification we
assume no wind. In this case c-=--a and P3m and a and 3 can be used as controls. Then

ac (M) acN(M)cX=Cx(M)=CDo(M), y f cfsinp, cz= afcosp (3)

with cDo as drag coefficient at zero angle of attack, af and p as defined in Fig.l. The relation

between a, 3, af, and T is

a=afcos(p, 0=--zfsinD.

The coefficients for the ARIANE V with and without HERMES are taken from Figs.1 and 2 and
are approximated in the numerical examples by cubic splines or by linear functions. The
aerodynamic forces in the wind axis system are

Xw=cosacos3Xf-sinpYf-sitacospZ f,

Yw=cosasinpXfcosf--siasin3Zf (4)

Zw=sinxXf+coscZ f .

For descent optimization it is customary to use angle of attack a and velocity bank angle i. In

this case the aerodynamic forces are obtained by

Xw = -D = -qScD( tM), M: Machnurnber,

Yw = Lsingt = qSc L(a'M)sinIt, (5)
Zw = Lcos.t = qScL(a,M)cosgt

where the lift- and drag coefficients as functions of Machnumber are given in tabular form and
are approximated for the numerical examples by polynomial functions.

Air density p(h) and speed of sound a(h) are approximated by differentiable functions using the
U.S. Standard Atmosphere between 0 and 80 km(see Ref.[14]). The gravitational acceleration is
given by

g(r'8)=(Oe/r 3 )(l+3/2J2 (RE/r)2 (1- 3sin 28)) (6)

with RE(6 3 7 8 .155 km) as equatorial radius of the earth and J2 (0.0010826) as oblateness

parameter, Ie(3 9 8 602 km3/s2 ) is the gravitational constant of the earth. With these equations of

motion trajectories can be computed numerically once initial conditions are specified and
control time histories O(t),y(t) in the case of ascent or ct(t), [t(t) in the case of descent are given.
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2.2 Masses and specific impulses for ascent
[31] contains a good description of typical ascent trajectories for ARIANE V into geostationary
transfer orbit(GTO), into highly eccentric 24h and 48h orbits, into so--called Molnija orbits, and
into escape orbits. To achieve these orbits the ARIANE V vehicle has three stages. The first
stage is the H155 together with the two boosters P230. The second stage is defined as the flight
with the H155 after jettisoning of the boosters. The third stage is the L5 after bum out of the
H155 and stage separation. Thrust of a P230 booster is a function of time as depicted in Fig.3. It
is approximated as TP23 0 using linear interpolation. Thrust of the other engines is defined as

TH155=IspH1551H155' TL5=IspL5bL5

with Ip as the specific impulse of the respective engines and 6 the mass flow. Table 1 contains

the numerical values.

1Is2H155 (s) I spL5(S) bH155 (kg/s) 6P230 (kg/s)1 6L5(kg/s)

430 317 253 1933 6.75

Table 1: Spec. Impulses and fuel consumption for various engines of the ARIANE V
vehicle

For optimization it is sometimes useful to define "optimization stages". In each of these
optimization stages the solution of the differential system (1) is continuous. Table 2 summarizes
the ascent sequence and defines the optimization stages for an ascent into GTO.

2P230+H155 H155S COAST IL5
1 1 2 3 5

to=t1 t2 t 3  t4  tf

SPLASH DOWN I
4

t3  t5

Table 2: Stages in the optimization problem

Stage 1 is the first stage of the vehicle and the first stage of the optimization problem. At t2 the

boosters are jettisoned, t2 is fixed(119.177 s). t3 marks the burn-out of the H155 and is fixed

too(600 s). Stage 2 is for t2  <t 3. Stage 3 is the third optimization stage and is a coasting arc

after separation of the H155 from the upper stage. t4 is to be chosen optimally. Stage 4 is the
flight of the empty H155 for t3 _t.<t 5. The empty H155 is supposed to splash

down in either the Atlantic or the Pacific Ocean at t5. More about the splash-down constraint
below. Stage 5 is the ascent of the third rocket stage from ignition of the L5 at t4 until bum-out

at tf which is to be selected optimally.

2.3 Boundary conditions for ascent
The initial conditions are

V(0)=5 m/s, X(0)=900 , y(O)=90.0 0 , A(O)=-52.82 0 (Kourou),8(0)=5.25 0 (Kourou),
r(O)=RE45 m, m(0)=m I,
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where m I is the initial mass in the first optimization stage. Iniial masses for the other four

stages are given in Table3.

ml(kg) m2 (kg) m3 (kg) m4 (kg) m5(kg)

717348 150558 13085 14188 13085

Table 3: Initial stage masses

The upper stage of the vehicle has to reach the desired target orbit. In order to relate the state at
tf to the orbital elements the state in the wind axis system is transformed into an inertial

coordinate system. The relations for velocity, path inclination, and azimuth are

V2=V2 (tf)+r(tf)O)Ecos8(tf) [2V(tf)cos"y(tf)sinX(tf) +r(tf)0OECOS5(tf)
siny/i=V(t f) siny)(t f)/V I  (7)

cosxi=V(tf)cosy(tf)cOsX(tf)/(Vcos'y I)

where the subscript I designates variables in the inertial coordinate system. The somi-major axis

a is obtained from

a=r(tf)g.e/( 21.e--r(tf)Vi). (8)

Eccentricity e and true anomaly f are related to the state vector by

esinf(1 +ecosf)- 1 =tany, (9)

a(1-e2)(1+ecosf) - =r(tf) (10)

The orbital inclination i is computed from

cosi=cos8 (tf)sinXi. (11)

The argument of perigee o) is obtained from

sin(co+f)=sin8(tf)/sini, cos(c.+f)=coscakcOS8(tf) (12)

where the right ascension with respect to the ascending node cxk is computed from

sinak=(sin5(tf)/cos8(tf))/ I cosi/sini

coscak=sgn(cosXi)(1-sin2 ctk ) l
2. (13)

Altogether, perigee and apogee altitude, inclination, and the argument of the perigee are
prescribed at injection. These are four conditions for the six state variables. Table 4 gives the
required orbital elements for injection into GTO, into a sun-synchronous orbit(SSO), and into a
28.50 transfer orbit for HERMES.
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h p(km) ha (km ) i(deg) o(deg)

GTO 300 36000 10 180
SSO 800 800 98.6 -
HER 100 460 28.5 ?

Table 4: Target orbit parameters for three different missions

2.4 Constraints for the ascent with L5(automatic missioixs)
For the optimal ascent into GTO without the splash-down condition the empty H155 will fly in
an elliptic orbit and it will be difficult to predict the splash down point. Therefore, the ascent
trajectory must be modified to ensure that the empty A155 will return in the first orbit. This can
be achieved by requiring that the perigee altitude of the elliptic orbit be sufficiently low, see
f.i.[32]. An additional deorbit impulse might be necessary. In the same way as was done for the
injection into GTO the state at burn-out of the first stage(at t3 ) is transformed into an inertial

coordinate system. The relations for velocity and path inclination are

V2155=V 2 (t3)+r(t3 )OEcos8(t3 ) [2V(t 3 )cosyt 3 )sinX(t3 ) + r(t 3)CoEcOS8(t 3 )]

sinyH 155=V(t 3)siny(t3 )VH 155

where the subscript H155 designates variables of the empty H155 in the inertial coordinate

system. These variables are related to the semi-major axis al155 by

aH 155'(t3)*e/(2 9e-r(t3)VH155) .

Eccentricity eHl155 and true anomaly fl55 are related to the state vector by

eH155sinfH 155(1+eHI 5 5cosfH l55 )  =tanyHl55

2 -1
aHl55('--H155)(l+-Hl55cosfHl55 ) =r(t3 )

The splash-down constraint is imposed by requiring

hpl55=r PHl55-R E=a Hl55(-'eHl55)-RE = 50 km, for instance with hp as perigee

altitude.

Alternatively, the splash-down constraint could be imposed by requiring an additional boundary
condition on the state of the 5th optimization stage at t=t5, for instance.

Further constraints observed during the ascent are the dynamic pressure constraint

q(h,V) -,V2 < q typically qmax = 40kPa, (14)

and a constraint on heat flux after fairing jettisoning

qh(h'V)=2v 3 qhmax' t4 ,t<tf (15)

with tA, indicating the time of fairing jettisoning. t,<t,.<t_. A typical vahle for n- is
1, 'I q I - max

250kw/m
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2.5 Constraints for ARIANE V with HERMESThe empty H155 is to splash down in the Atiantic. Mathematically this is handled in the same

way as the splash down constraint for missions into GTO. In case the true anomaly f155 is

negative at t3 and the perigee altitude is sufficiently low the splash down will occur. It is not

clear yet whether a deorbit impulse might be necessary to ensure splash down into the Atlantic
well outside the African coastline.

In case of a malfunction of the H155 after jettisoning of the P230's a safe return of the
HERMES space plane restricts the altitude-velocity domain in which flight with the burning
H155 can occur, see Fig.4.

h[km]
125

4.88 V[km/sl
Fig. 4: Altitude-veloci ty constraint for ARIANE V/HERMES

2.6 Mission and vehicle data for descent
The HERMES space plane is to return from a circular orbit with an altitude of 460km and an

inclination of 28.50 to Kourou or to Istres(France). It has a mass of approximately 16000kg. The
reentry is initiated by a deorbit impulse which generates a new orbit with a sufficiently low
perigee. The amount, the direction, and the timing of the applied velocity increment determines
the initial conditions for reentry into the atmosphere. Although this portion of the descent can
easily be included in the optimization it is usually treated separately since for a given deorbit
impulse the trajectory from that point down to a certain altitude is basically fixed. Thus the
reentry phase really begins at a particular altitude, velocity and path inclination. Similar
considerations are applied to the last portion of the descent: The space plane becomes "airplane
like" at about M=2 and about 25km altitude. From this point on, the trajectory can be
determined by a quasisteady analysis. This point is defined as the beginning of the
TAEM(terminal area energy management) phase, which serves to guide the space plane towards
the runway with the proper velocity, altitude, path inclination and heading. There is not much to
be optimized in the TAEM phase. Therefore, the purpose of entry optimization is to find
trajectories from a given initial altitude, velocity, path inclination, and heading(as a result of the
deorbit burn) to the TAEM initiation conditions, satisfying all vehicle- and mission constraints
while extremizing a particular performance index. For this entry optimization the differential
equations (1) are used with controls angle of attack - or lift coefficient - and velocity bank
angle as given in (5). Lift- and drag coefficients as functions of angle of attack ct and
Machnumber M are taken from [39].

2.7 Performance indices and boundary conditions for descent
One of the most important performance criteria for a lifting entry vehicle is the achievable
crossrange from a given initial state

I(a,.t) = A(tf) = max. (16)

This performance index is used in [15],[16],[33] and many other studies. Alternatively, one can
ask for reentry trajectories minimizing the accumulated heat at a particular point of the vehicle,
usually taken to he the stagnation point, along the flight path

tf

= f Q(h,V,0c)dt, f.i. Q = Qsp(h,V,0) cpl/ 2v 3  (17)

t0
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for the stagnation point where C is a constant for a particular geometrical shape. Of course, one
could also take other points on the vehicle such as points on the leading edge or at the lower
surface of the wing. At angles of attack greater zero it is difficult to define analytical

expressions for the heat flux Q since it depends not only on the three variables given in (17) but
in addition on the type of boundary layer, on the temperature of the wall and on other
parameters. (17) is used as performance index in a study for designing a minimum weight heat
shield for the US shuttle, see [341.

Another performance index used in [28] is to minimize accumulated heat per crossrange

tf

I(c, J) = f Qdt/A(tf). (18)

to

The initial conditions for a landing in Istres are given in Table 5.

V(km/s) X(o) y(o) A( 0) 5(0) h(km)

7.5 77 -1.65 -25.9 free 122

Table 5: Initial Condition for Reentry to Istres

As final conditions altitude, velocity, and path-inclination are prescribed as given in Table 6.

V(km/s) X(o) y( 0 ) A() 8(0) h(km)

0.76 free ree 43.52 4.92 30

Table 6: Initial Conditions for TAEM interface

2.8 Constraints for descent
Most importantly, the temperature at the skin of the heat shield must remain below a maximum
value which depends on the material used and on the construction of the heatshield itself. This
temperature constraint can be met by limiting the heat flux at critical points on the vehicle
surface during the reentry. Usually, the stagnation point is used as the most critical point
although flight results from the US shuttle have shown, that other points, f.i. at the engine pods,
experience extremely high temperatures, too. Heat flux at the stagnation point is computed as
given in (17). Other path constraints are due to maximum permissible hinge moments of the
control surfaces - for HERMES less than 32kNm -, maximum permitted load factor
n=L/W nmax= 2 .5, and maximum permitted dynamic pressure q<q max=lOkPa. In addition, it is
required that y-0 throughout the reentry. This constraint arises from guidance considerations. All
of these constraints define the so called "entry corridor" which is shown in Fig.5 for the
HERMES space plane. All data are taken from [28]. Any reentry trajectory must lie within the
boundaries and a typical optimal reentry trajectory first encounters the temperature constraint,
then the hinge-moment constraint, and at the end the dynamic pressure constraint. The max.
load factor constraint usually does not become active.

,S
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3 OPTIMAL CONTROL PROBLEM
3.1 Piecewise Continuous OCP
The equations of motion for a multi-stage system can be written in the form

(P1) k(t) = fJ(x,updt), tj < t j+ ,j

to0 = t 1, tf = tm , to: initial time, tf: final time

with m-I stages where fJ is continuous and continuously differentiable within each stage, pd is

a vector of design parameters of dimension nd, the state vector x has dimension n, the controlp.
vector dimension . The objective is to determine u(t), the staging times tj, and the design

parameters pd such that the functional

I =()(X(to0), x(tf), pd, tj)

is minimized. At each staging time, boundary conditions of the form

i(x(tj ), p d, t) = 0, i l,...,nb,j6 {1E....m}

must be satisfied. Within each stage inequality constraints

d dg(x,p ,t) or g (x,u,p ,t):9 0, t. < t<tj *4+1

have to be satisfied where g is either a vector or a scalar. In addition, at staging, jump
conditions (stage separation)

xi(t) hk(Xi(tt), tj) i f {1,...,n) , j E {2,...,m-1 , k = l

might be imposed. The complete vector of parameters to be adjusted in the optimization is
pdT)T.aehetfuslh

p=(t 1 ... tm, ) Constraints are dynamic pressure constraint, integrated heat flux, splash

down constraints. Jump conditions are the jumps at booster jettisoning, and at stage separation,
at payload fairing jettisoning.

3.2 Transformation into a Continuous OCP
By introducing a new independent variable in each stage

t - t.
tj - -J j=new tj+l-tj

the differential equations are rewritten as

dxJ = (t. l-t j ) 0J(xjJ'd t 't.~t) ,j=1...m .
dt J

new
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Next, a new notation is introduced:

xnw (IT,.x (m-l)T )T dmxe nw nmI

u UIT.., (m-4)T )Tdiu =

(t 2 -t )f 1

'nw (t t )fm-I ni lew i new
mm-Im

g ~ n)ew either a scalar or a vector.

The jump conditions become

x~i (0) p kx~() , j e {2,...m-1) , i E I{1,...,n), k 1 ,...,n h'

In addition, continuity conditions

most hold for all components of i and j that are not present in thle jump conditions. The hk' k=

nh+l,...,n(m- 2 ) are designating identities. There are altogether n(m-2) - n h conditions. Jump

and continuity conditions can be added as boundary conditions to the Ni-vector obtaining

xi (0) - h1 (xi- (1), p)

I1new x4 (0) -h ni X di nw nbnexv nb +nm2

N . h

In this way the piecewise continuous OCP may been transformed into a continuous one.

Omitting the subscript new in the variables above one obtains

(P2) ini I(u,p) (x(0), x(l), p)

subject to

x f(xIuIpAt , g (x,u,p,t) :5 0, 0: t 1
Vp WO(), x(l), p) = 0,
dim(u)=, dim(p)=n~ dim(x)=n, dixn(g)=1 or ng, dim~tV)=nb
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3.3 Parameterized optimal control(PROMIS)
3.3.1 Parameter Vector and Constraints
The problem under consideration is

I(P3) rin I(u,p = (x(), pd)+ f L(x(t), u(t), pdt) dt

0

subject to the same constraints as in (P2). The basic idea is to reduce the infinite dimensional
problem to a finite dimensional one. Here, a version of an algorithm is described that uses
multiple shooting in connection with parameterization of the control. To this end several grids
are introduced:

a multiple shooting grid

I I I I I
0 = z 1 2 tt :j 1 'm_ 1  'rm = 1

12J J+1  i-

where at the gridpoint Tj..'$tm_ 1 the state vector is estimated to be x(e.) =X,
j J

a control grid attached to each mesh of the multiple shooting grid

I I
tj "cj+1

III I I
uE. u ,tu u It u

j 1 2 1 i+l n = J+l

JJwhere mu. is the number of gridpoints in the control grid,

a constraint grid attached to each mesh of the multiple shooting grid

It3I j+ I

I - I I I~ c c~t
j 1 i+ m. j+ 1J

where mj is the dimension of the constraint grid in the j-th multiple shooting grid.

The control vector u in (P3) is approximated over the control grid by piecewise constant, linear,
or cubic spline functions. For a linear approximation one obtains in each subinterval of the

centrol grid -tu < t  u-<i+1

u(t) = U. j(i+l)- Ui (t -' u) (19)u t =u u
i+l - "i

where Uji, Uj(i+l) are estimates of the control vector at the control gridpoints, dim Uj. =

where i indicates the control grid index in the j-th multiple shooting subinterval . Altogether,
the control vector in each multiple shooting mesh consists of
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) T m T T  uT i p m ,j=l,...m-1. (20)
d 

dj2 
..... j m j )

For numerical reason, the design parameter pd is copied (m-1) times and is designated as pd in

each multiple shooting mesh. The total parameter vector thus consists of

T T T TP = Pl'P2-....Pm-1 )  (21)

with
P (XT dT uT)T
P I (XT pdT, pTT

T dT uTT
Pro-1 = ( m m - m-o1

The boundary conditions are assumed to be separable, that is

W1 (Xi' pd) = 0, vm (Pm-1 
= 0

dim w1 + dim Nfm = nb" (22)

The following continuity conditions must be satisfied at the multiple shooting gridpoints:

in the first subinterval

Xl('2, X1l.pp)-X2 =0, pl-p2=0 Ul -21=0

in the j-th subinterval

x d ~d
x-('r X, j, p u x. p- -pd =0, U. u-Uj j+1' j' j'i J j j+ j+1 0+ g1)1-

j = 2,...,m-2.

The state inequality constraints are to be satisfied at the gridpoints of the constraint grid as
"point constraints". At the j-th multiple shooting grid one defines the constraint vector

gjl = g(Xp, Ujl)

= c d, u) d cgjk = g(x(rj, Xj, pi, pj), pi, u(Tfi, pj))

k = 2,...,m ,j= ... m-1. (23)

3.3.2 Parameter Optimization Problem
Introducing the above definitions into (P3) gives the nonlinear programming problem

. 1C. .

(P) inmie ~) ()(m~ , d ) i-i 1+1 1
(P4) minimize F(p) (X- 1  + L(t,x(t,X1,pd , p.) dt

j=l

.15
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subject to the constraints

ii =fL(t,x.i(t,p.i)), j= ,.M-

xj(-r+,, j j= ,j 1,.mm-
g33jI

For the special case m =2 (P4) becomes a parameterized OCP with single shooting as presented
in [22],[23], and [25]. In this case the continuity conditions are not present. The NLP-solver
needs gradients of F iVf, and g with respect to the paruameteiz. Table 7 contains the gradient of
the equality constraints for the special case m 3, Table 8 contains the gradient of the
inequality constraints w.r.t. the parameter vector.

-0

o a 0

0 I 0 0 -1

0av Dmym

Table 7: Jacobian of equality constraints for PROWIS of dimension
(nbI +n+nd+nu I +n b)x(n+nd+n u I+n+n d~nu2), n +n = u+U

Ppp 1p p p bl b p~+n2=

Dgl1 ag1  ag1  0 .j

xI ao a M - 1 a m - I _g -

L0  rn-i ap d p
Table 8: Jacobian of inequality constraints for PROMIS with dimension

(2*ng)x(n+nd +n u +n+n d+nu2

3.3.3. Algorithm
i) Find the numerical solution of the initial value problems

x. = f(t, x.(t), p.) r:5: j+

x.Qr.i) = X. I j = II.. -

Let x.(t, X., p. p?) be the solution in the interval (. r
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ii) Compute the constraints at r1, tm and compute the jumps at rtj, j = 2,...,m-1, compute

the inequality constraints vectors gj along the constraint grid "t.
iii) Compute the gradients of the cost function and the constraints by numerical

approximation, that is by solving initial value problems as in i) with perturbed
parameters.

iv) Use an NLP-solver such as SLSQP to compute a new estimate of the parameter p.
v) Repeat steps i) - iii) in each iteration of the NLP-solver until the convergence criteria

are satisfied.

3.4 Direct collocation method(TROPIC
Currently, optimal control problems(OCP) of the type (P2) can be solved with TROPIC. In
direct collocation the OCP is reduced to an nonlinear programming problem(NLP) by
approximating the state x(t) and the control u(t) by piecewise polynomials. To this end the
interval [0,1] is partitioned into m-1 subintervals 0=tl <,t2<...<m=l, and in each subinterval

the control u(t) is approximated by a linear (19) or piecewise constant function and each
component of the state x(t) is approximated by a cubic Hermite polynomial

qi(t)=ai+bi(t--ci)+ci(t--Ti)2 + I(t-ti)3 i<-x+ 1I

dim qi = n (24)

with

qi( i )=x('ti), qi( -iJ1=x(i+ 1 , qi('ti)=x( i ), qi(,ti+ 1)=x(,ti+ 1)

i=1,2,...,m-1 (25)

and the time derivatives of the state evaluated at 'ci by

k('ti)=f(x('ti),u('Ci),Pti).

From (24) and (25) one obtains the polynomial c-,.fficients by solving the linear system of
equations [10001

101 0 0 'xi
0102 03 Ci =

1 hi hi h i+l

0 1 2h i 3h2  [Xi+l

where hi=ti -- 'i, Ci=(ai,bi,ci,di )T , X, Xi+ 1 are the estimates for the state, % x +I are obtained

from evaluating the differential equations with XiXi+1 . The subscripts i designate variables

associated with the i-th node time r. Inverting the above 4 by 4 matrix yields the coefficients

1 0 0 01* X ]

0 1 0 0 xi
i -3/h2 -2/h i 3/h I/hi Xi+1
2/hV I/ h'-2/h' 1/h' j [xi+lJ
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The resulting piecewise polynomials are C1 throughout [0,1] and satisfy the differential
equations at all nodes .As collocation checkpoints the center of the intervals are used, that is

at c=(ti--,t)/2 the polynomials (24) are evaluated

h.
X =Ic I_ 1 (26)
1 = x =!Xi+Xi+l+ xi-xi+l)),

and the derivatives of the polynomials are evaluated

kc= c3 1)- 1 (27)
1 P~~= h(Xi-Xi+ xi+i) -

As a measure how well the polynomial satisfies the differential equations the collocation error
in each subinterval is defined as

*c- c c c
K i+'P) = x f(xi'u(Ti)"ti 'p) (28),

where Ui,Ui+ 1 are the estimates for u(,ri),u(ti+l). Assuming that the cubic polynomial can drive
the collocation error to zero by systematically varying the values for Xi and Ui an

approximation to the solution of P2 can be obtained. The constraints are enforced pointwise, that
is at each collocation grid r i constraints of the form g(Xi,Ui,Xi+,Ui+l)<0 are added.

The NLP resulting from the direct collocation transformation can be stated as follows. Define
the parameter vector P as

p=.i T T T T T T TP=X Ul1,X 2'U2 .....Xm'Um'P) I

collect all collocation- and boundary constraints,

KI(X 1
'U I 'X 2 'U 2 'p)

K2(Xz,U2 , X3 ,U 3 , P)

Ce(P) = =0 (29)

Km-1 (Xm- 1 ' Um-1 I X, Urn'p)

'q(X1,Xm  , P)

and all path constraints

C(P) = [i(Xi,Ui,Xi+i,Ui+lp)] 0. (30)

In this way the OCP can be transformed into an NLP

(PJ5) min F(P) w.r.t. P subject to Ce(P) = 0 and Ci(P) <- 0

where the number of parameters is np=m(n+l)+dim(p). The performance of the method of direct
collocation depends crucially on the performance of the NLP code used for solving P5.
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Several codes have been checked in [35],[36] for realistic trajectory problems and SLSQP [37J
as well as NPSOL from the Stanford Optimization Laboratory show consistently better
performance than others.

3.4.1 Implementation Considerations
Experience in developing the software has shown that two items strongly influence the numeric
behaviour of the method. The first is concerned with scaling. It is expected in TROPIC that the
user gives to the program a realistic range of critical parameters of his problem. TROPIC then
scales all variables to [-1,+lJ. The second item is concerned with noding. The location as well
as the number of nodes are crucial in satisfying a given collocatic! error tolerance. A static
stepsize control algorithm is added which determines the best location of nodes for given initial
estimates(only once at the beginning). A dynamic noding, that is a node position change has
been added recently, both features that previous versions, f.i.[30], of the collocation algorithm
do not have.

The NLP solver needs values of the cost function and the constraints as well their gradients. In
TROPIC an approximation to the Jacobian is computed numerically by using either forward or
central differencing. This Jacobian has a special structure

Gll G12  0 ... ... 0 G t

0 G2 1 .G2 2 . 0 .. 0 G2,t

0 . G 2  0 0 G.
ac j- . j2 . j ,t

... . 0 Gm-l,1 Gm-1 ,2 Gm-lit
Ge Ge e e i

1  2  m_i1  Gm ti i i i i
1 2 M-1 Gm Gt

with

DK DK. 1JK. 1 [K

j=l,.... . (31)

Th- last two blocks -i. the ser prescribed equality- and inequality boundary and path
constraints. Although tie matrix is sparse, the sparsity depends very much on the particular
problem, and therefore no structure assumptions are made. The expressions in (31) are obtained
by evaluating the right hand sides, assuming linear interpolation for the control as given in (19)

aKj__3 a-f(XJ ,Uj,p,t) af(x u ,ptc) aX

axh aX ax, Uax
j j J

w ith x I + h . _ - --X - . _,._A

ax. ax

J 3aK.. , f(X. U.rt' -tt~ c,-, ,,,,U, -.
.-2 J J'" j, - _ j, r-s",aj - a J  J  L-j' withu -- jI = 1 I.

au. DU Du3  LL .a withaJJ
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In the same way one obtains

DK j 3 1 Df(xj+l'IUj +l1pP '+l)_° j'uj', p 'c jx_.

2F 2~I1 -- J

ax. . ax ~ ~ ax axj~J+ I + j+1
with I h= D f(Xj+l ' Uj +a'P'Xj+I ) '

with ax J 21 -81 a
aXj+ 1  j+1

K I f J+ I ~ af(,,Pl,,t) apt)u au 1" ' = -2 f ( j l UJ + P' + )- fxC'u p' ) - 'J J  J J with u_. _ I I.

aUj +1 jUj j+1 Uj+1

Therefore, only the partials of f(x,u,p,t) with respect to x,u,p need to be computed numerically
to determine the G1l, Gj2 for j=l,...,m-1.

4. NUMERICAL RESULTS
Fig. 6 shows numerical results obtained with TROPIC for an ascent of the ARIANE V into a
geostationary transfer orbit with elements as given in Table 4. The staging times t2 and t3 are
fixed, there is no coasting arc, the only design parameter to be optimized is tf., The objective

function is the payload. The discontinuous OCP is transformed into a continuous one as
described in section 3.2. In the normalized interval 8 collocation points are chosen which results
in 8*(6 + 6 + 7 + 2 + 2 4 Z) + 3 = 203 parameters to be optimized in (P5). Initial estimates are
selected by integrating the differential equations (1) forward from given initial conditions
assuming a gravity turn (c--0,1=O) for all launcher stages. The initial conditions for the second
and third stage are selected by trial and error, such that a "crash" of the vehicle will not occur.
From this estimate TROPIC needs about 3 iterations to produce a first optimal trajectory using
SLSQP from [37] as the NLP solver. To obtain this first trajectory 3 function evaluations and 3
evaluations of the lacobians of the constraints are needed. However, as is usually the case in
optimization, the first solutions lacks accuracy and/or smoothness requirements, and therefore
additional solutions have to be generated. The solution shown is obtained after 2 continuations
steps. TROPIC needs about 47 CPU seconds per iteration on a APOLLO DN 10000 computer.

Achievable relative accuracy in constraint satisfaction is about 10-4 .

Fig.7 shows an ascent of an ARIANE V/L5 vehicle into a sun-synchroneous orbit with target
elements as given in Table 4, Fig.8 shows an ascent trajectory of ARIANE V with HERMES
into a target orbit as specified in Table 4. Neither the splash-down nor the
altitude-Machnumber safety constraints are imposed yet. The unconstrained solution violates
the safety constraint considerably for M _ 4.8(137 instead of 125km), slightly for M _< 4.8(112
instead of 110km).

Fig. 9 shows a solution of a HERMES descent from a 28.50 orbit to ISTRES minimizing the
performance index (17) with initial and final conditions as given in Tables 6 and 7. This
solution is obtained with PROMIS using a multiple shooting grid with m = 7 taking 0.1, 0.2,

0.4, 0.6, 0.8, 1.0 as gridpoints in the normalized interval. For the control grids mu = 2 spaced at

0, 0.08, mu = 2 spaced at 0.1, 0.15, mu = 3 spaced at 0.2, 0.3, 0.32, mu = 4 spaced at 0.4, 0.45,

0.5, 0.55, mu = 3 spaced at 0.6, 0.68, 0.74, mu = 4 spaced at 0.8, 0.86, 0.94, 1.0. Altogether

there are 6*6 + 18*2 + 1 = 73 parameters for (1P4). Initial estimates for the states and the
controls are obtained using forward integration of the differential equations (1) with initial
conditions in each shooting interval from trial and error. A first
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solution is obtained after 40 iterations, continuation steps need about 10 iterations each, CPU
time on a APOLLO DN1OOOO is 10s per iteration. Achievable accuracy is higher than with
Tropic since the integration accuracy can easily be controlled. In the solution presented
constraints on dynamic pressure and hinge moments are not considered yet.

5. CONCLUSIONS
Some recent development in trajectory optimization of aerospace vehicles have been discussed
in light of ascent and descent optimization of a conventional launcher and a future European
spaceplane. Two new software packages under development generate solutions for the test
problems with reasorzable accuracies and relatively little CPU time. Both methods share the
advantages of not relying on adjoint differential equations for gradient generation. This feature
makes the methods flexible as far as changes in problem formulation are concerned. In addition,
both methods have similar data structures and are being provided with an advanced user
interface that will allow graphical input and graphical output assisting the user in changing
initial estimates, in looking at intermediate results, in analyzing the results, and in displaying the
results. Both methods share the disadvantage of not producing a feasible solution until
convergence of the NLP solver has been obtained. PROMIS can be used as a single shooting
technique if needed. Both methods need efficient NLP solvers such as SLSQP or NPSOL, other
solvers have been tested and shown to be inferior in performance, especially in connection with
trajectory optimization methods where accuracies in function and constraint values and their
partial derivatives are low. Presently, there is a limit on the maximum number of parameters of
about 400-500 these NLP codes can handle and still work efficiently. It is desirable to be able
to increase this number by exploiting the structure of the Jacobians in TROPIC and PROMIS.
Both methods are robust with respect to modeling weaknesses such as linear interpolation of
multidimensional tables. The penalty for not using smooth data is an increase in CPU time by a
factor of 2. At present there are no accurate mathematical models available for the launcher
ARIANE V with or without HERMES, all results presented are with data collected from various
sources. The same situation exists for the HERMES spaceplane. Therefore, the results presented
should not be considered as trajectory design suggestions but rather as demonstrations of the
capabilities of the new trajectory optimization software under development at DLR. Ascent
trajectory optimization of future launch vehicles with airbreathing engines is of particular
importance since engine performance and angle of attack time history are coupled, and engine
design and operation depends on the selected trajectory. Here, the new methods offer an
attractive tool for the analysis of these systems.
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SUMMARY

A concept for a near-term multi-stage space launch system has been proposed. The
configuration incorporated full reusability, horizontal take-off and landing
characteristics, and a payload goal of 50,000 lbs into a 100 n.mi. circular polar
orbit. The first stage (booster) employed a multi-cycle high Mach number airbreathing
propulsion system, augmented by conventional rocket propulsion as required. The
second stage (orbiter) featured a high lift-to-drag ratio aerodynamic design with a
dedicated high volume payload bay. Propulsion for the second stage was provided by a
conventional rocket engine. The orbiter component was carried nestled within the
booster mold lines and staged through a bottom drop mode. Sensitivity studies were
performed on the synergisms between elements of the boost propulsion system; dynamic
pressure effects on system performance; degraded rdmjet thrust at high Mach numbers;
and booster weight at staging. The configuration evolution and results from the
sensitivity studies are described in detail.

INTRODUCTION

Studies conducted over the past several decades have clearly established thdt highly
efficient, aerodynamically tailored vehicles boosted to orbital velocities and
altitudes can perform a number of useful and unique missions, including synergetic
plane changes and minor circle turns (Ref 1). In addition, high hypersonic
lift-to-drag ratios (L/D) allow considerable flexibility in exercising re-entry
options and abort modes, and in landing site sel(tion. Although attractive from many
perspectives, this class of vehicle has found litile favor withiin the space
transportation community. This is due in part to the resulting slender configurations
which are not compatible with the large payload bay volumes required for efficient
commercial/logistics applications. For maximun. flexibility, however, it appears
prudent to re-evaluate the potential of the high L/D orbiter in concert with the
resurging interest in the application of airbreathing propulsion in tle boost stage.

This paper addresses the concept formulation and performance sensitivities of a
two-stage space launch system with a highly efficient orbiter design. The first stage
(booster) incorporated a high speed airbreathlng propulsicn system, while the second
(orbiter) stage relied on conventional rocket propulsion. Full consideration was
given at the onset to the inclusion of a dedicated, high volume payload bay in the
orbiter component.

The study was initiated by the Wright Research and Development Center's (WRDC) Flight
Dynamics Laboratory (FDL), and has been ongoing since 1986. Originally involving only
a small study team within tle FDL, the program was expanded in 1987 to include
contractural support from the Boeing Aerospace Company (Fig 1). The orogram to date
has incorporated both analytical and experimental phases.

Underlying precepts were that the concept: (1) be a nedr-term staged system; (2)
represent doable technology levels; (3) use existing systems (particularly propulsion)
wherever possible; and (4) offer significant performance improvements over current
operational types. Specific study requirements (Fig 2) included full reuseability of
all stages, all azimuth launch capability, horizontal take-off for the mated system
with horizontal landing capability for all components, and a performance capability to
place a 50,000 Ib payload into a 100 n.mi circular polar orbit. To facilitate ground
handling and logistics operations, the orbiter was to be mated to the booster lower
surface and staged through a bottom drop mode.

CONFIGURATION DEVELOPMENT

BOOS PROPULSION CYCLE

A key element in the design synthesis process was to identify a realistic boost
propulsion cycle compatible with the horizontal take-off requirement for the mated
two-stage configuration, while meeting the study guidelines of using existing or
near-term propulsion components wherever possible. For purposes of discussion in thi
paper, the boost propulsion cycle is defined as the propulsion mode employed during
the acceleration phase from take-off to orbiter staging. The original cycle propoed
used the orbiter rocket engine tor take-off and acceleration to the booster
airbreather takeover speed (M=2 to 3). The orbiter rocket engine was then shut down,
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with the booster accelerating the combined system to the staging point (Fig 3). This
approach had the advantage of maximizing the use of the onboard propulsion components
while minimizing their size, weight and overall complexity. One salient feature was,
however, that thi orbiter be mated to the booster it s ch a manner that its propulsion
system was free to operate in the combined mode. Our .g the period when the orbiter
rocket engine was in operation, fuel would be cross-fed from tanks in the booster to
ensure orbiter staging with a full fuel load.

Early in the study, JP fueled turbofans were added to the booster ..mponent to provide
a measure of ferry capability and facilitate orbiter retrieval from remote landing
sites. Logically, these turbofans could also assist the orbiter rocket engine during
take-off and low Mach number acceleration. The boost propulsion cycle was upgraded to
include this capability.

Ul'imately, the synergisms between the boost propulsion components would become a
major player in overall system performance, as will be discussed in more detail later
in this paper.

STAGING MACH NUMBER SELECTION CRITERIA

The orbiter staging Mach number was selected based on several interrelated criteria,
which included the theoietical velocity potential ( AV) capable of being built into
the orbiter, the requirement for realistic near-term airbreatning and rocket
propulsion systems for the booster and orbiter components, respectively, and the
thrust/weight ratio of the orbiter at staging.

The near-term rocket propulsion requirement virtually dictated that the orbiter be
powered by an existing (or derivative) Space Shuttle Main Engine (SSME). Since it
would be required to operate efficiently from sea level to orbital insertion, a dual
bell nozzle derivative was selected. This unit offered sea level and vacuum Specific
Impulses (ISP's) of 393 and 464 seconds, respectively, with a vacuum thrust rating of
516,000 lbs. To provide preliminary orbiter sizing and performance characteristics, a
wing-body configuration (Fig 4) from a previous WRDC study was selected as a starting
point. With known mass and volume characteristics, the configuration was scaled using
established procedures to yield the curve of theoretical AV vs gross stage weight
shown in Figure 5. Marked on the curve for reference are the orbiter velocity inputs
required to reach a 100 n. mi. polar orbit for several launch Mach numbers. Clearly
the orbiter weight increases disproportionately fast ds the staging Mach number drops
below M=6 to 8, suggesting that this Mach range should repr6sent the minimum staging
speed.

Figure 6 shows the typical operating envelopes for several candidate airbreathing
engines for application to the booster stage. Tie near-term propuL ion constraint
precluded consideration of the supersonic combustion ramjet (SCRAIF4JLT), as this
represented an "as-yet-to-be-proven" technology level. Turbojet propulsion was, on
the other hand, limited to maximum Mach numbers in the 3 to 4 range, which would have
resulted in orbiter weights on the order of one million lbs (Fig 5). The subsonic
combustion ramjet appeared to be the only remaining near-term option. Consultations
with propulsion specialists indicated that, fueled with liquid hydrogen (LN2), the
subsonic combustion ramjet could operate with high levels of efficiency and confidence
up to M=6, and in all probability could be extended out to M=8.

One final point to be considered was the thrust/weight (T/W) ratio of the orbiter at
staging. For the M=8 case, preliminary assessments indicated an orbiter staging
weight on the order of 550,000 lbs. This yields a T/W ratio (with a single SSME)
sufficiently high that it does not degrade orbiter performance significantly. A M=6
launch would be too heavy for a single SSME, resulting in a more complicaten orbiter
propulsion system. (More discussion on the impact of orbiter T/W ratio at staging
appears later in this paper).

Based on consideration of the above criteria, the final orbiter staging Mach number
was fixed at M=8. Staging altitude varied throughout the study, usually between
approximately 85,000 ft to 100,000 ft. Int the final phases, however, it was fixed at
10,000 ft. This altitude allowed the orbiter to separate, rotate to an angle of
attack near L/D max, and stabilize in a one "g" flight condition prior to committing
to the orbital ascent phase.

ORBITER SELECTION

The wing-body orbiter was replaced early in the design cycle by the lifting-body
configuration :hown in Figure 7, and remained essentially fixed throughout the rest of
the study. This configuration had a high degree of aerodynamic efficiency (Fig 8)
with lift/drag ratios of nearly 3.5 at M=10, H=IO0,000 ft, and M=20, 11=200,000 ft.
The results shown here were calculated usino th Sunprqnnnir Iy prcni r Arhil- ry Atdy
program, and were based on fully turbulent filow assumptions at M=10, ana fully laminar
at M=20 (Ref 2). The lifting body design allowed room for considerably more internal
fuel and featured a dedicated payload bay measuring 15 ft x 40 ft., the latter sized
specifically to carry the two-stage Inertial Upper Stage (IUS) plus payload. The
payload bay, with in excess of 7000 cubic ft of vclume, could also accommodate
additional fuel which could be used for synervetic plane changes, orbital maneuvers,
etc. The dual bll SSME derivative useO un the wing-body orbiter was retained. The
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estimated weight of the orbiter at staging was 555,000 lbs, which included the
50,000 lb payload and approximately 418,000 lbs of fuel (Fig 9).

Further design iterations resulted in modifications to the upper body contours and
payload bay door arrangement (Fig 10). A more indepth structural assessment resulted
in a fully fueled staging weight of just over 603,000 lbs with the 50,000 lb payload
(Fig 11). The heavier configuration fell short of meeting the reference payload
mission from the Mt8 staging point, but was maintained as the baseline configuration
as it represented the practical upper limit of the orbiter size compatible with a
single SSME propulsion system. Final capabilities included approximately 42,000 lbs
to a 100 n. mi. polar orbit, and 64,000 lbs to a 100 n. mi., 28.50 Eastern orbit.
Typical orbiter ascent trajectory parameters, as functions of time from staging, are
presented in Figure 12 for insertion into a 100 n. mi. polar orbit. Trajectory
parameters shcwn were calculated using the optimization procedures described in Ref 3
(More information on this subject will be presented later in this paper).

As mentioned earlier, the payload capability to orbit is sensitive to the orbiter T/W
ratio at staging. Figure 13 presents the results from a study conducted on the final
lifting-body orbiter design, showing the impact of T/W ratio on payload capability to
a 100 n.mi. polar orbit. If the orbiter SSME thrust could be increased by an
additional 25-30%, the reference 50,000 lb payload capability could be met.

BOOSIER EVOLUTION

The booster design synthesis followed a more protracted development phase. Of
particular concern was the development and integration of the airbreathing propulsion
system in concert with the bottom drop staging mode. The orbiter integration was
further complicated by the requirement that its primary propulsion system be free for
operation at various times during the boost acceleration phase. Several concepts were
suggested for the orbiter integration, ranging from external to full internal
carriage, as discussed in the following paragraphs. The booster designs studied are
identified according to series, Series 4 representing the definitive design produced
to date (Fig 14). A pictorial of the booster development is presented in Figure 15.

Series I - This was an early concept formulation phase to investigate possible mating
arrangements compatible with the bottom drop staging mode. Two generalized classes of
vehicles were looked at: a twin-pod arrangement with external orbiter carriage (Fig
16), and a slender single body with the orbiter partially submerged within the body
(Fig 17). The former featured two conical bodies connected by a central wing
structure. Ramjet inlets were mounted on the lee side to minimize interference and
facilitate landing gear integration. Although simple and attractive from structural
arid mating considerations, a number of drawbacks were noted, including analysis of the
multi-body flow field interference problem, engine out asymmetries, and large wetted
area for the required volume. For the latter concept several engine integration
schemes were considered, ranging from the central lee side shown in Figure 17 to
various 2-D and 3-D wing installations. The wing installations were compromised by
bow shock ingestion at some points during the boost phase, plus the potential problem
of engine out asymmetries, and were subsequently discarded. The submerged orbiter
carriage did eliminate most of the multi-body flow field problems, particularly for
the lee side engine installation, and hence was viewed as the most promising concept
with whih to proceed. There were, however, a number of points to upgrade.
Propulsion specialists preferred a more uniform inlet flow field with some degree of
pre-compresson, and the new lifting-body orbiter posed c'e complicated integration
problems than did the wing-body design. This configuration concept thus became the
subject for a new design to be developed in Scrfes 2.

Series 2 - Developed to be compatible with the lifting-body orbiter, this design
featureo full internal carriaoe of the orbiter component. The booster retained the
central lee side installation. for the hyperonic airbreathing system, and incorporated
turbofans to act as accelerators and provide booster ferry capability. The basic
booster body was an 80 half angle, half cone/cylinder with a flat bottom (Fig 18).
The accelerators were conventional 30,000 lb thrust class turbofans, mounted in two
separate nacelles (4/nacelle) on the wing lower surface just outside the body mold
lines. A number of wing planform parametric studies were completed. The design shown
in Figure 18 represented a compromise between take-off and hypersonic flight
performance. The complete integrated configuration (sans vertical fins) is presented
in Figure 19. (Longitudinal control surfaces shown here were for sizing purposes only
and do not reflect realistic installations). Specific booster details are presented
in Figure 20.

Complete aerodynamic and propulsion data sets were prepared and performance analyses
run. However, the large base area and poor tranionic area distribution precluded
closure with the available propulsion system. A number of options were suggested, but
ultimately a second SSME was added, this one to the booster component. The boost
Dronulsion rvrlp now ln.ided thC r Of btr SSE'b adc turoofans trom take-oft
through M=2 (Fig 21). Above M=2 and to the staging point, total impulse was provided
by the booster ramjet system. With both SSME's operating at 115% power (above ref.
max for the SSME) and the 8 turbofans, sufficient thrust was available to achieve
system closure for a take-off weight of just over 2.0xi0

6 
lbs. A flight time history

showing altitude, velocity and thrust for a typical ascent trajectory is presented in
Figure 22.
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Although system closure had been demonstrated, considerable concern had arisen over a
number of specific propulsion related integration details. These included off-design
performance, the design of a practical variable geometry inlet system, and the ability
to integrate the ramjet/turbofan cycles into a common unit. Since there were limited
options available to rectify these potential problem areas, work on the Series 2
concept was terminated.

Series 3 - This was the first iteration for a new booster concept with a more credible
hypersonic airbreathing propulsion system. A general arrangement drawing showing the
preliminary layout is presented in Figure 23. The wing was similar to that developed
for the Series 2 concept with an overall span of 180 ft. The fuselage featured
rectangular cross sections and was designed to incorporate a large internal volume.
The wing was mounted high at the rear of the fuselage with the ramjet engines
integrated beneath the wing, attached to the fuselage sides. Overall fuselage length
and width were 260 ft and 60 ft, respectively. The orbiter was carried fully internal
with its rocket propulsion system extending beyond the base. The booster SSME
installation introduced on Series 2 was retained.

Specific details on the airbreathing engine design are shown in Figure 24. The units
are 2-dimensional ramjets with the inlets arranged in a horizontal fashion to provide
positive compression with angle-of-attack. A three-ramp variable geometry inlet
system maintained shock-on-lip conditions through M=6. The turbofan accelerators are
integrated within the ramjet structure, and exhaust into the nozzle area to reduce
nozzle base drag when the ramjets are not in use. Operational range for the ramjets
was from M-3 to M=8.

The propulsion concept shown, though never fully completed by the FOL, was
sufficiently promising to wdrrant further development work. The booster concept was,
however, overly large with high drag levels. Considerable re-design would be required
to minimize the booster size and weight, and fully qualify the new ramjet propulsion
system. The re-designed configuration resulted in Series 4.

Se, ies 4 - The final concept studied to date, this series was essentially a refinement
of the Series 3 configuration and propulsion system. To improve the transonic drag
levels, the fuselage cross-sectional area was reduced and the area distribution
modified by moving the engine nacelles forward. The SSME on the booster was retained,
a, were the 2-D ramjets with integrated turbofan accelerators. The boost propulsion
cycle included operation of both SSME's and turbofans through M=3 (Fig 25), with the
ramjet operating alone from M=3 to 8. Figure 26 presents the general arrangement
layout for the Series 4 concept as developed by the FDL. The booster had a, overall
boly length of 240 ft, a wing span of 180 ft, and a theoretical wing area of 14,100
f t

.

The concept was then subjected to a joint evaluation by the FDL and Boeing Aerospace
Company to provide a more definitive analysis. The most challenging aspect was to
fully qualify the booster airbreathing propulsion system, which had only been
conceptually studied by the FDL. Additional configuration details in areas such as
fuel disposition, control surface integration, landing gear designs, etc. were
required, which could most easily be met by the expertise of a major airframe
designer.

Figure 27 presents a sketch of the upgraded airbreathing propulsion system. The unit
is a completely enclosed system with variaDle geometry inlet ramps and nozzles. Cold
flow is maintained through the ramjet prior to ignition, which occurs at approximately
M=I. Thrust developed at ignition is low, but this procedure is effective in reducing
nozzle drag before full thrust is realized (i.e. M=3). The turbofans operate up to
approximately V=3, after which they are shut down.

A drawing of the booster design showing the integration of the fully enclosed ramjet
propulsion system is presented in Figure 28. The fuselage area distribution and cross
section shape have been further refined to reduce drag. The contractor also
established that the current operational envelope of the SSME does not include shut
down/restart capability over the short period of time during boost cycle operation.
Hence it was necessary to operate the orbiter SSME continuously from take-off to
orbital insertion. Subject to this, the boost propulsion cycle (here-after referred
to as the reference cycle) becomes as shown in Figure 29. The booster SSME operates
at full thrust to M3, then is shut down. The orbiter SSME operates at full thrust to
M=3, then is throttled back to 65% (current minimum setting) for the remainder of the
boost acceleration phase (after staging, the orbiter SSME returns to the maximum power
setting). The turbofans operate up to M=3 and the ramjets from M=I to M=8.

The finl1 design weight statement is presented in Figure 30. The 2.11x10
6 

lbs
includes a fuel allotment of approximately ].OSx10

6 
lbs for operation during the boost

phase. The fuel allotmont specified was for design purposes only, and was used
primarily for fuel tank siziig, structural loads assessment, landing gear design, etc.
It does not reflect the actuiAl "Ae e 0 raaC lU H=8 stagirg point. The
weight specified in Figure 30 does, however, represent the maximum allowaole within
the current configuration design constraints.



PERFORMANCE SENSITIVITYSTUDIES

A number of trade sensitivity studies were conducted on the Series 4 configuration to
assess its performance characteristics during the boost acceleration phase. The
Optimal Trajectory by Implicit SImuldtion computer program (OTIS) was used to compute
all trajectory results. The program features a three-degree-of-freedom trajectory
simulation model that employs non-linear programming optimization routines to provide
an advanced trajectory optimization capability. This approach differs from
traditional (explicit) numerical trajectory optimization techniques in that it treats
the equations of motion as constraints, then iterates within the constraints and other
boundary conditions to find an optimal solution. The program can simulate and
optimize the trajectories for a large variety of flight vehicles ranging from subsonic
aircraft to hypersonic vehicles and spacecraft. The program was particularly useful
for application during this study since known end points could be specified, then
optimal solutions for the initial conditions developed, subject to specified boundary
conditions.

In all cases a target weight to be delivered to the orbiter staging point was
selected, then the model worked backwards to establish the minimum lift-off weight.
The reader is cautioned to note that the procedure was applied only to the lift-off
point; no specific take-off analyses were run. Preliminary estimates suggested,
however, that on the order of 80,000 lbs of rocket and JP fuel would be consumed
during the take-off ground roll phase. The lift-off weights discussed in the
following paragraphs do not reflect this weight addition. All analyses were based on
a lift-off speed of M=0.5 (approximately 380 miles/hr). Unless otherwise specified,
the target weight at staging was set at 1.1x10

6 
lbs, and consisted of the fully fueled

orbiter (600,000 lbs) and the empty booster plus residuals and return JP fuel (500,000
lbs). The analyses completed were limited to the powered boost acceleration phase
only. No consideration was given in this paper to the performance of the booster
after staging.

Figure 31 presents typical boost acceleration phase trajectory time history results
for the Series 4 reference configuration. A peak thrust of 2.25x10

6 
lbs was reached

approximately 200 seconds after lift-off. Total time to reach the orbiter staging
point, exclusive of the take-off ground roll, was just over 500 seconds. Maximum
angle-of-attack at lift-off was 5.4O. A minimum angle-of-attack of approximately -2'
was observed as the configuration descended to pick up the reference dynamic pressure
(q) line (1500 lbs/ft

2 
for this case).

The first sensitivity study completed was in response to the previously mentioned
requirement that the orbiter SSME remain in operation during the ramjet acceleration
phase (i.e from M=3 to M=8). During the study, the orbiter SSME was run at full
throttle up to M=3. Above M=3, separate runs were made with the orbiter SSME at
selected throttle settings witlin its normal operational envelope. A reference run
was also made with the orbiter rocket turned off at M=3. The dynamic pressure during
the ramjet acceleration phase was stabilized at 1500 lbs/ft

2 
up to M=7.5, then allowed

to taper off to meet the staging conditions. The results, as presented in Figure 32,
clearly show that operation of the orbiter SSME during the ramjet acceleration phase
is highly counterproductive; the lift-off weight at the 65% reference throttle setting
was some 265,000 lbs heavier than with the engine turned off at M=3. In keeping with
the study guidelines of using near-term or existing systems wherever possible, the 65%
throttle setting position was retained as the reference value since no system
modification would be required. However, it must be emphasized that very significant
overall weight savings could be realized by modifying the SSME operational cycle.
Lift-off weight for the 65% throttle setting case was 1.85xI0

6 
lbs. Including the

estimated 80,000 lbs fuel used for ground roll would r sult in a take-off weight of
1.93x10

6 
lbs, well below the design maximum of 2.11x10V lbs.

Another area of interest was the sensitivity of the system to the dynamic pressure
during the ramjet acceleration phase. With the orbiter SSME operating at the
reference throttle setting of 65% above M=3, the trajectory was varied to produce
dynamic pressures (q) ranging from 1000 lbs/ft

2 
to 2500 lb/ft

2 
over the Mach range

from 3 to 7.5. Above M=7.5, the trajectory was again tailored to meet the M=8 staging
conditions.

Figure 33 presents altitude vs velocity, and thrust and dynamic pressure vs time for
the cases considered. For the high q run a peak thrust of more than 3.0x10

6 
lbs was

reached when all engines were operating. Acceleration time to the M=8 staging point
was 400 seconds. For the low q run, acceleration times increased to over 600 seconds
with peak thrust falling off to just under 2.0xIO

6 
lbs. The impact of dynamic

pressure on the lift-off weight is presented in Figure 34. Although continuing to
lecline with increasing dynamic pressure, the lift-off weight is relatively
insensitive to q for values greater than 1500 lbs/ft

2
. Incretsing q from 1500 to 2500

lbs/ft
2 

decreased lift-off weight less than 6%, while decreasing q from 1500 to 1000
lbs/ft

2
, increased lift-off weight by more tha,. 6%. Considering the more critical

thermal problems associated with high q flight, and the minimum reductions in lift-off
weight realized, the 1500 lb/ft

2 
value was retained for the reference mrin-.

A follow on study was conducted to decermine the sensitivity of system lift-off weight
to the booster SSME operational cycle. The booster SSME normally runs at maximum
throttle setting from take-off to M=3, then is shut down, For this study, it was
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systematically shut down earlier, until in the limiting case, it was not used at a11.
The results, as presented in Figure 35, show that the minimum lift-off weight was
achieved by the reference cycle (i.e. running the booster SSME to M=3). Little change
was observed when the booster SSME was shut down at M=2, since the ramjet thrust had
already built to a significant value by then. For shut down Mach numbers below 2,
however, increased overall lift-off weights were observed. For the limiting case of
not using the booster SSME at all, an increase of approximately 160,000 lbs was
observed compared to the reference case. Note here that adding the estimated 80,000
lbs of fuel expended during the ground roll phase would result in a take-off weight
approaching the design maximum.

The performance of the ramjet units at higher Mach numbers was another area of
concern, since the system was clearly operating on the outer envelope of the subsonic
combustion ramjet. The problem was further complicated by a Series 4 design change
which allowed bow shock ingestion at higher Mach numbers (to improve the transonic
drag problem, the ramjet engines were moved forward). Although propulsion specialists
were confident with the ramjet design, it seemed prudent to perform a sensitivity
study to assess the impact of possible ramjet thrust degradation at high Mach numbers
on overall system performance. For the study, the ramjet thrust at M=6 and above was
reduced by 25% and 50%, and its impact on lift-off weight determined. Target weight
at M=8 remained l.lx10

6 
lbs. The reader is reminded that the orbiter SSME is also in

operation during this phase, and even at the reduced throttle setting, is producing in
excess of 300,000 lbs thrust. The results from the thrust sensitivity study are
presented in Figure 36, and show that a 50% reduction in ramjet thrust at M=6 and
above, pruuuced a 170,000 lb ncrease in lift-off-weight. Figure 37 shows the
corresponding thrubt schedules as functions of velocity.

The final study to be discussed here dealt with the booster weight at staging. During
all of the preceding analyses, this had remained fixed at 500,000 lbs. For this
st dy, it was varied in 10% increments from -10% to +30%, yielding booster staging
weights ranging from 450,000 lbs to 650,000 lbs. The target weights 4i.re adjusted
accordinoly, from 1.05xi0

6 
lbs to 1.25x10

6 
lbs. The results are p-esented in Figure

38, and show that a 200,000 lb variation in booster weight at stagin9 produces a
360,000 lb change in lift-off weight.

CONCLUDING REMARKS

The results from the study verified the concept formulation and performance potential
of a near-term two stage space launch system featuring a hioh L/D orbiter component.
A payload capability of approximately 42,000 lbs into a 100 n. mi. polar orbit was
demonstrated for a lift-off weight of approximately 1.85x10

6 
lbs.

Significant performance improvements may be realized by further upgrading the SSME
propulsion system used on the orbrter component. A 25% to 30% increase in baseline
thrust will allow the 50,000 lb reference payload capability to be met. Modi~ication
to the basic operational cycle to allow shutdown/restart capability of the orbiter
SSME would reduce lift-off weight by 265,000 lbs (14%) to 1.58x10

6 
lbs.

The system lift-off weight was only moderately sensitive to dynamic pressure, once a
value of 1500 lbs/ft2 had been reached. increasina dynamic pressure during the ramjet
acceleration phase from 1500 lbs/ft

2 
to 2500 lbs/ft

2 
reduced lift-off weight by less

than 6%.

Reducing ramjet thrubt by 50% at M=6 and above increased lift-off weight by 170,000
lbs (9.3%).

Weight sensitivity studies established that a I lb increase in booster weight at

staging produced a 1.8 lb increase in lift-off weight.
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ABSTRACT

In this paper we are concerned with two mission strategies for achieving a station longitude on
the Geostationary Earth Orbit (GEO) starting from either a Low Earth Orbit (LEO) or from
ground with no parking in LEO. Such trajectory profiles are somewhat different from the
conventional ones used for targeting a longitude position in GEO for, typically, a telecommunica-
tion satellite. Neither of profile types here presented requires a drift orbit. The new strategy would
fully exploit the liquid bi-propellant engines and additional capabilities of some of the current
commercial launchers for inserting a satellite beyond GEO. The final goal of these strategies is to
reach the desired station longitude in a time ranging from tens of hours to a few days, at most,
with no additional propellant consumption with respect to the traditional trajectory profiles
involvin$ drifts. The new profiles may result in a significant increase of mission success
probability together with less workload for the ground control centre.

I INTRODUCTION

It is a well-accepted idea that telecommunication satellites can exploit the advantages of the liquid
bi-propellant (monomethyl-hydrazine and nitrogen tetroxide) propulsion [1-4]. Confirmations come
from recent and near-future large satellites such as the INTELSAT VI and VII series, OLYMPUS,
ITALSAT, ARABSAT, DRS, SARIT to cite few projects. However, these satellites are planned or
have achieved their operational orbits by means of the usual strategy of mission: a suitable
Geostationary Transfer Orbit (GTO), where the satellite is left by the launcher or the perigee
booster, is transformed into a Near-geoStationary Orbit (NSO) by means of one or more of
so-called apogee burnings: after them, the satellite is generally found at a longitude somewhat
different from its operational one. As a consequence, the semi-major axis of an NSO is made to be
slightly higher or lower than the geostationary one (42164.3 Km) according to the sign ( West or
East, respectively) of the ensuing longitude increment the spacecraft has to run on in order to
achieve its final longitude. In fact, in an NSO the satellite drifts with respect to the Earth surface.
Because an NSO has both semi-major axis and inclination different from the GEO's, an additional
transfer is required (usually an Hohmann-like profile) to match the desired conditions on GEO.
All transfer requires up to 20-25 days of flight, most of it being due to the drift orbit. The
workload at the control centre is rather heavy for the whole flight, also because an optimal profile
calls for a minimum of four manoeuvres: two large orbital thrustings from GTO to NSO plus two
small ones to finally put the satellite into its station. A so long time of a space centre involvement
means a high cost, especially if the GTO/NSO control centre is different from the
operational-orbit control centre (as it often takes place in Europe).
It may be interesting to remember that the above transfer strategy was born when the
telecommunication satellites were equipped with solid engines (called the apogee kick motors)
which fired only once at the prefixed apogee. Neither control upon the orbital vector radius nor
engine restart were oossible.

Another consideration regards the future utilisation of the GEO. It will host large multi-payload
platforms and/or large satellites for global direct broadcasting and Earth sciences. In-orbit
repairing payloads and/or retrieving satellites could become an advantageous policy which adds to
the normal operations of geostationary satellite positioning by a fully-reusable high-energy
propulsion LEO-GEO-LEO shuttle. It is plain that a rapid ascent-phase, namely, of the order of
tens of hours instead of tens of days, would increase the operational goals success significantly,
especially wien a long payload inactivity entails strong off-services and drawbacks to, ultimately,
final users.
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Cutting the drift orbit phase would mean not only a cost saving (that is, reduced opei,.ions at
the ground control centre), but also an increase of mission success because the "transition time
toward the final equilibrium" is reduced. In fact, (1) the number of manoeuvres - together with all
that implies in terms of ranging/angles acquisition, orbit determination and attitude control
on-board - is halved at least, (2) if the longitude change from NSO to GEO is large, the full
satellite visibility from ground may entail additional tracking/monitoring stations or using a data
relay satellite. Finally, rescue missions to GEO may become a reality in a future.

The idea of studying optimal transfers which would avoid drift orbits for telecommunication
satellites equipped with liquid bi-propellant engines can be traced back to the XXXV IAF
Congress. In fact, in ref.-5 it has been proposed such stratey through an example showing one of
the several capabilities of the Telespazio's Mission Analysis Interactive System (MAIS) [61. The
example regarded the Italian satellite ITALSAT, although too advanced in its development for the
strategy being considered actually in the related project. Since that time no other potential no-drift
applications occurred in Italy. However, other geostationary satellites powered by liquid
bi-propellant thrusters are planned in Italy for the next decade. As a consequence, the importance
of new trajectory profiles may be traded off with the classical ones.
After the Shuttle-Challenger disaster in February 1986, many expendable rockets have been
upgraded to as commercial launchers in USA. Some of them have a high-energy performance
together with both a sophisticated Guidance (that means an high-accuracy targeting) [7]. The
possibility to achieve the GEO through an outer-geostationary transfer orbit, in order to decrease
the fuel for the orbital change, has been studied by General Dynamics for its Atlas-G/Centaur
launcher [7,8]. However, no no-drift profile capability has been included hitherto (9].

Advanced liquid bi-propellant engines allow a spacecraft to control: (a) the orbital vectorvelocity and the vector radius during a finite-burn manoeuvre, (b) (indirectly) the time of the
coasting following an intermediate burning, (c) the orbital inclination change, if any. Finite-burn
losses and number of manoeuvres can be kept very low because liquid bi-propellant propulsion
exhibits thrust acceleration comparable or higher than the GEO altitude gravitational acceleration
(0.023 g).
The no-dtift LEO-GEO trajectory needs nothing more than the already-existing above-mentioned
properties. From a dynamics viewpoint, what is substantially requested to a mission analyst is to
perform the optimisation of a trajectory the final state of which (the GEO satellite) is partially
unspecifted in an Inertial Frame. In contrast, the analyst has to specify the station longitude and
the "actual GEO inclination" 1. The flight time can be prefixed or left open, according to the
mission constraints. This is what we are going to do in the next sections.

2 STATEMENT OF THE PROBLEM

Let us consider the mean-equinox-and-equator-of-date (for instance, date= launching date)
Earth-centred inertial-frame (IF) for our calculations. We denote the spacecraft state by the vector
S = IM, R, VI (M=instantaneous mass, R=vector radius, V=vector velocity), longitudes with respect
to Greenwich by A, propulsion parameters (thrust and exhaust jet) by T and U, respectively. The
time-dependent thrust direction in IF is denoted by u. In addition, vector magnitudes are denoted
by normal-face symbols; the subscripts 'o' and 'f' are used to specify epoch and final quantities,
respectively; variables referred to thrusting or coasting are superscribed by a T or C, respectively.

Figure I displays the scheme for a GTO-GEO transfer. For simplicity' of -resentation, we have
pictured an inner trajectory to a station longitude. By means of the fti aalism of the state
transition matrices we can write:

(2) = AC S 2(1I-) j= 1. N

S 2, = A, S21-1 I N

where j denotes the order number of the generic trajectory phase which is characterised by the
transition matrix A_. Equations I imply that s+,-s,. Thus, the satellite is required to pass through
an even number of phases to achieve GEO. From Eqs.- I one carries out:

(2) S, ]1(/lTAc So
k-N

1 It may be suitable that the final longitude be reached with a residual inclination (instead of zero) for satellite station-keeping
reasons. That, though, is independent of the particular transfer trajectory strategy
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Note the decreasing order of the matrix products. If we assume that the satellite matches (at the
beginning of its operational life) a non-zero inc!ination GEO with the vector velocity parallel to
the equator, then the final state can be expressed as follows:

+ R cos(,) Cos(,+c,)

+ Rcso cos(t) sin(,k, +G,)

(3) s1 +=c0 S.)1
)- jo stn( ,+ ,)

+ l c/o Cos( X + )

0

where the orbit inclination is a and the final Greenwich Sidereal Angle (GSA) is given by:

(4) , = 0o + W (tl-to)

, being the Earth angular speed. The spacecraft initial state can be related to the following cases:

A: a lower-than-GEe GTO onto which a launcher leaves its payload;

B a generally-circular parking orbit where a booster is activated to transform it into a
lower-than-GEe GTO;

C. a higher-than-GEe GTO onto which a launcher leaves its payload;

It is important to determine the optimal no-drift profile by explicitly considering in the
computation the vehicle boosting the proper satellite into a transfer trajectory (that the satellite
engines will modify). That is essentially because the mission analyst has additional realistic degrees
of freedom to optimise the flight profile in order to svnchronise the ,ntellilp inienton nt '.e
desired iongitude.

There are a number of constraints and realistic conditions of flight which one should consider in
order to prove the feasibility of the no-drift concept:
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1. the thrust orientation shou!d be somewhat simple, possibly constant, during a burning in the
inertial frame. That ultimately aims at easy mechanising the vector steering. The thrust
direction generally changes from burning to burning;

2. the liquid bi-propellant engine currently exhibits an intermediate level of thrust (490 N); that
means long burning times in order to carry a heavy satellite into operation. The European
Space Agency is supporting the development of liquid bi-propellant thrusters of 3 KN [1];

3. the number of thrustings is to be kept as low as possible; however, it is not advisable at all to
try to perform one burning: the multi-burn policy entails not only a saving propellant, but also
allows to correct the satellite trm ictory dispersions by the last burning; 2

4. although the total transfer time to station is short compared to the classical strategy, however
both the satellite-Greenwich synchronisation and the spent propellant also depend on
perturbations to the ideal keplerian field;

5. no limitation on the station longitude value is desired for the no-drift concept is applicable;
however, it is well known that there are GEO zones particularly attractive (and crowded) so
that a real analysis is less severe

A remark about points 2 and 3 is in order. When thousand-newton engines are available, one could
obtain the insertion into GEO by one thrusting even for satellites as heavy as 6000 Kg.
Nevertheless, point 3 could be particularly important for future GEO spacecrafts and a two-burn
strategy may result in the optimal strategy. That would have the additional advantage to enlarge
the launch window from the no-drift longitude achievement viewpoint.

3 COMPUTER CODE

The optimal constrained trajectory profiles have been computed through the special NO-DRIFT
option of the program MAIS, a multi-burn minimum-propellant two-boundary trajectory
optimisation code [6]. MAIS has been written in FORTRAN-77 and curiently consists of about
25,000 lines, including comments. It runs in double precision on an IBM-3081 under the VM/CMS
operating system and on a 25-MHz 32-bit COMPAQ/Weitek- 1167 work-station under the MS-DOS
3.31 operating system. The current version of MAIS requires up to 4 MB of memnory to run; in
fact, MAIS can perform a flight design optimisation involving up to 9 thrusting and 9 coasting in
any sequence 3. MAIS allows to simultaneously optimise up to 99 control parameters (90 of them
describe independent azimuth/right-ascension and elevation/declination components of the thrust
direction) while up to 13 state/time equality constraints and up to 37 control/mass inequality
constraints can be specified altogether. Launching-from-ground simulations (with in-atmo-
sphere-working engine behaviour), variable-thrust (for chemical and ion propulsion) and
computation ot stochastic trajectory dispersions are allowed.

With regard to the current set of mission profiles, the spec al NO-DRIFT option allows a
dynamical update of the unknown final state in order to synchronise the satellite orbit with Earth
rotation to the desired station longitude at the end of the last burn. The transfer time is generally
left open 4, while best epoch depends on the selected station longitude. Booster dry mass or other
mass jettisoning. if any, and J2 perturbation and high-tmosphere drag are taken into account. The
high-atmosphere model consists of an exponential-like model with parameters coming from the
NASA Standard Atmosphere-1977 5; no truncation is made in the differential field equations; in
particular, the correct J2 perturbation has been considered in all phases of flight. The minimisation
algorithm consists of a modified version of the Levenberg-Marquardt method [101 which allows the
analyst to use a rough guess of the control parameters as starting solution. Although MAIS is
designed to offer a very wide spectrum of thrusting control law, however it has been used here
for constant thrust solutions, though varying from burn to burn, in the light of what said in sect.-2
(point- I).

2 This last option can be increased in performance if the orbit determination process were either implemented onboard or
accomplished in the control cen tre by a filtering technique.
3 For instance, particularly complex flights could imply sequence!s such as CTTCCCTTTC, TTTCCTTCCCT and so on
Thrusting and coasting sectioning in MAIS takes place through arc-dependent parameters.
4 However, MAIS can be run in fixed-flight-time mode if a particular spacecraft requires to synchronise its tinal longitude at
some specified time.
5 When a launching-from-ground is computed, the whole standard atmosphere model is considered
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4 APPLICATIONS

We present results for the cases A-B and C separately. From a dynamics point of view the
launcher's upper stage of case A is equivalent to the booster of case B; in fact, both can be fired
in such a way to leave the satellite in that sub-stationary transfer orbit that minimises its fuel,
while the orbit synchronisation with the Earth rotation to the desired operational longitude is
performed by the satellite propulsion system. It is important to realise that, although the profile
optimisation is accomplished simultaneously on all control parameters, is only the satellite
propellant that is to be minimised in order to guarantee a long operational life. Thus, we discuss
flights of type B only for the lower-than-GEO transfer.

4.1 LEO-GEO Transfer by Inner-Stationary Trajectory

Figures 2 through 4 show the impulsive delta-V from a classical GTO to GEO as function of
the perigee distance and for GTO inclination angles ranging from 0 to 90 degrees. Such
behaviours are useful to quantitatively evaluate how much excess propellant the no-drift best
profile requires. Note that, since the perigee stage and the J2 perturbation are taken into
account in the flight computation, the impulsive reference propellant consumption in cases A-B
is determined by the osculating perigee and inclination just before the beginning of the first
finite-thrust burn. Although the corresponding osculating apogee is generally lower than the
GEO radius, however this difference is small so that Figs. 2-4 can be used; instead, it is
correct to consider such discrepancy as a consequence of the finite-burn losses.

In order to prove the feasibility of the no-drift concept, we have chosen a difficult mission
configuration. The purpose is to prove the concept in a case of both linied booster
performance and low thrust on the satellite, which, in turn, is more massive than the current
telecommunication satellites 6. As a consequence, the low-acceleration propulsion system of the
satellite has to accomplish both a strong inclination change and longitude synchronisation.
Pr.nctical satellites may be in more favourable conditions for achieving station longitudes
without dti.g in an NSO.
The considered sutO satellite weighs 2500 Kg and is powered by 500-N 310-s liquid
bi-propellant restartable engines. The specific impulse value is to be meant the effective one.
The solid booster weighs about 4.5 tonnes (its propellant mass depends on the particular
optimised profile) and exhibits a mean thrust of 100 KN and a specific impulse of 290 s. The
booster+satellite vehicle is left in a circular parking orbit 300 Km high and 30 degrees in
inclination. The booster type is not of partcular matter in the no-drift calculation; in contrast,
its class determines to what extent the first GTO may be adjusted. The same function could be
accomplished by the integrated orrpulsion system of future spacecrafts. With no loss of
generality we simplify the refe,.ence frame of Fig.-I; in fact, the mean equatorial plane at
epoch is considered as reference plane, whereas the X-axis coincides with the intersection
between the (ideal) GEO and the parking orbit at epoch 7.

One should realise that a no-drift trajectory is independent of the particular launch day
during a year (at least, if we limit ourselves to dynamical considerations, thus excluding, for
instance, solar array and sensor problems which, on the other hand, there also exist in the NSO
option). In contrast, during a day the spacecraft longitude at epoch affects the propellant
consumption to a desired final longitude in GEO; in other words, a launch window is expected
8. The main purpose here is to show and discuss the launch window for the vehicle described
above. Here, launch means the start of flight at some suitable point in the parking orbit (for
instance, the instant of the vehicle separation from an orbiter); epoch is referred to such a
point. Different initial points behave merely as a (small) scale shift for transfer time and initial
longitude of the considered satellite.

Figures 5a-5c show the behaviours of excess delta-V, propellant, flight time, right ascension
at insertion and burn distribution as function of the spacecraft longitude at epoch. The final
longitude is required to be 340 degrees here. The impulsive solutions of reference in Fig.-5a
are in the sense of what said at the beginning of this section. In contrast, the impulsive
solution in Fig.-5e is the best one, taking J2 and drag into account, for this vehicle, namely, a
limited booster plus a satellite of mass beyond tile booster capability with respect to the full
orb'tal change. Figures 5a-5c refer to as the minimum fue. "ights lasting the shortest time. In
fact, real satellites could require to add to the first transfer

6 Th.: envisaged satellite is about 10 percent heavier than the INTELSAT VII series satellites (whicl are in progress)
7 Epoch is usually chosen in the half orbit preceding the perigee burn. This co-rtsponds to the real arc where the
booster+satellite complex is deplnyed by some low-altitude launcher. Thus, the relative nodes line at the perigee thrusting is
very close to the defined X-axis '
8 The desired station longitude represents a point witn a fixed arc from the intersection be;weci re ieal t.UE, and tn
Greenwich meridian plane Thur, it may be pictured as a point-likc weightless body that revolves the Earth with a certain own
phase. Thus, a real satellite should perform a "rendezvous" with such a fictitious body.
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arc (about a semi-ellipse) a number of integral orbits because of some sub-system constraints. In
these cases behaviours similar to those ones presented here (but corresponding to a different
rangE of initial longitude) there exist. For this reason and the probable situation that future
auton ated spacecrafts will perform flights to GEO in short times, we discuss about the
minimum-fuel+minimum-time results. Another remark regards the final station longitude; the
fact that we selected 20 degrees West (a zone rather crowded) for our discussion is of no matter
for the no-drift concept.
The most important result from Figs.-5a/5c is perhaps the existence of a launch window of 4
hours to within which the spacecraft fuel penalty (with respect to the impulsive solution) ranges
from 0.7 to 3.3 percent. Such values are less than the corresponding excess fuels spent by most of
the large current telecommunication satellites which are delivered to their station longitudes by
means of classical strategies. The amplitude of the above window is of the order of or greater
than the usual telecommunication satellite windows. Beyond the 3 percent value, the no-drift
penalty increases rapidly with the absolute value of the initial spacecraft longitude. In contrast,
inside the window there exist a quasi-plateau zone and an optimum value of the initial longitude.
The fine-structure of the launch window partially depends on the fact that thrust is to be kept
constant in a burn for adding no further complexity to the satellite AOCS. That does not allow
the thrust direction to be updated very smoothly as it happens in unconstrained-in-thrust-direc-
tion solution,
Figure 5b shows that the minimum time solutions entail flights lasting from 17 to 20 hours. In
addition, the symmetric satellite burn solutions, either equal delta-V or equal burning tinte, are
well within the above window and imply almost the same cost, namely, an excess of about 1.7
percent. Such feature may be attractive from a hardware viewpoint (for instance, the battery
subsystem).

4.2 LEO-GEO Satellite Transfer by Outer-Stationary Trajectory

From the data of [7,9] we have arranged a simulation of a launcher upper stage (a little
different from the actual Centaur) capable to deliver a heavy payload into an outer-stationary (or
super-stationa y) transfer trajectory. The payload is endowed with liquid bi-propellant to
perform two manoeuvres. The first one takes place at high altitude to simultaneously raise
perigee and accomplish most of the orbital change; in fact, although better in performance than
the boosters generally used for inner-stationary transfers, the current launcher upper stages are
not yet able to change all of a high inclination (28.5 deg. this case) for a massive satellite (2500
Kg). The second burn occurs close to the geostationary altitude to circularise, including a residual
orbital change, and complete the synchronisation to the final longitude. Thus, the satellite has to
use its own engines to transform a super-GEO trajec-ary into a GEO; the two long coasting times
are to be controlled (by the previous burnings) in such a way the desired station longitude may
be achieved at the end of the last thrusting. Such a thrusting is obviousiy a braking propulsion
phase.

Figure 6a shows the launch window for the outer-stationary flight in terms of delta-V and
distance of the upper burning. The horizontal line represents the delta-V of the reference
impulsive transfer of Fig.-5c, namely, 1740 m/s or, equivalently, 1089.5 Kg for a 2500-Kg 310-s
satellite. The apparent gain is plainly caused by the high-altitude orbital change. Thus,
incidentally, the current result also emphasises a particularly interesting application of whatproposed in Refs. 8,9 about a super-stationary profile. Figure 6a is truncated on the right at the
launcher limit. A launch window of 10 hours, at least, exists for the current case of 2) West
station longitude. Figure 6b shows that such transfers last from 29 to 38 hours, a situation better
than the sub-stationary transfer times with respect to the time required by some satellite
operation (e.g. attitude acquisition). The same Figure also shows that there is an interval of initial
longitude entailing the final thrusting inside the geostationary orbit, this interval is followed by
another one where the satellite approaches GEO externally. Note that the final right ascension is
always greater than 180 degrees in the considered interval of initial longitudes. In contrast to the
inner-stationary transfer, the first satellite burning last much more than the second burning That
j., displayed is Fig.-6c. rhere is also shown the upper stage's propellant excursion, about 3
rercent over the current window.

As a general remark, we point out that a super-stationary transfer is able to exhibit a large
window simp!y because the transfer trajectory arcs are not constrained to evolve to withii. a
limited zone such as the GEO circle. In addition, trajectory dispersions are more manageable; in
fact, although the launcher upper stage errors are amplified at high altitude, however: (I) a long
thrusting there could be adjusted to compensate for these errors, (2) the uncertainties caused by
the apogee burning (are reduced at perigee and) could be corrected by the final short manoeuvre
near GEO. The last long (from 12 to 18 hours) coasting could be easily observed from ground,
the full trajectory state may be updated in real-time by means of a filtering technique, the
braking manoeuvre may be rapidiy Uiiiputed andi te rehtied ".uz1iiii-ds sent to the sathllt ;r,
time. In addition, the pseudo-period of the first quasi-ellipse could be chosen (by selecting the
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appropriate initial longitude) close to 24 5ideteal honis (about 86164 s), namely, the first
transfer orbit could be a s),nchronoics orbit. This -.. 'ild have the advantage to add a Jew periods
for satellite and ground operations, without chinging the "rendezvous conditions" to the station
longitude and keeping the total transfer time less than three or four days. Figure 7 and Tab.-I
show an example of outer-stationary no dr;fr minimun'-propeilant transf'er to insert a spacecraft
into GEO at 20 deg. West it, longitude.

TABLE 1. Parameters of the trajectory shown in Fig.-7.

Epoch (before the perigee thrusting): date = 1991 DEc. 31
time = 17:00:00

Initial Spacecraft Longitude = -264.62 deg
Coasting + Launcher Upper Stage Burning Time = 1274.40 s

First Transfer Coasting:
Initial semi-major axis 47449.5 Km

eccentricity 0.36252
inclination 23.817 deg
asc. node R.A. 181.200 deg
perigee argument 0.625 deg
eccentric anomaly 359.019 deg
longitude -181.47 deg

Final semi-major axis 47096.5 Km
eccentricity 0.86143
inclination 23.806 deg
asc. node R.A. 181.126 deg
perigee argument 0.76 deg
eccentric anomaly 172.262 deg
longitude -195.73 deg

coasting time 46833.0 s
satellite mass 2500 Kg

Super-Stationary Burning:
Final semi-major axis 64944.6 Km

eccentricity 0.35079
inclination 1.155 deg
asc. node R.A. 183.952 deg
perigee argument 1.244 deg
eccentric anomaly 177.283 deg
mass 1779.3 Kg
longitude -210.61 deg

burning time 4381.8 s
Thrust: magnitude 500 N

right ascension i..19 deg
declination 16.07 deg

Second Transfer Coasting:
Final semi-major axis 64946.8 Km

eccentricity 0.35083
inclination 1.155 deg
asc'. node R.A. 183.9,19 deg
perigee argument 1.250 deg
eccentric anomaly 356.27o deg
longitude -20.40 deg

coasting time 82927.8 s

Braking/Insertion Burning:
Final semi-major axis 42164.3 Km

eccentricity 0.00000
inclination 0.00000 (leg
right ascension 187.305 deg
declination L.IE-10 deg
mass 1507.5 Kg
longitude -20.000 deg

burning time 1652.., s
Thrust: magnitude 500 N

ligit a.u.Ceion 96.27 deg
declination -8.22 deg



6-12

5 CONCLUSIONS

In this paper we have analysed the possibility for liquid bi-propellant propulsion telecommunica-
tion spacecrafts of achieving their station longitudes without using the drift-orbit strategy. Two
configurations have been studied: (a) transfer trajectories whole inside the geostationary orbit, (b)
transter trajectories $oing beyond the geostationary altitude. Launch windows in terms of delta-V
as fun.tion of the initial spacecraft longitude have been carefully computed for both mission
configurations. The considerable advantages of a no-drift profile with respect to the traditional
strategy have been emphasised. These are by no means definitive in selectin a strategy to put a
satellite in a GEO station. The spirit of this work is to suggest, on a quantitative basis, to consider
- in a real sp,'ce project - a careful trade-off between classical transfers and new transfer profiles
offered by both satellite unified propulsion systems and high-performaace launcher upper stages.
Such an analysis could and should start since the phase A and, in any case, should be completed
during the phase B.

6 REFERENCES

1. "Mechanical Systems: Propulsion and Aerothermodynamics" in ESA ANNUAL REPORT, 1988

2. Chen Qizhi, Gao Hanru, "Theoretical Study and Testing of the Bi-Propellant Variable-Thrust
Liquid Rocket Engine", IAF-89-284, Torremolinos (Malaga, Spain) 7-13 Oct. 1989

3. S. Ueda, H. Miyajima, "Bi-Propellant Performance of N204/MMH Mixed Fuel in a
Regeneratively Cooled Engine", IAF-89-286, Torremolinos (Malaga, Spain) 7-13 Oct. 1989

,1. R. P. Thomas, C. G. Balan, K.S. Nair, "Some Developmental Aspects of Injectors for Use in a
High-Performance Upper-Stage Liquid-Engine with N204/MMH Propellant Combination",
IAF-89-287, Torremolinos (Malaga, Spain) 7-13 Oct. 1989

5. G. Vulpetti, "A Non-Variational Approach to Multiple Finite-Burn Propellant Optimisation",
Acta Astronautica, Vol. 12 No. 10, pp. 837-845 (1985)

6. G. Vulpetti, "MAIS (Mission Analysis Interactive System): Mathematical Theory and
Implementation on Computer, Version 8.2" Telespazio SpA, Mission Analysis div., July 1989

7. "ATLAS-G/CENTAUR Mission Planner's Guide", GENERAL DYNAMICS Space System
Division, Dec. 1987

8. M. Steinman "Super-Synchronous Transfer Perigee Velocity Augmentation", GENERAL
DYNAMICS, Space System Division, ptivate communmcation. San Diego (California), Sept. 1987

9. B. A. Matsumori, G. Wong, "Continued Enhancements to the Commercial ATLAS Launch
system", IAF-89-197, Torremolinos (Malaga, Spain) 7-13 Oct. 1989

10. J. J. Mor6, "The Levenberg-MarqLardt Algorithm: Implementation and Theory", Nuntelcal
Analysis, G. A. Watson (Ed.), Lectures Notes in Mathenzatc, Springer-Verlag, New-York
(1978)

4



7-1

Reentry Trajectory Optimization and Control

P. Strohmaier, A. Kiefer, D. Burkhardt, K. Horn

Messerschmitt-B1lkow-Blohm, FE 126, 8012 Ottobrunn, FRG

Summary

There are several possible methods to increase the cross range capability of a winged reentry vehicle, for instance, skip
trajectories, a powered cruise phase, or high lift/drag ratio flight. However, most of these alternative descent strategies
have not yet been investigated sufficiently with respect to aero-thermodynamic effects and the design of the thermal
protection system. This problem is treated by two different means. First, a nominal reentry trajectory is generated
based on a phase concept, and then the same problem is again solved using a numerical optimization code to determine
the control functions, i.e., the angle of attack (AOA) and the roll angle schedule.

The nominal reentry trajectory design presented first subdivides the total reentry trajectory into several segments with
partially constant control/state parameters such as maximum heat flux and deceleration. The 'optimal' conditions for
a given segment can then be selected In contras, the parameterized optimization code selects the control functions
"freely', i.e., local perturbations arc ludged with respect to the effect they have on the entire trajectory. Both approaches
consider a mass point simulation which uses realistic model assumptions for atmosphere, earth, and gravity. Likewise,
both approaches satisfy all flight regime limitations and boundary conditions such as thermal constraints throughout the
flight path and specified speed and altitude at the final time. For the optimization of high cross range reentry trajecto-
ries the cross range per total absorbed heat represents an appropriate cost function. The optimization code delivers quite
a different flight strategy than that usually generated by the nominal reentry design program, first flying longer along
the temperature boundary at highest possible AOAs (utilizing higher average turn rates), and afterwards performing
flare-dive segments to reduce heat flux and to increase range.

Finally, the report considers the aspect ofguiding the nominal or optimized reentry trajectory during a cross range flight.
The vertical guidance is performed with both angle of attack and toll angle control. The roll angle is primarily used for
controlling sink speed, thus correcting the altitude/sped profile to the predetermined nominal profile. Range control can
be affected by AOA modulation using predetermined gradients as a function of range-to-go.

1. Introduction

Since European space transportation concepts such as ARIANE V/HERMES and SAENGER/HORUS define new
mission requirements with respect to the maximum cross ranges of the winged upper stages, the need for higher
lift/drag-ratio vehicle design as well as optimal control of the reentry trajectory flight path and guidance becomes in-
creasingly important.

Figure I. compares the nominal cross range requirement of several existing and future concepts. Due to ,he different
geographical locations of European landing sites, trajectories yielding large cross ranges arc needed ,..onsidering a ref-
erence orbit 300x300 km and 28.50 inclination, th- Saenger-HORUS ':ier concept, for example nas a minimum mis-
sion requirement of about 2500 km cross range, in -rder to perform a land,ng maneuver on German territory. Even the
HERMES vehicle needs 1700 to 2000 km cross 3ooo o
range to achieve specific mission requirements, "
e.g., a landing at Istre In addition, the required Spoc Giders

angle of attack in the hypersonic regime differs o-so nt.,/ORUS
greatly among the vehicle types. Compared to 0500 C 0
the successful SHUTTLE concept, the Saenger I
modei shows a significant decrease front 400 g
down to around 250, which also yields increasing
acro-thermodynamic loads (heat flux and total

*21000absorbed heat). For the HERMES vehicle, the HRE
AOAs required in the hypersonic regime are on
the order of 320 to 350.

Four different flight strategies have been identi- ("i iooo o-
fled for the purpose of flying extended cross "
range trajectories: --

" Nominal Trajectories (High L/D) 0 200 o0 0900 o 5o 3 : o 4

" Skipping Trajectories (See Ref. 1.) AOA in the hyperonic regime (Degrees)

" Reentry Trajectories with a Boost Phase
(H - 50 Km) (See Ref. 2.) Fig. I. Nominal cross range mission requirement for several

9 Optimal No-Skip 'I rajectory Control space glider concepts.
0 < 0)

I ne basic effects on the design of a thermal protection system (TPS) and the corresponding heat load assessments arc
described in Ref, 2. The main design drivers for a TPS for high cross range mission requirement are identified in Ref.
2 as:

* Maximum heat flux level determines selection of r'PS material

# Total accumulated heat dimensions the TPS overall weight

* Max. temperature grad:enuts influence the mechanical strength of the TPS.
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This paper deals with the aspect of optimizing the control functions of a nominal trajectory in order to fly a certaincross-range at the lowest possible heat loads. The conventional method of achieving a high cross range is to fly at the
highest lift/drag-ratio levels which can be utilized inside the flight regime limitations for as long as possible during a re-
entry mission However, such a flight strategy, due to the extended flight time, leads to high values of total absorbea
heat with the corresponding adverse effects on the thermal protection system design. Hen, .h. optimization performed
consists of minimizing the absorbed heat for a given cross range, without violating the max. reference heat flux level of
the corresponding nominal trajectory too much.

2. Control Function Effectiveness
The control functions for the reentry trajectory are the angle of attack, a, a.ld the roll angle, it.
This section summarizes the influence of the control functions on the long period trajectory dynamics (mass point sim-ulation). Whenever the trajectory lies above the equilibrium glide condition (balance of lift, centrifugal force, and
weight), the actual vertical lift is less than needed to maintain a horizontal glide trajectory; for flight below this condi-
tion, the opposite is true. As a result the vehicle performs long period oscillations around the equilibrium glide trajec-
tory. This trajectory motion possesses dynamic stability for speeds below circular speed.
In order to understand the following nominal reentry trajectory design, the typical control function effectiveness on the
flight dynamics is discussed briefly. A change in the angle of attack, for example, results in a sudden change of the total
lift/drag situation (fixed dCL/da characteristic), however, a change in the roll angle changes "only' the vertical liftcomponent. This control characteristic of the total aerodynamic forces is used for the design of nominal reentry trajec-
tories and the vertical guidance of a glider.

Figure 2 uses a simple block diagram to illustrate the relationship of both controls on the flight dynamics. (See Rcf. 3.)
The control of downrange by lift constitutes a fourth-order system, involving vertical velocity, altitude, horizontal ve-
locity, and downrange. (This is the product of four integrations, I/s, where I/s is the differential operator notation.)
The lift force is acting essentially in the vertical direction and affects the rate of change of the vertical velocity. The in-
tegration (1/s) of the vertical velocity gives a vari-
ation in density altitude. This change in density CONOLS
affects the drag force and consequently the rate of A ATTACK
change in horizontal velocity. An integration of the ROLL AN.LL ANGLE OF ATTACK
horizontal velocity results in variations in the
range along the path.
The change of vertical lift can be generated by LIFT its ,,s eAs
both controls, but a direct change in the total drag
can only be achieved by a change in AOA. Nev-
ertheless, as a secondary control effect, total drag I I I I
can also be modulated by flying at a different
density altitude, which is also possible by changes Iof the vertical velocity, controlled by the roll ange. I 4 I
In principle, the roll angle control would be suffi- ALTITUDE , t, AO t
cent to fly a nominal reentry trajectory, which has V ,sNrT
a specified range requirement. Thus, for the design VER7ICAL VELOCTY HORIZONTAL VELOCITY
of a nominal reentry trajectory the roll angle pri-
marily controls altitude inside the flight regime li-
mitations, and the angle of attack level primarily RELTIONSHP CONTROL AND DYNAMICS
determines the downrange. Additionally, there arc
flight segments, in which both controls need to be
used, for example, in the final descent to the ter- Fig. 2. Schematic diagram of control function effects on
minal area in which final speed and altitude re- flight dynamics.
quirements must be matched.

3. Operational Constraints

In addition to the requirement of having sufficient cross range to reach a certain landing site from a fixed orbit, the re-
entry trajectory has to satisfy several operational constraints. These constraints result from the limited load capacity ofthe structure and the thermal protection system, as well as from comfort considertions for the crew on board. (See
Appendix I.)

Figure 3, in an altitude versus speed plot, shows the relevant constraints and the nominal reentry corridor for a descent
from a low earth cicular orbit (H -460 kin) with 28.50 inclination. These Lonstraints are a function of both Mach
number and (with the exception of the dynamic pressure limit) angle of attack. For determining the limit lines, the
AOAs along the speed/altitude profile of the nominal trajectory arc used, i.e. for a given speed, the altitude limits are
calculated. The shaded area between the highest and lowest nominal path is the nominal atmospheric entry corridor.
Any actual guided trajectory is assumed to lie within this area which takes into account all types of nonstanJard con-
ditions, such as density deviations or errors in the predicted aerodynamic data. The two extreme trajectories are deter-
mined from the standard nominal trajectory by adding a deceleration margin of ± 20%. This corresponds, for example,
to a deviation in density of + 20%
The temperature limit curve in Fig. 3 represents an envelope of the different temperature limits corresponding tu critical
points on the surface of the vehicle, for example, at the stagnation point of the fuselage or on the body flap. This en-velope is also a function of the angle of attack arid is difficult to compute. The reference heat flux limitation can be taken
as a substitute for the temperature limits if they are not available. The reference heat flux is the heat flux at the stag-
nation point of a sphere with I meter radius and is (as a first approximation) proportional to the wall temperature at
this point The temperature constraint limits the reentry path at altitudes between 70 an 3O kin, which is the portion
of the trajectory at which the first flare occurs.
In addition to the absolute wall temperatures, the total accumulated heat during reentry is also of interest. This value
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determines the heat buildup inside the structure and is a design parameter to be minimized. The absorbed heat is
strongly influenced by the flight time. To find the best compromise between having sufficient cross range and minimizing
the absorbed heat is an optimization problem. The absorbed heat in this report always means the integrated reference
heat flux.

The dynamic pressure, the load factor, and the hinge moment represent the structural loads. In the xample presented,
the allowable hinge moment limits the reentry trajectory at medium velocities (roughly, 12 < Mach < 18) while the
dynamic pressure be.omes critical towards the end of the trajectory (Mach < 9).

Skip-out and recovery ceiling are not considered here for the design of nominal trajectories at circular entry speeds.

4. Physical Modeling

The modeling of the vehicle is based on a realistic physical model including the equations of motion with all physical
effects that influence the trajectory (See Appendix 2.). Since the use of analytic models having simplified assumptions
for earth, gravity, and atmosphere can lead to sizeable discrcpencies compared to results obtained with detailed modeling
of these features (see, e.g., Ref. 4), the model considered incorporates the following:

* Earth form GEM 10 (rotating ellipsoid)

* Gravity radial and lateral components of gravity are taken into account

* Atmosphere : US Standard 1966 mid latitude spring/fall

* Reference heat flux Detra/Kemp/Riddell cold wall (reference radius I m)

The three equations of motion (force equations) are given with respect to the earth fixed system using the spherical co-
ordinates longitude, latitude, and altitude. The earth modeling includes the (I) oblatenes of the earth which results in
radial and lateral components of the gravity, and (2) the constant earth rotation which leads to additional terms in the
differential equations. The gravity and the atmospheric data are functions of both the geometric altitude and the lati-
tude (Ref. 5).

The temperature over altitude profile of the standard atmosphere consists of several linear segments with abrupt slope
changes. Using such a model gives a simulation of a constant heat flux phase with unrealistic jumps in the roll angle
profile occurring at these slope discontinuities in the temperature profile. -o avoid these unrealistic edges, the temper-
ature profile has been smoothed by inserting circular arcs in the regions of abru'it slope change. These modifications
provide a smooth temperature profile and atmosphere. To investigate non-standard atmosphere profiles it is n',w possi-
ble to define a factor on the oensity as a function of the altitude aid to define the sea-level conditions.

The reference heat flux is a characteristic design parameter for comparing two trajectories with respect to the thermal
loads. In first approximation, the reference heat flux is proportional to the temperature occuring at the stagnation point
of the fuselage. The model defines the heat flux as being that at the stagnation point of a sphere with one meter radius.

The aerodynamic data are given in the form of trimmed aerodynamic coefficients. These coefficients for lift, drag, and
hinge moment are functions of the angle of attack and the Mach number. The discrete tabular data arc interpolated li-
nearly.

The control parameters for influencing the reentry path are the angle of attack, a, and the roll angle, I. For the deorbit
maneuver a constant thrust in the X-body axis direction is used After this deorbit impulse (which determines the state
parameters at the entry interface, 120 km altitude), no more thrust is available for the atmospheric reentry trajectory.

To compute the nominal reentry path, the control functions are selected so as to maintain a specified constant state
parameter level, e g., a heat flux of 375 kW/m 2, and arc input for the simulation module (See Appendix A2.) using the
above physical model (The optimization package, on the other hand, selects tle controls using the strategy outlined in
Section 6.) In either case, the trajectory is the result of a real point mass simulation with all dynamic effects.

The boundary conditions of the trajectory are :

* Initial condition State parameters of the orbit at begin ofdeorbit maneuver.

* Final condition Altitude - 24 5 kin, Mach 2 (Start of terminal a-ca energy management phase)

5. Nominal Reentry Trajectory Design

Nomina; trajectories are required to provide reference data for a flight control system. For the nominal design loop, only
standard conditions without disturbances in the atmosphere or in aerodynamics data are considered. Such disturbances
are then later incorporated for determining a complete flight path corridor.

A very simple and yet effective method for satisfying all constraints and boundary conditions during reentry consists of
subdividing the path into segments, each of which is dominated by a specific critical parameter, e.g., by heat flux or
deceleration. The mavnitude of ihr- , d .hc an'i.udc,'spccd pitjM vf 6hiV path 1,5 weii as tnc transi-
tion points between the various phases. (See Refs. 6 and 7.)

During each phase, a certai' schedule of the control function is required to satisfy the fixed parameter level The end
of one phase is reached, when the parameter of the subsequent phase becomes a more critical parameter than the current
one. Accordingly, by a variational study of these phase parameter magnitudes, a sub-optimal solution for the complete
trajectory can be found.

Special effort has been made to obtain a smooth transition between these phases. A direct concatenation af the phases
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would cause jumps in some stat, variables, especially in the path angle. To avoid these difficulties, several short transi-
tion phases have been inserted between the main phases.
All segments of the reentry trajectory (deorbit maneuve:, Keplerian flight path, atmospheric flight phase.s) are calculatedwith the equations of motion (given in Appendix 2) ana with the physical model described in the previous chapter. The
program takes the initial state variables at the deorbit point (defined as time t- 0) and calculates the path in fixed time
steps. Thus, a real mass point simulation is performed, which incorporates all dynamic effects. Due to the iterative
selection of one control function at each-time interval (which is, in principle, a simple vertical guidance concept), dis-
turbances in atmosphere and errors in the predetermined aerodynamic coefficients can be analyzed whith still give tra-
jectories lying within the flight path corridor.

The next chapters describe the different flight ALTITUDE OVER VELOCITY
phases. Figures 3 and 4 show (I) the profiles of
altitude and deceleration over velocity and (2) ORBIT: 400460 KW/28.5 DEG ag"35 DEG yL=-1.44 DEC
the controls as functions of time for the phases dq/dtmRx=360 kWrn!'2 dv/dtnominal=-7. m/'2
described. These results are also illustrated in
Table 1.

120.0

5.1 Hypersonic Flare

The first phase after the deorbiting maneuver is 110.0.
the initial flare in the hypersonic Mach regime
which begins at a defined entry interface of 120 ayusoic Fun
km altitude. Although the atmosphere above 100.0.
this altitude has been taken into account during .. . ........ .I

the computation of the deorbit maneuver, the /density effects on the magnitude of the at-o- go, .. . :-j. . .
dynamic forces actually fi st become sianificant
during the computation of the hyperson;p. flare, "
i.e., only in the regime below 120 km alti, de. o.o-.

During the hypersonic flare the angle of attack TsITI's ' S
a - a-entry remains ct)-stant and the ToP w'gle 70.o 1 . . I
is zero (giving maximum possible vertical lif.). V . DUZIL•AONr ?ISt ."

The reentry path angle and the maximum avail- 80.0o .r
able lift both have a strong effect on the maxi- . .. ..
mum temperatures oc..t ring dJting the first part 110 MFASS .-
of the reentry trajectory. For given aerodynamic .0
characteristics and wing loading, Fig. . shows.,
the relationship between (I) the angle of attack UMITS
durinp the initi~i reentry phase, (2) the entry 40.0 .. 0 EOUILBRIUMGUDoE
path aigle, and (3) the maximum reference heat 0 TEMPTUR Lt Sa =10.0 kPa

flux. Since a-entry has -, be withic (artain + n 2.5
boundaries which result frum thermal require- 30.0 X PA. -3 0. km
ments, the maximum allowable beat flux defines v LOWEST NOMINA. PATh
the entry window of the path angle. The thermal C&I NOMINAL BAND RANGE
angle ,i attack corridor used in this report ranges zo.o.
between 320 and 400 and is active as long as the 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 8.0 65 ,.0 7.5 -.0
reference heat flux is above 175 kW/m 2 . --entry v <km/s>
is determineo& .y the selection of a defined deor- 3e t  - . -
bit impulse, i.e. the duration of the deorbit en- A
gine burn, with the requirement to achieve a A 31. 0
specified kiat flux at the nd of the first flare ill
the hypeeanic regime. C 20.0

The end of the lyp.-rsonic flare (or the start of tS
the heat flux phase) is defined as the point at . 0 1 2 2 4 . i 4. Z . . . . . 8.0
which the heat flux begins to decrease again 5 <. 0 0 0 0
(path anglt iearly zero). -90.0v

A 4
5.2 Heat Fltx-Contrqi Phase 0 -80.0 . . .....
The heat flux control phase is initiated by a roll V -30.0
angle buildup, which is required in order to avoid .an uncontrolled -t~ppiing of the vehicle into
higher atmosphLe. The objective is to obtain a 0.01

flgtpahwih a cniuusdeebei .5 1.0 1.3 .0 2.5 3.0 3.5 4.0 4.0 5.0 5.5 6.0 6.5 7.0 7.5 80
flight path which hob a continuous decrecase in .V <kom. los : o$t o d> . .oe .o ,
both speed and altitude and which also complies <kin/8>
with the thermal limitations (max. wall temper-
ature).
T r b e3. Altitude vs Speed profile for nominal rftry corridorThis requirement can be met by keeping the ref. (showing phase concept partitioning, cquilibriumerence 'cat flux constant at the maximumvalue glide condition, and active constraints) along with the

of the preceding flare phase. As already stated, control functions: a and It as functions ofspeed.
this approximately corresponds to constant wall

X-
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temperature. Flight path control during DECELERATION OVER VELOCITY
this phase is performed by roll angle ad- ORBIT. 460*460KU/85 DEG a E3 5 

DEC Yr- 144 DEG
justment, while the angle of attack is held dq/dtmrax=36OkW/rn"Z d dtnommIl-iOm/S"2
constant (at a-cntry). Constant heat flux
during this phase simultaneously corrc- .lYEMOICC FLARE I
sponds to a continuous buildup of dcccl- 00
eration. -. 0

5.3 Transition Phase -30.

The steadily increasing dccc -.tion during V -40 as
the heat flux control phase is combined -3. sNt oECEL ERAYIONI'AME

with increasing load factors. To limit the -
load factor to the maximum allowable va- v -0
lue, it is necessary to limit the deceleration '
of the preceding phase. This can now be x
done by controlling the deceleration via
the angle of attack. To obtain a constant -90
deceleration level, decreasing angles of at- -00 ID- -2o./, TI
tack are required as the altitude decreases. 0 'o,.tL PA,,

However, decreasing the AOA also implies -13.0 o i. £o . oo
O0. 3.5 4Oi 4 s 0 4.5 i.0 5.5 8.0 ". 70 7.5 to

higher thermal loads, which could lead to v <k:70>
a violation of the thermal limits. Hence,
prior to reaching the maximum deceler-ation vs Speed profile for the entire reentry
ation limit, a reduction of the heat flux path corridor.
level is necessary to provide for a regime
within which the AOA can be adjusted
without violating the thermal angle of attack corridor. This is the purpose of the transition phase.

The reduction of the heat flux is achieved by limiting the increasing sink rate. In the transition phase, the roll angle
controls the sink rate, while a is held constant at a-entry. The sink rate slowly stagnates to a constant value, and the
deceleration continues to increase.

The transition phase ends when the maximum deceleration is reached. This maximum deceleration needs to be limited.

5.4 Decpleration Control Phase

In the deceleration control phase, the magnitude of maximum deceleration is used as a dimensioning phase parameter.
Deceleration during this phase is held constant by a continuous reduction of the angle of attack ( max - const). Its
magitude also determines the maximum load factor that occurs, and it also has a great effect on cross range and lon-
gitudinal range, yielding reduced distanc.s for high values of deceleration.

Additionally, the sink rate is held constant in order to keep the dynamic pressure at a moderate level at the end of this
piase The sink rate at the end of the preceding transition phase can be .ustained throughout the deceleration phase
by continuously adjusting the roll angle. This limitation of the sink rate prevents the dynamic pressure constraint at the
end of this phase from being exceeded. It also increases the flight time and, consequently, the cross range of the vehicle.

5.5 End Phase

The purpose ,f the final reentry phase is to ensure that the end condit.ons are in compliance with the starting conditions
defined for the landing phase, generally referred to as the 'Terminal Area Energy Management Phase* (TAEM). This
is achieved by predetermined profiles for deceleration and sink rate. These profiles ( , (H) and v. are determined such

that, at the defined final altitude, a defined
speed is also obtained. Phase Angle of Roll End Altitude

The end phase starts at a fixed Mach number Attack Angle Condition <km>
(e.g. Mach - 10), with the corresponding alti- Hyl _rsonic 0 4=0 120.30
tude, deceleration, and sink rate as obtained
from the preceding deceleration phase. As in Flare AlfaE
the deceleration phase, a is used to maintain a
predetermined deceleration profile, and the roll Heatfiux contrals , = ir 80.. 65
angle is used to adjust the sink rate. Dcccler- Phase AlfaE l =4max
ation as well as the sink rate at the defined final
altitude are free parameters. However, by as- Transition controls =nom 65...60
suming a linear change in the sink rate v, (H), Phase AlfaE Vs=Vstr
and a parabolic change in the deceleration
y (with vertex at the phase starting point), one Deceleration controls controls Ma= 10 60... 50
of the two free parameters becomes fixed, if the Phase ' ='max vsv _strother one is assigned a soecified value. End Icontrols icontrols M/va=2 150...25

5.6 Main Design Parameters Phase 1, =fl(H) !vs= f2(0) , j_

The reentry path is mainly influenced by the
hypersonic angle of attack a-cntry and by the Table I. Phase structure of nominal trajectory: critical pa-
maximum deceleration during the deceleration rameters and switching conditions
control phase. These two parameters determine
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the ranges and the absorbed heat and can
be chosen freely within certain bounds. A MAIN DESIGN PARAMETER
third important parameter is the value of ORBIT: 460480 KM / 28.5 DEG
the maximum heat flux in the heat flux
control phase. This value corresponds to Variation Of a8 and dv/dtnomnal
the maximum wall temperature reached _ _ _ _ _ _

and also has a strong influence on ranges
and absorbed heat. In this study the max- A 540.0- 2 r
imum heat flux is held fixed and is deter- CA? 0 = avorlon (=d/dt =-Y 

m/s

mined through the maximum allowable 1 520.0- 0d/dt Variation (OE=35 deg)
wall temperature for the nominal reentry
path. The reference orbit for the following 500.0--/
results is a 460 km circular orbit with v 480.0- 8/-.
28.50 inclination. 460.0OC-

In Fig. 5 the absorbed heat and the longi- 40-

tudinal range arc presented as functions t 440.0-
of cross range, showing the effect of a caP
variation in a-entry. The main effect of a M 420.0-
change in a-entry is a change in the hy- 400.0-
personic L/D ratio. The greater the value
of a-entry, the worse the resulting . 380.0- .

L/D-entry. The fact that a-entry remains
constant for a long time during reentry 360.0
greatly influences the resulting trajectory. 1600.0 1700.0 1800.0 190o0.0 20.0 2100.0
The longitudinal range, as well as the cross CROSS RANGE < km >
range, increases as a-entry decreases. The A
longer ranges require a longer flight time C 10.
for the path, which results in a higher ab- 10.0. 0= ac varfilon (d/d=-7 3,2)
sorbed heat, meaning a larger loading on 0 d __ Vrlatfon (ar'35 dog)
the thermal protection system. , 9.8.

If the orbit and the landing site are speci- v 9..-
fled, the required cross range is fixed. The Wa7

plots show, the maximum value of a-entry 9 dr/df=-7.5
that one can have and still satisfy the cross
range requirement. This maximum a-en- .- -
try should be chosen, because lower values 2
would increase the thermal load (absorbed .9 0.
heat). The specific thermal load (defined Z
as the ratio of absorbed heat per cross 0 8.8.
range) becomes smaller for greater values
ofa-entry. a-entry is bounded through the 8.6,
thermal angle of attack corridor (in this _
example between 320 and 400). 0.4 1 11000.0 t!o.o 1860.o0 1o6.0 2o60-o 210-o

Figure 5 also shows the results of the var- CROSS RANGE < km >
iation of the maximum deceleration during
the deceleration phase. An increase in the
deceleration results mainly in a decrease in Fig. 5. Absorbed heat and longitudinal range as functions
the flight time. For a larger deceleration, of cross range, showing effects of a-entry and dcl-
a larger a is necessary to increase the drag. leration bounds.
A higher a causes more lift, so that a
higher roll angle is necessary to maintain
the same vertical lift force. The decreasing
flight time shortens the ranges and also
decreases the absorbed heat.
The specific thermal load becomes smaller with smaller decelerations. But this effect is reversed when a certain mini-
mum deceleration is reached (in this example about -6 m/s2 ). With smaller decelerations, the roll angles, and thus the
turnrates during reentry become very small. The smaller turnrates then decrease the cross range, thus increasing the
specific thermal load.

6. Optimal Trajectories with STOMP

The reentry trajectory problem discussed in Section 5 has been investigated further using the parameterized optimization
program, STOMP (Ref. 8). The STOMP package is an MBB improved/extended version of Trajectory Optimization
by Mathematical Programming (Ref. 9). (The 'S' stands for 'speedy' due to the features recently incorporated for re-
ducing CPU time.) In this section, we discuss recent improvements made to STOMP at MBB, and how these im-
provements have been effective in determining optimal trajectories for high cross range reentry problems. The modei
used is the same as that in Section 5, with the control functions and the final time to be selected by the STOMP package
rather than by the controls laws discussed earlier. No phase concept is incorporated. Rather the optimization package
itself dctermi~nes the optimal strategy.

6.1 Cost Function and Boundary Constraints

The STOMP program, used in conjunction with a parameterized optimization code, is required to minimize a user-sup-
plied function while satisfying given constraints at the final time (and/or throughout the entire flight path). These con-
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straints may be either equality or inequality constraints.

Applied to a Fermcs or Horus, no-skip, reentry trajectory problem, a typical cost function would be

To minimize: Total absorbed heat per cross range

while satisfying the equality constraints at the final time:

Mach number - 2.0 Altitude - 24.5 km

Boundary constraints arc imposed throughout the entire flight path: (I) the thermal and structural limits in Section 3,
as well as (2) the no skip condition, -a < 0. A function, f-violation is defined which measures any violation of these
constraints, and the STOMP prograim"dives this violation towards zero by imposing the inequality constraint: f-vio-
lation < eps at the final time.

6.2 Control Functions and Design Parameters

The STOMP package receives a set of 'points" from the parameterized optimization code and constructs continuous
control functions out of subsets of these points. In addition, STOMP labels a subset of the points as design parameters,
e.g., final time. Control functions for the reentry
trajectory arc angle of attack, a(t), and roll angle,
pt).

6.2.1 Definition of Control Functions.......

The control functions are defined as follows- T. ... .......
•. ..... i... .C..b4. : ...b...b.. ....-. o;.. -

I. The user defines a set of grid points for each . /
control function. (See Fig. 6.) .... ... . . . ....

These grid points are: (I) distinct points in a ......
time, (2) they need not be evenly spaced, and 

. .

(3) each control function may have different r /
spacings. Most important, the user may des -.
ignate any of the points to be *movable', and .1.-i, ;i ...... :... .. ...

the positioning will be selected optimally dur- -.s.........;.. ... .-;...... .. ...
ing the solution of the problem , i.e., these ............ .:. .. .:'... .. ....
points become elements in the optimization re. . , . -
vector. nori.alized time

2. Subsets of the optimization parameter vector Fig. 6. Typical control function with both 'fixed' (e) and
will then be used to define the control fune- "movable (w) control points and grid points.
tions at the grid points.

These control function values at the grid points may be designated as 'fixed' or 'free'. Tnc fixed values are not
changed during the solution; the free points are adjusted during the optimization process.

3. The controls are defined as a function of time by connecting the values defined at the grid points using: (I) linear
segments, (2) cubic splines, or (3) spline and linear sub-segments.

4, The user may place upper and lower bounds on all movable control points and on all movable grid points.

5. The structure of each control function is independent of the other controls in type, grid spacing, bounds, etc.

6.2.2 Improvements in STOMP concerning Control Functions

The movable grid point feature is one of the most important new aspects in the STOMP program. Such points permit
optimal positioning of sudden changes in the control functions, e.g., placement of roll reversals, and they allow for po-
sitioning of local maximum and minimum.

For example, the reentry problem requires a strong roll in the early part of the trajectory followed by a roll back toward
ze,o to avoid violating thermal and structural constraints. STOMP can position both the onset of the roll and the time
corresponding to the minimum value of the function for an optimal roll back point. (Naturally the magnitude of the roll
is also optimized.)

*Fixed' and 'free' points in the control function can be switched on and off easily (between optimization runs) so that
the model can be adapted during development as the user detects 'problem areas."

In ceneral. linear control fi"f;- . .. . u-- d - ccat c - ,. STOMP ptgaram has features which reduce the CPU time by
about 30% over that required using the smoother cubic splines. A spline/line control is also available which has user-
selected combinations of spline and linear segments. The spline/hine feature has some CPU reduction potential and
provides more smoothness than the linear functions.

6.2.3 Design Parameters

The STOMP program also supplies design parameters: scalar parameters which can be incorporated into the model, In
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the reentry problem, the final time is used as a design parameter to be adjusted optimally. The most frequent use of
design parameters is to supply switching times for which changes in the system occur, e.g., the time to eject the thrust
system. However, the design parameters need not be time-related.

6.3 System Modeling and the Integration Package Root-solver

The STOMP program is linked with a Runge-Kutta-Fehlbcrg integration package which has been adapted to locate all
zero points of a user-supplied vector of stopping conditions (Refs. 10 and 11.) The root-solver is an excellent tool for
constructing differential equation systems in which branching occurs.

For example, the thermal angle of attack corridor in Hermes reentry problem is in effect until the heat flux is 175
kWim2 . By defining a stopping condition: PHI - 4 - 175 , a new branch of a control function could be activated at
the time for which PHI - 0. Switching out of the thermal corridor optimally reduces computing time. The alternative
is for the optimizer to isolate the switching time using penalty functions which requires more CPU time.

The user may also specify time-values as stopping conditions, These are located particularly efficiently and enable the
user to define branching accurately.

7. Optimization Results

While the nominal reentry trajectories (generated by introducing partially constant control and/or state parameters
during prescribed phases of the flight path) provide good cross range and acceptable total absorbed heat values, control
schedules can be determined which generate flight paths having even more favorable conditions. The application of the
STOMP program to the reentry problem has yielded (1) trajectories which have significantly lower absorbed heat with
no sacrifice in cross range and (2) trajectories which have extended cross range for equivalent absorbed heat values.
Savings in absorbed heat per cross range are as high as 22%.

The questions arise: (I) what strategy has the optimizer developed to reduce heat flux and/or to extend cross range, and
(2) can such adaptations be incorporated into the strategy in Section 5 ?

7.1 Numerical Results

Figures 7, 8, 9, and 10 present the results for an optimized trajectory for a HORUS ;centry from an orbit of 460 x 460
kin, 28.50 inclination. The comparison nominal trajectory has been computed using identical conditions. The physical
model for both trajectories is that described in Section 4 and in Appendix 2.

The trajectory has been optimized from the deorbit point to the TAEM interface (24.5 kin). The effects of the dcorbit
burn result in 'initial conditions" at the atmospheric interface which can be expressed as a function of y-entry. In the

nominal trajectory, y-entry is selected to control the maximum heat flux level. In the optimal trajectory, -- entry is a
design parameter for reducing the cost function (total absorbed heat per cross range). For the nominal trajectory,
y-entry - -1.40, for the optimal trajectory, -1.20.

E. ......................................... . . -

•........• ... :..... . ....... :...- •:: :: : ...... •.....••,...
so....................................Absorbed heat a area under d0/dt curve

. ......... ..... ........ Absorbed heat savings:

... due to high a and due to flores. . ............................ . .re

... . . ..... . .... optimai -/-entry .......

,*. ~~~~~~~~~~~ ~~~~~~ .: ..... ....: .-.•+.::. .-•. .-•. .- ..- .-c..+ .+ i- '''!- .
... ........

. l SO - Nomlnal ~... ....... .... ... ..... TC5 . .. a . ..2 -.. .Iraiectories .. .. . .. .
. ., . .

OpitimaljecorDynami pressre! rang . 2 92 .. . . ":

d fo constrain - o.oeory

N..i...t e.....r..... . ..... .
.... - 59438. /m.n2 - .-... u c**

Dynamic pressure/.. ' ' ' + "" . C rang. 2886 4!m .. .."..

i.• 8., 50 4.0 . .... ,.e.* is . . . . . .. .. .. .....

Y,lo.lty <km/so.> Tim. <sea>

Fig. 7. Altitude-velocity diagram for optimal and Fig. 8. Heat flux profile for optimal and nominal
nominal trajectories for a Horus reentry trajectories. (Absorbed heat equals the
problem. area under the respective curve.)

nomial rajctoies or Hous eenry tajetores.(Aborbe het eual th

probem. reaunde theresectie cuve.
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The H-i diagram (Fig. 7.) compares the nominal

structure of the two ight paths. The optimal . .
trajectory has a higher initial flare and incorpo- .. 1 .Y
raes a squence of flare-dive segments at the end. .oomnl trajectory

The effect of the initial flare at higher AOA, cou- $.0." . . . . . . . . ...
pled with the optimized value for y-entry, is clearly v
evident in Fig. 8. The absorbed heat is equal to
the area under the 4 (heat flux) curve. There is , .

clearly a large 'pocket' ofsavings due to the posi- .
tion of the first flare. An equally substantial say- .. ..... - .

ings is evident due to the flare-dive sequence. The ..-. .t
optimal solution is allowed to overshoot the q max .. .: .. :x.'.. - . . . .'... ... . ." .. - - ." ...
curve but docs so only slightly. .....

Figures 9 and 10 compare the control functions ,. ,e S i,.. i,., *.O..
for the optimal trajectory with those for the nomi- TIM& <000>

nal trajectory. !n the optimal flight path a is ini-
tially raised to 40 " and then reduced to near the Fig- 9. Optimal trajectory control function, a as
thermal-a corridor limit after the initial flare. For a function of time.
altitudes between 50 and 70 kin, the optimal and
nominal a-profiles are fairly similar. The optimal
trajectory reduces a below the thcrmal-a limit as
soon as the conditions allow, while the norsimnal
trajectory delays this reduction. The final fluctu- .
ations in the optimal a-profile are needed to match ...-. ... .......... .-..-. ... .

the prescribed boundary conditions. ,.. ......
.....................................................opt;moi trajectory .

The initial roll and the time point corresponding U. "oiojeetor. .
to the global minimum ofp are nearly identical for -
both the r.ominal and optimal trajectories. Below
60 km altitude. the two profiles are somewhat dif- ? ..- . :
ferenit but they follow similar trends. 4.:. .. ........... ..

7.2 Optimal Strategy for High Cross Range at
Low Total Absorbed Heat

7.2.1 Strategy in the Initial Flare

In the initial flare regime, the STOMP solution Oka .00,, Isis. . as...
raises the angle of attack to the maximum permit-
ted value. Such a strategy causes a reduction in
cross range in the nominal trajectory approach. Fig. 10. Optimal trajectory control function, p as
The optimal flight path, however, avoids this loss a function of time.
by ,chieving cross range through higher average
turn rates (higher side force at 406 a) and a flare-
dive strategy in the latter portion of the trajectory.
The savings in absorbed heat. which is clearly evident in Fig. 8, is achieved because of the opt:mal y-cntry value and
because the flare occurs at a higher altitude for a - 40' than it does for the nominal trajectory value, a - 250 (the two
limiting values).

The movable grid point option has been used to locate three critical c ntrol function points in the initial part of the
trajectory: (I) the positioning of the strong roll, (2) the time at which tc roll back starts, and (3) the point at which the
initially high alpha is reduced from 4f0

7.2.2 Flare-Dive Strategy

The trajectory has been restricted by the no-skip condition. y < 0. As a substitutc for skipping, the optimal flight path
has developed a sequence of flare-dive segments--ncar skips followed by dives. These flares cause strong braking. re-
ducing the velocity optimally, and they extend range--both desirable features. The movable grid point option has been
used to locate the critical point in the development in the flare-dive sequences, namely, the location of the heat flux re-
lated "a-switching condition': e4 - 175 kWim2 . Below this heat flux bound the vehicle may fly at an improv:d L, D for
extending range.

7.3 Summary of Optimal Strategy

The optimal trajectories have three important segments in their structure

e high angles of attack in the initial nhame of the traiecmri.r .whrh . .!h C4 Cz -a C
not affect cross range),

* flight along the thermal-a bound, which gives rise to the peak heat flux values, and
# a flare-dive strategy, which is an excellent means both for reducing velocity (and hence heat flux) and for extending

cross range.

Both (1) the high values of a in the hypersonic flare and (2) the later flare-dive sequences have favorable effects on the
total absorbed heat and the range. However, the flight along the thcrmal-a bound is a critical portion of the trajectory
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bccause of the high heat flux values attained. Thus, the transition into and out of the flight along the thermal-a bound
must bc located optimally.

8. Range/ Terminal Speed Control .- ________

Effectiveness

For the vertical guidance and control of a rc-
entry trajectory, it is important to know how a ___________

change in the nominal control functions would Q 100.
effect the terminal speed and range of the vchi- a
cle. The nominal trajectories, derived from the -0.0 .
control concept described in Section 5, arc used
o:iginally to generate these gradients. Both_ i Ron/dAi 6"
control functions are changed (by a constant ..0 - .
amount of I to 3 degrees), for example, as a
function of range-to-go for the remainder of the 2 -230..
trajectory. The resulting gradients deliver time
dependent influence coefficients, which can eas- -300 a .... ....
ily be used in a guidance concept to predict the
final range and speed at terminal area interface. _ _ . . . ..
The gradients also depend upon the basic nom- 0 oz 0 04 1. 0 37 08 0 .0

inal AOA in the hypersonic regime. In addi- Normalized Range-to-go

tion, they are useful 'numbers", which show the
control efficiency of both controls around the Fig. II. Range control effectiveness: dRangeida and
nominal trajectory design. Figures I I and 12 dRangcidli as a function of (normalized) range-to-go.
show typical gradients dR/do, dRdli, dVejda,
and dVejdt for a nominal reentry trajectory of
HORUS. These gradients ca t be analytically o.0 .A.A
described by linear segments and easily stored: -
without a great storage requirement. As a re- -- 00 l
suit it can easily be seen, that the final range
and especially the final speed at the terminal -20o\. .

4 area interface can best be controlled by the an- -. e" " :
Sic of attack (pcr degre angular change). Also, 0
speed corrections by change in a are still possi- .O. -
ble as the range to go becomes small.

J' ~ ~~~~~~~9. Guidance Aspct " =~. .. .. --"'.L : :"

9.1 General o 00defdAlfo

Winged space vehicles, during the initial phase O,
of atmospheric reentry, arc confined to a rela- -90 0a- ..

lively narrow band of spcedialtitude variations..:.• -
Any significant deviations from the nominal or -V a 0 o o d2 4 0 0.7 os 6 0 10
optimal profile of speed vs. altitude may result Normalized Range-to-go (-)
in excessive heat loads. Hence, the primary ob-
jective of flight path control must be to follow
the correct profile as closely as possible. The Fig. 12. Final speed control effectiveness: dVc da and
most critical parameter during this phase is the dVejd;t as a function of (normalized) range-to-go.
angle of attack of the vehicle. On one hand, in
order to obtain maximum flexibility for adjust-
ing range -- as well as cross range, it would be
favorable to utilize the entire regime between
maximum lift and optimal lift/drag ratio. However, for heat load considerations as well as trim requirements, the angle
of attack is confined to a limited operational regime during the initial portion of the reentry flight path, e.g. 300-40'.
Accordingly, the second objective of flight path control must be to 'make the tiest* of the available control regime.

Another control parameter is the roll angle which does not suffer from rigid limits and which provides for instantaneous
normal-force variations. Accordingly, roll-angle control is best suited for achieving the specific sink rate schedule which
results in the required altitude/speed profile.

Considering the guidance concept, it is important to note that a sink-rate control by means of roll-angle variations has
practically no short time effect on deceleration compared to the deceleration of the nominal schedule. At the small flight
path angles typical far reentry (below I degree), the gravity component in the direction of flight, which is a function of
.,gh5, gnCZi. ne Mr in the aerndynamic dra. The problem of achicving a predetermined altitude,,'spccd
profile can therefore be dccouplcd from the problem of controlling the range.

There is, however, a basic difference between these two control tasks: In order to maintain the altitudeispeed profile, a
continuous roll-angle modulation, as a function of instantanous spced, sink-rate and altitude is required Rangc con-
trol, on the other hand, can be regarded as a long term strategy, i.e., it is immatcrial whether the vehicle is flying on a
fixed nominal path as long as it can still reach its landing area with the correct speed and altitude. For this purpose it
is appropriate to adjust a predetermined a schedule by a corresponding correction. Contrary to the altitude/sped con-
trol, there is no need fo; continuous a-modulation. Since the magnitude of the a correction is made according to pre-
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determined derivatives dRange/da, it is considered fully sufficient to perform an update after a fix-d time interval (e.g.,
one minutc), during which do is held constant. This update will produce a 'correction of correction', e.g. the a -change
relative to the nominal schedule will be relatively small. This, too, is an important feature, because any a-change per-
turbs the vertical balance of forces and has to be counteracted by a roll-angle change. Hence, any step-control input with
respect to a should be as small as possible, which is a strong motivation for spreading a range correction over the major
part of the reentry path rather than for forcing the vehicle back onto its nominal trajectory by introducing powerful
control inputs. In the latter case, the decoupling of the bpecdIaltitude-control and the range.control (resulting in a very
simple overall control concept) would no longer be possible. This guidance and control concept has bcn in% cstigatcd
in more detail in Ref. 6.

9.2 Guidance Aspect of an Optimized Trajectory

The optimal trajectories derived in Sections 6 and 7 have quite different schedules for cor.trol functions and state pa-
rameters (such as deceleration and heat flux) than do the nominal trajectories described in Section 5. Due to the im-
provcment in the total accumulated heat, a flight strategy change compared to the nominal higher LID strategy would
be desirable. Future work should therefore concentrate on designing a phase concept having, for instance, partially
constant control andior state parameters and simultaneously incorporating features of the optimal trajectory, e.g., the
flare dive segments.

Such a phase concept could be designed, in principal, out of the following flight segments:

" Flare in the hypersonic regime (a - constant)
* Thermal control phase at max. a (high turn rates)
" Transition phase to high LID.
" Flare-dive phase be!ow max. deceleration limit.
" Flare-dive phase below max. dynamic pressure limit.
• End phase matching final speed and altitude requirement.

Such a new phase concept would deliver improved (near optimal) nominal trajectories, which could begenerated without
a great amount ofcomputing time. Those improved nominal trajectories could then be used as basis for improved gui-
dance strategies combining the reouircd coupling strategy of the a and P profiles needed for flarc-dives, and still giving
smoother control profiles than those required by the optimized trajectories in Section 7.

10. Conclusions

A nominal trajectory strategy has been presented based on a phase concept. The flight path is subdivided into segments
during which a specific state or control parameter plays a dominant role. The magnitudes of thbsc parameters have been
varied, with the selected values producing reasonable, sub-optimal flight paths. Such an approach has several advan-
tages: (I) one obtains a good overview of the entire reentry problem, (2) such trajectories can be simulated using simple
control laws, (3) model variations can be studied efficiently yielding an entire flight path corridor, (4) the results can be
cas;ly verificd, and (5) the entire analysis re ,uires a relatively small amount of CPU time.

The same p,,olcm has been studied using a numerical optimization program. It has been shown that for equally large
cross range mission requirements, the accumulated heat is significantly less for an optimized reentry strategy than for a
conventional nominal reentry design trajectory, although the final flight times are quite similar. During the first part
of the optimal trajectory, two advantageous features have been exploited. On the anc hand. max AOA provides for
moderate heat flux levels at the temperature boundary (flying at a higher density altitude), and. on the oth.r hand,
higher average turnratcs can be achieved afterwards which result in faster heading change at higher average deceleration
levels. The nominal trajectory, in contrast, flies at higher LiD levels which results in a lower flare altitude and conse-
quently higher heat flux values.

In the final part of the optimal tr',jectory, flare dive-segments, (y < 0) are performed at reduced AOA values to take
advantage of reduced heat flux levels as well as " skip-likc range flight characteristic. However, this sophisticated re-
entry cross range strategy can deliver somewhat fluctuating control functions. This might be a disadvantage for a gui-
dance and control system, but could be managed by designing a similar trajectory shape as the theoretical one but
utilizing partially constant controljstate parameters. This new concept then, would deliver all relevant information, i.e.,
deceletation schedules and control functions, in order to satisfy the guidance and control requirements of a selected
system. Finally, the resulting TPS weight could be reduced significantly, which would be favorable for the overall design
of the reentry vehicle, especially for the payloads achieved.
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Physical Limits /Appendix Al

Dynamic Pressure

Hinge Moment Example

Hhmax ' 8.557p/2v
2 

sin
2
( 0.7082ml.116(C(a,Ma)+6

°
) )

Structural Load Factor (Body axis)

nmax CL(a,Ha) p/2 v
2 
S cos a CD(a,Na) p/2

* v 2 
S sin a)( go)

Temperature Envelope

v - f(H,a) (Table)

Equilibrium Glide

y,' 0

0 - v/r - 2 o sin X cos 6 - g/v + r 4t2/v cos
2 
6

+ CL(aHa) p/2 v
2 S cos/A. / ( M v )

Equations of the Model /Appendix A2

Differential Equations of Motion Gravity

- r o2(cos26 siny - sin6 cos6 cosy cosX) - grad - k/r 2( 1+3/2 J2(Re/r)
2
(13sin

2
6)

-grad siny - glat cosy cosX + 7lat ' 3k/r2 J2 (Rer)2sin6 cos6

(T cos a - D)/m
Earth Form

X - v/r cosy sinX tan6 E - Rp( 11/2 e2cos26 (+34e2cos 26)

* 2 4. (sins - cosX cos6 tany) - 2

* r & 2 / tv cosy) sinX sinS cos6 * Reference Heatflux: Stagnation Point Fuselage

+ glat/' sin X - cq /Pv
3  

;(R.lm)

+ (L * T sin a) sin/. / (M V cos y) Constants

- v/r cos y

. 2 .L tin X cos 6 Polar radius of earth Rp . 6356768 a

* rc .2/v(cos2&cosYvsin6 cos6 siny cosx) - Equatorial radius of earth Re - 6378150 m

- grad1V cos y s glat/v sin y cos X + Excentricity of earth e - 0.0818198

* (L * f" sin a) cosuL I (a v) * Turn rate of earth O- 7.2921157 10-
5 

rad/s

Gravity constant k - 398600 km3 /m2

Kinematic Equations
Gravity oblatenes J2- 0.001082627

v cos y sin X (r cos 6) Detra/Kemp/Riddell const. c . 1.7 107s
3
-7/

2
kg

1
/
2
kV

5 -v cos y cos XI r q

f - v sin Y List of Variables

Mass a Latitude
Altitude H Longitude 6
Radius r Angle of attack 0
Mach number Hach Roll angle
True air speed v Glide path angle y
Structural load factor n Heading x
Lift I D=!.:Y
Dynamic pressure q Lift coefficient cL

Hinge mement i Drag coefficient c0
Drag D Gravity lateral glat

Thrust T Gravity radial

Reference area S Body flap/elevon angle c
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HERMES emergency reentry trajectories

consequences on the ARIANE 5 trajectories

Ph. Delattre AMD-BA
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0. ABSTAT

HERMES emergency reentry trajectories occur in
case of any failure during that part of the launch phase
from jettisoning the burn-out solid propellant boosters till
the ignition of the MPH. In that case the Crew Escape Module
cannot be used because of high MACH numbers and very severe
constraints that would result of its low lift coefficient.

The maximum constraints on the HERMES space
plane are obtained in the atmospheric reentry phase of the
emergency trajectories. Their important level is due to the
deep flight path angle attained during the ballistic arc of
the trajectory. Their values are depending on the instant of
launch abort.

These maximum constraints are very depending on
the launch trajectory. The maximum HERMES constraints have
been represented in the altitude-velocity plane as a maximum
altitude boundary for the ARIAKE 5 launch trajectory.

Unfortunately a performance loss is the result
of the requirement for a reduction of the culmination
altitude. This has lead to a launch trajectory optimisation
that will be detailed in this paper.

As an out-come of this study two important

decisions have been made by CNES :

- choice of a L6 for the HERMES propulsion module.

- choice of the boundary that constraints the launch tra-
jectory.

Important efforts have been made on HERMES in
order to reduce the maximum constraints, in the field of
aerodynamics (moment coefficient reduction, increase of the
maximum angle of attack), centre of gravity location (in
order to reduce control surfaces hinge-moments and tempera-
cures) and elevon-body-flap differential deflection.



8-3

NOTATIONS

ATO Abort To Orbit; injection en orbite ddgradde

EAP Etage Accdldrateur A Poudre

EPC Etage A Propulsion Cryogdnique

LEO Low Earth Orbit; orbite basse (ici 460 kmn)

MPH Module Propulsif d'HERMES

MRH Module de flessource d'HERMES

P230 : EAP dARIANE 5

H150 EPC d'ARIANE 5

L6 : version du MPH utilisde dans cette dtude,
avec 6t dlergols liquide et 60KN de poussde

RHiF : R6fdrence Horizontale Fuselage; clest laxe de
r~fdrence avion

V : Vitesse sol

z Altitude

Va : Vitesse sol A l'apogde d'un arc balistique

Za : Altitude & lapogde d'un arc balistique

Y : Pente

: masse voluinique
: Constante gravitationnelle gdocentrique

Tp Instant de panne dans la chronologie de la
trajectoire de lancement

FC : Facteur de charge

COG : Centre De Gravitd
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1. INTRODUCTION

Ce papier a pour but de prdsentnr les consdquences de la prise
en compte d'un dchec du lancoment dFARIAHIE 5 sur le dimonsionne-
ment du planeur hypersonique HERMES et sur le choix de la
trajectoire de lancement.

Le sc~nario de lancement d'ARIAIIE 5 est prdsentd sur la
figure 1.

Cc papier ne traite que des dchecs survenant aprbs le largage
des Etages Accdldrateurs A Poudre (EAP) jusqul& l'allumage du
Module Propulsif WHERMES (MPH); dans cette phase la propulsion
est assurde par Xe VULCAIN, moteur de ]AEtage h Propulsion
Cryolgdniquo (EPC).
En cas de panne juste avant loextinction normale de l'EPC, HERMES
est injectde par Xe MPH sur une orbite momns dnerg~tique que
prdvu. Cette manoeuvre, envisagde pour 1XORBITER, est baptisde
Abort To Orbit (ATO).

Llobj-cti.- en cas do panne eat de tenter de ramener lfavion
sur une piste d'atterrissage. Maiheureusoment, pour la plupart
des instants de panne, HERMES ne peut atteindre aucune piste.
L'amerrissage dHERMES nldtant pas envisagd, le cabine cat
separde do lavion en fin de trajoctoire de sauvegarde. Ello
assure la limitation de Xe ddcdldration bora do 1' impact A un
niveeu supportable par 1' dquipage, ainsi quo sa survie en wer.
Dana cc cas 11avion est ddtruit.

Le niveau des contraintes structurales et thermiques subics
par HERMES lors d'une rontrde en sauvogardo eat tr~s dlevd. Ceci
eat dO & des conditions de rcntrde sdvores qui sont ddpendantes
do l1instant de panne et do le trajoctoire de lancement.

La premi~re pertie de ce document prdsente lea trejectoires
de rentrdo en sauvegarde d'HERMES et lea contraintes essocides,
ccci pour une trajectoire do lancement donnde. Lea lois de
commando employdes pour minimiser los charges subies pendant Xe
rentrde y sont ddcrites.

Cependant lea fortes contraintes rencontrdos par HERMES en
sauvegarde ndcessitont uno action sur Xe trajectoire do lance-
mont. La seconde partie do cc document montre comment Xe
limitation des contraintes do sauvegarde sur HERMES a dt6
introduite dens la boucle do ddfinition des trajectoires dARIANE
5. La prise en compte do cos limitations per ARIANE 5 so traduit
par une rdduction do Xe masse en orbite do transfort dont il faut
minimiser Ileffet sur Xe porte do charge utile d'HERMES.

Lea rdsultats prdsentds ici ont dtd obtenus sur Xe base do
lavion HERMES 94 (SM2) et do Xe configuration H150-P230 du
lanceur ARIANE 5. La mission consid~rde out Xe m-ission do base
pour le dimcnsior~nemont d'HERMES: coest une mission LEO (Low
Earth Orbit) correspondent A une orbite d'inclinaison 28,5'.
Le site do lencement oat KOUROU.
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2. TR1AJECTOIRES DE RENTREE DINERNES EN CAS DE PAM~I AU

LAN~CEMENT

L'objet de cette partie est de ddcrire les trajoctoiros de
sauvegarde d'HERMES avec les lois de commande gui permettent de
minimiser las contraintes subies par Ilavion.

La trajectoiro de lancement d'HERMES par 7ARIANE 5 est supposde
fixde et constitue une entrde dt l'6tUde. Une trajectoire
dARIANE 5 non contrainte par los problbmes do sauvegarde a 6td
choisie comme exomple pour cotte prdsentation.
Les cas de panne considdrds ici sont ceux qui n~cessitent
l'interruption du lancoment, ce qui est rendu in6vitable en cas
de perte des capacitds propulsivos du moteur VULCAIN. Les
instants do panne dtudids vont de 126s (largage des P230) A 585s
(extinction du VULCAIN). La panne eat supposdo n'induire aucune
perturbation sur la position et llattitude nominales du composite
HERMES+MPH A l'instant de panne. Los conditions initialos do la
trajectoire do sauvegarde d'HERMES (V,Z,Y ) sont donc identiques
aux conditions nominales do vol A l'instant de panne.

Cette partie prdsente succossivoment los trajoctoiros d'HERIES
sans propulsion, qui correspondent & la separation d'HERMES soul
sans MPH, puis los trajoctoiros do sauvogardo avoc utilisation du
MPH.

2.1 Cas sans propulsion

L'objoctif ost do minimiser, pour un instant do panno donn6,
los contraintos raximales rencontrdes A la ressource. Cos con-
traintes sont do nature m~caniquo (pression dynamique, factour do
charge, moment do charni~re des gouvernos) ou thermiquo.

Cot objectif conduit & pratiqluor une rentrde & gite nulle A
Ilincidonce la plus forte possible pour maxiniser la portance, ce
qui pormet d~dlever au maximum 1e point do ressourco et par I& de
rdduire los contraintos lides A la masse volumique. Cetto
incidence maximalo ddpond du nombro de Mach et provient do
divorsos limitations, par oxomplo thormiques, do stabilitd earo-
dynamique ou do braquago dos gouvornes.

Copendant la minimisation des contraintes tollos quo 10
facteur do charge ou los moments do charni~ro qui d~pondent
directosent do 1'incidence conduit A modifier la loi do commando
A incidence maximale. Dans co cam, la phase A incidence maximale
ost suivie d'uno phase dito d'4crdtago qui consiste 6 rdduire
1'incidence pendant la rossourco. Cotte manoeuvre est rdalisde en
choisissant A chaque instant la valour do l'incidence qui pormot
do conserver uno valour constante pour la contrainte concernde.
cotte valour d'Acrdtage est minimisde on profitant au mieux do la
plage d'incidenco autorisde. La limito basso do la plago d'inci-
dence est dfke A des limitations thormiquos (e.g. sur 1e pare-
briso) ou do pilotage.

Aprbs la rossource hyporsonique, los contraintes vont
ddcroitro. L'objectif ye 6tre alors do rojoindro un profiXl do
rentrdo analogue A colui do la rentrde normale. Ceci pout 6tro
rdalisd par un rebond contr6ld A incidence et gito constantos.

La planche 2 montro un exemplo de trajectoire do rontrde en
sauvegarde dHER4ES pour un instant do panne do 250 s. Las
courbes reprdsentdes sont l'incidenco, la gito, la pe,~ .t los
contraintes do facteur do charge, do moment do charni~te .lovons
ot do tempdraturo (ici sur los premi~ros tuilos d'intrados) en
fonction du temps. Lorigino du temps correspond A l'instant do
panne. La prof ii do vol est dgalement prdsentd dana 10 diagramme
altitude-vitasp avo'- !a trajacciredo lanceomunt nominale.
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Un dchantillon do quelques trajoctoires de rentrde on sauve-
gardp figure dans le domaine altitude-vitesso sur la planche 3.
Un rdseau d'iso-pression dynamique et dliso-flux y est dgalosent
presentd; il stagit ici du flux de rdfdrence ddfini par CQ*

M*-,avoc CQ-l.7E-4SI. Ce flux de rdfdrence correspond au flux
attoint au point d'arrbt d'une sphare de rayon Im et donna uno
indication sur le niveau des contraintom thermiques.
En sitaiant les points de rossourco des trajectoires de sauvegarde
dons Co rdsoau dliso-prossion dynasiqude et dliso-flux, ii
apparait que les contraintes structuralos mont naxisales pour des
instants do panne do l'ordre do 250 s pour lesquols la vitosse
initiale est procho de 3 km/s. Los contraintes thorstiquos sont
maximales pour des pannes survenant dons la zone des 450 s, cO
gui correspond A des vitossos de l'ordre do 5 A 6 km/s.

POINT HAUT?

La loi do cosmande dtant raintenant d~finia, les contraintes
maxisales roncontrdes no vont plus ddpendre quo des conditions
initialem do la trajectoire do sauvegarde, soit (Z,V, I).
La position initiale a dtd prime dons tous los cam 6 une latitude
nulle et avec une route do 61.5' (inclinaimon do l'orbite visdo:
28.5*). En effet, pourvo quo la relation latitude-route soit
cello correspondant A l1orbito choisie, la position du point
initial a uno influonce ndgligeable sur les trajoctoirem do
sauvogarde.

Dans Vensomblo do tous los points initiaux (Z,V, Y), il ost
possible do ddfinir la relation d~dquivalence suivante:

(Zl'Vl, l) EQ (Z2,V2,Y2)

si et seulesent si

Zal=Za2 et Val=Va2

avec :Za et Va altitude et vitesso de l'apogde de la
trajoctoire balistique passant par (Z,V,*t).

Une classe d'dquivalenco ost donc l'ensemble des conditions
(2Z,V, Y') qui proviennont d'un s~me apogde qui. sera appold point
haut. Clost aussi l'ensemblo des conditions (Z,V,Y) d'un s~me
arc orbital.
Par consdquont toutes les conditions initiales d'une classe
dldquivalonce, pourvu qu'ollos soiont on dohors do llatmosph~re
(ou plus prdcisdmment dans une zone ou los forces adrodynamiques
mont ndgligeablos vis A vim des forces d'inertie), vont conduiro
aux smos contraintes & 1a rentrde. Coin contraintes peuvent 6tro
assocides mu reprdsontant do la classe d'dquivalenco qui est le
point haut:

(Za,Va) -- contraintes. FC,Moment,tinp6ratires

11 est alors possible do tracer dans 1e dosaine Za,Va des
points hauts des iso-contraintes HERM4ES A la rentrde en mauve-
garde.
Un rdmoau dliso-contraintes est reprdsentd sur la plancho 4. 1l
mlagit d'iso-facteurs do charge, d'iso-momonts do charnitre
gouvorneoet dliso-tempdratures dons la zone de l'intrados avant.
Le d~crochoeont observd sur los imo-tempdratures d'intrados
traduit la discontinuitd des tespdratures au passage do la
transition laminaire-turbulont. La remontde rapide des iso-
tespdratures correspond A des points do rosmource venant
tangontor la limite do transition. Poir los vitessos los plum
fortes, l'iso-contrainte est obtenue pour des altitudes Za tr~s
dlevdos car la ressource a lieu en dc-oulement lasinairo.
Le rdseau prdsontd sur la planche 4 montre que a niveau -cc
contraltiLus maxisaies croit rapidemont avoc laltitude du point
bout.
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2.2 Cas ayea propulsion

11 est intdressant d'utiliser le MPH d'HERMES pour rdduire
les contraintes subies & la rentrde en sauvegarde.
Cette rdduction des contraintes est obtenue en remontant l'alti-
tude du point de ressoUrce par une utilisation addquate de ia
poussde disponible.

Les conditions d'utilisation du module propulsif sont cepen-
dant limitdes par l'instabilitd adrodynamique du composite. Cette
instabilitd rend ndcessaire la s~paration d'HERMES du MPH d~s que
la pression dynamique atteint un seui critique qui a Otd pris
dgai A 20 hPa pour la configuration ddcrite dans ce document.

Le point haut eat invariant sur une trajectoire balistique
sans propulsion. L'introduction d'une poussde va modifier A
chaque instant le vecteur vitesse et donc ddplacer le point haut
associd au point de vol considdrd.
Pendant toute in phase propulade l'orientation de ln poussde a
dtd supposde libre de toute contrainte. Cette orientation (qui
correspond & I'asaiette d'HERMES) eat d~terminde de fagon &
ddplacer, pour un point de vol donnd, le point haut correspondant
perpendiculairement aux iso-contraintes dana ie domnine Za,Va.
Laasiette optimale de poussde, i, est alors ddfinie par:

Ra4d*Va
tg(i)=Vv* ---------------------------------- 1

d* (Va*Vh-,A*R/Ran2) -Va*+Ra*Vh

avec (l,d) direction de in tangente nux iso-contraintes
au point (Za,Vn)

Za,Va point haut associd au point de vol
IRa :Za+rayon terrestre

R nltitude+rayon terrestre
Vh composante horizontale de in vitesse
Vv :composante verticale de la vitesse

1" constante gravitationneile gdocentrique

on peut vdrifier par (1) que ie signe de i eat donnd par Vv.
La loi de commande obtenue consiate donc 6 pousser vera le baa
tant que in pente eat positive, et vera le haut dbs que la pente
eat ndgative. Un exemple de trajectoire de snuvegarde avec MPH
eat prdaent6 aur in planche 5. Le MPH considdr6 ici eat un L6,
dtage utilisant deux moteura de 30 kN et chargd A 6t dlergols.
Lea contraintes maximales sont rdduites par rapport au cas ana
propulsion. Elles sont prdsentdea en fonction de l'insant de
panne sur in pianche 6.

Hules sont cependant trda supdrieures aux contraintes en
rentrde normale et aux limites acceptaolea pour in sauvegarde.
La rdduction des contraintea rancontrdea en sauvegarde peut dtre
obtenue par une modification do ia trajectoire de lancement. Ceci
fait 1'objet de in seconde partie de cette prdsentation.

I4



3. CONSEQUENCES SUR LA TR1.JECTO!P.E DE L7.NCEMENT, D'ARiIANE 5

Dans le processus do dimensionnement en sauvegarde d'HERMES,
la trajectoire de lancement a une importance ossentielle.
Cependant !a modification de la trajectoire d'ARIANE 5 pour
rdduire les contraintes atteintes en sauvegarde slaccompagne
dsune ddsoptimisation de cette trajectoire, cc gui conduit & une
rdduction de la charge utile au lancosent.

Ii faut donc envisager une solution globalo du probl~mo de la
sauvegarde dHERMES gui ndcessite de nombreuses itdrations de
calcul do trajectoiros dHERMES et d'ARIANE S.

Dana le but de r~duire le temps ndcessaire A ce processus
itdratif, un interface entre las trajectoires d'HERMES et celles
d'ARTANE 5 a dtd d~fini sous la forme do gabarits.

La description do ces gabarits dans les cas sans ou avac
propulsion ainsi gue Iloptimisation do la charge utile globale
font l'objet de cette soconde partie.

3.1 CAs sans propulsion

Les iso-contraintos prdsentdes dana le domaine des points
hauts (Za,Va) assocides A des limites sur las contraintes HERMES
pour la sauvegarde, pormettent de ddfinir un dornaino de points
(Za,Va) gui raspecto ces contraintas lisitos.
La limite haute do ce dosaine eat appelde gabarit.

ca gabarit de contraintes HERMES est directemont utilisable
pour la d~tarmination des trajectoires d'ARIANE 5. Il persot do
vdrifier isinddiatement si une trajectoire de lancenent satisfait
ou non lea contraintes maxisalas isposdes & is rontrda en
sauvegarde d'HERMES.

Pour cea il suffit d'associer A chaque point de la trajec-
toire d'ARIANE 5 le point haut correspondant at do situer le lieu
des points hauts de la trajactoiro do lancement dana la gabarit
HERMES. Lea contraintes saront respectdes ai lea points hauts
associds A la trajectoire do lancemont sont en dossous du gabarit
do sauvegarde. La trajectoire roprdsontdo aur la planche 7, qui
ddpaase 1e gabarit HERMES, conduit donc en sauvegarde sans MPH, &
des niveaux do contraintes inaccoptables pour HERMES.

3.2 Cao avec propulsion

Dana le cas ou 1e MPH d'HERMES eat utiliad pour boa
trajectoires do sauvegarde, is simplification eaployde dana 1e
problbme sans propulsion West plus applicable.
En of fet deux points do vol do la s~me classe d'&guivalance (pour
is relation d'dguivalence ddfinie au $ 2.1) no conduisent plus au
s~me niveau do cc~ntraintes, ceci parce gue is propulsion no
s'appiguera pas durant is s~me durde dana boa deux cas ot done
no modifiers pas is trajectoiro do is m~me fagon.

Dana cc cas is notion do point haut nWest plus utilisable.
Cepondant des gabarits do contra intes HERMES pouvent encore dtro
d~finis en so plagant dana 1e domaino des conditions initialos
(ZVd).-

L'utilisation do cc typo do gsbarit oat ba suivante
pour une trajectoire do lancesent donndo, ls limito d'altitude
pour uno vitesse V oat fournia par le gabarit HERMES avec ls
ponte do la trajoctoiro do lancoment A cette vitesse.
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La figure 8 prdsente le gabarit des contraintes pour HERMES
avec un MP-H L4 (1e L.4 est un dtage utilisant 2 moteurs de 20 kN
et charg6 & 4 t d t ergols). Le fait de disposer d'un module
propulsif permet & HERMES de rdduire les charges subies & la
rentrde en sauvegarde et donc de rel&cher le gabarit des
contraintes.
Los courbes d'iso-flux de r~fdrence gui figurent sur ce gabarit
donnent une indication sur los contraintes thermiquos subies par
le composite ARIANE 5-HERMES lors du lancement. La trajectoire
d'ARIANE 5 devra se situer au dessus de l'iso-fltx admis pour le
lancement.

La figure 9 prdsente le gabarit des contraintes dans le cas
d'un MPH L6. Ainsi que Ilon pouvait sly attendre, le gabarit
de la configuration L6 est moii~s contraignant que celui do la
configuration L4, et & plus forte raison quo colui sans module
propulsif.

En plus do cot of fet favorable sur 1e gabarit do sauvegarde
HERMES, le L6 permot, A iso-performance et A iso-contraintes
lanceur (e.g. probl~me do rotombde do Il'tage EPC), ot hors
problbme do sauvogarde d'HERMES, de faire descendre la trajec-
toire do lancement.

Coin considdrations ont conduit & rotenir 1e L.6 pour la
propulsion d'HERMES dans la configuration 5M2.

La planche 10 prdsente une trajectoire do lancement L6 gui
respocte 1e gabarit HERMES. Les contraintes do sauvegarde
assocides A cette trajoctoire figuront sur !a planche 11 et
respectent bien los limites acceptables pour la sauvegarde
d'HERMES.

3.3 compromis antre la performance at lts contraintes HERMES

Nous avons jusgulh prdsent raisonnd A contraintos avion
fixdes. La trajoctoire de lancomont pout fitre modifido do fagon A
respecter les contraintes acceptablos pour la sauvegarde
d'HERMES, maim ceci au prix d'une porte do performance.

Copondant 1e niveau des contraintos accoptables par HERMES
en sauvogarde pout 6tre augmentd tant quo des butdes do
faisabilitd no mont pas rencontrdos.

11 faut donc traitor un probl~me d'optimisation global do la
charge utile. En of fet si llon rel~che los contraintes sur la
trajectoire do lancement ddes a HERMES, la rdoptimisation do la
trajectoire va conduire A un gain do performance du lancour, mais
l'augsxentation des charges sur HERMES va exiger un accroissement
do la masse de Ilavion.

Co problbme dloptimisation do masse sous contraintes pout
6tre simplifid et paramdtrd par rapport au point do culmination
do la trajectoiro do lancement.

A titre d'illustration, la figure 12 donne Il'volution do
la porte do performance du lanceur en fonction do cette altitude
do culmination.
Lorsque l'altitude do culmination croit, la masse do Ilavion
compatible des contraintes do mauvegarde et la performance du
lanceur augmontent. L'&cart entro coin deux grandeurs reprdsente
le gain do charge utile embarqude par HERMES, qui ost maximisde
pour une culmination procho do 125 km.



4. CONCLUSION

Ce papier prdsente la m~thode originale qui a dtd employde
pour optimiser globalement la configuration ARIANE 5-HERMES pour
la trajectoire de lancement, ceci du point de vue de la
maximisation de la charge utile et compte tenu des contraintes
imposdes par la sauvegarde d'HER4ES.

Ce processus a conduit A une trajectoire de lancoment de
rdfdrence pour la mission LEO HERMES. Cotte dtude a dtd rdalisde
sur la base de l'avion HERMES 94 (5M2) et est effectude&
nouveau sur la base de la configuration 00.

Plus gd6ralement cette sdthodologie est applicable A la
ddfinition de la trajectoire de lancement optimale de tout
vdhicule spatial habitd posant le problbme de la sauvegarde de
1 'dquipage.

5. PLANCHES

LISTE DES PLMNCHES

1. Scdnario de lancement

2. Trajectoire de sauvegarde sans propulsion pour une
panne A 250 s

3. Trajectoires de sauvegarde dans le domaine altitude-vitesse

4. Iso-contraintes HERMES dans le domaine des points hauts

S. Trajectoire de sauvegarde avec propulsion

6. Evolution des contraintes maximales en fonction do
l'instant de panne

7. Exemple do trajectoi4re d'ARIANE 5 dans le gabarit
HERMES sans propulsion

B. Gabarit L4

9. Gabarit LO

10. Gabarit associd A une trajectoire de lancement L6

11. Contraintes maximales fonction de linstant de panne

12. Perte de performance en fonction do l'altitude de
culmination
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SUMMARY

The Space Shuttle flight control system (FCS) is a digital fly-by-wire system that provides vehicle stability, response, and
handling qualities necessary to return safely from orbit, ending with a pinpoint landing on a 300-by-IS,000-foot (90-by-4,600-
meter) runway. Furthermore, on its first flight, it had to fly successfully the entire envelope-manned Thus, the rCS was sub-
jected to one of the most extensive programs of certification by analysis and simulation ever conducted.

This paper starts with all overview of the entry and landing FCS along with the requirements and considerations used in the
design process. The next section addresses the network of simulation programs used in the FCS design and verification. The fiial
sections present the flight test results and the current issues related to landing and roll-out.

SYMBOLS

A/A Accelerometer assembly
A/L Approach/landing
ADTA Air data transducer assembly
ALDF Aircraft Landing Dynamics Facility (NASA Langley Research Center)
Alpha Angle of attack
CCS Control stick steering
DAP Digital autopilot
DOF Degree of freedom
FCS Flight control system
FO/FS Fail operational/fail safe
FSL Flight Systems Laboratory
FSSR Functional Subsystem Software Requirements
GPC General-purpose computer
HAC Heading alignment cone
JSC Johnson Space Center
KSC Kennedy Space Center
L/D Lift-to-drag ratio
L/R Landing/roll-out
LVAR Lateral variation uncertaiity
MDM Multiplexer/demultiplexer (software/hardware interface)
MIL Man in the loop
NWS Nose wheel steering
OFT Orbital flight test program
01 Operational increment
PlO Pilot-induced oscillation
PRL Priority rate limiter
PTI Programmed test input
RCS Reaction control system
RGA Rate gyro assembly
RM Redundancy management
SAIL Shuttle Avionics Integration Laboratory (NASA Johnson Space Center)
SES Shuttle Engineering Simulator (NASA Johnson Space Center)
STS Space Transportation System (Space Shuttle)
T.FS Total ln-Fliglt Simulator
VMS Vertical Motion Simulator
\VOV Weight on wheels

INTRODUCTION

For the new generation of spaceplanes, such as the Space Shuttle, flight regames extend beyond wind tunnel capabilities and
flight testing is limited. Therefore, simulators offer a viable means to achieve robust designs while reducing risks.

Unique features of the Shuttle program demanded a robust, descent-phase FCS verified prior to flight test. First, the Shuttle
orbiter is a hybrid spacecraft/aircraft, using pure reaction conitrol effectors in exoatniospherk, flight and conventional aircraft
surfaces in subsonic approach/landing, with a blend of the two in hypersonic and supersonic flight. Second, the lack of an aero-
dynamic data base for much of this vast flight regime required heavy dependence on vind tuiel testing. The difficulties in
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matching similitude parameters imposed large uncertainties onl tie resulting aerodynamic data base, particularly regarding the
reaction control system (RCS) and aerodynamic interactions. Finally, the first flight had to cover tie entire flight regime: tile pro-
gram denied the luxury of starting at benign flight phases with tile customary gradual extension of flight envelope. Siae tle
vehicle lacked sufficient static margin for unaugmented control, tile PCS had to work properly the first time with sufficient
robustness to handle large uncertainties.

DESIGN REQUIREMENTS

Tile basic guideline used during design and verification can be summarized as follows: maintain acceptable ,,ontnal stabil-
ity, response, and handling qualities while providing maximuin coverage for off-nominal aerodynamics, environmental condi-
tions (atmosphere, mass properties, trajectory dispersions, winds), navigation errors, sensor/effector uncertainties, and uncer-
taiities in structural characteristics (modal frequency. mode shape, damping).

Specifialy, the flight control requirements are classified in three basic performance levels designated as Level 1, Level 2,
and design assessment (Figure I). Each is defined below:

" Level I performance
Stability

Gain margin = >6dB
Phase margin = > 30 degrees

Pilot rating (Cooper llarper): 3 or better
Step response within specified envelopes

" Level 2 performance
Stability

Gain margin = >4 dB
Phase margin = > 20 degrees

Pilot rating: 6 or better
Large-signal operation stable

* Design assessment
Performance is such that there is no loss of vehicle control.

These requirements must be maintained under the following conditions:

" Winds
Steady state, ip to 99-percentile directional (worst month)
Discrete gust
brbulence

Wind shear

" Atmosphere (anmual extremes)
Density
Temperature

Aerodynanic uncertainties
Lift-to-drag ratio (L/D) plus pitching moment coefficient
Stability derivatives
Reaction control system/acrodynanic interaction

• Bent airframe/Yeg offsets

Failures-fail operational/fail safe (FO/FS)
One failure: Level I performance except for loss of air data (Level 2)
Two failures: Level 2 performance except for the loss of two RCS jets (Level j) or of two auxiliary power units

(design assessment)

Similar requirements apply to the stability of the structural modes, as summarized in Figure I.

OVERVIEW OF THE )IGITAL AUTOPILOT

Satisfying these requiremets would produce a robust design. 7 his goal was achieved through careful eonsideratit, f the
subsystem off-nominal performances and the aerodynamic uncertainties.

i iuM1011 Profile

During entry, atmospheric drag iq ued to dissipate the orbiter's energy. An angle-of-attack (alpha) profile, scheduled as a
function of earth-relative velocity, is flown and roll angle is used to control energy dissipation. Time cross range is controlled by
alternating the sign of tile roll commands. Typical alpha, roll angle, and drag profiles are shown in Figure 2. Tile orbter is
steered to intercept either of tile two heading aligment cones (I IAC's) located tangent to and on either side of tile runway cen-
terhine. The approach/landing (A/L) phase normally occurs at 10,000 feet (3 kilomneters) in altitude and 290 knots (150 meters
per second) equivalent airspeed (KEAS), when the orbiter acquires tie 19-degree steep glide slope; the transition to a 1.5-degree
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:rnn-. glide slope is made at 2,000 feet (610 meters) above ground. Nominal touchdown is at 2,500 feet (760 meters) past runway
..ireshold at 195 KEAS (100 meters per second). After touchdown, directional control is achieved by a combination of rudder,
nose wheel steering, and differential braking.

Flight Centrol

The digital autopilot (DAP) has both manual (with stability augmentation) and automatic flight control modes. All inner-
loop flight-critical functions (e.g., rate damping a-id stability augmentation) are computed at the fast minor-cycle rate of 25 Hz.
Other less critical computations, such as updating gain schedules, are done at slower rates.

The control effectors consist of aerodynamic surfaces and aft-mounted reaction control jets (Figure 3). The four elevons are
moved symmetrically for elevator and antisymmetrically for aileron cont. !. Tile rudder panels split open for speed brake func-
tions. The primary aerosurfaces are driven by three independent hydraulic systems-one active and two standby. A software rate
and authority limit function is used to maintain the commanded surface rates within the capability of the hydraulic system. The
utilization of the control effectors during entry is illustrated in Figuie 3.

Figure 4 shows an overview of the entry FCS. The quad-redundant system architecture ensures compliance with the FO/FS
requirement. Four general-purpose computers (GPC's) operate in a parallel redundant set, and the fifth acts as a backup reserve
in case of a generic software failure of the primary redundant set. The FCS sensors consist of four sets of rate gyro assemblies
(RGA set = pitch, roll, yaw rates), four sets of accelerometer assemblies (AA set = lateral, normal accelerations), and two air
data transducer assemblies (ADTA's) with two probes on each. The software redundancy management (RM) system has failure
detection logic to identify and remove faulty signals, and a selection filter to send the "best" sensor estimate to the FCS. Tile
effector systems have a similar level of redundancy (e.g., force-summing aerosurface secondary actuators, jet selection logic, and
reaction-jet-driven assemblies).

Aerodynamic Uncertainties

Aerodynamic uncertainties played all important role in the design of the FCS. A set of seven "worst case" uncertainties,
called lateral variations (LVAR's), was developed on the basis of wind-tunnel-to-flight-test differences from past aircraft pro-
grams and used to certify the FCS. They represented a reasonable estimate of the maximum possible errors in the preflight pre-
dictions (Figure 5):

LVAR 2: poor bank-angle control
LVAR 9: poor lateral/directional damping
LVAR I1: worst case aileron control
LVAR 12: best-on-best aileron control
LVAR 19: maximum aileron control for Ycg trim
LVAR 20: maximum RCS required for Ycg trim
LVAR 23: maximum beta during heating region

The sensitivity of flight control performance to aerodynamic uncertainties is illustrated in Figure 6, in which the progressive
destabilizing effect of LVAR 9 is evident. The system damping ratio of 0.82 with nominal aerodynamics is drastically reduced by
the partials of CIA (rolling moment caused by aileron, Increments 5 to 6) and CIYJ (rolling moment caused by yaw jt, Incre-
ments II to 12), forcing a well-behaved sys.em to be slightly unstable (damping ratio less than zero). The FCS senssitiv.ty to off-
nominal aerodynanics is further aggravated by the aerodynamic sensitivity to angle of attack, as shown in Figure 7, in which
coalignment of the vectors is evident.

While RCS effectiveness in a vacuum was well defined, there were large uncertainties in the effect of the interaction between
the flow from the jets and the normal airflow around the orbiter. These RCS uneertamties were combined with the LVAR's to
further stress tie FCS design. Tile general te.himque was to combine very effective jets with lugh-gam aerodytamic conditions
and less effective jets with low effective aerodynamic surfaces.

The pitch-axis aerodynamic uncertainties received similar attention; but since they are more benign than those in the lateral
axes, they are not discussed in this paper.

DESIGN AND VERIFICATION BY SIMULATION

The inability to conduct a normal progression of flight tests requires the FCS to be designed and verified extensively by anal-
ysis and simulation. Three basic approaches arc used in the design process: (1) classical linear stability analysis with describing
funci~ons representing key nonlinear elements, (2) nonlincar time-domain analysis, and (3) man-in-the-loop (MIL) simulation. In
addition, extensive integrated hardware/software MIL testing is performed to verify system readiness for flight.

The Use of Simulation

The smmlation programs differ in complexity but complement each other. A design normally starts in the frequency
domnain- the as.;ystai i,.'..,. . ". " Isca fm t fu'nctions, tile airramne dynanics are hinearized at a flight condi-
tion, and the system transport delays aitd sampling effects are properly included. The total system sensitivities to aerodynamic
variations, subsystem off-nominal performances, Nchicle dynamic uncertainties, and feedback variables are established in terms
of stability margins. Then analyses using off-line time-donain simulation programs follow, employing a more accurate represen-
tation of the nonlinear characteristics of the eiements of the system, such as aerosurface and RCS effectors. The FCS design is
assessed along the trajectories flown while sub,;ected to environment changes and even subsystem failures, These time-domain
analyses offer limited evaluation of the system margins but provide excellent assessment of the system performance.



9-4

The MIL digital cngineering simulators are the next facilities used to evaluate tie design for man/machne/mission compati-
bility. The math models used are normally of tile same fidelity as tile off-line simulation programs, but here the challenge is to
represent the system timing delays accurately .hile maintaining the correct system dynamics. The inherent delays in the real-tim.
simulators that generate visual displays or produce tile motion cues have to be compensated for; otherwise, the pilot ratings suf-
fer. Delays caused by the effects of sampled-data system feedbacks also have to be adjusted for. Usually, a combination of special
integration techniques to introduce phase lead into the system along with the reduction of known orbiter flight systems delays is
employed to offset tile simulator lags. The possible subsystem failures also must be modeled to assess the pilot's responses.

Tile design process is always all iterative one among the frequency domain. off-liue time domain, and real-time MIL; confi-
dence in the design is progressively built by evaluation from different viewpoints. However, to gain confidence for flight, sn inte-
grated MIL simulator is needed that brings together all the hardware/avionics subsystems, the flight software, and the astro-
nauts. Here, the software and the interfaces can be thoroughly checked out. The redundancy management scheme is verified
through the facility's ability to simulate ary combination of subsystem failures and/or off-nominal perforniances. When it is
impracrieel to include the actual hardware, a high-fidelity model is stubstituted and the verification efforts are supplemented with
testing at the Ketnedy Space Center (KSC) or the manufacturers' facilities. The crew checklist and procedures are also verified
for iorninal missions, aborts, or failure recoveries.

Common to all tile simulation programs arid facilities is the extensive aerodynamics data base. It ranges from Mach 0.25 to
an altitude of 600,000 feet (183 kilometers), an alpha of -10 to 50 degrees, and sideshp of up to ± 10 degrees, providitg more
thall adequate coverage of the flight envelopes and ensuring that drastic pilot maneuvers will not invalidate the results.

Key Simulation Programs and Facilities

Linear Stability Analsis Programs (CRAM, DtGIKON). CPAM and DIGIKON computer programs are linearized three-
degree-of-freedom (DOF) point-stability tools used to assess rigid-body as well as flexible stability margins

CRAM .olves simultaneous linear equations in the S-plane arid derives transfer fuictions, root loci, frequency rcponsc.
and step-response solutions Time system's transport lags arid sampling effects are modeled with second-order Pad6 arproxmia-
ions. DIGIKON solves stale-,ariable equations ii the Z- and W-planes. It also derives transfer functions, frequency response,

and step-response solutions, and accurately simulates nmultirate sampling and transport lags. Because the two programs produce
matching results over tile frequency range of interest, they serve as a good cross check of each other. l)IGIKON is further used in
the assessment of flex stability arid the design of bending filteis.

Non-Real-Time Sinulaion Programs (St)AIP SIMEX, SDAPFLEX, SIMFIEX). These nonlinear time-domain simulation
programs vary ii complexity-from a relatively simple point-response tool (SIMEX) to ,t complex six-degrec-of-fredon trajec
tory program (SDA') complete with emulations of flight software, sensors. ioninear effectors, earth motion, gravitational arid
atimoslplieric eiivroinmeiit. SDAPFLEX and SIMFLEX are used to analyze integrated orbiter/payload flexures and their porcn-

effects on RCS consumption. All of these non.real-tiine programs are extremely useful for parametric arid senrsitivity studies
well as anomaly resolution. They are validated not only against each other but also by comparison with stability predictions

ade by CRAM and DIGIKON.

MIL Engineering Simulators (SES, VMS, TITS). MIL engineering simulators are absolutely necessary in the design process
to ensure raan/nachne/misson cormpatibility and to assess flying and haidltng qualities. The fixed-base Shuttle Engineering
Simulator (SES) at NASA JSC has a cockpit mockup with digitally generated visuals of the commander's forward view. This
user.friendly and readily available tool can be operated by one person without compromising tile quality of the results. Normally
the first facility employed to obtain pilot comments on a new design, it plays an inportant part it many software changes affect-
ing vehicle performance and safety.

The Vertical Motron Simulator (VMS) at NASA Ames Research Center is a motion-based, six-DOF facility (Figure 8). The
sirulator cabin is fitted to replicate the orbiter, with seats in tile coninander ard pilot positions, hand controllers and pedals,
critical instrument displays (including tile head-up display), ai! switches. Tie cabin has forward and cornel windows with high-
resolution, compiter-generated visual scenes. Motion limits are ± 30 feet (9.1 meters) vertically, ± 20 feet (6.1 i meters) laterall),
and ±4 feet (1.2 ireters) longitudinally. In addition, pitch, roll, aid yaw actuators provide the three rotational degrees of free-
dom. Maxiriurn simulated accelerations approach 2/3 g vertically and 1/2 g horizontally The valuable motion cues produced b)
this simulator greatly influence the assessment of the approach, lauding, and roll-out phases. The pilot's quicker reaction to the
motion feedback sometimes leads to loss of vehicle control if the gain of tie control effector is too high (e.g., the nose wheel
steering), which might not be the case if tire test is conducted in tire SES.

The U.S, Air Force's Total In-Flight Simulator (TIFS) is a test simulator used solely (in the Shluttle program) to evaluate the
approach/landing phase. It is a highly modified C-131 aircraft with an evaluation cockpit in addition to tile normal C-131 cock-
pit manned by safety pilots. The simulation pilot's control commands are input to the model's continter, which calculates the
orbiter response to be reproduced. These responses, along with TITS motion sensor signals, are used to generate feed-forward
aid response-error signals that drive the six TIFS effectors (elevator, aileron, rudder, throttle, direct-lift flaps, and direct side-
force surfaces). Tile result is a high-fidelity reproduction of the motion and visual cues at tire pilot position. Figure 9 is art illustra-
lion of TIFS.

MIL Verifieation Simulators (FSL, SAIL). Tile Flight Systemis Laboratory (FSL), located in Downey, Califoria, was used
to verify entry avionics/software intep-rated ierfornu.. ,,,,n i98!, hal -..., ujiJun v,,s transerred to NASs Shuttle Avi-
onics integration Laboratory (SAIL) in Houston, Texas. The Downey facility was a multistation laboratory that permitted
simultaneous studies from simple end-to-end checks of tile flight software to mission verification tes!s using the full six DOF with
MIL. Tile laboratory used a mockup of tire orbiter cockpit and contained flight instruments and controls necessary for pilot
evaluation of system performance. Actual avionics flight hardware included tile GPC's, multiplexer/demultiplexcrs (MDM's),
FCS sensors, display electronics, and pilot controls and flight instruments. A model board for visual scene projection was avail-
able at tile commandr's s.iidow for A/L tasks. Digital computers simulated vehicle dynamics and environment, aid allowed
test engineers to insert failures. Analog computers were used to model aerosurface actuators, hinge moments, atid turbulence.
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The FSL could also be connected with the full-scale model of the orbiter hydraulic system, located next door in the Flight Control
Hydraulics Laboratory, to assess performance of the hydraulic actuators

SAIL, equipped with a full shipset of flight avionics hardware, is used to perform verification tests of all mission phases
from ascent through can y. As in the FSL, digital computers simulate vehicle dynamics, the vehicle states acting as stinmuh to drive
hardware (or software-modeled) sensors and test sets. SAIL, has no hardware actuators and limited capability to troubleshoot
software within the GPC's. Figure 10 is a functional block diagram of the facility

Site Acceptance Tests

A process called site acceptance, or validation, ensures that all tools used in FCS design, analysis, and verification produce
accurate and similar results. A series of static, dynamic, and integrated performance tests is conducted. The static tests (aerody-
namic slices, effector step and frequency responses, sensors, etc.) verify that the unit models by themselves are correctly unple-
mented. The dynamic tests (bare-airframe frequency and step responses, FCS open-loop frequency responses, closed-loop step
responses, gain margins, navigation drift check) provide further detailed verification of the integrated system dynamics and the
models' interfaces The integrated performantLe tests, also called common facility tests, consist of six-DOF trajectories selected to
demonstrate integrated system performance. The site acceptance signature data are obtained from other validated simulators.

Tool validation is a continuing process, conducted each time a major data base, control system, or model is updated. The

availability of independent and validated simulators ensures the quality of the results and helps avoid setup problems.

Verification Process

The scope of the verification process is to validate FCS stability margins and in-flight performance against the previously
stated design requirements. The verification process starts with the Functional Subsystem Software Requirements (FSSR) do u-
ments, which contain the reqtvirements for the software to be coded by IBM. Point-stability analyses using CRAIM/DIGIKON
are performed for selected test conditions of the flight envelopes created by Monte Carlo runs with variations in winds, L, D
uncertainties, and atmospheres. Analyses using non-real-time simulation programs supplement closed-loop performance verifi-
cation at SAIL The majority of SAIL testing falls into two categories: verification of 01 (operattonal increment) softwaie
release and verification of mission-specific software for every flight. New O software, released about every 6 months, incorpo-
rates changes resulting from safety concerns, performance improvement, system management, and software memory sLrubs.
For each set of 01 software, a matrix of integiated performance tests is designed to validate correct implementation of the
changes and their compatibility with existing software/hardware requirements. A generic test matrix used fot caCdi mission ,oers
mission specific flight conditions (e.g., mass properties, atmosplicii conditions. lauding bite) to demuntrate system readiness
for flight. Testing also includes all the abort modes.

Supplementing system performance verification is the vehicle/subsystem interface checkout at Palndale, California. and
KSC in Florida. Astronaut training is done in tie Shuttle Training Aircraft and the Shuttle Mission Simula.or.

FLIGHT TEST DEVELOPMENT

The first four orbiter rmissions constituted the orbital flight test (OFT) program, and subsequent flights were considered
operational flights, This definition was more programmatic than an actual reflection of testing status in that testing continued
into the "operational era" and payloads were carried during OFT. To date, more than 30 successful missions have been flown.
The success of these missions is made possible by the robustness of the design, the ability of the system to overcome multiple
hardware failures, and the extensive verification efforts by simulation.

Or Flights

The OFT flights performed nominally, as evidenced in the comparison plots of the roll reversals between STS-l aitd FSL-
predicted time response (Figure I1). Good agreements are seen during the initial response with auto engaged until the planned
manual takeover occurs. A guidance phase change from equilibrium glide to constant drag occurred only 13 seconds earlier than
predicted. From this first mission, only four anomalies were noted, two of which demonstrate the robustncss of the FCS.

A low-frequency, high-amplitude lateral oscillation seen during the first roll maneuver was attributed to yaw jet aerody-
namic interaction (Figure 12). In the low dynamic pressure region, the roll caused by yaw jet firing was found to be less titan pre-
dicteJ, at about the variation level of uncertainty. This problem showed the wisdom of designing the FCS to handle large aerody-
namic uncertainties. A software fix adding a filter on the sideslip-angle feedback was implemented oil STS-5. Stability analyses
predicted this low stability margin in the automatic but not in the manual control stick steering (CSS) miode, consequently, later
flights were flown in CSS through the first roll maneuver with good response until the fix was implemented.

An undamped, low-amplitude 1/4-1-17 oscillation in the Mach 2 to I region was seen ol every flight (Figure 13). This aiom-
aly resulted in restrictions of the allowable X-axis center of gravity for several years. Subsequent flight test dat indicated lower-
than-predicted aileron roll effectiveness (near tile variation level) and higher rudder roll effectiveness with small surface deflec-
tions, which approached nomnmal effectiveness with larger surface motmons. A software change was incorporated on STS-13 to
increase the aileron forward-loop gain and reduce the lateral acceleration feedback gain in the rudder loop in this transonic
region. Agair,, this anomaly illustrates the necessity to include uncertainties in FCS design.

Operational Flights

Flight testing continues in the operational era to support anomaly resolution and FCS enhancements, and to expand the
center-of-gravity envelope. Beginning with the STS-5 mission, a programmed test input (PTI) logic wa, implemented in which
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specific commands are preprogrammed to pulse ilie control effectors at a predesignated flight condition to garner aerodynamic
data. The PTI logic sigificantly reduces the pilot's %vork load and facilitates the data reduction task of separating out the effec-
tiveness of various control effectors.

The results of tle operational flight tests have allowed quite a few FCS enhaceemeits: e.g., pitch RCS usage was extended
from Qbar = 20 to 40 psf (957.6 to 1,915.2 N/m 2) to improve the pitch-axis low-frcqucncy gain margin (STS-41B); tlie rudder
activation point was moved up front Mach= 3.5 to Mach = 4.2 (STS-51F) and subsequently to Mach = 5 (STS-26) because it
was found to be effective earlier than predicted, thus eliinating tie lateral trim problem in this region; the CSS no-yaw-jet
dowinoding system was certified for emergency use (STS-26).

LANI)ING/ROLL.OUT (L/R) UPGRAI)S

Background and Issues

Many issues remaini il the L/R phase. A combination of factors, including the lack of a taxi test progi am, the increase in
vehicle gross veights, and the orbiter's high-speed landing, has shown the L/R subsystem design to be very marginal. The origi-
nal design called for rudder and differential braking as the primary mode of control, tie nose wheel steering (NWS) serving as
backup. This decision resulted in reluctance to use the NWS at all because of uncertainties iii the nonredundant system and the
potentially disastious effects of a hardover nose wheel. Other program concerns inl the area of L/R include severe tire wear ill
KSC landings because of the "corduroy" runway surface, brake energy margins for lingh-cross-wind and/or short-field landings
(abort runways), and orbiter controllability ill the presence of cross wind and/or tire failure

Simulations and Test Programs

Since 1983, tile VMS has been used extensively as a substitute for a taxi test program in assessing L/R characteristics and
potential improvements. Supportitng this effort are testing programs at the NASA Langley Aircraft Landing Dynamics Facility
(ALDI) and the Wright-Pa:terbon Air Force Base dynamometer facility to garner landing gear, brake, tire, and tire failure fric-
tional characteristics, The VMS features realistic motion and visual cues and the highest fidelity landing dynamic models. lbpics
studied include improvements in handling qualities and fiiig -ectriqucs, evaluation of DAI changes to enhLanuLe giound direc-
tional control, and feasibility of hardware modifications to reduce tire %%ear, lessen chance of tire failure, and increase brakinsg
capability. The simulator also serves as a realistic training ground for orbiter pilots to lpractice cross-wind landing and failure
recovery,

As a result of the iany simulations conducted, the following upgrades have either been impleimented or approved for niple-
mentation (Figure 14):

NWS Improvements. In tle STS-5 I D landing at KSC, (lie orbiter suffered a tire blowout near the end of roll-out. Overheat-
ing of the brakes because of the need for differential braking was identified as the major cause. This incident demonstrated the
need for all operational NWS system, since the current mode of operation lacked sufficient authority to control a high-speed
blowout A two-phase approach was authorized in which the system would be made fail-safe (fail to castor) for immediate imple-
mentation and ult FO/FS system would be developed for future use.

The original NWS had three selectable modes: manual direct (the pedal commands went directly to the steer box), castor,
and GPC (the pedal commands went through the GPC's). The NWS was operated by a single power source and single hydraulic
system The steer box accepted comnmands from a single GPC, making it susceptible to hardover failure that could result in loss
of control of tile orbiter. In additioi, both steering modes were too sensitive at high speed.

To achieve tie Phase I objective, several changes were authorized. A software logic detects hardover failures ii the GPC
mode by using itformation from the new triplex position feedbacks: a fault is declared if the nose wheel is not moving ill tile cor-
rect direction or if it is moving too slowly and would [tip the system to castor. Tb reduce steering sensitivity at high speed, the
GPC mode was augmented with lateral acceleration feedback and the direct-mode command transducer was changed from limear
to paiabolic shaping.

The Phase I activities allovwJ an increase in cross-wind capability from 7 to 12 knots (3.6 to 6.2 meters per second), and
eventually to 15 knots (7.7 neters per second). The system was flight-tested oil STS-61A with very good results.

Phase 2, which is nearing completion, will provide redundancy itl the command path, the power sources, and the hydraulic
system. The unauguiented direct mode will be deleted because of its sensitivity at high speed auid replaced by a second GPC mode
similar to the first one.

KSC Runway. Because of unpredictable weather at the KSC landing site, tile runw'y is grooved both laterally and longi:udi-
rally for good drainage. This surface has good frictional characteristics whether dry or wet. However, it also causes excessive tire
wear, especially at spin-up, which could lead to tire blowout. Tests at Langley's ALDF and at Ames' VMS showed that grinding
the first 3,500-foot (1 ,067-iicter) touchdown zones at l'oth ends of the runway call sianificantlv reduce tire w'.ear uc,-vt1m b, i n-
tip , 11ui.iiuiiing good frictional Uiaracteristics during roll-out. ihle grinding of the KSC runway was completed in April
of 1988.

Drag Chule. It became apparent during numerous VMS simulations that the addition of a drag chute sigiificantly improves
margins, both in stopping distance and directional control, for the landing and deceleration subsystems. The drag chute allows
the orbiter to stop safely oti short abort runways, even with high gross vehicle weights. Furthermore, it stabilizes the vehicle
directionally and drastically improves lateral control during recovery from a tire failure. Because of its attach point, the drag
chute induces a itch-up nmoment, forcing the elevator down for trim and, in the process, reducing the main gear loads (lessning
the chance of tire failure) and ineasing longitudinal control authority during derotation. Recognizing its many benefits, pro-
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grain management approved the implemeitation of a drag chute system for all vehicles. The first test t i;,tt will occur in early
1991 VMS simulations dictated a baseline chute of 40 feet (12 meters) in diameter, reefed to 40 percent of its at,a for 3 seconds to
reduce the transients caused by opening shock. It will be deployed after main gear touchdown.

\Veight-on-Wheels (WOW) Redundancy. The current system of WOW recognition is simplex, based on one proximity switch
per main gear and two on the nose gear. Early WOW moding because of failure while the FCS is still in the airborne mcd.. would
most certainly cause a loss of vehicle control front incorrect FCS. Therefore, the design of current softwoe logic is extremely fail
safe, issuing a NVOW dilenima for any failure and keeping the FCS in the airborne coffiguration. This scenario would result in
degraded slapdown handhing qualities after touchdown, making the orbiter susceptible to pilot-induced oscillatios (PIO's), as
seen on STS-3, and possibly making NWS unavailable. Furthermore, in the autonatic landing mode, a hard nose wheel slap-
down would occur, since the orbiter wsould try to continue descent onto the runway The system will be upgraded to triple redun-
dancy for each gear, and %hedl spin-up signals will be incorporated in the WOW decision logic in early 1992.

CONCLUSION

Simulation is an indispensable process. It provides a safe environment for the design of iobust systems, maxuizes flight
safety and can drastically reduce the cost of a fight test program. However, it cannot, and should not, be used as a substitute for
a flight test program, since it has its lin,;tations. the results can be only as good as the models used, and the fidelity of a simulator
can be refined only with flight data A well-planned simulaton/fhight test program ensures a robust design and a safe expansion
of flight envelope, and reduces future design changes
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ONE INTRODUCTION AUX TRAJECTOIRES SPATIALES

par

3.-P. MAREC

Office National d'Etudes et de Rcherches A~rospatiales (ONERA),922 htloFac
RESUME

Cet expos6 introductif a la Session sur les "Trajectoires" du Symposium "Space
Vehicle Flight Mechanics" de 1 AGARD/FMP (Luxembourg, 13-16 octobre 1989), est destin6 a
rappeler les notions de base de 1l'4tude des trajectoires spatiales, naturelles et
optimales, et 5 pr~senter les autres communications de la Session.

L'exposi est divis6 encinq parties.
Les trois premi6r'es parties rappellent les diff~rents formalismes bien

connus :newtonien, lagrangien et hamiltonien, et les appliquent, & titre comparatif, a
la r6solution d'un mime probl~me, volontairement tr~s simple mais essentiel, le problame
des 2 corps.

Dans la premi6re partie, le formalisme newtonien permet 06tablir les formules
de perturbations de Gauss, qui sont appliqu~es a 1'6tude des perturbations d'orbites
dues au freinage atmosph~rique.

Dans la deuxiame partie, le formalisme lagrangien conduit aux formules de
perturbations de Lagrange, qui sont utilis~es pour 6tudier les perturbations d'orbites
dues aux dissym~tries du potentiel terrestre.

Dans ]a troisi~me partie, le formalisme hamiltonien permet d'obtenir les
formules de perturbations anoniques et d'introduire la m6thode de Yon Zeipel.

La quatri~me partie souligne le lien entre la m6caniqup variationnelle et les
m6thodes modernes d'optimisation (Principe ru Maximum de Conte nsou-Pontryagi n) .

Enfin, dans la cinqui~me partie, les m6thodes d'optimisation sont appliqu6es
1'6tude du problime des trajectoires spatiales optimales (transferts et rendez-vous
optimaux, corrections optimales d'orbites,etc.).

INTRODUCTION

Lorsque la Commission de M6canique du Vol de l'AGARD a envisag6 d'organiser ce
Symposium sur la WMcanique du Vol des V6hicules Spatiaux", il est rapidement apparu
qu'une de±s difficult~s serait d'introduire convenablement le sujet aupras d'un auditoire
dont au momns une partie risquait d'dtre peu familiarisde avec ce th6me. En effet,
l'intdr~t de la communaut6 AGARD a 6td dans le pass6, plus orient6 vers la~ronautique
et les missiles que vers lespace.

Aussi a-t-il 6t, d~cid6 de faire pr6c6der certaines sessions d'un expos6
introductif, destin6 a rappeler aussi simplement que possible les notions de base et 5
presenter les autres communications.

C'est le but du pr~sent expos6, en ce qui concerne les trajectoires spatiales,
naturelles et optimales.

Les theories de la M6canique C61este, des perturbations d'orbites des satel-
lites artificiels, des transferts et rendez-vous optimaux, peuvent paraitre assez dloi-
gn~es des preoccupations d'un sp~cialiste de la m~canique du vol des avions et des
missiles. 11 d6couvrira cependant tris vite, au cours de cet expos6, que les concepts
utilis~s lui sont plus familiers qu'il ne pouvait le croire et que l'extension de son
domaine d'int~r~t a l'espace est plus facile qu'il ne le pensait.

11 est alors possible d'esp~rer que ce symposium ne restera pas un cas isol6
et qua la Commission de M~canique du Vol de lAGARP pourra, apr~s ce colloque a carac-
t6 re 96 n6ra I , envi sager des symposiums plus sp6ci al i ss, sur des th~mes spati aux,
vraisemblablenent en coopdration avec d'autres Commissions comme celles de ]a Dynamique
des Fluides, des Structures et Matdriaux, de la Propulsion et Energ6tique, du Guidage et
de la Comoande etc.

Vaor~s ce oui vient d'6tre dit. on comorendra nue l'ori~iinalit6 de cette
communication ne r~sidera pas dans les rdsultats pr~sent~s, qui sont trds classiques
pour les astrodynamiciens, mais peut-6tre, tout au plus, dans la mani6re d'introduire
les diff~rents concepts (Fig. 1). En particulier, laccent sera mis sur le lien qui
existe entre la M~canique Analytique Variationnelle bien connue et las th~ories
modernes d'optimisation comme le Principe du Maximum de Contensou-Pontryagin.

On 6vitera soigneusement d'aller trop loin dans labstraction et les dive-
loppements math~matiques. Rappelons cependant que ]a M6canique Analytique et la Mica-
nique C61este viennent de b~n~ficier d'dclai rages nouveaux apport6s, en particulier, par
les thories de la G~om6trie Diffdrentielle (vari~t~s symplectiques, groupes de Lie),
des Syst~mes Dynamiques et des D6veloppements Asymptotiques.
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11 est demand6 au lecteur sp~ciallste d'Astrodynamique de bien vouloir excuser
Lin expos6 aussi s6l6mentaire, qui pr~sente peut-6tre lavantage de rassembler, de faqon
condens6e, quelques r~sultats classiques importants. Pour plus de d~tails, volt', par
exemple, les r~f~rences ( 1) et (2).

SYTEE _ f PRIISCIPES APPLICATIONS

~~ toi fooaaentale4.... Pot ss~nces virtvelleo Yrartionnels

Thior#Aes ginfraux

2corps

Equattons de Lagrange+.--# d'action lagr~nilenn, Forawles de Lagrange

§5 2)1 tEffts des dtsy.trits

Otsro 5 IPontryaginJ Trjeco~ts soatlates

(PtMioIfqo Analytique) Trinsfor.,tion 20 Legendrol
+ AeI

Equaions canonOique
d'M , 11 to (53) 4.-4Action htiltOntennt 2 corps

T,nortlon canonqe2cop
4 2 cnrps lt

Equation dtt4Iofton.-Jcobl ForCultst ca onus

- -________________________________________ M, thode de von 201201

2corps
N onts ti es ots de eoton 

r ..I su

Figure I

L'expos6 est divis6 en cinq parties iFig. 1).

Les troi s prerslires parties rappellent les diffdrents formalismes bien
connus :newtonien , Ilagrangien et hamilItonien, dans Il'ordre d' abstracti on croi sante . I I
a paru; int~ressant , a titre d'illustration comparative, d'appliquer ces diff~rents
formalismos A la resolution d'un mime probl~me, volontairement tr~s simple, mais cepen-
dant essentiel , le problimE. des 2 corps. 11 apparaitra que, dlans ce cas trivial, le
formalisme le plus abstrait West pas n~cessairement le plus commode ! L'intdr~t des
m~thodes les plus 61abor~es doit 6tre recherch6 plut6t dans leur capacit6 de permettre
la rdsolution des probl~mes difficilement solubles -voire insolubles- autrement (par
exemple :.le probl~me dos deux centres fixes), et de faciliter grandement 1l6tude des
mouvements perturb~s, en partictulier de pr~ciser ]a structure des solutions et le
comportement S long terme.

Plus sp~cifiquement, la lire partie est consacr~e au fornialisme ne wtonen,
appliqu6 a 1l6tude des systames do N points mat~riels. Ce formal'lsme permet ae ra !,Ter
de faqon particulilirement simple 1e probletle des deux corps, d'6tablir los formules de
perturbations, dites do Gauss, et de les appliquer & l'dtude des perturbations d'orbites
dues au freinage atmosph~rlque.

Les deux parties sulvantes traitent, plus g~n~ralement, des syst~mes mat -
riels discrets, tels que toute configuration 5 1 instant t puisse 6tre deTin~ie par ra
donnee d'un nombre fini M'de param~tres cj' .

La 2ime partle est ainsi consacree au formalisme lagrangen, qui pernet
d'6tablir les formules do perturbations de Lagrange et do' ie p quer a 1'6tude des
perturbations d'orbites dues aux dissym~tries du potentiel torrestre.

La 38me partlo introduit le formalisme hamiltonien, dont un des avantagos
majours est do faciliter los changements de variables par utilisation des transforma-
tions canoniques. Ces transformations permottont, d'une part, d'introdulre uine nouvelle
Indthode d'intgration, dite do Jacobi, appliquie a la r6solution du probldme des deux
centres fixes et a l'6crlture des formules do perturbations canoniques, et, d'autre
part, de d6finlr uine m~thode do resolution systdmatique, par approximations successives,
dos dquations do perturbations :,la mt~thode do yen Zoipel.

La 4Ome partie souligne le lien qui existe entre la Mecanique Variatlonnelle
et los m~thodes modernos d'Optimisation (Principe du Maximum do Conte nsou-Pontryagi n) .

Enfin, dans ]a 5ine partie, los m6thodes d'optimisation sont appllqu~es a
1'6tude du probl~me des trajo ctoires spatiales optimales :d~finltion d'un transfert
optimal ; mod6l'satlon des systemesd propulsion ; application do loptimisatlon
param~trlque aux transferts impulsionnols, en particulier dans le cas simple du
transfert do Hohmann ; transferts eptimaux dlans un champ do gravitation gdngral ; cas
particullers d'un champ do gravitation uniforme et d'un champ central. Des exemples sent
donn~s do corrections optimalos d'orbites, do transforts do dur~e lndlff~ronte et de
transferts 5 pouss~e faiblo. 'S
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1I FORMALISM NEWTONIEN

1.1 - Micanlque newtonlenno

Lci n~canique newtonienne a pour objet I '6tude du mouvement des syst~mes mat6-
riels discrets constltu~s d'un nombre fini N de points matiriels 1.6P e ase
1, 2,.N). *d assm j

La 101 fondamentale de la dynamique (Fig. 1) so tradult par les lois de
Newton, quo nous noxpliciterons pas.

Dans 1e cas o6i los actions mutuelles ontre &'et.i sont des attractions
newtoniennes ,X

F Fr~q £, 1

06 -Kest la constanto do la gravitation, on est conduit au Rroblime dos 14 corps do la
M6,anlquo CMlste.

L'application dos loi s do Newton pormottrai t d'obteni r quol ques r~sultats
gn~raux concornant ce probl~me (int~grales premiares, par exemple) ou, dans le cas

=~ 3, do tiror d~ja cortalnos conclusions int~rossantes relatives au c~l~bre prohiixn&
dos 3 corps (figures d'6quilibre relatif, courbes do Hill, par oxomple), probl~me qul
suscite ctellornent un regain dlnt~r~t (th~orie des Syst~mes Dynamiquos).

Mais 11 parait plus int~ressant do passer sans tardor a l'6tude, triviale mais
fondamontalo, du prob,1me des 2 corps, qui pr6sente lavantago d'6tre int~grable et qui
sorvira do base a r lyse des peturbations d'orbites des satellites artificiels. Cola
nous permettra, au passage, do rappoler quolquos notations utilis~es on MOcanique
C61lesteo t dont la connaissanco est indispensable a la compr~hension des exposds sur 1e
suJet.

1.2 - Probl~me des 2 corps

L'6tudedu problime de, 2 corps ost tris imioortante, 'rar 11 ost fr~quent quo la
resolution d'un probl~me do W corps puisse &tre ramen~e, on premiare dpproximation et
avec une bonne precision, 5 la resolution d'un problme dc 2 corps Rcas du mouveniont
d'un satellite procho do la Terre), ou do plusleurs problimes do 2 corps (cas d,,
mouvomont des plan~tes autour du Soleil ), ou encore do la succession do problirnes do 2
corps (cas du mouvonont h6liocentriquo et des nouvomonts plan~tocentriques d'une sonde
in torpl a ntai r ).

Do plus, comme nous 1 avons dit, 1e problame des 2 corps 6tant coplketent
inttgr!ble, sa solutior sort do solution do base pour r~soudre des probemes plus
compT Tques (theorie des perturbations).-

1.2.1 - Mouvements absolu et rolatif do 2 corps

Los corps 14(do masse 1lu) et a;n. (do massomz.) sont supposds ponctuols (out
au moins, a sym~trie mat~rielle sph~riquel et isol~s dans l'espace (Fig. 2).

10 centre de masse c6 a un mouvemeont rectiligne et uniformo dans lespaco
absolu et pout donc 6tre choisi comne centre d'un systime d'axes galil~ensa'x'e'

La 101 fondamentale do__la dynamique

appliqu~e succe ssi veme nt aux poi nts mat6 riel S 9, eot i ,2 po ut tre 6c rite , dans ce
systime k

&' (2)

6 tant 10 centre do masse, on a

C) (4)

d'o6

ot final-a.nt

- _____(6)

* , (7)

- (m,4 4tn2.y)2 J7/>I
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En pratique, les observations ne peuvent pas 6tre faites depuls le centre de
masse 6Fdes deux corps, mafs pluYt depuis lun des corps, e&,par exemple. 11 est donr
soovent commodq de rapporter le mouvement, relatif de 6/12. par rapport a d & des axes
non galil~ensd11iz-( Fig. 2), centr~s en c4.4 eT parall Wes aux axes galil~ens4. q/ /

La difference (3M (2) peut etre 6crite

I'Ef, C',i (8)

Les relations (6) et (7) montrent que, dans le mouvement absolu, tout se passe
comme si chaque corps 6tai t atti ri par le centre de masse &' oi) -ser-ai t concentr~e 1la
masse

o6 M est 1la masse du corps 6tudi6 et M" cel le do Il'autre corps.
De mime , Ila rel ati on (8) montre que , dans Ile mouvement rel ati f, tout se passe

comme si le corps 6tudi6 , de masse Mr , 6tai t atti r6 par une masse

1Y1 = M4- ,n-, (10)

6gale a la somme des masses P1 et rf des deux corps.
Comme le montre (5), les mouvements absolu et relatif sent homothdtitues. 11

suffit donc d'6tudier 1 'un des mouvements.
On pose -

Notons que si PM'-PM(c'est le cas pour le mouvement d'un satellite artifi-
diel de la Terre), ces deux mouvements sont (pratiquernent) identiques.

1.2.2 - Int6gration 6l6mentalre du prob]6me des 2 corps - Trajectoires k~plhriennes

Llintgration du problime des 2 corps est triviale. Elie est rappelde ici
essentiellement pour fixer les notations. Les appellations g~ocentriques seront utili-
sees, de pr~f~rence aux appellations h~liocentriques, pulsqu'on s'intdrese ici surtout
au mouvement des mobiles circumterrestres.

Solt a 6tudier, dams les axes f-xj .. paralliles aux axes absolus (Fig. 3 F
est mis pour "foyer", ce qul sera JustlfH6 par la suite), le mouvement du point .?6,de
masse rri, , soumis a l'acc6ldration de gravitation

oD fLt a ]a valeur (11). -et -

Dams le cas do mouvement d'un mobile circumterrestre3 es gene-
ralement le plan 6quatorial et V~ axe des p6les. Fzj~ est orient6 ver( le pointvernal 6
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La 101 fondamentale de la dynamique s'6crlt simplement

17 (13)

et conduit au systdme diff~rentiel d'ordre 6 -

(14)

dont la r6solution n6cesslte 6 lnt6gratlons scalaires, qul introduisent 6 constantes
dlintigrations scalaires appelees elIe me ntIs obITfa ux -.

L'lnt6gration est facilltde par Ilexistence de trols int~grales prermi~res
(vectorlelles ou scalaires -, au total :5 int~grales premiires scalaires), dont les deux
p rem i ire s so n t-tr6 s c o nnue s ; 1la t rolisli ime e st pe ut -6tre mo ins b ie n c o nnue , elIlIe n'en
est pas moins tras utile.

*L'intftrale premi6re vectorlelle du moment cindtique (massique)

AV -K=vecteur constant (= To P V (15)

6quivaut a 3 int6grales preml6res scalaires.
Le mouvement est donc solt rectiligne

V7FA r 0 (16)

(cas 6tudl6 a part), sol t plan, dans le plan perpendicolaire A K (plan orbital,
Fig. 4), rep6r6 soit par le veZeuir orientation, unitaire

~~$/- &~4Fi:),(17)
soit par les deux angles

0"7o~ AA9oJ ( incl inal son) (18)

et

~ F~c~)E ,OOJgc (ascension droite du noeud ascendant t), (19)
ce qul ne re~rdsente, dans les deux cas, que 2 constantes d'mntigration scalaires.

I~iestla igne des nous jentce vers le noeud ascendant N4 , Cest- -
dire de fajon telle quo e tr .'iede T~, ,l , )w soit direct.

td16XY5 sont les axes orbitau~ tournants ( g1X: radial ; tYcirconfr entiel,
dans le plan orbital ; d/,Z: perpendiculai-re au-pan orbital, donc parallile 6 ~IetT').

Bans le plan orbital,

SV&60% &119 - - 2 (vi tesse ardolai re)
74,, constante (= 4, , cos~ r. (20)

Vest I int~grale premidre de la 101 des aires u introduit Ila troisi~me
constante d'int6gration scalaire -4-. En de temp egP x Y5sIes uaiires aZ balaydes p ar le
rayon vecteur T' sont 6g ales. Cette deuxee o;::ae epler a ete hitrqeen nne
pour ,s Fpl oets ,aec' Soleil.

z

z

h~ Z r

F F

ell x X

x

Figure 4 Figure 5
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*L'intigrale premidre de Il'6nergle fait intervenir le potentiel newtonlen
massique:

et s'6crit

T-, f~v _V
2  j (22)

o6 -rest l'6nergie cin6tique massique, ce qui introduit une quatriime constante
d'int~gration scalaire, l'6nergie totale massique , ind~pendante de lorientation de
la vitesseinitiale V9 . oans un mouvement donn6 ( i1- fixe), la grandeur V de ]a vitesse
ne depend que de la distance ? , au Centre dattraction.

*L'int6grale premi6re vectorielle de Laplace

V A vecteur constant Ve VA,, /1) (23)

moins connue, 6quivau' a trois intdgrales premidres scalaires ( e est mis pour "excen-
tricit6", ce qui sera justifi6 par la suite). -1

A ]a diff~rence de 1 int6grale prerii6re du moment cin6tique -'L (valable pour
tout champ central) ou de Celle de 1 'nergiee~,qui peut 6tre 6tendue a tout champ
central du type t<&4) ), lint6grale de Laplace~' nest valable que pour un champ
central en 1W.,

Les 7 int6grales premi6res scalaires cit6es no sont pa s indipendantes 5
seulement sont distinctes. En offet, on a les 2 relations scalaires su ne s, comme on
le vdrifie ais6ment

0 1 (24)

A 4- -2 (25)

L'obtention de 1lint6grale de Laplace no n6cessite donc, en fait, qu'une
intigration suppl~mentaire (cinqui6me int6gration) et nintroduit qu'une constante
d'int6gration suppldmentaire (cinquiime constante), Ilargument du peri e o L (Fig. 5),
qui rep6re le vecteur V~ (ou encore 1 'axe P di rig6 s T"I ,rd an orbi tal.

Si :e'=7 (2 relations scalaires, car on salt d~ja par (24) que ez =
to est ind6terminE. Ce cas (mouvement circulaire) est 6tudid a part.

- Le mouvement est 6tudid maintenant dansles axes orbitaux rw orthogonaux,
oD [ est perpendiculairfe au plan orbital (Fig. 5).

Lps angles "I. , 1 et w apparaissent donc comne les angles d'Euler qui
perriettent de rep6rer le triidre orbital r 9 1 par rapport au tri6dre absolu u-X1

La trajectoire peut etre cotenhue,' 5 1aide de (23) et de (15), sans nouvel l
int6gration. Son equation pola're est

/t = (26)

o6 a 4e l, o -_ ~ X( ) e-st lanomalie vraie (Fig. 6).
La trajectoire est donc une conique de foyer F (premiere ioi do Kdpler,

6nonc6e historiquement pour les plan~tesld-ans--ie cas F'= Soleil), de grand ax-e-
est dirig6 vers 1e p6rig~e..2 ), d'excentricit6 e et de paramitre

P = /I" ,(27)

qui ne d~pend que de la grandeur -4 du moment cin~tique.
L e ve cteur C est appel6 vecteur excentricit65 ou vecteur p6rig~e.

X XI

Figure 6 Figure 7
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La relation (25) montre que la trajectoire est une ellipse Ce 1)ou une
hyperbole ( e, 1) selon que l'6nergie W- est :,o. Le cas cW= orrespond solt A
une parabole, si 0 (1 relation scalaire), soi t 8 une coiu late (mouvement

rectuine del c~te, Si 0 (2relations scalaires a caue de 24))
c'est-a-dire une el.lipse plate, si S< 0, ou uno hyperbole plate, si O> 0.

Le demi-grand axe ai. de lorbite est donn6 par

a > 0 (28)

Dans le cas elliptique, on a

P -= L (4 e2-(29)

Le demi-grand axe ne d~pend que do I 'nergie de Ilorbite. 11 no d~pend donc
ksde l'orientatiog de la vitesse initiale (Fig. 7).

Le demi-petit axe est:

b= a V *-j (31)

La d6termination de la 101 horaire T4r)nkcessite ]a sixi~me et derni~re
integration scalaire et introduit-T-aT-l-xme et derni~re constante d'int~gration
scalaire Z C instant de passage au p~rig~e. Ello ost donn~e, dans le cas elliptique,
par los 6quations:

M1 1 t z (32)

el -. S.."- (33)

~- ~ ~-(34)

o6i e est lanomal io nayenne , h, e st Ile moye n mouveme nt, tel quo

h I a 3  (do V- C/ z ra-ab) (35)

et Fest l'anomalie oxcentrique (voir Fig. 8).

La piriode orbitale est

v7 (36)

Coest la trois1~me loi de K~pler*, dnoncde historiquement pour los planites
dans le cas F =Soiell.

La quantite -

MO r, - (37)

(anomalie m oyenne pour 0) ost appel~e anomal ie moyenne de Il'6poque.

b 0 2

0

0N

Figure 8 Figure 9

M joons que la 3ome 101 do Kepler los carros de periodes des mouvements des planotes
sont rocprtienel aux cubes des demi-grands axes de leurs orbites" nWest
qu 'apprce crSi M d~signe la masse du Soleil et M. la masse do la plankte. 1e
coo cenf r' k-1er)varie quand on passe d'une plan~te 5 1 autre. Comme la valour maximum
du rapport mill , obtenue par Jupiter, n'est quo do l'ordre du millime, elle consti-
tue noanmoins une bonne approximation.
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L or sque T 1 3our s I drai , l orb Ite est di te g6osynChrone. Un exeisplIe en est
donnd dans l'expos6 [3). Si, de plus, elle est circulaire et dans le plan 6quatorlal, le
satellite est gdostationnalre.

Les relations (32) - (34) permettent de calculer als~ment linstant de passage
a one position Ltr donnhe. Le probldme inverse (calcul de zr S ti donnd) est plus

d~l icat, car 11 exige ]a rdsolutlon de I'dquation (33), transcendante en F , ce Cqui se
falsait jadis 5 lalde de d~veloppements en s6ries ou de-FaM-es-T---fhul est maintenant
grandement facilitd par loutilisation des calculateurs num~riques.

Oisons maintenant quelques nots des mnouvements particuliers

* Le mouvement circulaire ( e - ) (Fig. 9) est on cas particulier du
nouvement elliptiqueeeerigee-F et les angles *tr (et donc F et 11 ) sont ind6-
termin~s, mais Ia soCe O + aV (argument) est blen d~finie.
uniforme :,Le mouvement est 6tudi6 dansT-saxes F4p .Cest on mouiverient circulaire

?6 t est Il' instant de passage au noeud ascendant. La vi te sse orbi tal e ci rcul aire
a 1 a distance a est donn6e par (22), o8 - constante =A.. , et (bO) , cl'oO.:

Elle d~crolt comme l'inverse de la raci carr~e du rayon de lorbite circulaire.
Par exenple, dans le cas de satellites circumterrestres, on a le Tableau 1.

Tableau I

Ryedaatlie Aliue yon tie Pirjade dee rivolution Vitosse
Typetieatelite Altiude l'orbite

circ I ire (en terips solaire moyen) orbitale

z a T C

Sa '~i-rasal

(pty squient impossible

A cause de Iditmosphere ) 0 6 371 kmn 84,5 ain 7,9 km/ s

(Terre Nph~rique --

3aefle"a 00 kmn 6671 kmn 90 ran 7,75 m/

g~rostationnair e 35 786 km 42 164 kmn 23 It 56 man 4,1 s ,1 m
1'(erre apiatie) 24 sid6rales ) 303k/

pour niaroire, en suppo- 384 400 km 1  2 1 7 h43 ina 11,5 s 1, 017 km's

sa ' orhi te circulat re)

* Pour le mouvement parabolique ( 0 'e- 1,on notera seoilenent qu(
la vitesse I-. , dite Rabliu ou-de lbration (Fig. 10), est donn~e en tout polol
pa'- (22), do8i:

L(y 7 = 'T C'.. (40)
Remarquons que la relation (22) petit 6tre dcrite, quelle que solt la nature du

moo 0neat

V - I-.- constante = Z~ ( V1-.17- ) (41)

*Pour le mouvement hyperbolique ( > e>*2'4),on notera seutlemnent
que )a vitesse r6SidueIe VS- a 'Tintini du centre dattractlon (Fig. 11) peut atre
o bte n ue en tanTsla-nT donc Z. o~ , dans (41), d'ou

V-V,-Ii2VIz e n f onc t ion d u poi nt cou ra nt) . 42)
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1.2.3 - Elements-orbitaux

Comme on Ila dit plus haut, on appelle 6l6ments orbitaux les 6 constantes
d'intigration 4); ( j 1, 2,.,6) qul d6finissent un mouvement-k6pl6rien particu-
lier. Ce nombre est riduit a 5 dans le cas parabolique (1 relation scalaire 0)
et a 4 clans les cas clrculaire (2 relations scalaires -0-24C Fig .9) et
rectil11gne. 1~ 2Dans le cas elliptique, il est possible de choisir pour 616ments orbitaux

a. .,i ,2a , Go , Z ) ou ( a , e , , 06 ,w , f1 ) . Le sii6me 6l1rnent est souvent
remplaciG par l'anomalie moyenneM ,' qui nest pas une constante du mouvement kdpl~rien,
ris vanie simplement (de faqon affine) en foniction du temps et pr~sente l'avantage de
fixer directement la position *du mobile sun lorbite. On obtient alors les 6l6ments
orbitaux de Lagrange (CL, P_ , t ,2 , co,M ).

Les 6l6ments orbitaux pr~c~dents ne sont pas bien adapt~s au(x) cas des
petites excentricit~s et/ou des petites inclinaisons.

En ettet, lorsque v_=o , la position du p~rig6e _F est nal d~finie, les
angles w , h. ettlo sont mal d6termln6s, et il est prdfirable de remplacer la donn6e de

e,,Co) et M (ou '1o ) par celle de e-x = IMCS0 , 4 2 ef-60 et W+ (ou w+M,) (argu-
ment moyen ou argument moyen de Vi6poque).

De mime lorsque e'O, la position de ]a ligne des noeuds F~jest mal d6fi-
nie, les angles~'? et Co sont mal d~termin6s, et i.] est pr~f~rable de remplacer la
donn~e de L , 11 et w , par cel le de L,,= Sp. S,,SL- ( - - S'n t as- e t W 2.+4 (ascen-
sion droite orbi tale du 6'rigae ; noter que lion ajou~e deux angles, .Aet wo , compTes
clans deux plans difterens mas voisins).

Enfin, lorsqu'a la fols 4=~zo et (w'O , il est pr~f~rable de remplacer la
donn6e de e-, c. , -CI, w, , Mr (ou M. ) par cellIe de ecolwZ, ei~.rz w- 'c~,.1 , n

et Mzr-1 (ourLW*M )1 (ascension drolte orbitale moyenne , ou ascension droite orbi-
tale noyenne de l'6poque, clans le cas geocentrique).

11 est parfois commode d'utiliser les 6l6ments orbitaux vectoriels C'-,
ou I1l (Fig. 12), qui ne d6pcndent pas du choix de I orientation des axes
r~e4 , mais pr~sentent l'inconvinient de ne pas 6tre inddpendants, mais

d'avoir 5 satisfaire (24) et (25). 11 est souvent pr6f~rable de faire alors appel aux
composarltes "utiles" de T7' et -Cen choisissant pour 616ments ( c , C e,e,
loutl0 ) (Fig. 13). Le remplacement de Mr (ou MoI ) par ?7- +1 Io +U ,

toute autne variable convenablement choisle, 6vite alors tous les inconvinients
mentionn~s pour e= 0 et/ou Zm~o.

Nous noterons de faqon g~n6rale el ou cli la matrice colon ce 6 X 1 des
61'ments orbitaux ou' 1, 2. .. 6) , erfconvenant que les jIj et les qk
Pa , . , 5)9 sont consi ants et que 1 vanie simplement en fonction du temps.Prexemple

q mt~,f.c4  l* (43)

1 A. . .S. A
6

6-ntc nrhi t1,;w e,% nip C1 p~tarm' ne he moujvement k6C,16rien

Z (q'- (45)

-, - ,~~'(46)
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ou

V~ ~~ (48)

Inversement, la donn~e des 616ments cin6matique 41 et V A 1i instant
determine les 616ments orbitaux

q (49)

ou

c~= 1 (z'7~)(50)
Signalons,a la fin de c e paragraphe consacr6 aux orbites k~pl~riennes,que le

problerie de la d6terrcination d'une orbi te a partir des observations (trajectographie)
est A-voqui dans I'expose L4J.

1.2.4 - Application :diffdrence entre deux mouvements k~pliriens proches

.~ Le calcul du vecteur diffirence P '. -entre les rayons vecteurs
et 4 de deux mouvements k~plhriens proches, sur des orbites Q'lz C +J0 et 0D
volslnes,est tr~s important pour les applications pratiques en Astrodynamique (mouvement
relatif des v~hicules, dans le cas d'un rendez-vous ; cet aspect est dvoqu6 dans
T expose [5). Notion de "satellite moyen", etc.).

1.2.4.1 - Calcul du vecteur diff~rence
C--->

11 s'agi t de calculer 1]a di ff6rence 4- correspondant A um petit 6cart c~sur
les 614sients orbitaux.

La lin~arisation de (45) conduit *a

Le calcul effecti f est assez la6-orieux et conduit A 1 expression suivante
X > --

-C 9' ,
e/est la concfeSante de c3.dans le plan de lorbite. Y/ et 9 sont les vecteurs

unitaires des axes cky et F
On remarque lmm6diatement que si 6ia_ .sdu rie n amm

p~ride).le ermpan tct e or2 , oonc le mouvement relatif,
est p~riodique, de p~riode T .

Dans le cas oij I'orblte de r~f~rence 0 est circulaire e e- 0 ), Ilexpres-
sion (52) se simplifie et devient

ob,) et 3 sont ',es vecteurs unitaires des axes tlbyXet W4 .
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Choisissons connie plan de r6f~rence F-xLI_ le plan de 0 (U 0 , Fig. 13) et
rep~rons le mobile At par I 'ascension droite P =' Fz , FX 1.Les composantes de Lcj'
dans les axes orbitaux tournants c4X Y Z sont -

Ja= C -~ 60S.1 - a e4g1,(55)

5n Jbcs- - tL IIalia 2,~f~ cloo (56)

a~ &V'&.(57)

Si Oa= 0 (les deux orbites 0 et 0ont mime pdriode), AVd6crlt une petite
ellipse autour du point d'ordonn~e b)' =a~lrvoir sa projection sur le plan t/ky
sur la Fig. 14a), avec la piriode orbitale

5i Sat*, Ilellipse est centr6e en(ba.0 ' 6r) et le terme en -(N1)nL~j. conduit a une translation
parallilemcnt 5 l'axe e, (et dams le sens des y' n6gatifs si &'nZ>. ), et la projec-
tion du mouvement sur le plan OY1/V conduit aux festons repr6sentds sur la Fig. 14b.
Cette figure est essentielle, car elie se re nc ontre--r6 s souvent dans 1l6tude des
renUez-ous en axes relatifs.

1.2.4.2 -Notion de "mobile moyen"

Consid6rons un mobile 'k /(Fig. 15) d~crivant une orbite k6pl~rienne0
q u as i- c ir cuIa ir e ( v,'zo- C), d e f a iblIe in c Iin a is on ( K '.a-C) ) .

petinissons un mobile t46 , voisin de(,46' , d~crivant une orbite C) circulaire
0 ), dl1n-clina is on nulle ( t-0 ),' de mime p~riode qu~ eQ'donc ~ 01

d'anomalie moyenne de 1 '6poque 11o telle que 5 =0
Les expressions (55) -(57) se simplifient en

S z a e, 0 t (58)

Le mouvement du mobile peut donC 6tre d6compOS6 en/
- nouvement circulaire d'un mobile "moyen" £ 5~ la m~me p~riode que 6
- mouvement del -~'utour du moi ie moyen /

Dans les axes orbitaux tournants de ,6, le mobile t' 4 dcrit une petitfe
ellipse, centr~e sur 6(1, dont les dimensions sont de lordre de 1'excentricit6 et de
l'i ncl inai son ae 0/'. Le mouvement le 4,t repr~sente une bonne approximation (circu-
laire) du nlouvemlent deU 6'.

Cette d6composition est utile pour l'dtude de certains rendez-vous (rendez-
vous "moyen") .

FF r

Ay

rigarc 15 Figure 16
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1.3 - Mouvement k~pl~rien perturb6 formules de perturbation de Gauss

Corime il a d~ja 6t6 dit plus haut, le probline des 2 corps correspond, en
g~n~ral, a une sch~matisatiofl assez grossiare. En r~alit6, dans le reper ruj

utlis6 (Fig 16), le point 6/6 est soumis non seulemont l'acc~l ration de gravitation
IA: 43 mais encore a une accdlhration perturbatrice *'qui peut avoir des

oi gnes tris diverses (pour un s-ateTIit e artiticiel de 10 Terre :,effet des
dissym~tries du potentiel terrestre, attraction de s autres corps, freinage
atmosph~rique, pression de radiation, pouss~e des propulseurs, etc.').

L'acc~l~ration perturbatrice 7~,qul sera pr~cis~e dans chaque exemple, est
gqi6ralement fonction de la position Z" et du temps bparfois 6galement de la vitesse
V .Les 6quations (13) et (14) sont donc remplac~es naintenart par

i 4-~ ,, (61)

et

+zz t.fi (62)

Oans un premier temps, il ne sera fait aucune hypoth~se Sur les grandeurs
compar~es de rlet 7' . En effet, les formul es de perturbat-on-e I a Mecani-que- Ce et-Me

MaFTe~~ies nd~pendanont d'une telle hypothe-se.
Dans un deuxi~me temps, I 'acc~l~ration perturbatrice Y' sera suppos6e faible

vis-A-vis de l'acc~l6ration de gravita, in ,ce qui est souvent 1e cas da-n-s-Ta
prati que. -"<1 e eie erubt n",i

Cette hypothise < 'k5j ("hypoth~sedspeies erubto", I.'P.
facilite l'int~gratioli des 6quations de perturbation. L'existence d'un " Petit Param~tre

ri , permet en effet l'utilisation de la th~orie des d~veloppernents asymptotiques. on~
se b 0 ,era ici a une lin~arisation des formules 3e perturbation, ce qui sera tres utile,
dans la 56me partie,--po-ur 'optimisation des corrections d'orbites. Enfin, 5 titre

d'application des fornules do perturbations de Gauss, leffet du freinage atmosph~rique
Sur les orbites des satellites artificiels sera 6tudi6.

1.3.1 - Fornules de perturbations de Gauss

11 s'agit donc de r~soudre le syst~me diff~rentiel du 6 me ordre (62) (3

6quations scalaires du 26me ordre), qui peut 6tre encore 6crit sous forme d'un syst~me
de 6 6quations scalaires du ler ordre

V 0 (63)

V d 2 (64)

aux fonctions inconnues e),t a

1.3.1.1 - M6thode de ]a variation des constantes

Le point de d~part de la th6orie des perturbations est )a remarque suivante
Le syst~me sans second membre de (63) -(64)

iV ~ Z' (66)

est 6quivalent au syst~me (14) du probl~me des 2 corps. 11 est donc int~grable et ]a
solution obtenue est le mouvement k6pl6rien (45) - (46) , o8 est tar-a.atr-ice des 6
constantes d'int~gration, ou 6l6ments orbitaux.

Dans 1la thiorie des 6quations diff6rentiel les, et plus g6n~ralznent des
syst~mes diff~rentiels, une m~thode classique de rdsolution du systeme avec second
nenore (63)-(64) est ]a m~thode de variati-on--os constantes. Cette mehde consi Ste a
chercher la solution do (63) - (64) sous la forme (45) - (46), oD est consid~r6,
cette fois, conne fonction inco-nnue du temps

q (67)

La solutio:, pout alors etre 6crite

v~ V (69)

tiurestroint pas ailisi )a gen~ralitd de la famille des solutions, compte
tenu de V6 u~~valence gulil y a entre la connaissance S tout instant des 616ments cind-
natiques -)F t cel le des e6ments orbitaux correspondants

Avant d'aborder le probl~me de la d~termination des fonctions c~t
donnons imm~diatement une interpr~tation g6on~trique do la m~thode.
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1.3.1.2 - 0rt',Ita osculatrice

Dans le mouvement perturb6, Vorblte k plRrienne "oscu latrice" a 1 Instant
est, par d~finitlon, Vorbite k6pl~rlenne p_ dont Tes Meleens orbitaux lso-nt e jau x a

11 est 6vident, _4ar (45) - (46) et (68) - (69) , que, a Vlnstant t~,les
616men'cs cin6matiques .7r , \, sont les m~mes dans le mouvement perturb6 sur Ia trajec-
toire r&lle T (Fig. 17) et dans le mouvement k~p1~rien tictif sur I orbite oscula-
tr i ce U.En particulier, 'T et 0 sont tangentes enA , mais, contrairement a ce qul
laisserait supposer lappellation de 0 , ces deux courbes ne sont pas (en 96n6ral)
osculatrices au stp g4om~tr~que. En effet, le plan osculateur a ta -trajectoire -r est

pein ar We t r7 + , alors quo le plan osculateur a () est d~fini par r' et
141c est-&-di re p ar v et T . Pour cette rai son, 0 est quel quefol s appel~e orbi te

tangente, ce qui ne rend n6anmoins pas compte de 1'6galit6 des grandeurs des vit-sses
d-aiiWsTeF deux mouvements. Cette 6galit6 fait qtiele mouvement k~pl~rien 'osculateur"
repr~sente une bonne approximation do mouvement r~el sur un intervalle, de temps
suffisasiment ccurt. En effet, dans le mouvement r~el sur Ia trajectoire I

-VL) V~)&- i r~).&- (t ,(70)

et dans le mouvement kipl~rien fictif sur 1'orbite osculatrice 0 & linstant

+e& & )-~. q~ 0 (A3 ,(71)

ce qui conduit a un 4cart

d'ordre L~seulement. 11 en serait cependant de m6me si Von cholsissait comme mouve-
ment fictif le mntvement ectiligne uniforne .

ce q,;i conduirait a un 6cart

+1L +)~ A ) - ik~)~ Le (74)
Toutefois,' dans le cas d'une faible perturbation ( r le mouvement

k~ph.6ri e noscul ateur~devi ent une tr6 s bonne approxima ti on au mouveme nt r6el , car I '6cart
(72) devient tr~s faible . Cest trds souvent le cas dans I '6tude des mouvements naturel s
en Mecani que CWeste et C est pour cette rai son que I orbi te 0 a 6t6 appel~e oscua-
trice". Ce terme sera conserv6 69alement dans le cas g~n6 ral .

L'orbite osculatrice 0 & iInstant t est donc lorbite gui d~crirait
si, ; partir de linstant ,cessait tout action perturbatrice. Bans Ia theorie des
perturbations, le mobile 4,16 n est plus cnsidere co6me decrlvant Ia trajectoire''
mais conme d6crivant une orbite k6p1~rienne 0 , qui se d~foreporsivmn Fg
181. 1 'avamtano ,iP Ia M~thoniP zt, t, i. 1.. an--F,_ 4e n q_
Ia "partie integrable" du mouvement perturb6.
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Sur Ine plan g~om~trioue, et dans ie cas o6 la perturbation est faibie

la seconde interpretation permet en general de mexse ep resenter le

Sur ie pl an num6 rl ue , et toujours dans I 'hypoth~se Y«< cj i I e st 0n6 ra -
lenient pl us i ntdressant, dans Ines cai cui s, d'uti Iiser ins 616ments orbi taux au ieacles
coordonn~es cart~siennes, car uls varient plus lentement. Cependant, Ila possi bilIi t6
d'utlilIiser mai ntenant des cal cui ateurs tri s pui ssants fai t perdre aux 6i6ments orbi taux
une partle de ieur int~r~t ; ii nest pas rare que certains calculs clorbites se fassent
en coordonn~es cart~siennns, si la dur~e (nombre de r~volutlons) nest pas trop longue.
L'expos6 (4) inslste sur ce point.

1.3.1.3 - Formuies de perturbations

Lns formules de perturbations peuvent 6tre obtenues par diffcdrentiation de
1 expression (50) des 616ments orbitaux C 1 de 0 en fonction des 616ments cin6matiques

La variation d Pendan I 'inate rval Ie de temps Ai ? st donc 6gal e a 1la somme
de ia variation "k~pl~rienne" 94ej (dont les 5 premieres composantes sont nulles,
puisque ins 6ic6ments orbitaux c~rrespondants 4j~sn e osatsd ov~n
k~pi6rinne et de la variation ( dcq, oD la position -V est fig6e et o6 dV'est
remplac6 t

En divisant par At, on obtient ins formuies de perturbation
(76)

Ces formules peuvent 6tre expl ici tdes, d'abord pour ins 616me nts orbi taux
vectoriels, puis pour ins 616ments orbitaux scaiaires. -,-

Pour ins 616ments orb itjlix %ctorieis ( , I 6 I I ) ins axes dans
Ie s qu I s so nt re p6 r6s Ines vecte u rs -T' et -a , a in si qun ce ux dla n s' lesqu I s e st re pr '
e sont pas sp~cifids, ce qui conduit I des formules vectorielins, particuliirement

condensdes, qui permettent une certaine soupiesse d'utilisafi-on.
Pour ins el~ments scai ai res de Lagrange ' L a ~.,C i

est rep~r6 soit clans ins axes orbitaux tournants a y (Fig. 19), ia matriCe
colonne 3 X 1 representative etant alors notne Y= 'Z Wp, JYJ, soit pius rarement
clans ins axes intrinsaques classiquns At~n l la matrice 6tant aiors notde Y'

E6' ' -Yb jT . On pass ais~ment d'un syst~me de composantes Iiautre g r~ce aux
relations

1,= V - V (77)

Y =V/V e v- / pV (78)

L'angin ' (notation normalis~e) est la pente locaie de 'Ia trajectoire, a e
pas confondre avec 1 acc~l~ration perturbatrice !

L'explicitation des formuies (76) est assnz laborinuse, aussi ne ferons-nous
in caicui que clans deux cas particjsllnrs, A titre d'exemple, en 6tablissant ins formules
de perturbation pour 1 '6nergie F_ et pour in moment cinetique Z'.Nous donnerons
ensuite lensembie des formuies.

1.3.1.4 - Perturbation de 1'6nergie orbitain

La diff6rentiation de 'donn6 en (22) conduit

et, par d~rlvation iogarithmique de (28), qui s'6crit encore

a= - (81

pour une en iipse ( resp . une hype rboie) , on ob ti ent fac i Ieme at
a. , v 9

- - VQ V - + - (82)
- r 2a

Remargue s

1) Seume la composante tangentielie de I'acc~liration perturbatrice
perturbe I , nergie ou in- demi-grand axe.

L'dnergie t. c roft (resp. d6croit) selon que la composante tangentieline~
est 'Oc'est-5-dire selon que T est appiiqu6e clans in sees (resp. en sens
contraire) du mouvement.
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Z= b
xJ

X

Figure 19 Figure 20

Une acc~l4ration perturbatrice Y dans le sens du mouvement (). >0 )fai t
croftre (resp. d~crottre) le demi-grand axe? d'une ellipse (resp. hyperbole).

Une acc6ldration perturbatrice Y perpendiculaire a lorbite ( 0 ) laisse
I '6neegie ou le demi-grand axe i nchan96 s.

2) Une impulsion de vitesse 6l6mentaire YkLt perturbatrice, tangenticlle
0 ), est d'autant plus efficace pour perturber l'~nergie ou le demi-grand

axe que les variations sp~cifiques:

S=V, (83)

et

proportonnele V- lavtseVa (84)
proprtinnelesS l viess aupoint d'application, sont plus 6lev~s, c'est-;-dire

que la vitesse V est plus grande.
Elles sont done maximales au p~rig~e et minimales a Ilapog~e (ellipse) :

l'infini (hyperbole).

1.3.1.5 - Perturbation du moment cin~tique

La differentiation de (15) conduit S

X (86)

On en d~duit ris~ment les formules pour, .~2et L'

Remarques

I) Seul e 1la composante Zlde Il-acc616rati on Pe rturbatri ce qvl e st orthogo-
nale au plan de I orbi te pe rturbe Ilorientati on de ce pl an, qui tourne A ors autour du

rao ec e_ -I g u point da', pl7ca tion (Pig19. 20) no np e. -Tou r d'une
UTEon gui Ju serait pepniu~~

Une impulsion 6l1mentaire Y Wrthiogonale au plan de Vorbi~ We14

produit ]a rotation

drJ'l ~ W (87)

L'inpulsion est d'autant plus efficace que la rotation sp~citigie

'1~- (88)

proportionnelle 5 la distance 4 , est plus grande donc que )a di ,tance 'e- est plus
grande.

Dans le cas elliptique, pour une impulsion orthogonale au plan ize lorbite, de
grandeur donnie, ]a rotation est maximale lorsque cette impulsi~n tcst appliqude 5
l'apog~e. La rotation a alors lieu autour du grand axe.
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1.3.1.6 - Formules de perturbation

Le calcul complet conduit aux formules suivantes

Perturbation des 616ments vectorlels

V, 89)

A+A()A')[ (,9 Yl Y- IA J~ 7v o ir Fig. 21 )] (91)

rL -2- (92

d'o6

Perturbation des 616ments de Lagrange (cas elliptique)

ct: 2Le [e -,tr D"+ (4 Tea2 1/ y (94)

L \ J i[(e~c ~(96)

'p'~4e iv}3 "V (98)

Insistons encore sur le fait queces forriules sont valables quelle que soit la
g randeur de lac cd 16rati on _pertu rba trice W

Les formules (94) -(99) peuvent 6tre 6crites sous la forme matricielle
condens6e

_ 9k4- _ _f (100)

oa f est la matrice colonne 6 X I

614v 0 0 0, , 0(101)

et ou

Ki K (q,) (102)

est la matrice 6 X 3 de perturbation. Le second membre de (100) n'est fonction que de
Vacc~leration perturbatrice ')'~et des 614ments orbitaux

lx

Figure 21



L'utilIi sati on de V a nomal ie moyenne de l'6poqab t lco au lieu de l'anomalie
moyenne M conduit a des formules du type

o::etefis -'ca desK~qt.)(103)

1< (104)

1.3.16 Ca despetites excentricit~s et/ou des petites inclinaisons

Les difficult~s rencontr~es dans l'utilisation des 6l6ments orbitaux de
Lagrange dans le cas oD PLAO et/ou L-n'o ont d6J6 6td 6voqu~es au paragraphe 1.2.3.
Elles sont 6videntes sur les forroules (94) - (99), oO c -Poo et A1 _.oo lorsque P_--;. o.
'et 06 " et ct,_Wolorsque -> . 11 faut alors faire appel a d'autres 6l6ments
orbitaux, tels que ceux proposes au paragraphe 1.2.3. Les formules de perturbation de
ces nouveaux 6l'9ments peuvent 6tre obtenues ais~ment 5 Vaide de (94) - (99). 11 est a
noter que ces nouvelles forinules, qui ne seront pas d~velopp~es ici, sont rigoureuses,
et non pas seulement valables pour e..-'O et / ou .- o ; elles sont seulement mleux
adapt~es A 1l6tude de ces cas.

1.3.2 - Lln~arisation des for mules-de perturbation

1.3.2.1 - Hypoth6se des petites perturbations (H.P.P.)

Dans de nombreux problirnes d'Astrodynamique, l'acc~l~ration perturbatriceb
est faible ( '1« c,.) (perturbations naturelles, propulsion & faible pouss~e) ou appli-
qude -p-enant de Itres courts instants (pouss~e 6ventuellement forte, mais impulsion
totale de vitesse faible).

De faqon plus precise, il sera supposi que

4 f A < «V (105)

06J~,~ est llntervalle de temps pendant lequel on s'int~resse au nouvement, etV
est a' V'itesse orbi tale moyenne.

11 apparaft donc un "petit paramitre" F= T/V,< 1 dans le probl6rne et
Vint~gration du syst~ne (103) de t-~ a tf m nre que les variations Aldes 616-
mente orbitaux sont telles que 670q =OUE ) et, corapte tenu de (93), Aq All0 -

(6 Le-&,). L'orbite osculatrice 10reste donc toujours proche de .o u 01, '6cart
6tant d 6 rdre E

1.3.2.2 - Orbite noninale

-11.l est encore possible de dire que 0 reste toujours volsine d'une orbite
nominale 0 , fixe, proche de (), etC0$ , les 6carts 6tant d'ordre E . -

Compte tenu du rble particulier j6 -par lorbite nominale 0 , il est commo-
de de prendre son plan conme plan de r~f~rence Flxj. (Fig. 22) et, dans le cas elliptique
(O<Fl) , son grand axe, orient6 vers le pirlgee, conrne axe de r~f~renceFx,Dans le cas

circulaire (T o~), F est cholsi arbitrairement dans le plan de 3.Notons gu'il est
possible de prendre X lorsque q, st ef sont d'ordre E

/0

x

Figure 22
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1.3.2.3 - Choix du sixi~me 616ment orbital

Pour aboutir A des formules de perturbation lin~arisies g~n6rales, il est
souhaitable de ne pas avoir 5 les modifier dans le cas o6i l'excentricit6 e'- est faible.
11 est donc commode, puisque nous avons vu que linclinaison est 6galement faible,
d'utiliser les 6l6ments "' , , e e, (Fig. 13) et de remplacer !Io par a' +110
ou mieux, compte tenu de la foA~e particd~iire de l'dquation (93) en M1, . par:

T = wr - 4- 11  (106)

puisque ~t peut alors 6tre 6crit

2 T - 3+~ t~ V R .+ je) (107)

at le dernier terme s'annule lorsque 0 coincide avec 0 , ce qui sera suppos6 a chaque
instant, dans les seconds membras, lors de la lin~arisation des 6quations.-

11 inst important de remarquer que, dans la d6rivation de q-' . le facteur .t .
ast consid6r6 comma une constante.

1.3.2.4 - Choix de la variable de description

11 nest pas recommand6 de garder le temps comme variable de description. En
effet .

1) A chaque instant, la position anguhaire qui interviant dams las seconds
membres des formulas de perturbation doit &tre calcul6e sur lorbita osculatrice c, a
partir de ]a donn~e de & at o. . Dans la iin~arisation, catta position devra 6tre ram-
p1 acde par 1a aposi tion nominale, calcul~e sur 1 orbi te nomi male jo a parti r de 1la donnie
de r at de C Lrraur angulaire , de Ioora de F_ - au plus , pout devanir
importante dams Ile cas d'una Ilongue durdea, d isons de Iordre'* d luiepou F&
0(1/c), ce qui conduirait a una arraur relative plus granda qua 0( e), at de ce fait
imacceptable, sur las seconds mambras des 6quations de perturbation, qui contiemnent des
fonctions trigonom~triques de la position angulaire.I 2) La temps t n'est pas une variable d' WW rtoon commode, car il intervient
le plus souvent implicitemant par 1 intermediair a ia position angulaira sur 1 orbita
osc latrice (anomalie vraie Vf ou amomalie excentrique E? ), dont le calcul an fonction
den mOcessite ]a r6solutiom d'une 6quation transcandanta. Une variable angulaire est
pr~fdrabla at il viant d'6tra vu qu'il est essential quaella exprima, avac une pr~cision
suffisante, dams las 6quations lindarisies, la position angulaira vraie du mobile.

Las consid~rations pr~cidentas conduisant a choisir, c6 jmenouvalle variable
ind~pendanta, Ila pseudo*-ascension droite 7( du mobile L4(Fig. 22), ou mieux, dams le
cas el li ptique (o<iF<1), l'anom-ai-e-7centrique jF corraspondant S lanomalie vraieo
sur lorbita nominale U

La temps t7 est alors d~duit du sixi~me 616ment orbital en utilisant M-~ flo +

Dams cette approcha, le mouvement est donc d6crit axplicitment en fonction de
la poito aglaire 1F (ou, dams le cas circulaira e' en to ion de Ilascension

dro, -T U lemntdin faqon implicita an fonction du tampsL.

6t at.11 ast important den ramarquar qua jusqu'a presen aucuna approximation na

1.3.2.5 - Lin~arisation

Soul le cas oii 1acc~ldration parturbatrice T ast faibla ast trait6 ici . La
cas oD ella est forte,mais appliqu~e pendant des intarvallas de temps tr~s courts, se
traiterait de m~ma.

fre Comma b OfSE&l( i-)( las 6quations (103) pauvent 6tre mi sos sous la

e (106)

en f ai sant apparaf tra le 'pe ti t param~tre" 6 du probl~ca.
Compta tanu da la pr~sence d e f e n facteur dams las seconds mambras, on

obtiant una approximation suffisammant bonne des variations ei/~! n remplaqat., dams he
second membra les 616ments orbitaux par lour valeur nominalj' ql. La lingarisation des
formulas (106) consiste donc simplement a "figar" dams laIs secocds macbras las elements
orbitaux a leur-y-aaur nocimalTe.

Compte tenu au choiTx des axes, on a 6videmment

LX (ca st-a-dire,c = 0 ),(107)

- . ~ Q 2st--oirW 1.(108)

D'autra part, T inst constant, ou mieux, an prenant pour origina des temps
linstant o5 T- 0 (ou -< 20), at compta tenu da (108T

T . 0 . (109)

; 'n et, 'epan de raneranca Fx , qui est ici le plan din 0 , e coincide pas an
6gi6ral avec, hae plan 6quatorial.
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Compte tenu do r6le particulier joud par lVorbite nominale 0,il est commode,
pour simplifier les calculs, de choisir les un.1tes suivantes

Unit6 de I ongueur_ de_ - rifand axe de 0 _

Unitd de temps :T,/T /~ (pdriode sur T )/;7[
d'o6

Uni t6 de v ite sse C Ft // vitosse circulaire I
1 6 la distance Ck 1.

UnitU d' acc61l ration () f(/ acc616 rati on de I

On peut donc faire c)ravitltiorn

(110)

done

dans les 6quations, au ri sque do ne pl us pouvoi r v6 ri fier les formulos par des considd-
rations d'homog~n~it6.

Compte tenu do toutes los hypoth6ses, ]a lin~arisation des formules (106)
conduit A lexpression suivante, o6 pour simplifier les expressions, 1e igne a) a t
omis sur ,les quantit6s nominiles -

c _ (113)

08, la matrico do perturbation nominale ((prend la forme simplifi~e suivante

o 0C IA (114)
K K0x k,y 0

Ka K elxk 0

Les 616ments soot donn~s dans 10e Tabl eau 2 , e n fonc ti on do 1 anomal ie exce n-
tri que 1,7 dans 10e cas eI Ii pti que (e74-ol, et do Il'asce nsi on droi te oc< dans 10e cas c ircu-
1 ai re (e-0. .

Sous forme d~volopp~e, e01 fonction des comlposantes T, UyZ~de I acc~l~ra-
tion perturbatrice 3' dans los axes orbitaux tournants nominaux ,t 00a

Gas elliptique( )

(116)

sC . 9-0 (117)

09.S- ( (118)

CGas c r culIa ir e (e=O)

= ),i il (121)

- IS. - (122)

(123)

x DO+ I ia(124)
as Y W 4-Y- So o (125)

0 N 2& , (>C ' (126)
Ces derniiros fornules sont particuli~rement sImpT e2 t tfrrsiim ptantes,car

elles pormottont d'6tudier los perburbations naturlo ou ' rticels (pussee) au
voisinage d'une orbite nominale circulaire, ce oui souvent 10 cas dans la pratique.
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Tableau 2 Elements de ta matrice K

avec . - , n1 b . p Ce
2 , r -ecosE M = E-esinE

0 C~ 0
e-#:0t e : =0

IZ sin r sin a

I Z (c-cos g/b -cos0
Y

X(2e/r) sin E 0

K
ay 2b/ r 2

C X (p/r) sinE sin ax

e Y (b/r)(2coE-ecas 2E-e) 2 cosa
x

K
C X (b/r)(e-cosE) -cos aY

Q y :n E (2 -eco% E -c )/r 2 sin a

KOX -2r + (3 MesinE/r)

K0 Y 3bM r 3 a

1.4 - Application perturbation des orbites des satellites artificlels par le
reinage atmosherique

On se bornera ici 3 quelques remarques, essentiellement d'ordre qualitatif.

1.4.1 - flypothises

La r~sistance a6rodynamique, bien que tris faible d~s que 1'altitude est
suffisante, a pour effet de limiter la durde de vie des satellites artificiels de la
Terre. Cet effet sera estim& dans le cadre des hypoth~ses simplificatrices suivantes
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(1) Terre sphdrique.
(2) Atmosphe-re non tournante, c'ost-a-dire non entrafn~e par la rotation de la

Terre sur elle-mgme.
(3) Masse sp~cifique de lair fonction parfaitement connue de laltitude

par exemple, fonction exponentielle par morceaux, au type

V ~ (127)
o6 les valeurs e et H-, (facteur dichelle, appel4 encore "pas" de l'atmosph~re) sont
valables dans la "tranche" d'altitude L ,c , Ic

En fait, une grande incertitude pese sur ]a connaissance do la densit6 atmo-
sphdrique ii haute altitude. Cetto densite7M depend essentlellement de l'activitg solaire
et de lactivit6 gdomagn~tique. On observe, de plus, des variations saisonnires.
diurnes et g~ographlques (latitude et longitude), lDes modiles empiriques ont 6t
construits (NASA, CERGA, . .. ). Statistiquement, ils repr~sentent ]a r~alit6 a 25 %b pr~s
sur 95 % do la dur~e de vie d'un satellite bas. Sur les 5 % restants, des orages magn6-
tiques, dont la dur~o est de lordre de la Journ~e, peuvent 6tro responsables d'une
errour allant jusqula 100 %5. Cette errour est copendant relativement faible au minimum
du cycle solaire, do p~riode 11 ans environ. L'importance de ces oragos peut 6tre connue
a potroi, avec un d~lal de 1 ordre de 15 jours. Leffet pout donc itre pris en

mp t s i raitement on temps diff~r6.
(4) Loi de "train~e a~rodynamique" do la forme

4 4e SV V, (128)

oil S est lo maitre couple" et Cx 1e coefficient de train~o, coopris entro 2 Pt 4. et
suppos6 parfaltomont connu. En fait, 1 *erreur sur le (X pout dtre do 1 ordre do 20 a
50 %. Mais la connaissance du (o. pout &tro am~lior~e a partir des mesures do poursultes
do satellites.

1.4.2 - Perturbation do lorbito

L'accldration perturbatrico e' st donc

Ye :-- V , (129)

oa 3oSxr st 1e coefficient ballstiquo du patellito.
Pu..qe acoortinperturatrice '~agi t dans 10 plan do Ilorbi to oscu-

latrice 0 '2"Q1 los 6quati ons (96) et (97) montrent quo

U - crist~-de.(130)

donc quo 1 pla do lorbite n'est pas modifi6.
Dalutre part colmoe -<0 , (94) montro quo a.,1, donc quo le demi-grand axe

d~croit toujours.
lant quo 1e p~rigde ost suffisammont haut, 1 acc616 rati on pe rturbatri co

re ste fai bloe ( Y'r4 c.) e t i Ioest possi bl e, cosine ilI a 6 t6 vu au paragraphe 1 .3.2 do
calculer approxima tivement los vaniations 6,jdes 6l6ments orbi taux s,:r une r~vol u-
tion en figqej1t Porbite osculatrice 0 dans los seconds membros des formuies do pertur-

Y-ios-.Si 1 orblte initiale 0est elliptique. le froinago a lieu au d~but ossentiol-
loment au voisinage du p~rig~e e t 1e relation (91), qul s'6crit ici

ai nsi quo loes Fi gs. 21 eot 23 , montrent quo loes contri buti ons 6 1l me ntai re s Te7 4e tClri
I ,pendant 10 temps ct.correspondant 6 deux points c - et c~ symdtriquos p4

rapport au grand axe sont elles-m~mes 5ym~triques par rapport au grand axe. Donc cR
et, par sommation,l&? sont port~s par 1e grand axe et dirig~s en sons inverse do 1"
Donc )a direction du grand axe ost invariante et l'excentriciti d~croft. 11 6st possible
do v~rif ior qUa sue de cette premiere phase 1ioxcentricite s'annule.

02

_ _ t

Fiue 2I
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U n rai son nement analogue montreralt que la seconde phase est une spiral e
"circulaire" de rayon d~croissant.

Entin, lorsque le satellite arrive dans les couches densen de I atmosphre,
lhypoth~se Y<'(< West plus valable et i) faut reprendre le calcul A lalde des formu-
Ies de per turbatlon rig oureuses (89) - (92) ou ( 94) - (99) , ou plIutbt reveni r a ux 6qua-
tions cart~siennes (62) , pour d6cri re Ila troisi~rte phase de rentr6e proprement di te.

En r~suv16, la d~forrnation de Ilorbi te sn'effectue en troi s phases (Fig. 24)
(1) d'abord une "circularisation" progressive, o6 I altltude de 1 'apog~e d~crolt, a

altitude de p6rig~e quasi-constante;
(2) puls, une "spirale" de rayon lentevient d6croissant
(3) enfin, une "rentr~e" relativement rapide dans les couchcs denses de 1 atrnosph~re.

Z

Figure 24 Figure 25

2 -FORMALISME LAGRANGIEN

2.1 - 1,6canlque lagrangienne

La vi~canique lagranglenne a pour objet 1'6tude du mouvement des systdmes
matirlels discrets, tels que toute configuration 6 Vinstant t puisse 6tre d~finie par
la donn~e Tdun nombre fini de paran6tres 91I 1 , 2 . tr ) (coordonn~es gin~rali-
s6es) et 6ventiuellement de t

Le systime de NI points nat6riels de la preiire partie apparait ainsi covme
un cas particuller. 11 ent possiblj de prendre, par exeviple, pour amer5Ils
coordonn6es :x5 ",2 3) den v'U, 1, 2 . 1) Dann ce cas z= 3U

L'application du principe den puissances virtuelles, 6qulvalent a la 101
fondamentale de ]a dynarnique (Fig. 1), conduit aux 6,uatlonsidenfLa a bien connues,

2.2 Prblie ds 2corps

Le systime des 2 points nat~riel s dtudi6 au paragraphe 1 .2 est un systime A
Lagranglen. L a siyrn6t r ie sphrlque) du probl~me (Fig. 25) sugg~re l'utilisation des
coordonn~es Sph6rqe I 4z distance e:ascension drolte dcln-
son), c'est-3-dlre le param6trage

§ = L Q5]h, ~' -/,2,3) (133)

L'6nergie cin~tique s'6crit

7 . -4- A- tcrc 2) (134)

A (135)

et le lagranglen

K K
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T et LK sont des quantites massigucs (par unit6 de masse). Jest mis
pour "k~pl~rien".

Le mouvement peut 6tre obtenu par int~gratlon des 6quations de Lagrange

d- I ? L-(137)
d&tQ CFS

L'angle c< est ignorable 0 o ), d'oO lint~grale premiire

!L L~~=constante 4L(composante du moment cln~tique surFk. ).(138)

Le systime est conservatif (dt 0 ), o5, pulsqulil ny a pas de
liaison, l'1nt~grale premiire-e -energie

*7~~-'9-- V2 constante . ,(139)

qui sera util is6 S la place de I '6quatlon de Lagrange pour 4..L'6quation de Lagrange
restante, en ,peut 6tre 6crite:

k()L)_ L = 0 - (140)

L'utilisation des 6quations (138) (139) et (140) permet d'int~grer le mouve-
ment. Cette int~gration est assez laborleuse, pls laborl euse qu'au paragraphe 1.2.2. En
particulier le fait que le mouvement est plan r_ -Me g pas lmm~dlatement comme dans
le cas de l'utilisation de l'int~grale pre-FTere du moment cin~tique.

L'int~gration conduit a

C~ (141)

q.4 (142)

14 = [94(143)
sont les 616ments orbitaux de Lagrange, introduits au paragraphe 1.2.3. 11 y a bien 6
constantes di7ntegr-atlion

to[-, SI,., 0 7 T (144)

Comma au paragraphe 1.2.3, la donn~e des 6l6ments orbitaux qd, est 6quiva-

lente 5 celle des 616ments 5 ,

2.3 - Formules de perturbations de Lagrange

Dans de nombreux probl~mes de perturbation d'un riouvement k~pl~rien (effet des
dissyrn~tries du potentiel terrestre mu effets luni-solaires sur Ilorbite d'un satellite
artificiel, perturbations plan~taires, etc.), I'acc~ldration perturbatrice 'd~rive
dun potentiel perturbateur R= R Or , t. ) fonction de la position Vet, geneiale-
m e nt, du temps t7

' =- VR(145)

Les formules de perturbation des 616ments orbitaux (94) - (99) peuvent alors
6tre 6crites sous une forme particuli~rement commode, dite "de Lagrange", oOt les seconds
membres son t expria~s en fonction des d~riv~s partielles 3RI/2q11 du potentiel pertur-
Fa e ur a rapr a ux elements orbit aux q

Ce tte teime pourrait etre obtenFi, par un c alcul assez laborleux, en portant
lexpression (145) de r dans les formules de Gauss (94) - (99) -en DP' -,' ~;Q-I
en exprimant les composantes du gradient VP. en fonction des d6riv~es partielles. Mals
11 est pr~f~rable, dans ce paragraphe cons~tcrg a la m~canique lagranglenne, d'utiliser
lapproche 616gante sulvie par Lagrange pour r~soudre le problime.

Le syltime "perturbV est encore un systime a lagrangien

oa,. cette fols, le potentiel 2Y'devient

4- R R ,(147)

avec
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Si Von pose

PS D-(moments Conjugu6S des 0 (149

las i6guations de Lagrange s'6crivent

L (150)

La m6thode d'int~gration ustilisie est encore une m~thode de variation des
constantes. Elle consiste a effectuer le changement de variables (141) (142) portant aIaToT-sur les 0 5 et les :5 , o les isont, maintenant variables :ce o Snt le's
eleme-nts orbitaux de Vorbite osculatriceO 0 04i gaement

S5= RS (11

Les 6quations de Lagrange (150) devlennent
2P 4 - O (152)

et la d~rivation de (1 U ~ tndi

(153)

Le but est d'6i lniner les variables C~et 05 et d'obteni r des formules de
perturbation en ( . Cette dlimination est possible. Elle net en jeu les crochets de
L agrange :L =D Q Sd 

1 4

'14 7
gui peovent tre consideres comme des fonctions des 6114 et gui sont en fai t des cons-
tantes du mouverpent k~pl~rien, ce qoi n'est pas 6vident a priori car Iff=1 varie en
lonction au temps. 11 est donc possible de les 6valuer en un point particulier de
1 orbite osculatrice 0 , le perig~e .2 par exemple, ce gui simplifia beaucoop les
calcols. Tous calculs faits, on obtlent finalement les formules de perturbation de
Lagrange

2Z - (155)

~ (156)

R . - .-- (157)
hr* S, - .a~t eIe

A -L ~ ,(159)

IT T ed ncn3e -0e
it4 -- / (160)

P , ( 'f-) = R0a, ""-L , , 6) (161)

on v.5ri fie evidemment que, dans un mouvement kdpldrien G .- ~) les

IA 1,2 5) sont constants, et If=ljest t -onction affine du temps.

2.4 -Application - perturbations des orbites des satellites artificlels dues aux

dissymetries du potentiael terrastre

11 est bien connu gue la Terre est sph~rique en premiere approximation(D9(Fig.
26). Si ella est suppos~e, de plus, form4e de couches sph~riques homog~nes, tout se
passe comma si sa masse ma.6tait concentr~e en son centre, ce qui conduit l'expression
simplifi~e do potentiel newtonien

(162)

utilis~e en (21) et (135), et aux classiqoes orbites k6pl~riennes.
En seconda approximation, la Terre peut itre assimilee a un ellipso~de de r~vo-

lotion aplati ~Q.Le renflement 6guatoriel est responsable, en particulier, de pertur-
bations di tes s~cul ai res", qui , contrai rement aux pe'turbations "p6riodi goes', croi ssent
iiniSAiromont on fnnction doi temos. et Deuvent donc devenir tr~s importantes-au boot d'un
temps suffisammant long. Ces perturbations, gui concernent las elements ..i.4 lascension
droita du noeud ascendant), W~ (argument do pdrig~e) at 1-1 (anomalia moyanne) (Fig. 27),
peovent atteindre plusleurs degr6s par jour comma nous le verrons plus loin.

L1 infl ue nce des autres dissym6tries sara 6galement 6todi6e de fapon tr~s
sonmaire, gu'il s'agisse de dissym~tries de revolution (par exemple, forme en "poire" de
la Terre Li) , 00 de dissym6tries longitudinalas (p)ar example, ellipticit6 da 1 '6gue.t-.ur
terrestreL.9).
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Notons qulinversement, 1 'observation des perturbations des orbites des satel-
lites permet de se ren-seigner sur la forme de ]a Terre (g~od6sie dynamique) (Fig. 28)
ce point sera soulign6 dans Vexpos6 [4].

Signalons enfin que, dans les 6tudes tr~s pr~cises, 11 faut tenir cornpte du
fait que la forme de la Terre d pend 'du temnps, A cause de 1'61asticit6 et de la visco-
sitd de ce corps (th6orie de Loe, soumis au champ de gravitation d'autres corps
c6lestes (Lune et Soleil).

2.4.1 - Le _potentiel terrestre

Dans le cas g6n~ral (Fig. 29), il faut utiliser lexpression du potentiel

-k C j P(chr (163)

oi est Ila masse volumique e t .'(PC4)= fi II
11 est bien connu que, i 'ext~rieur du corps, le potentlel newtonlen est une

fonc~ion harmonique:

4t 0. (16t)

11 est donc logique de s'intgresser a la solution g~n6rale de (164), ou plut~t
A une famille de solutions suffisamment g6n~rale pour qu'ele puisse servir de base pour
rep~rer la fonctlcnt9Y d~finie en (163). Ce sont les harmoniqucs sph6riques.

La forme quasi-sph~rique de la Terre sugere le choix de coordonn6aes sshdri-
goes pour reprer la position du point couranto . Soi t donc F le---T ei e

ct'-~''a "u- aAeS quLunatriques iiis S ia lerre U-ig.3)T
11 peut etre montr6 que le potentieTTerrestre ?r , d~fini en (163), admet

un d~veloppement en harmoni goes sph~riques, que Von 6crit souvent

(S'._)~ (165)
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en s~parant les harmoniques zonaux ( in =0 )et tesseraux. Los termes en 4=4sont nuls
car lorlgine est prise au centre de masse de la Terre.

Dans ce d6veloppement, cte est le rayon 6quatorial de la Terre

est le polyn6me de Legendre de degrd j2

P Pz)= (167)

est la tonction de Legendre associ~e ; Ye C& -iSj_ sont des coefficients qul carac-
t6 i se nt le "corps" terrest re ; -ire est le coefficient de Ilharmoni que-zn-aF--e
d-e re -C ,sj,, sont ICS coeffi cients des larmoni ques te5oe raux de degr6 t' et
d'ordre?

On poss~de actuellIement pl usieurs mod6 les do potentie 1 61abor~s 5 parti r de
mesures de poursuite de satellites et de mesures gravim~triques. 11 s'agit de

- GRIM 3, mod~le europ~en;
- GEMT1 , modile dui Goddard Space Flight Center
- WGS 84, nodile dui Don.

Ces mod~les sont complets au momns jusqu'au degr6 et a I ordre 36 pour les
deux premiers , et 180 pour le dernier. Cependant le mod6le WGS 84 est classifiH6 et seuls
les coefficients jusqulS I- M = 18 soot publi~s. 11 reste le mod~le de r~f6rence
utilis6 pour la localisation des satellites NAVSTAR, situ~s a 20 000 km d'altitude.

Les modiles no soot pas ind~pendants, puisque les mimes satellites ont 6t
utilis~s pour les dlaborer. Les coefficients les minux connus soot ceux qui ont le plus
dmonfluence aux altitudes des satellites observi~s.

Des matrices de covariances d'erreurs destirnation existent, mais elles soot
rareotot publities.

11 est important de remarquer quo, le terme "d'aplatissement 72 est
de lordre de 10-3 et que les autres coefficientsJ, ou S soot de -1'ordre do
T=6 -a-up pu s.

2.4.2 - Pt:rturbations dues aux dissEym6tries dii potentlel terrestro

2.4.2.1 - Potentlel perturbateur

Le potentiel terrestre Zdonn6 en (165) peut 6tre 6crit

'U=-L~ 4f? ,(168)

_ (169)

avec

~~P Q. a(f)(~c mA - (170)
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Afin de pouvoir appliquer les formules de perturbations de Lagrange (155) -
(160), il est n6cessaire d'exprimer P- non plus en fonction de la position g96ogra-
phi que" 1z , /\ , (b) du point dI6 ,mais en fonction des 6l6ments orbitaux oscul a-
teurs (I [- , e / I rt du temps & , comme i ndi qud e n ( 161) .

-Le temps t7 s '1ntrodui t dvi demme nt par I'i nte rm6di ai re de Il'angl e

G ,(F,,, Fz,)~ = h,, 7 (171)
de rotatioa des axes lies 5 la Terre F ,U3P rapport aux axes Fxc ;

(Fg.30. Iqest la vitesse de rotation de la Terre -1 tour/jour sld6ral, et test
alors iheure siddrale de Greenwich.

Un calcul assez fastidieux, d~tail16 dans le livre de Kaula (6), conduit a
lexpression: _

_ _ _- . -z 6 r 7 e S47 ',1 .- t 1 (172)

1 C&, a., e,,, + , S o i (173)

+ 4 M OH 14

Comme il fallait s'y attendre, le temnps t n'apparait donc, par 1 interm6-
diaire de l anglIe 0 1 gue dans l es te me s te sse raux ( P, * ) .

cni Les fonctions Ff. z~ ) e at, £ ont des expressions g~n6rales assez
11 est important de remarquer qua, dans tous les cas, la partie principale de

(e) est en ~i~,et que seuls les termes en 10sont non nuls pour c)
2.4.2.2 - Calcul des perturbations

Les formules de perturbation do Lagrange (155) -(160) peuvent dtre 6crites
sous la forme matricielle suivante

ou ~ .corspn aux 4- L (q, (175)

cu4.corson u variations des 6l6ments orb-itaux dans le mouvemont k~pldrien
osc fateur:

V K~0 ,0 0,, ri- (176)
aet o6 L ost la natrice 6X6 de perturbation de Lagrange. Dans le potential pertur-

bateur R , donn6 en (19) e teme preponderant est le tome d'.aplatissement"

f~ r. (t , C) I~( ) c (177)
avecR2 I C P

car i~'- est de 1 ordre de 10-3 alors qua les autres coefficients &,e t esont de lordre de 10-6.
11 est alors commode de poser

R~R2C 4-- (179)

oD R,- est le potential perturbateur "cornpl6mentaira", correspondant aux autres termies
zonaux ou tesseraux. Les formules de perturbation (175) deviennent alors :

~ (quL~ctlj L9) (180)

soi t, en i ntrodui sa nt le " peti t p aram6 tre' 8 = 2

La solution de (181) pout itre alors cherch~e sous la forme d'un d~veloppement
asymptoti qua du type:

(j 1(( )+ 4 fl() -fC C /().. (182)

L--tuduLLiUoi de cette expression dans (181), le diveloppement du scond
membre par la formula de Taylor at I identification des termes de mime puissance
en 6 permat, en principe, d'obtanir la solution pas-a-pas, par la resolution des
systdmes diff~rentiels correspondant aux diff~rents ordres d .approximation.
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a) Solution d'ordre zero

La solution d'ordre zero est donn~e par

= (' " ) ,(183)
et correspond au mouvement k~plrien non perturb6.

b) Solution d'ordre I

L~e tense d'ordre 1 est donn6 par

soi t Ile -q o IO

avec - L, (,~ ~ ) ] (185)

donc (2 -.. 2 ) &J, *(F . -,1*~)fl (187)

(~ ~ =~)0 (~1f) (4- 2p.*Ohl (188)

oans le systime diff~rentiel (185), les sont des fonc ti ons a ffi ne s de S
qi'at11 est donc possible de superposer les solutions. or Vexpression (188) montre
u a]td is t ing ue r d a ns R2,, de u x-typ-es 7e terie s -

1) Perturbations s~culaires (2 - 2F + I = 0):

Lorsque 2 - 2 p 0, ( d2 . )m) est constant par rapport au temps 1
en est donc de m~medi 92.~ ,r, et du d~'xi~rne tense du second isembre de, (185) . on peut
montrer qje lint4gration de (186) conduit alors 5 des expressions des V~, affines en
fonction du temps. Ces perturbations sont appel~es s~culaires, car elles "sont cumula-
tives et peuvent devenir tr~s importantes au bout d'une duree suffisamnent longue.

Tous les calculs faits on trouve les r~sultats suivants :
Les 6l6ments ex,e. et i ne subissent pas de perturbations s~culaires. M' ne

subit pas de perturbation seculaire induite par une perturbation seculaire sur 0i-,
puisque celle-ci est nulle.

Les 61iments (1 w et k1 subi ssent les perturbations s~cul ai res

.. ~f.. ~. 3~f'~f~i 10 a~ 0  ,(189)

Ces perturbations dependent de Q., e, et L~.Par exemple, pour une orbite
circulaire (c Q =0), basse (altitude 0, 300 km) , on a r~o 16 r6volutions/jour z16 X
36O*/j, d'o -

-i&=- 8, 5 ceiC 04" (192)

) / (5 sC -j 1 4193)

t-I. = IL2 (3 a t.- 4) C/i (194)

Ces perturbations s~culai res sont importantes.
L~e noeud IJse d~pl ace -Uan-T 'esen s retrograde ( -a6 < 0) pour une orbi te

d irac te (04' C. <90') d'a uta nt mo in s ra p ideie nt que--T-7ncil naison est plus forte, 11
n'~, a pas. de perturbation s6culaire dP la ligne des noeuds dans le cas d'une orbite
pol-are (c qu 9 .

Le plan de l'orbite garde ]a m~me orientation par rapport au Solell lorsque
.2Z 1*/J, donc Cs~'1/8,5 et Le~ 96*,75 (orbite ritrograde). Cette orbite est dite

"h6 io synchrone".
La rotation du p~rig~e 1? dans le plan de lorbite se fait dans le sens dil

mouvement ( 6,> 0) pour une orbite d'inclinaison f~Iil I'-'; G, tL dans le sens oppose
( 0&<M 1 v uc t de forte i ncl inai son ( Co =~ 9O'). La perturbation skculaire

est nulle pour I' 0 ou 180* - e, , ob L, est Ilinclinaison critique

/ AtC (195)
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2) Perturbations 5 courtes p~riodes dues & ia (2 - 2 p. 0)

Lorsque 2 - 2f+ q ,4 0, ( a,,q()est une fonction affine du temps, (12r
est une fonction sinusoiclale du temps, et 11 en est de m~me du deuxidme terme du second
membre de (185). L'lntigration de (185) conduit alors a des expressions des .R
pdrlodiques S courte piriode (frdquence 6qale 4 (2-2Srt-)9 0  donc pdriode 6gale a un
sous-multiple de la periode orbitale To ).

Li ntegratIon intFro-duit7-reF fact e ur 103.j (/ i ) Mai s c onne,
d'une part, 112 est en facteur dans R5 , par l'intermddiaire defL et, d'aytre part,n,
figure en ddnominateur dans les formule's de perturbations. les ddrivdes 1,6 sont bien
de lVordre de lunit6, et les perturbations sur les 6idments orbitaux de l'ordre de
jz 10-3. ces perturbations ne seront pas d~tailldes.

c) Perturbations d'ordres supdrieurs

11 est hors de question d'6tudier ici en ddtail les perturbations d'ordre
supdrieur. on se contentera de quelques consid~rations qualitatives, pour mettre en
6vidence les perturbations les plus importantas.

L'6tude prdcddente a montrd qu'une bonne approximation de 6tait

= p& +)~ .rn 1 ut m(~~5 (196)

avec

ti n- +i PIS~ (197)

oa 2 ,k et tIs sont donndes en (189) - (191).
L ,intdgration des formules de perturbations introdujit le facteur 1/oe . Les

perturbations les plus importantes sont obtenues lorsque est p.*tit. Vest le probidme
des "petits ddnominateurs , classique en Mdcanique Cdleste. Cela conduit a distinguer,
de fagon generale

1) Les effets sdculaires, dus aux termes tels que 2p1 - 2 +c q ztn= 0.
Alors 10 et l'intdgrationconduit, en fait, a un effet propor ionnel at; Lemps V*. Ces
effets sdcul aires sont dus aux termes zonaux ( )i" 0), pa (-' 2j')

2) Les effets 2i longue pdriod-e,-lids au mouvement rotation au pdrigde dans
le plan de l'orbite. Uls apparaissent pour les ternes tels que 4..2 p4 +~ rn 0 e t

7~2Xp-_O, donc 1~-j~(q*0). Connie 6:, @) 0 &' ,leffet, pour une orbite quasi
circdlaire ( ev 0)est surtout important " our q=+ 1. Alors Io ()eZ4j La p~riode
est alors celle de la rotation du pdrigide Idans le -plan de lorbite, soit 86 jours pour
une orbi1.te basse ( i 300 kin), polai re ( t = 90*). Ces effets a longue pdriode sont dus
aux termes zonaux ( m=" 0) , impairs (_, 2 1) , dans le cas d'une faible excentricit6.

3T-Ues effets rdsonnant~s, dus uw couplage entre le mouvement d'orbitation du
satellite et la rotation te-rrestre.

Dams l'expression:

. -2 p +'I )fl-if rdvol uti ons/jour siddral , (198)

le noyen nouvement ii. ddpend de Ilaltitude 7-, de Ilorbite. Par exemple, pour 567 km
:E7.< 894 km, on a 15 > '<: 14 . I

Les effets rdsonnants (a - 0) les plus importants correspondent aux condi-
tions 2~ r + 9 = 1, donc th 14ou 15 (5 cause du facteur (%/a. )y , qui conduit a
chercher des _P petits) et q 0 (pour avoir un effet direct important sur C-, donc un
effet indirect important sur t/1).

4) Les effets journaliers ou seni-journaliers, dus au termes d'ordre faible'
1 ou 2) . Lorsque U~ - , A ,A est peti t pour ry% peti t, par exemple

mi 1 , dod 'Y. tu/or soi t une pdri ode de 1 jour. Le s e ffets les pl us impor-
taints sont obte nus pour 0 , donc )2 p temmes tesse raux pai rs d'ordre fai ble)

3 FORMALISME IIAMILTONIEN

Le formalisme bariltonien est encore plus abstrait que le formalisme lagran-
gien. Les variables utilisdes perdent de leur sens physique, mais la forme condensde des
6quations du mouvement (forme canonique) se prdte bien 4 leur rdsolution et, en particu-
lier, aux changements de variables (transformations canoniques) . La recherche d'une
telle transformation condulsant 6 des equations du mouvement particuliirement simples
suggre une nouvelle mdthode de rdsolution du problime mdcanlque -.la mdthode de Jacobi.
Cette mdthode trds appropride pour le traltement du probldme des 2 centres fixes, est
d'assez peu d'intdrdt dans le cas du probhdme des 2 corps. Cependant, elle conduit a
ddfinir un jeu de variables canoniquement conjugudes, qul permet de traiter 616gamment
le probldme du mouvement kdphdrien perturb6 (formuhes canoniques de perturbations et
mdthode de von Zeipel).



103.1 -Equations canonl quo;dlgrnins' X)

contiue t un systme de; la qainanrs d~ etiee d ecn oardrge pou l

fonctions I nconnues I Jqjc),.
Ce syst~me est dquivalent au syst~me

L~o (201)
de 2 ni, 6quation; diffrnilo d e peir ordre. pour Iles 2 g. fonctions i nconnues V),t)

L'i nconvd ni ent du syst~me (200) ( 201 ) est qu'ilI n'est pas enti6 remont rd sol upar rapport aux d~riv~es premieres d1j/d , 1,/tt des fonction-sinconnues -q.,Four Obtenir ce-re-s-ulTat, i est' dlessaire de choisir 2n. autres fonctiosinconnues. La forme de (200) et (201) sugg~re le choix avec

(202)

est appel4 le moment conjugu6 de

3.1.2 - Syst~me canoni quo

Lorsqu'on offectue, dans le syst~me (.200), (201) le changement de varliablesqul fait passer des variables de Lagrange cp 'aux variables de Poisson ,I ontrouve quo les nouvelles functions i nconnue P6 , ), -(.+) doivnt s-ati sfai re Ve syst~medoe 2 r. q ua t io ns dlif fdre n t ieIIe s du premier ordre, lesolu par rapport aux d~ri v6espremieres, et do forme particuli6rement simple et sym trique

~ (203)

R (204)

U: ' -) L. (205)
est 1e hamiltonien (transform6 do Legendro du Lagrangien par rapport aux variables q)Ce systeme est appel6 systime canonique d'amilton.

De mime que, dns 1e tormalismeo agangien, toute- 1'information concernant lemouvement 6tant contenue dan; 1e lagrangien L ,dan; 1e formallsme hamiltonien, cetteinformation est contonue dan; Ilhamiltonien H.
.a variable - est ditignorable ou cycligno si elle no figure pa; dan;l'hamiltonien, c'est-&-dire sl :

0 (206)
Lorsque qest ignorable, I 6quation de Lagrange (204) correspondante pout

'. = 0(207)
dont Vintgration conduit Vintgrale premiire

Rp COPStfe-~ =Z a,, (208)
c pout al ors 6 tre obtenu par uno quadrature- f inale , aprE s Ia r6 sol uti on du syst~med'ordre 2 ni- 2

H 2 
(209)

Lu :q~tLme est :i onservati il vral no figure pa; explicitement
, efsa (211)le
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or on a toujours

d 4 ud 4du (du ')i.. du (212)
soi t' T = T -

A (213)

Lorsque le systime est conservati f, on a donc

01 = (214)

dont Ii nt~grati on condui t 5 l'i nt~gral e premiere de Il'hamilItonie n

Hj = COnSfe % h,. (215)

Cette int~grale r6duit d'une unit6 d'ordre du systame diffdrentiel restant a
r~soudre. Il,est possible de le r~duire d'une unit6 suppl~mentaire par le choix d'une
composante q, , ou mime d'une composante W~, comme nouvelle variable inddpendante, en
consid6rant alors que le temps t' comme une composante qvsuppl~mentaire (une variable
ignorable puisque le systime est conservatif).

11 est,bien s~r, impossible d'utiliser..comme nouvelle variable indt~pendante,
le moment pi conjugu6 d'une variable ignorable I' , de m6me que la variable ignorable
elle-m~me. Autrement, le b~n6fice de la quadrat trl finale correspondante serait perdu.

De faqon g~n~rale, l'analogie entre Its 6quations (204) et (213) d'une part,
et les int~grales (208) et (215) d'autre part, Nontre *que le temps t joue un rale
relativement sym~trique par rapport aux conposantes q- . Cette analogie peut 6tre
divelopp~e en posant &-. VI et en choisissant une au tre variable de description Z:
Cela montre en particulier que le r6le de f,.~est jou6 par- H , comme cel a est
visible sur (213), qui peut encore 6tre 6crit

4( H MH (216)

3.1.3 - Aplication au probl~me des 2 corps

11 s 'agi t seul ement de montrer comment se pr6 sente I1 i nt~grati on du probl6me
des 2 corps dans Ile f ornal isme hamilItonien, af in de comparer avec Il'approche Ilagran-
gienne du paragraphe 2.2.s

En coordonnie s sphd ri ques (Fig. 25) , Iles vari able s T~,conjugu~es des
s'dcrivent

r4 / (217)

~ 2.L-'2-- ;,(218)

t- (219)

ce qui conduit 4 l'iamiltonien

NH- T) 4- U P1 (220)
X & 41 - IZcs I

L'angle o est ignorable, d'o6 l'int~grale premiire

P -=co-isfande =K(221)
L 'angl e a~ pourra & tre obtenu par une quadrature f inal e.

Le sy stdme e st conse rvati f ( dlld 0) , d -ob'i nt~g ral e premi 6re de 1Ihamil-
tonien

HK-: 7T4- t5,- - ~ (222)
22

qui s, ra utiIi s6e a Ila pl ace de I 'dquati on d'HamilIton en P,.De pl us , Ie temps
pourra 6tre obtenu par une quadrature finale, a condition de changer de variable de
description.

Les 6quations carioniques restantes peuvent 6tre 6crites

-1 (223)

H~2 _ ' (224)

~, ,~(225)

3___ (226)

Ce systdme peut 6tre int~gr6 comme au paragraphe 2.2. On retrouve les trajec-
toires k~pl~riennes.
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Dans cet exemple particuller, I utillsation du formalisme hamiltonien ne
pr6sente pas un avantage marqu6. Cependant la structure des 6quatlons canoniques
d'hamilton est plus simple que celle des 6quations Id-e Lagrange, et le formalisme harqil-
tonlen s'avire particuli6rement int6ressant lorsqu'il s'agit, par exemple, d'effectuer
des changenents de variables.

3.2 - Transformations canoniques

Llintgration du syst~me canonique d'Hamilton est 6videmment d'autant plus
simple qu'il' y a un nombre plus important de variables ignorables. Or le nombre de ces
variables d6pend du choix du param6trage. Ayant effectu6 un certain choix initial, 11
peut 6tre d~sirable de changer de param6trage en cours de calcul , tout en pr6servant la
forme canonique des 6quations. on appelle transformation canonique urn tei cliangement Ueo
variables.

Thior~me

Solt p ,1.vari ables canoni quement conjugu6es , d' hamilItonlen (OP7',

- _y L (228)

On peut d~montrer que lactransformation

j ~ ~P, ( I tci& 0 = 4 (229)

c~"~'i'K ,qt,&)(230)

est canonique. (,2est-S-dire p~ V ' sont 2n, variables canoni quement conjugu6es,

d'harnilItonien H'(eP', q', t ) , t

- 4"~ 2I.. ,(231)

- - ~1' /(232)

s I, e t s eulIe me nt s i, Ila d iff6 r e nce e nt re Ie s f orme s diff~rentielles

ct, =~ P, fJ- (-IW (233)

e t

W' ~ I-llL-,(234)
est ]a diff6rentielle d'une fonction F,(3,'&) soit

CV-w' to c AHi (o/ l',,It) -= c4 F1  (235)

On d~duit de (235)

/1 - F (236)

H'V H ~~Fi (238)

IlI e n r sul te I a m6 thode sui vante pour obte ni r une trans formati on c anoni que .
On choi si t arbi trai rement Ila fonction F (i q'&) d' o6 les rel ations (236)-( 238) . Si
les relations (236) sent sol ubles par ra~port aux tL variables C) el les d6fini ssent
les 6quations de transformation (230). Les relations (237), o6 les 9C(' ont 6t6 rempla-
c6es par les expressions obtenues, d6finissent les 6quations de transformation (229).
Enfin (238) ddfinit le nouvel hamiltonien.

On dit que F, est la fonction g6niratrice (de premiere espdce) de la transfor-
mation canonique.

3.3 - Mthode d'i nt~gration de Jacobi

Soit a intdgrer un systeme canonique engendr6 par I'h ami Ito n ien H-I. Une
m~thode de r6solution consiste A rechercher une transformation canonique conduisant un
nouvel hamiltonien H 'particuliirement simple, nul par exemple
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car alors, le systi~me canonique (231) (232) ,qui devient

o / (240)

0, (241)

pout 4tre lntdgr6 lmm~dlatement

e~ constante 6'(242)

' constante ~-~.(243)
Supposons connue la fonction g~n~ratrice .4 $ ~& d'une telle transforma-

tion. Elie dolt satisfaire la relation (238), qul compie Ieno de(4b),(zb6),(2A2) et en
posant:

~( ~ ~ . F4iq, , ) (244)

peut dtre 6crite

Cette 6quation aux d~rtv~es partielles du premier ordre est appel~e e quationd'Hamllton-Jacobi, S n+ I variables q , e . La fonctlonS( q ,&;!) + W-), ouz a-I~T
une constante additive arbitraire, -en constitue one inerle~n 4 ~ fmled
solutions 5 r,+ I param8tres c- de If.) d laquelle iI esT P 5 e e dedulre sans
integration toutes les solutions de l'6quation.

Inversem ent, supposons connue onie solution 9( ~2 ~ )de 1 '6quation (245)
F~edn te". coItne - rbi trel res a. , non addi ti ves (S + aft"I est donc une i ntd-

grale complete). La fonction

ost la fonction 96ndratrlce chercli6e. Fn effet

/4= (_ ~ _F q&)*d -=0 ,(247)

sott Ls focios cV) pj sont obten,;es sans int~gration. Les premieres

6,, (28

-L, Ces fonctions 6tant connues, les moments conjugu~s sent obtenus I partir des
relations

(249)

L'int6gratlon des 6quations canoniquos est donc ranende S ]a recherche d'une
int~grale complete do eI 'equation d'Ham i ton-Jacobi.

Romarque :Sdparation des variables

D'une faqon g~ni~rale, on pout montrar quo Vintgration do systime canonique
et la rech erc he d'une int~grale complete do l'dquation d'Hamllton-Jacobl sont des
probl~rnos 6qui valents ( los trajoctoi res dans Ile space des phase s 1 , f sont los carac-
t6 r isti que s doe- qu ati on d' Hai Ilto n-J ac ob i. Ce pend an t d a ns do nob reaux c as i mport-anTs
le seoo-dreqoit one solution simple par s~paratlon do variables, et ]a mdtbode do
Jacobi nest utllis~e pratiquement quo Ian _Lte hypTi

-- ndf u e al~e , 'uzat dans ldeqoatlon (245) sont sdpa-
rables s511 exlste une solution de la7forme:

S= S, ('1C )-*+ a'q,)4-~ -,, 4-+f&cz) (250)

3.3.3 - Premi~re application_ _intdqration_do probl~me dos 2 corps Ear la m~thode
Uo Jacobi

L'6quation d'Hamilton-Jacobl correspondant SIlhamiltonlon U, donn6 en
(220) , s'6c rit :r, 9 1

0 4. ±. C/Z4)- I(Z) / J _ (

dont Vintgrition est possible, blen qu'ass-z laborleuse, par s~paration de variables.
On retrouvo los trajoctoiros k~pliriennes.
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L! encore, V i nt~gration do mouvoment k6pl~rien par Ila m~thode de Jacobi est
comparat Ivement plus Ilourde que 1 i nt~gration par Ilos thgor~mes g~n~raux. En particulIier
le fait quo 1e mouvement est plan napparait ici que tr~s en aval dans la d~monstration,
alors quo le r~sultat peut Te-r imm~diatement obtenu par application du th~orime do
moment cin~tique. Cependant la m~thode do Jacobi pormet la d~termination des
constantes as, Ls~ (constantes de Jacobi)

b ~ CX Cos d.&2 (252)

dent Ila connai ssance e st e sse nti ellIe pour Il'tude des mouverients perturb~s consid~r~s
plus loin.

3.3.4 - Deuxi~me application :,int~gratlon do probl~me des deox centres fixes par
Ta7m t go To-d6-3T o-b fl

10 mouvomont dun ,point mat~riel autour de doux poi nts matde lls fixes
dans Il'e space absol u, qul Iattirent solon la 101 nowtonionno (Fig. 31), peot-etre
complitement int~gri de fagon particuliirement commode par la 0.n4thode de Jacobi, car los
variables Sent s~parables en coordonn~e s sphlilroidales. Ce r~sultat est particulieement
important en Astrodynamique, car, pour on c rox convenable des param~tres, (roasses 0)4 at

PA2. , distance t4 .&U2 . , le mouvomont ainsi int~gr6 constitue one excellent apprexima-
tion do mouvomont d'un satellite artificiel aotgur doune Terre Sym~trie massique non
sph~rique. On peot rendre compte do terme en 02~ (cas M, - )7; et rn~me en J73 (cas
MAiim- 11). Ce mouveriont pout servi r de sol otior' le base poor one etude do perturbatioens
par los autres terries do potentiel terre-stro eet los puissances de U) et, Eventuellement
de J). Par rapport a la m~thode classiqoe utilisant le moovernent k~pl~rien comme solu-
tion de base, la pr6cision e 't gobaloment amilior~e dans on rapport 103

Ce calTcut no se raZ pasovloppe ici . Le lecteor Est renvoye a la rtif~rence
(7:!.

1) 

6

(in

Fiur, 3
3.4 -Formues caoniqus de ertu,)ain

3.4. - Formules nnisde perturt ns

Oans 1e cas d'un moovemont k~pl~rien perturb6 par le potentiel perturbateur R,
l'hamiltonien pout 6tre dcrit :

T4- T-t- + R(253)

o)' l'hamiltonien 'k~pl~rien" Mv.best donng on (220).
Sopposons (ce qui ost le cas ici) quo le mouvement kdpldrien, engendr6 par

l'hamiltonien 14k, alt ' intgr ar a I thode do Jacobi, c'est-a-dire qo'il alt 6t
possible de trover onetncion gorri t (,,G I c q0i ongondre one tranisforma-
tion canonique (EI Q )-'(f',Q' ) tolle quo le Touvei hamiltor~en HA, soit nul

H'~ ~ k (254)
'n 1' Ludv do mouvement perturb& engendr6 par I'hamiltonien Hdonn6 en

(253) , il est possible d'dliminer 1e te me PI j,:, c'est-a-dire d'6lrniner la partie
"int~grable" do mouvement, en appliquant la cr~no transformation canonioue quo

prce -mot InFte,1 nouvel hamiltonien

4- _I : (255)
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est 6 gal -8 l'altne2 peturbateur, qul dolt 6tre Evidemment exprin6 en fonction
a es nouvIolIl. s 1v2a1its T 12scanonIqu ement conjuguees a-s P,' . Ces variables no sont autres
que les constantes dlint~grationC '-h (fl~ments orbitaux) du mouvement k6pl~rlen. La
m~thode utilis6e est donc, ici encore, une m~thode do variation des constantes.

Dans 1e forinalisme hainiltonien, les formules de perturbation peuvent 6tre
6crites imn~diatementl:

(256)

- (257)

De plus, ces formules sont sous l a forme c anoni que , parti cu i areme nt commode
pour les manipulations ult~rieures.

Expliciton; le systime (256) (257)4 ?C-r-) CT /r (259)

o6z R est suppos6 exprimi on fonction do )L., xWs , rW,..I t t.

3.4.2 - Passage aux variables do _Delaunay

11 ost 6vident sur (259) quo los variables -I'' S / 'rwC (variables
do Jacobi) sont dgalement canoniquement conjugu~os, Iliamiltonien correspondant etan..R
cHeaque1 nstant, coy vari able s d6 fini ssent los 61 6monts orbi taux de lorbite k6 pl_6-
rienne osculatrice au mouvoinent.

ou-s utilserons do pr6f~rence,dans la suite, un autre syst~me do variables
canoniques, los variables Dlaunay, qui a eu uno grande importance dans le d~veloppenient
do la th6orie di a un etqu rosto un des syst~nos les plus officacenent utllis6s
dans les problimes do perturbations. V~rifions quo los variables do Delaunay

L VK 61- , 1, J-J*cvfc (no pas confondre avec 1 huimiltonion (6)

Wz anoalienoyonno ; YL moyen mouvornent, hc

sont c anoni queme nt co nj ugu6e s e t c al cul ons I'h amilItoni en 0 co rre spo ndan t.

U ne condi ti on n6 cess aire e t su ffi sante pou r quo l a tra ns fo rmatio n

soi t c anoni que, est qu'i Ioexi ste o ne fonc ti on T ,L,& tel11e quo

Portant L: ii Y*~ .. - dans (154), la CHS s'6crit
'21-2  Z

....2 dL (RO)A=- 0~~(L6di ff6rentiel le exacte) . (262)

Cette condition os~t v~rifi~e si et seulement vi
gz ) =- 4 1(263)

d'oa

I ~ ~ ~ ~ ~ 4 I u epenr +2 cons fqn (264

RRq. (264)

LIhamiltonien dolt 6tre exprimd en fonction des variables do IDelaunay.

*Codi est comparer avec los d6veloppenients des § 1.3.1.3 ot 2.3.
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3.4.4 - Principe de la mithode de von Zeipel

La m~thiode consiste r~soiidre le syst~me canonique

c~e~ /(266)

par tnes6rie de changements de variables canoniques ind~pendants du temps, r~allies
1 'aide de fonctions Pc6ndratrices do btype 7F-1), que noos noterons F (L, p t~u,qk)

Le changement de variable estI dF ~ F ~
-

(27

et I 'hamiltonien est conserve . La fonction g6ni~ratrlce I-, arbi trai re , est
choi sic de fa~on que P/ no d6pende pas d'une des variables angolaires dont 0 d~pend.
L'itiration de la m& hode permet d'61iminer toutes les variables an ulaires et la
derni~re expression 0/" de V hamil Oonien nest plus fonction que de e t j./'
Les trois premieres tiquatlons fi nales :

0i' 2s-l~ crl', d H -o (268)

montrent que L, ,r et W,( sont des constantes. Portant ces valeurs dans les trois
d er n i ir s iq ua t i o n s f i n a l e s : j ' , , i 2 9

wi? ~ )FY I/ e - t ,4 - - H t '~ .d~-l 29
on volt que -e , 4,et 4 sont fonctions affines du temps. On reviont aux variables
initiales I. , Gr , I ,i , 5 V aide des diverses transformations (267).

1 application de cette m~thode permot, en particoller, do retrouver simplemont
los perturbations s~culaires (189) - (191).

4 - MECAIJIQUE VARIATIONNELLE - LIEN AVEC LES THEORIES OOTIMISATION

1'dvolution des syst~rnes m~camiques consid~r6s plus haut ost r~gie par on
Principe variationnel global (minimum de ]-action"), dont le principe des puissances
virtoelles n'est qo'une expression locale (dans le temps, c'est-a-dire "instantan~e").
11 s'agit de rappeler ce Principe et de montrer le lien entre cette m~canique variation-
nelle et les m~thodes niodornes d'optirnisation, canine le Principe do Maximum de
Contensou-Pontryagin (Fig. 1).

4.1 - Principe du Maximum de Conte nsou-Pontryagi n [8, 9]

Le lecteur est certainement farniliaris6 avec la th6orie classique du calcul
des variations et l'utilisatlon des 6quations d'Euler. Cette thdorie est suffisante pour
traiter TIC probldme de la m~canique variationnelle. ependant, le Principe du Maximum de
Conte nsou- Pontryag in, qol en est one g~n~ralisation, pr~sente lavantage de poovoir 6tre
6galement utilis6 dans 1l6tude des trajectoirei spatiales optimales de la 56me partie.
Vest poorquoi nous 1 'introdoisons d~s 6 prdsent. 11 sera appliqu6, a titre d'exemple,
6 la i6canique varlatlonnolle, pois largement utllisd dans la Same partie.

4.1.1 - Probl~me-do Pontryagin [9]

Solt on systdme dvolotif quelconque, d~fini a chaque instant par la donn~e
do vecteur 6tat z [- 15 R", vecteur colonne a tt composantes X ( 1, 2,. it-)
(dar-eRempiFe coordonnees de position, composantes do la vitesse, masse, etc.,.

L'6volution do ce systime est gouvern6e par les 6quations do moovoment

06s U = 06Re st I e vec teour c omma ndo a - c ompo sa nte sW j I1, 2 . k), qoi
sont des fonctions arbitraires du tcmFV (pa, -~ ; ltc 4e quuvLrnes, orlenta-
Lion ei; grandeur do ]a poussde, etc.), soumises Ades contraintes (par oxomple
d6battement maximum d'une goovorne, poussde maximale, etc.), telles quo

U (271)
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06 U est le domaine de commande. Les .- sont des foncti ons g6n~ralement non I in~ai res
des arguments-,que nous supposerons sul fisannent rguliiros [9) pour que les r~sultats
qul suivent soient valables.

Le probldme de Pontryagin (Fig. ) consiste a chercher la 101 de conmande optimale
qui fasse passer des conditions initlales flx~es

xfi X6 (272)
f /X (273)4)

aux conditions finales

Effix6 ou non (274)

'T) fi fX6 ( X/- 1,2. M~) (275) C

telles quo )a fonction linealre des conposantes non fix~es

de l'6tat final "L~t3 ( (1 Mf,,. rt) , (276) Fg5
soit maximum.

Cet 6nonc6 paralt assoz restricti f. En fait de nombreux probl~mes d'opti milsa-
tion peuvent itre ramends & un probl~me de Pontryagin. (Probl~mes de Mayer, de Lagrange,
de Boiza ; voir [23). Un exempie de probl~me do Lagrange sera donn6 plus loin.

4.1.2 - Enonc6 du principe _du maximum de Pontryagin

Pour r~soudre un probl~me de Pontryagin, il suffit
1) d'introduire un vecteur adjoi nt Pp,.Tj , vecteur Iligne a n., conposantes p
2) de former lhamiltornen qt

I-1 = ' , ,&)= = (27

3) do determiner, a chaque instant, la conmande optimale U qui maximise cot harxilto-
nien

(. arg max H- t 28
4) do calculer 1 hamiltonien maximal, en portant la commande optimale dans

I'h ami Ito nle n

5) enfin, de r~soudre le systime canonique engendre par H

;&- ~(280)

(281)
par rapport aux 2 rt. fonc ti ons i nconnue s 0-),p(!) avec Ie s condi ti ons de xtr6mi t6s

x0L0 f= fxd f (282)

O~ flX6 (283)

Pp~f) ~j(284)
test fixd est fix6 ou, s'ilI est Ilibre , 11 I st calcul6 a parti r den

PI * () 0 ,(285)

La m6 thode e st simpl e. La r6 sol uti on e st ce pe ndant , en 96 n6 ral , di ffi c ile ,rrme par vole num~rique, car le problime se ramine a la r6solution d'un syst~me diffd-
rentiel non lingaire avec conditions aux deux extr~mits.

11 est importanfcde soUTngner que ie Pri-ncipe Maximum n'est qu'une condition
nicessaij-e d'optimalit6 :si une solution optimale existe, ello satisfait au Principe
Zu Ma x'.m Mais elle n'est pas suffisante l 1application du Principe du Maximum peut
conduire a des solutions parasites qui no correspondent pas 5 un maximum global, ni mime
6ventuellement local, din lindice de performance.
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4.1.3 - 0Dronstration du_f'rincipe du Maximum dans_un cal simple

La demonstration du Principe du Maximum peut itre trouv~e dans [9]. NouS en
donnerons un aper~u dans un cas simple, qui peut 6tro tralt6 en falsant appel au caicul
des variations classique. Les hypotheses simplificatrices sont

1 - pas de contral nte sur l a commande ( VU R4~)
2 - on. hrche seulement a rendre 9 stationnaire.

Pour rendre ' stationnaire, ii faut et 11 suffit decoduer la vari ati on
p r e m i e r e : ,gS= s j - - 2 6

Dans cette expression, les variations w &)ne sont pas inddpendantes, 5
cause des contraintes non holon6mes (270).

Une m~thode classique d'6limination de la contrainte (270) consiste a intro-
duire un nultiplicateur de Lagrange (inconnue auxiliaire) f(&), vecteur ligne a yi.
composantes~ ', tonction doi temps [puisque ]a contrainte (-270) dolt 6tre dcrite a
chaque i nstaf at, et, a rendre stationnaire l'indice de performance augment6

I ~ _ _= 2 J'(c z~ lt) (287)

oc H est 1 'hamiltonien (277). Les kis fonctions inconnues p~)sont d~termin~es a
posteriori grace aux nL contral ntes (270) .

La variation de :-s'6crit :
-j F d (288)

avecf( 

2 9

Compte tenu des contraintes initiales (273) et finales (275), on (29

= 0 (290)

(5z 0 (291)

et (288) s 'crit 
pd(2 

)

oiu, grace a 1 introductibn du multiplicateur de Lagrange les vecteurs X et
SL. peuvent 6tre consid~ris comme ind~pendants. La condition

ST- =:C) Y (293)
conduit alors a (281), (284) et a:

=:T , (294)

qul est la forme "faible"' de (279).

4.1.4 - Interpr~tation g~omdtrique_-_Lien avec la th~orie deContensou

L'approche de Contensou (8), d'ailleurs ant~rleure A celle de Pontryagin, est
plus g~ow~trique. Contensou introduit les notions de domaine de manoeuvrabilit6 et de
domalne accessible (Fig. 33).

Le domaine de manoeuvrabilit6 J~V dans I '6tat a I l'instant ,est

le domalne de I'espace hodogr-a-phe-coordonn~es 4 ) , o6~ peut 6tre choisie instantandment
la vitesse --; . Coest donc le transform6 du domaine de commande VT par les Aqcations
(270), A z et t constants.

l'lnstant Le domaine accessible A(W~ , A 1 instant &f M6x, A partir du point Z A
best l'ensembl7e des points 'Z(6j) de l'espace d'6tat (coordonn~es ' )

accesslblesoen donnant A ]a commande (0 Toutes les "valeurs' possibles. La connals-
sance de la fronti~re 'SA(ki.) di i oin,;,n. -essible opcrnt dc rI~sOIe '.. piuparT, aes
probldmes d'optimisation in'tdressants dams lfa pratique. Par exeisple, ]a r~solution du
problime de Pontryagin du paragraphe 4.1.1 dens le cas particuller oi il ny a aucune
contrainte finale de type (275), revient A trouver la lol de commando optimale wi '&t)
condulsant au point II'lEf) de 1la frontire3A(f) le plus 6loig n6 dans la direction du
vecteur C2 de composantes C~- (o6i id, ~3 1, 2 kiT7 LTe balayage de la direction
de C permettralt d aillecr' de determiner la frontl rD AWf).
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OMrAMrE DOf1AIrl D011AINE
de COflMAMEDt de tlktiOEUVRABILITE ACCE55iIBLE

U Xc C

AA~t,

ou(t) 
i

0 u1  0

Fig 5 - Thaor,*. de Contenbou

-i PuA(t 1)

0~ -

a b C.
Fiq3 54. Condition du Maximum c* arg max(H= p&-)

a. Pont rtguier 6e D
b -Point'anguleux Fig, 5
( - Commutation ou arc bingulier.

La condition du maximum (278) (279) indique que, localement, le point de lonc-
ti onnement x ( vi tesse) doi t e tre choi si dans Ile domai ne de manoeuv rabilIi t6 D~ C , /I ) ,
aj poi nt 0- l e pl us 6loi gn6 de 1lori gi ne dans I a di rec ti on du vec teur , qui indique,
en quelque sorte, la route suivre (Figs. 33 et 34). iNotons que si le domaine demanoeuvrabilIit6 1) me dr5mpnd pas de 1 4tat z , les 6quations adjointes (281) montrent
que P est constant, dornc

p p~ £(295)
Consid~rons, par exemple, le cas simple a deux dimensions (Fig. 35) oaJ le

domaine de manoeuvrabilit6 est, en tout point 7c ' um~disque Lt) de rayon fix6, centr6 emX-La trajectoire est alors rectiligne, de Z. a T , et ]a fronti~re )A(&))du dornaine
accessible Virstant Efest un cer~le centr6* en xc,-

Si le domaine de manoeuvrabilit6 est un Tisque D~ de rayon fix6, mais excentr6d'une quantitd fix~eb(Fig. 361, la trajectoire est toujours rectiligne, mais nom coli-
m6aire A P et la-frontire dA(+j) est un cercle excentr6 par rapport a w.

Le vecteur P sort bien encore A indiciuer la direction sui-vre, mals
la direction r~ellement suivie tiont copt e lafre particulidre du domaime de
manoeuvrabilite. Elie men maxims pas momsn 170n7e dpertormance 5

CC

PC

D(,

Fig3 36 Fiq 57
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Cons id~rons mai ntenant l e c as o6 Ile domai ne de manoeuvrabilIi t6 est on di s-
que Dk ) cental en z , mais de rayon croissant avec (Fig. 37). Dans ce cas,HA
depend de z et E~ _nest plus constant, a cause de (21. 11 est 6vident que pour
s'61oigner-au maximum dans la direction oe 0- , il y a int~rot a se d~placer d'abord
vers les 'k4>0. Le vecteur f' sert bien encore a indiquer la direction a suivre, nais
en tenant compte de la d~pe-hdance du domaine de manoeuvrabilito§ Dt par rapoort A la

Noito 425 Cn

2A (tf I

Fas 38 c)convy DOflaconvOD

Fig !a9

Consid.5rons enfin le cas o6 le domai ne de manoeuvrabilIitd est identique dans
tout le plan et a la formne indiqu~e stir la Fig. 38. Vest le cas d'ui voilier dans en
vent uniforme W . 11 est possible de "remontg rle vent" en utilisant la vitesse *x ,

Zr'p 2 ), cc qui conduit au point * ( p)resp. -Te ai 1es g~ment
possible 2datteindre tout point X~)du-segment ( x 47LT X w(tf) ) par tine succession
de virenents de bord ccest-a-dire-par des commutations succes~sives (utilisation d. 0
pendant -pui d pendant .61 .) AI nitpu des virements de bord
.i n fin iment"'rapides, la trajectoire est le segment ( ~,~~ .Cela revient a utili-
ser la vitesse fictive )"sur le segment ( * j', ). Ainsi le domaine de manoeuvrabi-
lit6 peut o4tre convexis~e. Contensou propose-de c~nstruire le domaine convexise cc-nvzr)o
(Fig. 39) dis re debFut. Les points de fonctionnement otraux sont sur sa fronti~re
2Tcnvr). Les points de P~ 'rWellement" utilis~s sont ceu( de l'intersection Dnl~-eew-.D.
L'utilisation d'un point tel que ; d'une partic semi-iafine artificielle de 0OCO aV-.2
6quivaut a une r~ticence. Contens6lu poursul t alors 1 '6tude par edn paraniT-rage de wDt-3-
et so ram~ne 5 en probl~me de calcul de variation, qui cot a rappr6clier-e celul 6tuda6
au paragraphe 4.1.3.

Le Principe du Maximum sera largenent utilisd dans ]a 5 me pdrtie, pour
Voitude des trajectoires spatiales optimales. Mais donnons d~s 5 pr~sent en exemple
simple d'application dans le cadre de la ma~canique variationnelle.

4.2 - Application I 13 m~canique variationnelle

Le Principe du Maximum de Conte nsou- Pontry ag ir. utilise en formalisme hamilto-
nien, qui nest pas sans rappoler celul rencontr6 dans la 36me partie consacr~e A la
m~canique hamiltonlenne. Cette similitude n'est 6videmment pas fortuite et peut 4.tre
6clair~e en faisant appel a la m~canique variationnelle. 11 est bien connu en effet que
l'dvolution d'un systdme I lagran~ien obdit 5 on Principe variationnet  d: "moindre
action", c i peut 6tre d~duit des 6quations de Lagrange ou de Hlamilton.

Prit-nied monreatin De to us los mouvements qW faisant
passer des conditions :,(. , q(o =a fix6s, aux conditions : e , qi)=ijj fix~s(FqAO)?

lemouvement reel (r~gi par les-6quations de Lagrange ou de Hamilton) est leun dc ceux qui
rondent minimum laction lagrangienne

- j. a- <I / / / ~(296)

(On nest pas assur6 de I 'uni c it6 de la solution. En effet, los conditions
imposoies ne sont pas les conditions de-TCauchMy pour les dquations do Lagrange).



10-41

q

qf

q(t)

to 4 t

Fig. 40

V6rifions cet 6nonc6, en appliquant le Principe du Maximum de Coritensou-
Pontryagi n.

06finissons 1'6tat aI tv + 1 dimensions

jn, L dt U)0 . (298)

(299)

(X I Q% / ) e
oi n44= nfL /, L,) (300)

Le prob1~me d'o,t'imisation se ran6ne A choisir les comrnandes a' (vites-
ses), telies que S 1I(f 

31

soit maximum, avec les conditions dextr~mits, ILet Iffix~s

Sfix6j (302'

=0 (303)

~(pz ~ fix6 (304)

Vest un probldme de Pontryagin, qui peut 6tre r~solu en appliquant la m~thode
exposde au paragraphe 4.1.2.

1) on introduit ladjoint

r - If) I}= [P , P,(305)
2) on forme 'hamiltonien (augment6)

tt 1 4,4 (306)

3) On le maximise par rapport a la commando e Pour les systimes m~caniques a
1 agrangien de la forme (146) L.-T-ty' que i on considare ici , tr' ne depend pas des .
L e 1 a gr angie n L e st al1o r s, c omme 1 ' 6ne rg ie c in6 t ique I-F, u ne f orme qu ad ra t ique d6 fnie
positive par rapport aux V-l. Fn supposant que g,,,,<O (ce qu, sera vdri fid par l a
suite en (313)), cela revient a dcrire:

77- ,T . 0. (307)

La commande optimale est tirde de (307) en fonction de PtIZXet t
-4i = e- (Pe , 1 , t).- (308)

4) On Porte cette expression dans H ,qui devient alors une fonction
de Ge t t' :

fl p~ q I oj- (309)
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5) On r~sout le syst~me diff6rentiel canonique

(310)

(311)

avec les conditions d'extr~mit~s (302) -(304) et

p~,iY) + (312)

dommec est ignorable ,on a 0

=constante Rn(~f).~ < 0 (313)

Per (307) on a alors :

12L = a (314)

tonienne. Les P.sont donc Iles moments conj ogue s de s Cj' d6 fini s e n mdcani que hani I -
On v4 ri fie d 'autre part ai s~ment que

est l'harniltonien de la m~canique.
Le-sequations canoniques (310) -(311) s'6crivent aiors, pour 9 et

Cl ~ (316)

L _ (317)

Ce sont les 6quations canoniques d'Hanilton de la m~canique~qui re' ,;5vnle rmAvVe-

5 - TRAJECTOIRES SPATIALES OPTIMALES

L'optimisation des trajectoires spatiales et, en particulier, des transferts
et rendez-vous, est Voun des dorijes privil~gi~s d'application do contrble optimal.

-- -Alo-rs quo 1'6tude des mouvements naturels des corps dans lespace a 6t6 entro-
pri se depuis fort longtemps et a conduit au developpement bien connu de ]a M~canique
Cdleste dont cortains aspects ont 6t6 rappel~s dans los Parties 1, 2. 3, 1 '6tude des
mouvoments propuls~s optimaux est 6videmment beaucoup plus r~cente [102OZ-5 3, bien
qu-abordee assez nettement avant l'dre de la conqu~te spatiale proprement dite. Seuls
los aspects d~terministes (c.S.d non stochastiques) soront consid~r~s ici. Le texte qui
suit est, a quelques d~tails pr~s, le texte condens6 figurant dans £25).

5.1 - 06finition d'un transfert optimal

Les dquations do mouvement d'un v~hicule spatial dans on syst~me die
r~f6rence galil~en (ou assimild S un systeme galil6en) 0%, s'crivent

F ,-(318)

oD 'M e st l a masse l nstantan~e , I la posi tion, J i - )1 champ do gravi ta-
tion et 9 = Ala force do pouss~e due a one.6joction A~ masse, avec le debit ... r
a la vitesse d'6jection relative effective w

.-- Do faqon g~n~rale, un 'transfert" ost un changement do position T? et do vi-
tesse Vdu vihicule, coest-a-dire 1e passage des conditions cin6matlques i niti a)es t ,,
-'r, , aux conditions cin6matlques finales &t , T', V . Los -nouvements naturels

6 tud16 s pl us haut sont de s trans fe rts parti cul ioers , do coot nul . Le transtert pout -etro
compl~toment impos6 ( cas do "rendez-vous') , ou partlel lemen. Iibro ( par exemple , dans Ite
cas du'ne 'i nterception' , 7est Ilibre) .

Ce transfort doi t dtre effectu6 do facon ontimala. O~r-r, Ic rijitircuses taqons
do d~finir rmt n~4T= se, iiminimisatbon de ]a conSommation do masse, c'est-_a-dire
la maximisation do la masse finale Mf sera consid~ree ici , car ce pronbome est soovent
rencontr6 dans la pratique. Cependan~ los ri6thodes pr6sent~es sent tr~s gdn~rales et
pourraient 6tre utills6es pour r6sourire one grando vari~t6 d'autres probldines (par
exemple ;transfert a temps minimum).

11 s 'agi t donc do choisir 1 chaque instant los meilleurs paraci~t'os do
comnnande 'fF (direction do pouss6e), Cf-ki( bt4o (grandeur do 16
poussee), coiipte tono do contraintes 6ventuelles.

11 sera suppose-7ci quo ie syst~me do contr~le d'attitude do v~hicule permet
la libro orientation do la pouss6e, mais des r~sultats concornant le cas o6i la direction
do pouss~e est contrainte sent 6galement disponibles.

Los contraintes sur Iet F d6pendent du syst~me do propulsion consid~r6.
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5.2 - Mod~lisation des systimes de propulsion

Les systimes de propulsion considdr~s le plus souvent sotnt des deux types
sul vants:

5.2.1 - Syst~mes-de propulsion_&_vitesse d'6Jection constante (VEC)

Dans ces syst~mes, las contraintes s'6crivent

Vv=FA constante,

et

0 <_ -< Fm (syst~me S pouss~e conpl~tement modulable) p (319)

ou

F=O ou F, (possibilit6 d'extinction/r~allumage). (320)

Si l'extinction/riallumage peut 6tre "infinimint" rapide, (320) est th~orique-
ment 6quivalent a (319).

Selon 1la grandeur de 1la pouss~e maxitnale rr~ , il est possi ble de di sti n-
guer:
- les syst~me a forte pouss~e ( F,,~grand, W petit), c'est-a-dire la propulsion

Chirnique classique. Parmi eux, les syst~mes id~alis~s a pouss~e infinie(
ou syst es impulslonnels sont capables de d~livrer des impulsions, c'est-A-dire des
ch i~ n s i int ane s ade v1ite s se U . n e xem plIe e n e st d on n6 d an s e xp o s (C3)

- les systdrnes a faible pouss~e ( Fl,,,>peti t, W grand) , c'est-a-dire la propulsior,
61ect-ri que.

Pour tous ces systimes VEC, la masse instantan~e M~. peut 6tre avantageusement
remplac~e par la vitesse caract~ristique

-U J(W/nt)c"n = W L v q,(mc/ t (321)

o _e s t I ac c6 16ra t ion de pouss~e. L'indice de performance Imaximiser est

alr CfPour un syst~rne de propulsion impulsionnel, C~est la somme arithm~tique des
impulsions If

5.2.2 -Syst~mes-de propulsion I puissance limitde id~alis~s (PL)

Pour ces syst~mes la seule contrainte concerne la puissance 06jection

0 - P=(th.) qVV 2 .= F W12 =F '/2 q < ,,,

Ces systdmes sont des syst~mes de propulsion dlectri qe a faible pouss~e. Il
est possible de montrer ais~ment que seule la borne sup~rieure r .. dolt 6tre utilisde.
La vitesse d'Ejection W , et donc la pousse F , peuvent 6tre modul~es.

L'intgration de la quantit6

entre et et ,conduit I

J~ (,'~.) J oL&(322)

pevt remplacer avantaqeusement W)~. L'indice de uerformance A milmi-pr P t alor, - 7rt
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5.3 - Optimisation param~trique :le transfert de Hlohmann

L'6tude des transferts optirnaux a dt tout d'abord, imi t~e au cas d'un champ
de gravitation central et de systimes de propulsion impulsionnels. Si Von admet,
pour linstant, que le transfert optimal est alors riellement impulsionnel, une m6thode
simple de resolution, tr~s souvent utilis~e dans la pratique. consiste 1fixer a priori
le nombre ii.- d'impolsions (le plus souvent rl-s 2) et de d~terminer le point d'applica-
tion, la direction et la grandeur de chacune de ces impulsions, pour que leur somme
arithmdtique soit minimale. Le probl~me est ainsi ramen6 a un probl8me classique d'opti-
misation param~trique avec contraintes, qui peut t6tre r~solu num~riquement (voir -pa
exemple, '-expose M3) ou mre analytiquement dans les cas simples. L'utilisation de
manoeuvres atmosph~riques peut 6tre envisagde, comme dans Vexpos6 t26].

Par exemple, il peut Stre montr6 ais~ment que le transfert optimal bi-impul-
sionnel, de dur~e indjff~rente, entre orbites circulaires, coplanaires, est le transfert
de Hohmann Dien connu (Fig. 41).

Cependant, pour 6tre en mosure de determiner le nombre optimal d'impulslons
(par exernple, dans le probl~me expos6 en (3], trois impulsions sont n~cessaires) et de
pouvoir traiter le cas de syst~mes de propulsion non impulsionnels, il est n~cessaire de
faire appel 5 une m~thode d'optimisation plus 61abor~e, l'optimisation fonctionnelle, et
plus pr~cis~ment le Principe du Maximum de Conte nsou-Pontryaq La qui a 4t6 pr~sent:6 dans
la 4ime Partie.

Fig. -4 1- L e tronsfert de Hob maon.

5.4 -Transfert optimal dans un champ de gravi tation g6n~ral

L'6tat du v~hicule A 1 instant peut itre d~fi ni par 4,V et U (PL)
ou C (VEC). 0'apr~s (318), les dquations d'6tat s'6crivent

~ V, (323)

et, d'apr~s (321) et (322) -

(PL) (325a)

C Y (VEC) (325b)

Les commandes sont Pet y~ soumises, pour les syst8mes de propulsion VEC,
aux contraintes (319)

0 ' = Fnc,' /x Z) (326)

00 (320).

Le probl~me consi~te passer de l'6tat I " , Va, ) 0 o u C.0)
linstant 6o , ' tat ( ,V~,~ ou Cf ) 5 l'instant tpde facon que li ndi ce
de pefrac :if 00- a soi t nWaxima1 . I__ co-'" t!fcn Cie4ueo initiales et/ou

'Z ,, v, et ~'3,V peuvent 6tre partiellement libres. Ce probl~me '?st
typiquement un protlme dke Pbrtr 'ag in (du moins xi to ,V sort fixes, seul cas

1. hamiltoni~n sedcrit consid~r6 ici).

08f'5 f~ P7 00 PC, sont adjoi nts aux 416ments d'dtat -2-, V J ou C
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'- La direction optirnale do poussee ,qui maximixe H ,est la direction de
P. appeld le "primer vector' [12J

L'hamiltonien s'6crit alors

[I PVi + Pi / + termes inddpendants de la commende.
IPC -- 

puPour les syst~mos PL, H- est maximum par rapport & (pu

H< o (condition qui sera vdrlfide plus tard),

do8

PV /r
La pouss6e optimale est modul6e.

Pour les syst~mes VEC, HJ est maximal par rapport 5 I pour

, ,= Y . Cc) U (PV PC,)
oi 'Ucc)est la fonction de Heaviside (6chelon unitg)

ZWyX) =(I + signe 9c. )/2 =I ou 0, selon que x 0

La pouss~e optimale est urn "tout-ou-rien" c'est-5-dire une alternance d'arcs

S pouss6e maxirnale (AMAX) et d'arcs balis-tTiue-s-(A8) sauf dans le cas singulier o6

- 4- 0- (328)

pendant un iritervalle de temps non nul E 7 &i t) ans ce cas la seule Condition du
Maximum ne fourni t pas V'accdldration optimale Y*. On obtient un arc si ngul ier AS, Cqui
peut 6tre soit un arc singulier a pouss~e interm~diaire (ASPI) 'ou a rc sig r d rti -
ce nt (ASR) ( voi r pa rag raphe 4 .1.4 ) se Ion que ( 319 ) ou ( 320) est utilIi se .-

L'hamiltonien maximal est

~*j~ ~ ~ / ~ ' \ (PL)
-..VPp. tti }4 4-jc r'(P Ic 

vc

oa 'X ( O# 2 @) es t I 'chelon unitC de vitesse.
Le syst~me adjoint s'6crit

P. C H , /?(329)

-j 0 j(PL) (331a)

-~ ~ 4 l D/Ic Vr/),~~ (VEC) (331b)

o6 rp4-est I e tenseur gradient de gravit6 .
11lfaut noter que Uf est i g orable (c.a.d. ne figure pas darns Ii)mais non pas

C.car le domaine de commande pour ,donnee par (326),' d6pend de C
Pour un syt~me PL , lintegration de (331a) conduit A

P7 =constante = Pf = 4<0,
puisque c'est - :Jqu'il s'agit de maximiser, d'o6, par (327)

PV

Pour un syst~me VEC, Pc < 0, dornc Pcest non croissant. Plus pr6cis6-
ment P 0et R=' constante 1 orsque p,, .o , c'est-5-dire sur les AB et les AS.
P ar e femop le sur une traJe(.toi re ne comportant que des AMAX et des AB, l'dvolution
de P. -Pr, e t I- peat avoir lallure indiqa~c sur la Fig. 42a. Sur les AS, Vacc~l~ra-
tion optimale (ASPI) oa l'accil~ration mayenne (ASR) Y* peut 6tre obtenue par d~riva-
tion successive par rapport au temps t' et sur l'Aq dp la cnnlitio. de ,in- - I
J328), jusqu'a obtention d'un dquation cornternaW 'T-Y7C ela se prodult g6n~ralement pour
a d~riv~e quatrime I 44

par l'interm~diaire du terme C? , d'apris le r~sultat g6n~ral qal veut que la commande
optimale apparats5e(de faqon affine) dans une d~riv~e d'ordre pair (21.).
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Impu t~on d'extrermit
W impon irieure

Pvv

o 0f

01 --

a b
Fig. 42 - t'oltitlon de PV et - /ofe loi de potiss~e optirnalo.

a) systine VEC; bi syst~rni "iinptlk'nne'.

L'acc~lgration de pouss6e optimale est alors 6gale A

ot la condition n~cessaire d'optimalit6 de Kelley-Contensou (18, 21) s'dcrit

puisqulici -'- 2.
Pour los ,ystimps impulsionnels, PC=o constante I 1 Pv -< I (Fig. 42b), et

los impulsions no peuvent itre appliqu~es que lorsque R'V 1 pour let impulsions int6-
rieures, on a 1v-' 0. Sur un AS, PV = 1. Le raccordement d'un AB et d'un AS se fait
g~n~ralement a 1 aide d'une impulsion.

Dans 1e cas d'un champ de gravitation ~ 1ind~pendant du temps, en plus des
i nt~grales premidres habituelles du syst~me 323) - (325), (329) - (331), apparait
1 int6grale premi~re do lamlltonlen:

H constante

car HIf

Les conditions doextrimit~s, ot en particullor los conditions do transversa-
l1t6, d~pendent du probl~me particulier A r~soudre. La difficult6 do rdso13 ti on du
probl~me diff~rentiel non lin6airo, A valeurs 1iposdes aux deux extr~mitds, d6pond de la
complexit6 du champ de gravitation consid&r6.

5.5 - Transfort optimal dans un champ do gravitation uniformo

L'approximation zo constante peut 6tre falto lorsque 10 transfert a lieu
dans uno r~gion limitde do l'espace (par exemple, hypotheses :terre plato,,- cons-
tanto, dams le cas d'un missile balistique A courte port~e). L'approximation c0 pout
6tre falte loin des masses attirantos (transferts interstellairos). -4 * ~

Le syst~me adjo Int cip~matique (329) -(330) dovient alors P = 0 et PV f
et pout 6tre int6gr6 selon oconsta,ito et

PV P"(&A) P~f
La 101 d'orientation de ]a pouss~e Ott affine ou homographi quo solon lo qoi x

des axes. Si la position finale -7g Ot libre ( r7o0)o S rTII fnl
ektlibre,(, z 0), la directiob do poussde Ott fixo. Dans los cat non singullers, oui

f~ -0, 10 comportement hyporbolique do ?PCt) montro qu'il y a au plus doux AMAX (ou
5 la limite deux impulsions) s~par6s par une A8.

5.6 - Transferts optimaux dans un champ de gravitation central

Co probl~nie Ott 6videmment fondamental. L'appro;ximation du champ central

- A 3 constanto) (Fig. 43)

ett g6n6ralement excollonto pour 1'6tude d'un transfort g~ocentrique (plus g~ni~ralement
plan~tocentriquo) ou de la phase h.liocentrique d'un transfert interplan~taire.
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z

9 
of

$ x,

Fi,. 44- Spira~fe de Lawden.

Fig. 43- Champ central. Le centre est F, "Foyer"
des orbites k~p/Oriennes osculatrIces

iistoriquement, le prob1~me a d'abord 6t6 dtudi6 en utilisant les coordonndes
cart~siennes (ou plutbt soh~riques) comme coriposantes d&6tat. Cette m~thode reste encore
int~ressante pour 1 4tude de certaines question3 cosine les arcs singuliers ou les condi-
tions de commutation [19, 22) dans le cas des transferts de dur~e indiff~rente. 11 est
ginhiralement pr~f6rable d'utillser les 616ments orbitaux afin de pouvoir faire appel aux
m~thodes puissantes de ld M~canique C61este et en particulier de la th~orie des pertur-
bati ons expo Ae dans I es Parti es I1, 2 , 3 . Le passage d' un sys t~me do coordonnees a

7 autre peut 6tre r~alis6 616gamrnent en utilisant des transformations canoniq~es (16]
rappeldes dans ]a 36me Partie.

5.6.1 - Utilisation des coordonn6es cart~siennes (ou sph~riques)

L'6quation adjointe (329) pour devient, sous forme matricielle

06 P.~ etl. ont 6t d~finis par 1eurs cor~oatsdn les axes orbitaux tournants cI6/yz
(Fig. 43), en particul 'e r Ly r , v,wJ

L'hypothise du champ central Introduit de nouvelles int~grales premieres

4V A JO, vecteur constant -A

6J - -2 il~ * onstante B (pour les sy;t~nes PL),

P C 4. ~ V. Nv 14U~& constAnte B3 (pour les syst~mes VEC
ures ABl et les AS, et pour. les impulsions).

L161imi nation de Pb._ entre (330) et (333) conduit

tv .= P T7v
Cette 6quation diff6rentielle vectorielle linllaire di' second ordre peut itre

int6gr6 sur un AB (1?], ce qui conduit A i

S = C 2 -'a S If(-

oC e est I excentrici t6 de I larc k6pl]rien, T' est I 'anomalie vraie (Fig. 43) ,
(,f, Z , Z , F sent les six constantes d' int~gration ec t~ii& sont des fonctiois

connues de 1). , non eXo~lce ICI. tPl i ('C)d .. '~ I S cz ax
est appeld le "primer locus" (12].

Si onlaisse _d-e ct6 les qluestions d'origines, dorientatlon et Vchelle, les
arcs singuliers d~pendent de trois paravi~tres. La candition n~cessaire de Kelley-
Cortensou (332) conduit h S< 0. En particulier la "spiw'ale de Lawden" (Fig. 44) [12)
n'est sc~rment )dS optimale. L'6tLde de 1 optimalti v~ritabie des arcs singuliers qul
sitisfont ; la ccAdition n~cessaire conduit au resultat siivant :dans les transferts de
dur~e indilffrente ( O'c 0) entre ellipses ext~rieures a la plan~te attirante, les arcs
singuliers see sont jamais OjptiMauA.
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5.6.2 - Utilisation des 6li6cents-orbitaux

Comme i a 6t4 vu au paragraphe 1 .2.3, la donn~e a3 l'instant b des fliments
ci n~catiques X', du v~hicule c16 est 4quivalente a la donn6e des six Mlments orbi taux

9, 1, 2.....6) , cons tantes du riouvenent k~pld rien qui d6finlssent Ilorbite
osculatrice C (Fig. 43) et la position de c,4~sur cette orbite. Lorsqu'on utilise l'6tat
orbita I1 qe (P,les 4quations d'6tay. co~ncident avec les formules de perturbation do
Gauss (10) de la Mecani quo CUlesto

_(q/ 6  K~c~ (335)

o0 Le est )a matrice do perturbation 6 X 3 e t 'Y DO, r ~' es, la matrice 3 X 1 des
composantox de 1 ecc~ldration "perturbatrice" I dans les axes ,rbitaux tournants A4XYZ.

,'utilisation des 6l6ments orbitauA pr6sente de nombreux avantages
-1Lintgration sur les AB ( Y ' 0) est inm~dlate ;q -constante.

- Pour les syst~mes propulsion 5 faible pouss6ejles 6l1rnents orbitaux variont moins
rapidenent que Wi'.' V

- Les conditions d'extri~cit6s font souvont intervenir l'orbite oscuietrice 0 elle-
m~ce.

Line th~orie g~n6rale pout 6tre d~velopp~e 1 partir des 6quations d'6tat (335),
cals Cost dans trois cas particuliers que 1'6tude analytique peut 6tre pouss~e rela-
tiveciet l oin.

5.6.2.1 - Thdorie lini~aris~e :corrections opticales dorbite elliptique

lorsque la vitesse caract~ristique Cf est petite vis-a-vis de ]a vitesse
orbitale rnoyenne V , ii apparait un "petit param~tro' S - C /\V dans le probl~ce,
qui pout alors 6tre lin6aris'e cocce indiqu6 au paragraphe .3.2. VLrit6gration des
equations do perturbati'in (335) centre que, pendant le transfert, 1 orbito oscula-
tr-ice (. ne s'6carte Jamais de plus de Ei par rapport 5 loroite initlale 0), ou encore
par rapport a i'orbite finale Of ou enfin, par rapport a une orbite nocinalo 6choisie assez proche de (),et 0( i6carts de I ordre de F_ ). La lin~arisation est effec-tu6O "au0tour de U ". Rappelons quo la lin~arisation des formules do perturbation (103)

conduit 3 " figer" 1 orbi to oscul atri co 0 dens sa position noni na e 0 dens 1le secondmembre de (335), qui dovient

d, oK(' C ,,) , (336)

o'6 1 st grandernent simplifi~e :ses iEl6ments non nuls sont des polyn6mes en r)E
c'aet iventuellenentiF (Tableau 2).

L'6quatlon do conseornation (325) lin~aris~e s'dcrit

C4J /Cj = _) -. 1-/9 (PL) (337a)
dc cdCdE = &. , (vC) (337b)

Poa I'- e - E7z' . Pour les syst~mes VEC, la contrainte (326,) lin~arisde s'dcrit

0 1, -6 <y - F A / ri.l.,

1.ea ca x imis atlion d o I1 h a i It on ie n

' Pr R J& X (VEC)

par rapport 5 1la cocuiende Yfourni t I1 acc~lgration do pouss~e optimale

r .PV/p (PL)
~ ~PvPu)PVPv ,(VEC)

est Pedjoint orbital, et

p e

est le "pricer vector", dont i I a dtd question plus haut et gui peut 6tro 6cri t scus Ila
force vecto-ielle

V 4-~ A )+A [ P V p- P, '~ 1V) (338)

06 ; 7)4A'ost le moment cinktiqie La similitude entre los expressions (330) de
et (52) do W est pas fortuito ivoir (23).
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Dans IlhamllItonien maximal

toute s Iles v ari abl es dii tat sont ig9norabl es. Oonc I adj olnt E f Py-ou e ) st cons-
tant. En particulier pr p- - I et

T (PL) (339a)

~bL'epestion(38ueu 6 consldirge comme fournissant l'6volutlon de Pv
sur Varc 0blstqe T. Les composantes correspondantes deo -- sur le axes orbi-
ta ~x tournants aiO6YYZ sont donc de la forme (334), o6 les cons-ne &tgcL I~e,

F sont ]ides aux composantos (constantes) de fp

Pour un transfert sans rendez-vous, o6 0, p, et donc Y sont
p6 riodl que s e n Ede p6 ri ode 2 7L 1 la mime 1 ol de pouss~o est appli qu~e a chaque
rdvolution.

Lorsque (3391 est utilisd, les formules de perturbation (336) devlennent

o6 B=Il~ s une matrice syrn~trique 6 X 6. Donc, par lnt~gration de FOS6~ on
obtrient :

'6 = P' (340)

_r b v 3d (341)

est une natrice sym~trlque 6 X 6.
Le co~t est obtenu par int6gration de (337)

6 ~ /4~~1 % / )Jf,.rr~ / J p~~)~ (342a)

4 = ( 342b)

Pour les systimes PL, (341) fournit ais~ment la matrico r car PV'f~ et
los 6l6ments de 3~ sont des polyn6mes en .9,,g &cE et 6ventuell~ement F Comle la
matrice e6 no contient pas P , le systime (340) est lln6aire par rapport aux inconnues
(composan-ts non nulles de-l'adjoint orbital et variations non impos~es des 616nents
orbitaux). Par exemple, si toutes les variations des 616ments orbitaux sont impo5~es,
1 inversion do (340) conduit 5 &

et (342a) donne
~ 4/z ) A'~g (343)

Le coOt ost une forme quadratique des variations des 6l1nients orbitauX. Le
probldme ost compldtement soluble analytiquenent (c'6tait un probldme lindaire-quadra-
tique). Pour un transtert sans rendez-vous (X =~ 0) en un nombro entier ) 4 do r6volu-
tions C - 2 tlL ), (343) se simplifle en

Pnur les syst~mes VEC, los points de commutation, o6 los extinctions ou
r6allumages so produisent, soot donndes par P 1, ou encore -p 2W =4 .. soit

P V < T r7
Pour un transfert (r- 0) , i I y a Lu plus six solutions en 1,dooc trois

AMAX ou impulsions par r~volution. L'int6gration sous forme explicite de (341) sur les
AMAX ( V = 'C )st qdn6ralonient imnon. ihl- 1 -,4ec' de 1n''- ,7 -- dnoi
tour do I 'int~grando. L'inversion de (340) ost 6galement di fficilo, car !e contlent
Le probline no pout 6tre r~solu analytiquoment quo dans un nombre limitd de cas. Deux
exemples sont donngs ci-dessous.
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1 - Modification infinitdsimale optimale du demi-grand axe

La seule composante de f~ qul no soit pas n~cessairemelt nulle e st Pe.
L'expresslon (338) montre alors q'.e-le "primer vector 1p av0.est proportionnel S la
vltesseV . La lol de pouss~e optirnale est tris simple W~ig. 45'

Pour un syst~me VEC , Act/~ INY, et AC /A/ Ywt peuvent Ctre exprlmdes sous
forme param~tri que en fonction de 1 anonallie excentri que 5- du poi nt de, commutati on.A,.

2 - Transferts optimaux,_multl-irnpulsionnels, entre orbites quasi circulaires,
roclie*----- - -- - -- -- - - - -_

Pour un tel transfort, d~fini sur la Fig. 46a, 11 est possible de prendre e.=
0,et 1e "Primer locus" (Tp) est une ellipse (Fig. 46b). Si le transfert prond plus

d'uno r~volution, cette ellipse dolt se trouver a 1'intirieur de la sphare :: do centre
A et de rayon 1. Les points de contact avec -1 correspondent aux points d'impulsions

sur l'orblte (Fig. 46c). 11 y a quatre types do solutions I, I 1, 111 et V los types
III et I' sont singullers ( J'vz 1). Le donalne accessible avec la vitesse caract~ris-
tique 6C, pout itre reprdsent6 par sos sections Aza.= constante dans lespaco tridimon-
slonnel 6$,,, AeL. , (Fig. 46d).

( Pv F

Y, F

Z AMAX

rr

(?) -

V2 -7 i.4~Tasfrsotrax ul iipliofe
enr ritsqaicicars.pohs

26/V 01 ddiiAnd rnfrtb pie ou"

b~ AV LA x0 ci o epus/ eotml;d on a ccsi

bl&Vc,~'rif arigo~ 1
A V2 .



5.6.2.2 - Transferts de dur~e indiffdrente (systimes VEC)

Dans ce cas les transferts ontre paraboles sont thdoriquement de co~t nul,
puisqu'ils peuvent 6tre rialis~s a l'aide d'impulsions infiniment petites, appliqu~es
infiniment loin ; 11 est donc possible de s~parer les phases elliptique et hyperbolique
de tout transfert. 11 reste donc trois problemes:
I - acquisition optimale du niveau parabolique (c.a.d. n'importe quelle parabole)

partir d'une ellipse ou d'une hyperbole (et inversement)
2 - les trensferts ellipse-ellipse;
3 - les transferts hype rbol e-hype rbole .

rour les transerts do type 2, toute poussdc pout 6tre d~compOS62 en parties
appliquies au cours des r6volutions successives. Un rendez-vous eventu'eTiie coulterait
pas plus que 1e transfert correspondant. En effet, i1 serait suffisant pour 1e r~aliser,
d ,attendre, par exemple, assoz longtemps sur une orbite in'.erm~diaire trds proche
de l'orb-ite finale. Bans cette th~orie, on peut so contenter d'utiliser l'6tat orbital
r~dui t 'q [ljq ( 1, 2,.5), en laissart de c6t6 1e sixi~me 616ment orbital ,
utile sulem nt pour les rondez-vous. 11 ost 6galement commode do pr~ndre la vitesse
caract~ristique C came variable do description El1, 14).

Los formules do perturbation (3351 deviennent

A~~~~~ As a/ C k(~4) b

oO K s la atrice de perturbation reduite 5 X 3.
- Les commandos sont la directio5n-ado poussde ll'(matrico 3 X 1) et Ilano-

malie vraie 'P' Ell, 14), car il ost toujours possible d'attendre sur Il'orbite oscula-
t-rice c jusqu'a ce qu'ume position convenable soit attointe. L'hamiltonien ost

0v EVr P ost le "primer vector". H- ost maximum pour =~ Pv' /PV et alors pour Ila
vaeu -rqui assure 10 maximum absolu dela fonction p7v(,r) :' Un changemont brutal du

point do fonctionnement 'V>Iest uno commutation. La r~ticence entre deux (ou plusiours)
points do fonctionnement ~ ~*correspond aux arcs singul*ors alternatifs (ASA) qui
no saint Jamais optimaux (la condition n~cessaire ( e2 do Kl ey-Contensou n'est pas
rempl ie) . A

Lorsque la dimension du probl~me 1e pormet, cette maximisation do P- pout 6tre
effectuie en consid~rant 10 domaine do manoeuvrabilit6 0('j), c'e-t-A-dire le domaime
do 1 espaco "hodo ,raphe" (4cq/c Iq'41c61.. tI' obt~lhu en doinnant aux commandos

*V' tastes les valeurs possiblo, rp ou snvaor fixoc de vi paragraphe
4.1.4). Par exomple, dams 1e cas d'sn transfert entre orbitos elliptiques coolanaires,
dorientation imdiff~rente (Fig. 47),, 1 '6 tat orbi tal pout 6tre d~fini mar e2. et. L -
co -e" )41 (demi-potit axe) seslement, et le domaine do manoeuvrabilit6vi est la region
a quatre pointes repr~sent~e on grisd sur la Fig. 47b. Le point optimal do fonctionne-
mont ( teo I rO ) ost n~cessairemeint choisi dans l'intersection 3)nfcn i,~de 'It et do son
contour convexe'uo4( rectangle P+ A 4 P -A - ), c 'e st-ii-di re parmi los quatro poiintes
p-, A" P /, qui correspondent 5 Ir= 0 ou -I et (ind~pendamment) q/ 0 05 71.

A dO/dC(e

I IA

0

a b C

Pl(VoW- IT') A-(voC '(in)

Fig. 4 7- Trans fert entre orbites elliptiqueS, cop/anodres, d'orlentation Indiffdren to.

a) notations -b) domaine de inanauvrabIitd:

C)0 e d C (Lja'[S,)' tl n41- (CcS IY +CO-b o4]

6 Id C m. (4/n){e 5-0-&sin,?+ t ~e (LLL4'.ob ).05 P
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L a --- issee dol t do nc etre app]i qude seulIement a u pdricentre ou a V a pocontre
et tdfigentiellemen, vers I avant ou vers 1 'arri6re. Le choix de ]a "Pointe" de fonc-
tionnement dipend do signe de P4L~t P . Les comnutations peuveut 6tre i1.odides 5 1 aIde
do syst6rne adjoint. 11 petit otre montrd que le transfert optimal appartiont A la 'Imille
des transferts bi-elliptiques (rig. 47c) et la comparaison directe de; coats je tels
transferts (le cout depend don param~tre, la distance de lapocentre iiiterm~diaireA )
montre que le transfert optimal est soit de type Hlohmann soit biparabolique (Fig. 48).
Entre cercies, le rapport do rayons limite est -'Zf/'?4 11,94.

Bien d'autres r~sultats analytiquos sont disponibles dans le cas de la dur6e
indiffdrente (19), en particulier pour les transferts entre ellipses -.oplanaires 00
coaxi ales et los transferts entre hyperboles.

Par contre, l'6tude des tansferts de dur6e fix6e n6cassite le plor souvent une
approche num~rique. Cependant, l'6tude analytique peut 6tre pouss~e assez loin dans le
cas particulier ci-dessous.

5.6.2.3 - Transferts S temps fixd, a grand nonbre de tours , entre orbites
elliptiques (syst~mes PL)

Le nombre N do r6volutions du v6hicule autour do centre attractif est supposd
grand. 11 est alors possible d'utiliser une m~thode do "moyenne". On calcule tout
d'abord le coat 616mentaire dl pour uno revolution par la formulo (344) (dans laqu lie
I'homog6n~it6 a 6t6 pr~alablement restaur6e). On choisit ensuite le traje pia
dans 1 espace d'iitat orbi t~l r~dui t, de faqon a mi nimi ser 1e coat total_

7t:d

Los r6sultats principaux do cottea approche sont
1 - le coat _jest one fonction lin~aire do tem'ps t
2 - I 6nergie t = (V -/ 2- f4 &/ Q ' de Ilorbi te osculatrice 0 est one fonction

qoadrati que do temps;
3 - pour on choix conven'Ile des axes, le systdme diffdrentiel des trajectoires opti-

males prend la forme sHlile suivante

a e st on 'o,eudo- emps". 05 = Ars ,et 4-) e st une cons tante .
La Fig. 49 montre on exemp~t o trajectoire optimale en forme do spirale.

max(A o A,)

otnann -j~~

trans fer( sur le plan de 00.

-R:1AteL-vUus Interpidnetaires

Bans ce cas, le champ d(. gravitation -"(:et) ast tr~s compie.te. 11 r&, Ilte de
I attraction du Solall et des planites dL' systeme solaire. 1e problime d'optimisation
est g~n6ralement Simplifi6 en n~gligeant 1'attraction des plan~tes pendatit Id phase
1461ocentriqtie do rendoz-vous et I attraction du Soleil et des autres plant~tes (lans
chdqoe phase plan6tocentrique, et on raccordant les diff~rentes solutions "champ
central" einsi obteues.
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Le passage au voisinage d'une planate ou d'un satellite naturel peut donner
lieu a un effet de "trenplin', qui peut itre utills6 pour loptimisatlon.

Pour les syste-mes do propulsion "impulsionnels", le transfert de Hohmann
(Fig. 41) est encore le transfort optimal bi-impulsionnel ontre deux planates massives
sur des orbites circulairos et coplanaires. Chaque impulsion dolt itre appliquie aussi
pris de la surface de la planite que possible.

La propulsion 6lectrique (Fig. 50) est particuli~rement int~ressante pour les
voyages vors los planates lointainos.

Corit de la pha-e h~Iwcentrique

Jo (kW/kg)

12 oct 1971 1

l~~~maino 791971 6oi

15ma 197 1-7 6 o

13. W IT) 2

I~ Ia

Fig, 5 0- Rendoz-votts Terre - Mars. [ 13,J
a) trois exeniples de rendez-vous correspondant i uno durde h~liocentrique to = 784 jours = 6 mois

bi coOt de la phase hdliocentrique en fonction de la date du ddbut de cete phase

CONCLUSION

Nous espdrons quo cet expos6 introductif aura convaincu le lecteur sp~cialiste
de m~canique du vol mais non n~cessairenent sp~cialiste d'Astrodynamique, que 1'6tude
des trajectoires spatiales est plus simple qu'il ny paralt. Le mod~le do dipart est
simple :los forces d'attraction newtonionne sont bien connuos, certainernont mieux quo
ne le sont, en g6nral, les efforts at~rodynaniques qu'il dolt igalement introduire dans
s05 calculs. 1e probl~ne so ram~ne finalement S la resolution du syst~me di fftdrentiel
non lin~aire, alors quo 1e nicanicien dos fluides dolt faire face A des systdmes d'6qua-
tions aux d~rivdes partiolles complexes. La th~orie des perturbations repose sur une
rn~thode classique de variation des constantos. Cela no vout pas dire qu'il ne subsiste
pas des difficult~s, conme, par exenplo, 1'6tude du comportenent 5 long termo des solu-
ti ons.

Cot expos6 a 6t volontairrnont limit6 aux aspects los plus fondamentaux pour
1'6tude du nouvement, naturol ou cc.itr6ld, dos satellites artificiels. Des probldmes
importants nont pas 6t6 abordds :probl~ne des 3 corps, aspects relativistes, aspects
stochastiques, navigation et trajectographie, guidage et pilotage. L'accent a 6t mis
sur lapproche analytique, plus quo sur lapprocho num~rique. D'autros exposes de cc
Symposium -voire de Symposiums futurs- combleront cette lacuno.

Cepondant )a port~e dos m~thodes expos~es d~pase largomont Ile cadre do
I 'tude des trajectoi res spati ales . Los formal ismos newtonion, Ilagranglen et hamilItonion
sont 6videmment applicablos S d'autres probl~mes d'astrodlynamlquo ou, plus g6n~rale-
ment, do m~canique :,par oxemple, mouvomont d'attitudo (y conpris dans 1e cas do satol-

-c "fl~bls", S; unt: mudiiisdtion de typo masses + ressorts + dashpots,ou une
approche modalo,est utilisdo). 1e Principe du Maximum do Pontryagin pout 6galement
servir A risoudre des probldmes do commando ou de contr6lo d'attitude, ou d'optlmisation
do trajoctoires do lanceurs ou do v~hiculos do rentr~e.

Cotte "introduction aux trajoctoiros spatiales" a pr~sent6 quolquos outils et
quolquos oxomplos dapplication. Elie no so conqoit quo par les prolongoments qui
pourront lul itro donn~s.
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RESUME

Depuis de nombrauses ann6es, le CNES est irnpliqu6 dons les probl~mes de calcul
d'orbite. A 11origine ces 6tudes ant 61:6 men6es dons un but exp6rimental. Puis elles
ant 61:6 off in6es pour des bosomns op~rationnels concernant les satellites en orbite
basse, g6ostationnaires et les sondes interplan6taires. Plus r6cemment, le C14ES a
entrepris, en coop6ration avec: la NASA, l'6tude d'un satellite, TOPEX-POSEIDON, destin6
A 6tudier la circulation oc6anique. L'emploi d'altim6tres embarqu~s trAm pr~cis (5 cm)
impose une d~termination dorbite 6galement tr~m pr~cisa (de lordre de quelques
centim~tres sur l'altJtude).

Cet article pr~sente quelques aspects des techniques modernes de d~termination
d'orbite.

La probldme des satellites artificiels de la terra s'apparente, en premi~re
approximation, au probldme A deux corps. En fait, le corps central principal (la Terre)
ne peut 6tre consid~r6 comme une sph6re hosogdne et rigide. La diff~rence principale
est son aplatissement, les plus foibles sont los inhomog~n~itds dons la distribution
des masses A lVintdrieur de la terre. De plus, ces irr6gularit~s varient avec: le temps
A cause de l'6lasticit6 et de la viscosit6 (hypoth~se de Love) du corps central qui se
trouve dons le champ gravitationnel d'autres corps c~lestes (Lune, Soleil).

La trajectoire du satellite est 6galesent perturb6e par des forces dorigine non
gravitationnelle. Les premidres d~terminations d'orbita effectu6es & la division
Math~matiques Spatiales du CNES ont pris en compte le freinage atmosph~rique afin de
pr~voir 1'6volution des trajectoires des satellites en orbite basse.
De nos jours, d'autres effets non gravitationnels mont A prendre en compte dons une
mod~lisation dynomique r~aliste pour des applications requdrant un calcul d'orbite de
plus en plus pr~cis (TOPEX-POSEIDON).

Un satellite artificial de 1a terre peut 6tra consid~r6 comma un d~tecteur de
forces dons l'environnement spatial. Ainsi le principe fondamental de la dynamique pout
Atre appliqu6. L'acc6l6ration r~sultante du satellite dons un r~f~rentiel inertiel est

* Agale A la somme de toutes les forces (par unit6 de masse). Llextrapolation d'orbite
consiste A r~soudre cette 6quation diff~rentielle du deuxifme ordre 6 diff~rentes
6poques, A partir d'une position et dune vitosse initiales.

Historiquement, du fait de la faiblesse des moyens de calcul alg~briques ou
num~riques, les "m6caniciens" ont essay6 de d~velopper des m~thodes de r~solution
anolytiques qui transforment les 6quations classiques de lo dynamique en un nouveau
systdme d'6quations diff~rentielles plus faciles A int~grer. Dons ce type do
transformation de m~canique c~leste, on applique la m~thode g~n~rale des perturbations
A la solution kepl~rienne triviale. Les calculs mont d~velopp~s jusqu'b un certain
degrA da cosplexit:6 qui donne le niveau de pr~cision de la solution du mouvement
orbital. Lorsqua l'on recherche une solution de pr~cision 6lev~e, ces m~thodes
analytiquos mont mintenant abandonndes au profit do m~thodes d'int~gration puremont
num~riques des mod~les de forces 1cm plus r~alis'zes.

La d~termination d'orbite consiste A comparer les solutions num~riques du syst~me
diff~rentiel dynamique aux observations fournies par las systames do poursuite do
satellite (mesures angulaires, do vitesse radiale, de distance ... ). Catte comparaison
parmet d'amliorer la connaissance des conditions initiales do la trajectoire et de
certains coefficients empiriques utilis~s pour combler los petits 6carts entre la
r~alitd et la moddlisation des forces. Cette amdlioration est obtenue 6 l'aide
J'algorithmes d'ajustement gdn~ralesent bas~s mur la m~thode dam moindres carr~s ;en
fonction do lapplication, on a recourm au filtrage de Kalman ou 6 des m~thodes
globales do moindres carrds.

ABSTRACT

For many years, CHES has beon involved in orbit computation. At the beginning
these calculations have been made for experimental purposes. Then, they have been
improved for operational projects much as low earth orbiting satellites, geostationnary
satellites and interplanetary probes.
More recently, C14ES nos decided to wuLik (in wit US~""A) Vn TOP!PX-PO99TDON
project which is realized for oceanic circulation determination. The use of a very
accurate (5 cm) on-board altimeter requires a very accurate orbit estimation (some
centimeters on altitude).

This paper presents some aspects of modern technics of orbit determination.

41
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Earth artificial satellites problem corresponds theoritically to the restrained
two-body problem. In fact the main central body (the Earth) cannot be considered as an
homogeneous rigid sphere. The main difference is the oblateness of the Earth and the
least ones are the irregularities in mass distributions inside the Earth. Furthermore
these irregularities are time dependant because of the elasticity and viscosity (Love
hypothesis) of the central body which is in the gravitational field of other celestial
bodies (Moon and Sun).

In the same way, the satellite is also perturbated by non gravitationnal effects.
First orbit determination computed at CNES space mathematics division took into account
atmospheric drag effects ;n order to predict the evolution of low altitude satellites
trajectories. Nowadays, others non gravitational effects must be considered in a
realistic forces model for applications requiring an even more accurate orbit
determination (TOPEX-POSEIDON).

The Earth artificial satellite can be considered as a forces detector in spatial
environment. Then the fundamental principle of the dynamics can be applied. The
resulting acceleration of the satellite in an inertial reference frame is equal to the
sum of all forces (per unit of mass). Orbit extrapolation consists in solving this
second order differential equation at different epochs from initial position and
velocity.

Historically, because of poor algebraic or numerical mean of calculation,
mechanicians tried to develop analytical resolution methods which roughly transform the
classical equations of dynamics into a new differential equations system easier to
integrate. In this kind of celestial mechanics transformations, we apply the general
perturbations methods to the trivial keplerian solution. Calculations are developped up
to a certain order of complexity which gives the level of precision of the orbital
motion solution. For high precision solution, these analytical methods are today
abandonned and replaced by purely numerical integration of the most realistic forces
models.

Orbit determination consists in comparing the numerical solutions of the dynamic
differential system to observations provided by satellite tracking systems (angular,
radial velocity, range ... measurements). This comparison allows to improve the
knowlegde of initial conditions of the trajectory and some empirical coefficients used
to fill up the small discrepancy between reality and forces modelisation. This
improvement is achieved by fitting algorithms generally based on least squares
methods ; depending on applications, Kalman filtering or global least squares methods
are implemented.

INTRODUCTION

La Iccalisation des satellites est rendue n6cessaire par le besoin de

- pointer sur eux des antennas do communication ou de localisation,

- prA-voir l'Avolution de la trajectoire sous l'action des acclrations
perturbatrices,

- contr6ler leur orbite (manoeuvres) afin de rdaliser les objectifs de la mission.

La r6alisation de ces t5ches est possible avec une pr~cision de l'ordre de
quelques centaines de m~tres, obtenue aisdment grace A une mod6lisation simplifide des
forces.

Pour certains satellites, la rdussite de la mission ncessite une plus grande
prcision do localisation. Gn pout citer :

- Le positionnement de balises terrestres (GPS - DORIS). La prcision de celui-ci

est directement fonction de la prdcision de la localisation du satellite.

- La localisation do v6hicules terrestres, a6riens (GPS).

- L'altimdtrie oc6anique ; l'altim~tre est tr~s utile pour l'6tude de la circula-
tion oc~anique (courants, tourbillons ...), A condition de connaltre laltitude
du satellite avec une pr~cision comparable A celle de l'instrument lui-mome. On
vise pour les annes 90, un ordre do grandeur de 10 cm (TOPEX-POSEIDON).

- La cindmatique terrestre. Il est possible, en suivant le mouvement d'un r6seau
de stations de poursuite terrestre par rapport A lorbite inertielle d'un
satellite, de mesurer les irr~gularits de la rotation terrestre (STARLETTE,
LAGEOS).

Commea nous venons de le voir, la pr6cision requise par certaines missions est de
l'ordre de quelques m~tres, voir quelques centim~tres. Xl est alors n~cessaire do
mod6liser beaucoup plus finement !as forces agissant sur 1- satelite, ct prrfols
d* iobu~ur des modOeles adapt6.; & cheque type do mission (prise en compte de la
gdom6trie ot de l'attitude du satellite...).

Ce type do calcul d'orbito rermet parfois, en re-.uur, d'am6liorer les modules do
forces (potential terrestre, densit6 atmosph~rique...).
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1. PRINCIPE DU CALCIJL DORUITE

On dispose d'un moddle dynamique de 1l6volution de la trajectolre du satellite,
plus ou mains complexe en fonction des objectifs de la mission, inais toujours entach6
doerreur.

1l est conc n~cessaire de recaler la trajectoire prddite par rapport A des mesures
de localisation (distance, angulaire, doppler, laser ... ) A laide d'un algorithme de
filtrage num~rique de type moindres carr~s ou Kalman.

L'6valuation do 1a pr~cision de restitution de 1a trajectoire est d~licate, faute
do crit~re absolu.

On a donc recours, on phase d'analyse de mission, 4 des analyses de covariance ou
A des simulations.

En phase op~rationnelle, il existe plusieurs techniques souvent compldmentaires
coszne

- L'analyse des r~sidus (mesure observ.,e - mosure calculde) par le calcul d'dcart-
types, le trac6 dhistogramios...

- L'6tude des recouvrements :Ia valeur des 6carts observ~s sur la p~riode de
recouvresont de deux 6phdrnirides provenant de deux calculs d'orbite d~calds dans
le temps donne une estimation de Ia pr~cision do ces calculs.

- Les comparaisons dorbites calculdes avoc diffdrents types de mesures ou
diff~rents logiciels.

2. QUELQUES EXEMP.LES DE CALCUL DORBITE

Le CNES dispose d'un r~seau 2 GHz do 4 stations, Aussoguel, Kiruna, Kourou et
Harteb'--esthock permettant doaffectuor trois types do mesures, distance, avec une
pr~ci-3ion de lordro de 10 w~tres, doppler. avoc Sne pr~cision do 0,3 Hz (correspondant
A untz pr~cisio. do 2,5 ca/sSsur 1a vitesse radiale) ot angulaire (0,051). Ce r~seau
Sort A calibrar 1e mat~riel et les logiciols utilisds pour le calcul d'orbite do
satellites gdostationnaires cosine TELECOM IA, IC ou TOP grice A des campagnos do
mosures sp~cifiques. La pr~cision obtenue est do lordre do 20 A 40 a (max.). 11 ost
L'galernent utilis6 pour los satellites h~liosynchrones d'observation do la terre, cosine
SPOTI. Lorbito optrationnolle est calculde avec: une pr~cision do 100 A 150 a (max.),
des caspagnos do calibration porfiettent do descondro A 15 a (max.).

La also A paste do satellites gdostationrialfres ost r~alis~o A l'aide du rdseau
CNES 2 Gliz compl6t6 par los stations de Malindi (ESA), Goldstone et Canberra
(OSN/NASA). Les objectifs do pr~cision sent do 110 a sur le demi grand-axe, 9.10-5 Sur
1lexcentricit6, correspondent A 2,5 km 1lo long do la trace, pour 1e premier apog~e, et
40 a our le 1/2 grand-axe et I km 1e long do la trace pour le quatri~me apog~e.

Le r6seau TRANET comportant 3 stations CNES (une vingtaine do stations au total)
permot doeffoctuer des mosures do type Doppler avec une pr~cision do l'ordre de
0,3 ca/s.

Lors de la campegne MERIT, les mesures rocueillis par 20 stations ont 6t6
utilisdes pour calculor l'orbito du satellite NOVA3. Les r~sidus en fin do traitemont
soat de 0, 5 ca/s et la trajoctoiro ost d~terminde avec une prtcision de 2 A 5 a (n.ax. ).
Plus r~cemmont, los 3 stations TRANET du CNES ont donn6, pour le satellite altimdtrique
GEOSAT des rdsidus do 0,6 A 1,3 ca/s ot une pr~cision do 15 A 20 a (max.) sur la
trajectoiro. Une des explications A la moins bonne qualit6 des r~sultats oat Ia
couverture moins cospldte de Vorbite avoc soulesent 3 stations.

501faCkirit beacons

*0ou ?uXe

S,,PACE -

b~t~on / "1

Figure I LO SyStdno DORIS 5
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Les mesures distances de type LASER sent parmi les plus pr~cises A P'heure
actuelle avec un bruit de inosure do 1 A 3 cm pour los stations les plus modernes. Des
calculs d'orbite pour des arcs do 5 A 30 jours avec les satellites STARLETrE et LAGEOS
conduisent A des rdsidus finaux do 15 A 30 cir (b 1 sigma) et une pr~cision de 2 A 5 mn
(max.) sur 1a ttajectoire.

Un nouveau type de mosures sera bient~t utitisd anu CNES :les mesures DORIS, de
type Doppler bifr~quonce (400 MHz - 2 Gflz) dunc la spdcificotion do pr~cision est de
0,3 mm/s. Le rdseau compartera A terse 50 baiisos d'orbitograpbie (34 A ce jour)
assurant une trds bonne couvorture gdagraphique. La nise en oeuvre probatoire do ce
syst~se consisto A embarquer un instrument DORIS A bord du satellite daobservation do
la terre SPOT2. Lemploi d'un nouveau modAle do potential (GEM-T2 ou GRIM4) at une
seilleure mod~lisati)n des forces do surface doivent persottro d'attoindre l'objectif
do pr~cision do 5 m le long do la trace.

L'instrument DORIS sera ensuito embarqu6 sur le satellite altim~trique TOPEX-
POSEIDON d'observation des ocdans. Ce satellite embarquora 6galement deux altiin~tres do
grande pr~ciigion (10 cm). Plusiours centres seront charg~s du calcul do l1orbite
prdcise avee un objectif de 10 cm on radial :Il GODDARD SPACE FLIGH1T CENTER (GSFC -
NASA) avec le logiciol GEODYN, l'Universitd du Texas (UTEX) avoc UTOPIA et 1e CNES Ovec
ZOOM9. outro los nosuros DORIS, des mesuros LASER, GPS et TDRSS seront dgalemant
utilis6es pour los diff~rents calculs d'orbite, pr~cise ot op6Lationnolle.

Un nouveau type de calcul d~orbite fait P'objet d'6tudes :Ia navigation
esbarqude. Ella consiste A effectuer les traitements A bord du satellite. La puissance
do calcul est done limitde et impose de recourir A un moddle dynamique simplifi6.

Un premi~ro 6tude cancerne un navigatour DORIS embarqu6, avec un objectif do
pr~cision de 500 mn, qui pourrait servir par example au pointage du t~lescope PASTEL do
communication aptique.

Une autre 6tude est relative A lemploi des mesures pseudorango et pseudorange-
rate GPS A bord de la navette HERMES. Des simulations ant permis d'6valuer la pr~cision
A 25 m et 4 cs/s (3 sigmaes), cette pr~cision 6tant atteinte au bout d'une rAvolution

3. LES PERTURBATIONS

Los orbites des satellites artificiels proches de la terre ob~issent en premidre
approximation aux lois de Kepler mais elles mont fortenent perturb~es at instablos sous
l'action des perturbations. 11 est done n~cessaire do inod~liser ces perturbations pour
calculer des trojoctoires de satellites de plus en plus pr~cises. ceci afin de r~pondre
A des bosomns de localisation de plus en plus fins.

On distingue doux grandos familles do perturbations. Les perturbctians d'origino
gravitationnelle qui no d~pendent ni de la g6oin~trie du satellite, ni de sa Masse cosine
la non sph(!ricit6 du potpntiel terrestre, los ph~nomdnes do mar~es terrostres et
ocdaniques et los forces o'attraction do la lune, du soleil ot d'autres planatos du
systdme solaire.

Los perturbations d'origine non gravitationnolla cosine 1e freinage atmosphcriquo,
lam prossions do radiation solaire directe at indirocte at les manoeuvres do contr~le
d'attitudo ot do maintien A paste.

On assiinile dgalornent A une force perturbatrice uno 6ventuolle acc~l~ration
cospl~mentaire d'entrainoment due au choix d'un r~f~rontiol d'int6gration non inertial.

3.1. LE POTENTIEL DE GRAVITA.TION TERRESTRE

Les interactions do type Newtonian crL'ent des accdldrations gravitatiannollos
ddrivant d'un potential de la forme

rps

avoc rps - distance entre P. point 6l6montairo do Masse dm ot S, position du
satellite

la smse 6tant Ltendue A toutes les masses.

I
- fOP ;OS) pout 6tre dC-veloppd on polyn~mes do Legendre et le potential

rpm exprim6 en coardonndes sph6riques A condition do concentrer toutes les
masses attractives dans una sphdre oO le sate-lite no rontrerait jamais. Cola WePst
posrsiblo "Wen eftpsrat 11c potentiel gravitotioniel en doux composantos, terrostre et
luni-solairo.

La Terre n'6tant ni sph~rique, ni homoguno, elle no pout 6tre consid~rde comma une
masse ponctuelle 6 loext6ricur d'une sph~re la contonant.



Le d6veloppement du potentiel terrestre en harmoniquos sph~riques conduit A
V expression:

5 MT ; n 3Ui (r,X,,;) - - E (_~)n Pnk (sin 0 )(Cnk cos k + Snk sin kA)
r n.O k.O r

avec Pn polyn~mes de Legendre Pn(x) - -
2 n! dxn

Pnk fonctions de Legendre Pnk - (l-x2)k/'
2  knx

MT :masse de la Terre

ae:rayon dquatorial de la Terre

r, A coordonn6es sph6riques du point S ext~rieur A la Terre (dins un repdre
terrostre) -

3.1.1. PARTIE STATIQUE DU POTENTIEL TERRESTRE

Les coefficients Cnk et Snk sont des fonctions du temps A cause de la non station-
narit6 de la r~partition des masses tarrestres qui ost due

- aux mardes oc~aniques,

- A la r~ponse 6lastique de la Terre aux potentials perturbateurs ext~rieurs
(rnar~e terrastra) -

- A des ph~nom~nes g6ophysiques internes.

Cetta non stationnaritCA ost cependant faible at los valeurs des coefficients do la
d~composition Cnk't) at Snk(t) restent asiez voisines des coefficients moans

Cflk - JCnjk(t) dt
Snk J Snk(t) dt

11 oat donc ldgiti-ne do s'int~resser A la "partie statique du potentiel
torrestre" * clest A dire au potential fictif dont la d~composition dens le rep~ra
tarrestre aurait pour coefficient

Cnk, Snk

Las gnar~es terrestres at oc~aniques seront prises en compte sous forme
d'incr6mens do coefficients du potentiel terrastre, variables dens le temps

ACnk(t), ASnk(t)

11 est possible do d~finir des coefficients normalis-s C15., Sim avec

Cno 21 I C1 O

Cnk ~ ~ ( (I is) (2 1) x 2 1
Snk Si

La syst~me d'axes du rep~re torrostra par rapport auquel sont d~finis los coeffi-
cients do potentiel est d~fini par:

- une origine en 0, contra do gravitd de la Terre d'oO

CIO - Cil - S1 0

- laxe Oz at assimilA A Ilaxe principal d'inartle d'oQ

C21 - S2 1 - 0

En fait le p6le d'inortie nest pas fixe sur la croOte torrastre.

Dlou introduction dui pOle CIO ou d'un p~le moyen (f ice sur la Terre at asses
voisini du p~le d'inartie) pour la d~composition du potential terrestra.

Un moddle de potentiel est donc d~fini par des constantes C JMT), ae at ler,
coefficients CnI,, Snk-

On pout citer lee s~ries GRIM (GRGS - DFGI) at GEM (GSPC) :GRIM 3, GEM 100 et
plus r~cemment GEM-Ti GEM-T2.
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3.1.2. INTERPRETATION PHYSIQUE

Les termes Cno, sont appel6s harrioniques zonaux. Ils traduisent une sym(-trie de
r6volutian par rapport A Vaxe Oz (k~ - 0 donc ils ne d6pendent pas de la longitude).
Ils sont parfois not6s Jn.

Le terme en J2 traduit V'aplatissement des p6les (R dquateur - R p6ie - 20 km)

J 2 P'20 sin~ 0 J2 (3 sin2 ,' 1
2

Figure 2 : Harmonique zonal (2,0)

Le terrne en J3 traduit la dissym6trie Nord/Sud do la Terre, celle-ci a une forme
de poiro

-33 P30sinP 23 (- 5 in2.p -3sin -
2

Figure 3 Harmonique zonal (3,0)

Les ternies Cnk, Sn +' 0) sont appel6s harmnoniques tessereaux. Les tessereaux
corresponiant A n - k sont appelds sectoriels et traduisent une formie en "quartiers
d'orange" de !a Terre.

Figure 4 liarraonique tesseral (9,6) Figure 5 Ilarmonique sectorial (9.9)
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Il faut noter qua le terme principal est le terme central au k6pl6rien
(Coo -J 0 - 1) tandis quo le J2 est de l1ordre de 10-3 et les autres termes de lordre
del10 6 ou plus petits.

3.1.3. EFFETS DES PERTURBATIONS LIEES AU MOD1CLE BE POTENTIEL

Les coefficients zonaux et tessereaux du potentiel terrestre ant des effets
s6culaires et/au p~riodiquas sur las 6l6mants orbitaux qui d~finissent larbite du
satellite (figure 6)

4 dezi-grand axe de Vorbtte Cw)

e .centricitt

.rto..r d. ,Enf C.:
o . aon drolt. do nocud asooodant (del)

4 d. . vlNet

at, 11....t~

-~~~~~~~~~ Las zoau pLar .1~c dsprurain

*s6culaires sur w , C0, at M

*courtes (- T/2) et longues (- Tw /2) p6riodes

T - p6riodo du satellite

Tw- p6riode du p6rig6e

- Les zonaux impairs exercent des perturbations

*longues p~riodes (m Tw
*courtes p~riades (z T)

- Les tassareaux exercent des perturbations

-moyennes p~riodes (1 jour ou una fraction de jour)

.courtos p6riodes avec an particulier des ph6nomenas de r6sonanco lorsque la
p6riode orbitale du satellite T ast un sous-multiple de la p~riode do rotation
de la Terre sur alle-ndme (I jour) : - TTerre/n. Les harsoniques tassareaux
dont l'ordre est un multiple de n produisant des ph~nomdnes de r~sonance cosine
par example C22 S2 pour las satellites g~ostationnaires ou las barsoniques
d'ordre 13, 26, ... ou 14, 28, ... pour las satellites bas cosine SPOT ou
TOPE.. bLobservation des rdsonances ast tr~s utile pour d6terminer las
horinaniquas corraspondants.

3.2. LE POTENTIEL LUNI-SOLAIRE

Intdrassons ncus maintenant A la deuxidme partie du potentiel gravitationnel
relative aux ef fats do la Lune at du Soleil.

En assimilant IVastra attracteur 6 une sphdre hornogdne A 1'ext~rieur de laquelle
so trauve le satellite, la formulation de NEWTON s'6crit

1 .;' A 3  16A1 3

avec Ma M4asse do l1astre pr.-rturbateur
S Position du centre do gravit6 du satellite
0 Centre do 10 Terra

A eCuiL do i'ostre attracteur

Bans cetta expression 1e terse en A1 ; reprdsente IVocc6ration effecrivement
subie par le satellite tandis quo Ie terse en dA/l6XI3 repr~sente calla quo nubit la
Terre.

ja ost dono bien lVacc,lt6ration diffdrentialle subie par le satellite dains un A
rep~ro li6 pu centre do la Terre.



Cette acc~l~ration d~rive d'un potentie. que l'on peut dcrire

s. OA I61

La constante dlint~gration 6tant choisie telle que le potentiel 9&annule A
l1origine (si S est en 0).

On peut alors la d~velopper sous la forme

rn
w I S Pn (COS 0)

n-2 on+,

Figure 7 Potentiel luni-solalre

Cette expression slapplique 6galement aux autres plandtes du systdme solaire si
lVon veut prendre leur effet en compte.

Ce potentiel est appol6 "potentiel des mar~es" car il cr~e des perturbatios
d'orbites terrestres mais dgalement des d~formations de la Terre 6lastique et de la
surface des oc6ans.

Le rapport r/ o prend, lorsque A est le Soleti. des valeurs de 4.10-5 1 2.10-4
pour des orbites basses A g~ostationnaires.'

Lorsque A est la Lune, il prend des valeurs de 1,6 10-2 A 10-1 pour des orbites
basses A gdostationnaires.

Dans le cas des orbites basses ou do l'6tude des siar6es on utilise lexpression de
W jusqu'au degr6 2:

r2  3 cos
2O) - 1

p3 2

Pour la prise en cospte do la perturbation lunaire Sur une orbite g~ostationnaire
on utilise leApression de W4 jusqu'au degr6 n - 3:

r2 3M5  [ cos2O - r 5 cos3 -3 cosoj

Par les d~forsiations do la Terre 6lastique et de la surface des oc~as qu'il
provoque, 1e ";otentiel des mar6es" cr~e une variation du potentiel terrestre. Ce
phdnom~ne est pris sn compte sous forme d'un potential perturbateur.du potentiel
statique tel qu'il a 6t6 d~fini pr~dedruent.

3.3. LE FROTTEMENT ATMOSPtIERIOUE

CZette perturbation do type non gravitationnel r~sulte des chocs des rnol~cules
composant la haute atmosphdre Sur los parois du satellite. MalgrA la faible velour des
densit~s atmosph~riques rencontrdes aux altitudes des satellites, ses derniers so
d~placent A do telles vitesses (7000 A 10000 m~s) qup le produitov' de la densit6
rencontr~c par 1e carr6 de la vitesse (g~n~ralement proportionnel aux forces
sarodynamiquos) nWest pas n~gligeablo.

11 en r~sulte une perturbation dorigine sarodynamique

- prdpond~rante pour los orbites tr~s basses (200 - 400 kin)

- pr~occupante jusquAd 1000 km.

[,exprossion do cetto acc~ldration porturbatrice est , avec une hypoth~so do
portanca nullo

2 m

avec 0 dcnsit6 atmosph~rique
CD coefficient a6rodynamique (qui varie entre 2.2 et 2,S)
S -surfa~ce do r~fdrence

-masse du satellite
V -vitesse relarive du satellite per rapport A llatmosph~ro
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Les param~tres A prendre en compte dens !a mod~lisation du frottosent
atmosphdrique son':

- l'Atat de I'atmosph~re comma sa masse volumique, sa tosp~rature et la masse
mol~culaire moyenne (calcul de la densit4),

- les positions relatives du satellite et du soleil (densit6),

- des param~tres physiques dlenvironnement cosuae le flux soloire, l'indice
gdomagn~tique (denait6), le taux de superrotation de l'atmosphdre et les vents
en altitude (calcul de la vitesse relative).

3.4. LA PRESSION DE RADIATION SOLAIRE DIRECTE

Cette perturbation pr~sente de grendes analogies avac le frottement atmosph~rique.
Elle r~sulte des chocs entre un flux de photons et la surface du satellite. On

distingue en g~n~ral deux composantes:

- la pression de radiation solaire directa,

- la pression de radiation solaire rediffus~e par la Terre.

Wexprossion de Ilacc~l~ration perturbatrice r~sultant de la pression de radiation
solaire directe est

. S LO SEA

s nISAI12  ISA
avec

1, - coefficient li6 aux qualit~s gdom~triques ot r~flectives des parois du
satellite

S - section de choc dens !a direction Soloil-satellite

m - masse du satellite

L- flux lumineux 6sis par le Soleil par st~radian

SA - vecteur satollite-Soleil

L'acc~l~ration perturbatrice r~sultant de la pression de radiation solaire radif-
fus~e est calculde 6 partir des 6l6sonts de la terra vus du satellite. Ella repr~sente
environ 25 % do la valeur de 3 'acc~l~ration due A la prassion de radiation solaire
directe. Sea erfets sur l'orbite du satellite sont cumulatifs.

3.4.1. EFFETS DES PERTURBATIONS bLESS A LA PRESSION DE RADIATION SOLAIRE

La pression de radiation solaire netraine pas de variation s~culaire sur le
demi-grand axe, sais des variations aignificatives sur 1Vexcantricit6 at Ilinclinaison.

On observe, pour un satellite sur orbite g~ostationnaire

- un terse s~culaire en inclinaison de O,9*/an at un terse pdriodique avec une
amplitude do 0,00351 6 13,66 jours et 0,023* 6 182,65 jours,

- des torsos s~culaires sur la longitude moyenne, at des torsos p~riodiques Moyen-
nos at longues p~riodes d'amplitude 0,019%,

- des torsos courtes p~riodes sur le desi-grand axe d'amplitude 965 m,

- des tarmes courtes et moyennes p~riodes sur l'excentricit6 d'asplitude 5.10-5.

On observe, pour un satellite sur orbite basso do typo SPOT (altitude 832 kmn):

- une r~sonance ontre la rotation du plan do l'orbite at la rotation apparento du
soleil,

- une d~rive do l'inclinaison do 3,34 10-2 d2gr~s/an qul fait diminuer l'heure
locale,

3.5. IMPORTANCES RELATIVES DES DIFFERENTES FORCES

Le tarme central Cu "KMplfrien" du potential a une importance pr~pond~ranto. C'est
lui qui donne une forme ellintiou' A I- trjctl" d ;-=111'' trt:a~Liu. Tovur. le
autres torsos du potentiel ainsi qua les autres forces no font quo d~forser ldgdrcinent
cotta ellipse at fairme tourner son plan.

Le second teres par ordre dimportanco d~croissante at !e J2 qui traduit l'apla-
tiasesent de la terra. Son ordre do grandeur at 10-3 par rapport au terse central.
Tovs los autras of Lots ont des ordraa de grandeur inf~ricurs ou 6gaux A 10-3 par
rapport au J2 donc 10-6 par rapport au terse central.

Lo frottesent ast tr~s li6 A 1Valt~tude du satellite at A l'activit6 solaire.



PRESSION DE RADIAIIOM SOLAJAE

ATTRACTION OU SOLEIL

ATTRACTION DE LA LURE

IRREGLJLARICES CE LA FORME CE LA TERRE (Joa .C)

FRoMM:ENr (-ALTITUDCEOE 150 I i 30km)

SAPLATISSEMENT CE LA TERRE ( J,)

ATTRACION CENTRALE

4,- 1. 1- 1- -I' I

Figure 8 :Comparaison des forces

La figure 8 donne des ordres de grandeur mais son interpr~tation est d&licate car
le module de chaque force (en dehors du terme central) pout aller de 0 A la borne sup6-
rieure en fonctlon de la gdom~trie du satellite, ce son altitude, de son attitude, et
de sa position sur orbite.

4. LE TRAITElEET DES PERTURBATTIONS

ILo calcul de la trajectoire d'un satellite se fait par int~grotion de l'6quation
fondamentale de la dynamique

d2x j
-.2 fj/n (i ,2,3

A atrdsconditions initiales(1

Xi (t -0) Xi

Xi (t 0) Yi

Dans le cac d'un satellite sournis uniquement A un champ newtonien do type
f 4/Cm pxi/r3 av.ec r2 . gxi 

2, in solution est une orbite k~pl~rienne

51'- a S4 .

i3-i S6 - M - nt :anomalie moyenne initiale

le mystdme (1) est alors dquivnlent au syst~me

dSi
- .0 i -1, ... ' 6
dt

Dans la r~alit6, le Satellite est soumis A un champ newtonien perturb6 la force
principale agissant sur le satellite est celle due au terse neutonien maim 11 faut
6gelement prendre en compte des termes compl~mentaires, cc qui ost r~alisable de deux
fagons

d 2
xi xi x
-t P 3 + Yi avrec 1i -<pr (2)

ou
dSj

- - Pi avec Pi petits (3)
dt

La m~thode des perturbations consiste A int~grer 1e systAme (3) de pr~f~renco au
syst~me (2).

Par contre, une int~gration numdrique du systdse (1) permet on g~n~ral d'atte'ndro
'sne meilleure pr~cisicn.



4.1. L'INTEGRATION NUMERIQIIE

Celle-ci consiste A approxis.ir le systdme

y-fly, t)

Y(t0 ) -Yo oQ: fly, t) eat d~terminde (4)
par

Yn= -n (Yn, tn) 01:2 h est le pas dlint~gration
h

Le choix du pas d'int~gration rdsulte d'un d~licat compromis entre la ndcessit6
d'une bonne approximation du systibme (4) et la maitrise des probl~mes num~riques
(erreurs de troncature et d'arrondis).

Lea y sont alarm calculds de proche en proche.

Les algorithmes utilis~s mont de deux types:

- A pins s~par~s :le calcul du point n + 1 ne d~pend qua du point n (RtJNGE-KUTTA
par example)

- A pas his :le recours A un processus it~ratif de pr~diction correction permet
un meilleur conditionnement num~rique du symtdme int~gr6, au Prix d'un probldme
de constitution du tableau initial au d~marraga du procesaus (COWELL par
example).

L'int~gration num~rique des 6quations du mouvement eat coOtause en temps de calcul
et lea arreurs de trancature et d'arrondis ant un ef fat cumulatif. on pout res~dier A
ce dernier probl~ma A haide de fanctions r~gularisantes qui r~duisant artificiellement
1a rapidit6 de la variation des perturbations par convolution avac une fonction bien
adapt~e.

4.2. L'EXTRAPOLATION O'ORBITE

Calle-ci permet do connaitre 1P6valution des param~tres d'orbite au cours du
tamps, en fonction des perturbations qui agisant sur le satellite.

11 existe pour cela des m~thodes anahytiques qui permettent una repr~sentetion et
une interpr~tation de chaque perturbation et une d~compositian harmonique de celle-ci
do la forme:

11 eat alora possible d'idantifier lea diff~rents param~tres.

La somme des d~co-positians harmoniquas des perturbations agissant sur le satel-
lite donna une d~coaposition du m~ma type qui facilite lenvoi des param~tres (nombre
himitd do param~tras a tranamattre pour permettra A un utilisataur daeffectuer sa
propra extrapolation d'orbite).

11 eat Agalemant possible de proc~der A une int~gratian num~rique. Comae nous
havons dAJA signal6 prdcAdemment, le point d~licat de cette m6thode eat le choix du
pas d'int~gration. Pour un satellite baa comae SPOT, par example, on utilise un mod~le
de potential camplet de degr6 at ordra nmax.

La plus petite p~riode des perturbations sera donc

Tm -T/flmax 00 T eat la p~riode orbitale

Le thdord-me de SHANNON impose une valeur maximale du pam dintgration, si Von
veut qua catte p~rinda soit observable par l1int~grateur

Tm T
h < - soit h < --

2 2 nmax

Pour SPOT (T - 100 sin) on peut utiliser un soddla comma GRIM 3, pour haqush
nmax - 36, d'oQ una valaur maximale du pam de lordre de 80 a.

Dana la pratique on axtrapohe une orbite de type SPOT avec un pas h - 1 minute.

Une trotsi~me mdthode, mixte, cansista A dliminer analytinuament las variations A
courtes p~riodes at A int~grer num~riquemant lea effets A moyen:s at hongue pdriode.

4.3. LE CROIX D'UN REPERE POUR LE CALCUL D'ORBITE

Un chnim lSIU = utwiste A rachercher un rep~ra inertial ;en
m~canique c~leste on peut donc calculer une orbite dans ha rap~re c~hasta moy~n d~fini
A una date to (par example le J2000). L'int~gration dem Aquations du mouvement eat
alarm Imm~diate maim h'expressian das acc~ldrations Cat d~icate dona un tel repdre
inertial. DC plus il n~ceasite un passage das position-vitesse, en fin de traitement,
du rep~re inertial de calcul dans un repdre tarrastre ou c~lesta instantan&. Ca choix
coaphique dgalement ha prime en campte des mesures entre le satellite at has stations
terreatras. Il n~cessite un double changement da rep~ra



11-12

J 2000 - repure vrai de la date - repure terrestre de !a date.

Le programme de calcul d'orbite pr6cise GEODYN du GODDARD SPACE FLIGHT CENTER
(NASA - Washington) fonctionne solon ce principe.

Une autre possibilith consiste 6 int~grer les 6quations du mouvement dens un
rep~re "tournent" : le ren)re c~leste vrai. La prise en compte des mesures est alors
plus simple mais ce choix n6cessite le calcul des acc6l6rations d'entrainement et de
CORIOLIS (dues & la pr6cession et A la nutation de l'axe de rotation de la Terre). Ces
acc616rations peuvent 8tre trait6es comme des perturbations.

Le prograime de calcul d'orbite pr~cise ZOOM du ONES (Toulouse) fonctionne selon
ce principe.

POLE DE L'ECLIPTIQUE

LIEU U POLE HOYEN

UN TOUR EN 235 TA-
25800 ANS TION P

PA~cSS 0 J1A2[1)

Figure 9 : Mouvement du moment cindtique terrestro

5. LES DIFFERENTS TYPES DE MESURES

5.1. LA MESURE DISTANCE

Son principe est la mesure d'un temps de propagation aller-retour.

AT Satellite t + i I On mesure A la date
le temps (Tt I X2)

d T1 12

d = C.(rl + T2)
2

Station Station t Station t + 11 + T2

Figure 10 : Mesure distance : temps de propagation aller-retour

11 existe plusieurs techniques pour cola

- le laser (paquets de photons)

- le radar (ondes centim6triques)

- les mesures par tons (signal d~fini A .'aide de sous-porteuses)

Ces derni~res consistent & mesurer en station le d6phasage entre l'onde 6mise et
l'onde reue.

Xo 250o o, ,.

2SOatllt

T<-I

F 1 zfpne

Figure i1 : osure tLance par tons



La mesure est dat~e au top 6mission t pr~cddant le top do rO-ception qui arrate la
*,oleur de la mesure

La mesure du d~phasage est effectuzde avec une ind~termination de 2np (p entier). A
cette ind~termination, correspond une ambigult6 dans is sesure de la distance do

C
Ad - -

2f

La pr~cision do la mesure est li~e A la r~solution de la mesure de d~phasage
(fraction r de la p~riode du ton) et A 1a fr~quence du ton

rc
ad-

2f

11 est n~cessaire de trouver un cosprosis entre lever dlambigult6 et pr~cision. Il
faut donc effectuer sisultandsent des stesures de distance A 1'aide do plusieurs tons de
fr~quences diff~rentes:

-le ton mineur permet de lever llasbiguXt6, par exesple pour 8 Hz

C
Ad -- - 18750 ks

2f

le1 ton sojeur donne la pr~cision du syst~ire de mesuro, par exemple, pour 100 KlHz
d -1,5 kmn (insuffisant sans le ton sineur) sais pour r - 10-2 ad - Ad . r - 15 mn.

La pr~cision de is aesure distance est of fect~e par son bruit
- laser < I a, I A 3 cm pour les stations do derni~re g~n~ration

- radar -10 a

- r~seau CNES 2 GHz -15 - 20 m

et par des biais lifs au temps de transit en station (6valu6 r~gulidrement grace
A des mesures do calibration) et au temps do transit A bord (dvalu6 grace A des mesures
do calibration avant le lancesent, avec un probldtne de stabilit6 au cours do la vie du
satellite).

5.2. LES tIESURES ANGIJLAIRES

Les diff~rentos techniques sont

- optiques :photographie du satellite sur fond d'6toilos

- interf~rom~triques :cosparaison do phase

-relevA de la position de lantenne, celle-ci pouvant avoir une monture azimutale

ou A la cardan.

zinith

Zenith

I; Axe 2

,on z ~~direction du weIPesaelt 

X

star tiNord

z ' T~mutstation

Est
Axe I

Figure 12 :Monture azlmutale Figure 13 Monture de cardan

Les bruits do mesures sont

- optioue 1 oescnnda W'e,-

- interf~ront~trique :variable

- relevil de position dantenne

*radar "Bretagne" 0.5 A 1 10-4 rad
*Antenne STL 4-6, 0Hz 2 10-4 rad
*Antenne r~seau CNES 111K 10- rad
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Les biais sont dus au calage des axes m~caniques (6volutions p~riodiques et

s~culaires), aux 6carts entre l'axe m~canigue ot laxe radio -6alctrique at au trainage

des asservissementS.

5.3. LES MESURES DOPPLER

L'effet Doppler se traduit par la relation

V

f- fe (I - -)
C

entre les fr~quences dmsise ot reque

La. s~thode de mesure est la m~thode "Quatant"

On compte A bord du r~cepteur qui petit 6tra le satellite oti la station terrestre,
tin nombre No da cycles regus entre daux dates t1 at t2.

Dens la pratique las fr~quences fe utilisdes (et donc les frdquences fr qtii s'en
dd-duisent) sont trop fortes pour qu'il soit possible de comptar las cycles regus
directesent. on fait donc battre 1a frdquenca fr avec tine fr~quence voisine fs. On
compte alors les battements du signal compos&.

TC

Fenktre Doppler

I Vr'iquenre nesu~re

12 HForloge (Ine

Figure 14 :Hesure doppler -comptage des cycles

La sesure est donc constitu~a des valeurs t (data de la mesure), N (nombre de
Cycles COmpt~s), TC (tesps de comptage), ZI (premier passage A z~ro aprds l'otvarttire
de la fen~tre doppler), Z2 (premier passage A zdro aprds la farseture de la fen~tre
doppler).

Las sesures doppler peuvent 6tre de type

- tne voie (montante oti descendante)

SAT 
SAT

fr - f (I'-tK)

Figures 15 - 16 Mesure doppler tine vole (descendante at montante)

-2 oti 3 voies

frb-quence fe dsise par tine station 1, revue par le satellite, fe (I -V/C),

r66mise avec tin factetir Cl C1 . e (I - V/C) at revu par tine station 2

V
ar Cl fe (1 - 2

C

2V
,C1  f (1 - )

CC

-X 2

Figure 17 Mesure doppler bi-vole
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240
En bando S, C -2-

5.4. LA REFRACTION ATMOSPHERIQUE

La plupart des mesures sont affectO-es par ce ph~nom~ne qui a pour of fet une

courbure du trajet et Vallongement ou le raccourcissement de celui-ci.

~SPIONOSPH0RE

I 803Okm

Figure 18 La r~fractlon atmosphdrique

5.4.1. LA CORRECTION TROPOSPHERIQUE

L'indice de r~fraction de la troposph~re est ind~pendant de la fr~quence et
fonction des conditions m~t6orologiques (prossion, tempdraturo, humidit6). Il existo
des inoddlec do correction troposph~rique d'une pr~cision do 1'ordre de 4%.

5.4.2. LA CORRECTION IONOSPHERIQUE

L'indice de r~fraction do Vionosph~re Oct Une fonotion inverse du carr6 do la
fr~quence e1 du contenu dlectronique.

Ce dornier est trds comploxe A mnod~liser. Af in de limiiter leffet ionosph~rique on
augmente la fr~quence de travail (2 GHz, 8 GHz, 30 GHz) ot on utilise des m~thodes de
correction bi-fr~quence (mesure A deun fr~quences et 6limination do leffet ionosph~ri-
quo au premier ordre, les erreurs sont r~siduelles).

5.5. LA NODELISATION DES NESIJRES

Les diffdrents types do mesurec sont mod~lis~s sous 18 forme

Oc (t + 6t) - f [X(t + 6t), X(t + 6t), Xs, P) + bt + b

avoc

t . date do la niesuro
At - errour do synchronisation et/ou erreur d'estimation du temps de

propagation
(X, X) - position-vitesse du satellite dans 1e rep~re d'int~gration

X, coordonnde do la station dans le mdme rep~re
P - param~tros technologiques
bt - bials cur la mnosure 6l6mnentaire (hA6 A Ilinstrument do mscure)

b, biais lifs A la position du satellite cur son orbite (r~fraction
atmosph~rique, attitude, correction do la monture, correction
relativiste, ... )

La sensibilit6 do la mesuro A diff~rents paramdtres oct Avahu~e gr~ce aux ddriv~es
partielles:

aoc af ax
Atat d'm satellite -

ax0  ax X

ao0  af ak

ak, 3aq ako

-station- -

ax5  axs

-datation et biais atf0  . 1 4
at at
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- param6tres du module de bs : -0 b(i

6. LA RESTITUTION D'ORBITE

Son objet est la connaissance au cours du temps des positions et vitesses du
satellite.

La seule extrapolation dorbite fournit une pr6cision insuffisante du fait de la
m6connaissance des mod6les, d'un pilotage en attitude isparfeit et des manoeuvres de
maintien & poste (comportement des tuydres).

La restitution d'orbite consiste A dlaborer des mesures th6oriques entre le(s)
satellite(s) et les stations sol 6 partir d'une orbite extrapol6e (mesures de type
distance, doppler ou angulaire).

Un algorithme d'estimation permet ensuite de r6duire les 6carts entre mesures
observ6es et mesures thdoriques par correction des param~tres orbiteux, dynamiques at
da mesure 6 laide des d6riv6es partielles des mesures par rapport A ces param6tres
(correction diff6rentielle).

La probldme d'astimation so rdsoud en fonction des informations disponiblas et des
paraindtres 6 estimer.

Lea informations disponibles sont des informations 6 priori (dispersions, con-
traintes) at las mesures avec leurs erreurs.

Las paramdtras 6 estimar peuvant dtra de dii f6rentes natures

- param~tres d'orbite (bulletin initial) at de moddle dynamique (coefficient
aultiplificatif sur une force ...)

- param6tres de masura (datation, 6cart de fr6quance par passage ... )

- paras6tres de g6od6sie dynamique at sesi-dynasique (mod6le de potential tar-

restra ... ).

Ils pauvent Atre lib6r6s (analyse de covariance :6tude des corr6lations entra
param6tres) ou ajustds (restitution dorbite proprement dite) an tenant coapte do
laxistenca des contraintes.

Deux grands groupes d'algorithmas sont isis en oeuvre 6 catta fin

- Les moindras carr~s, adapt6s 6 des traitemants en temps dii f6r6s, souvent impl6-
a ment6s sur de gros calculataurs et plut~t r6serv6s 6 des applications de grende

pr6cision.

- La filtrage numdriqua do K(ALMAN le plus souvent utilis6 dens des applications de
type temps rdel ,ce type d'algovithme, pouvant 6tre facilemant mis en oeuvre sur las
calculateurs qui 6quipent aujourd'hui lea satellites, parmet de doter cas derniers
d'une capacitd do navigation embarqude, ouvrant la voie 6 des v6hicules spatiaux de
plus an plus autonomes.
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OPTIMISATION DE LA MISE A POSTE D'UN COUPLE DE SATELLITES
SUR DES ORBITES GEOSYNCHRONEF EXCENTRIQUES ET INCLINEES

J. Bouchard et C. Aumasson

ONERA
BP 72

92322 Ch~tillon Cedex
FRANCE

RESUME

Un projet de systame de t6ldcommunication 6tudi6 par le CNES eat bas6 Sur l'uti-
lisation de deux satellites dvoluant sur des orbites gaosynchrones 24h, excentriques et
fortement inclin6es, dont les noeuds ascendants sont dacalds de 1800. Pour mettre A
poste ces satellites, il eat envisag6 do les injecter dens un premier temps sur l'or-
bite de transfert gaostationnaire standard (GTO) dalivrae par un lanceur Ariane. Chacun
d'eux eat ensuite tranafdr6 individuellement de celle-ci cur son orbite finale. Lea
manoeuvres A deux ou trois impulsions parriettant de raaliser cette seconde phase de la
mise A paste pour une consommation d'ergols minimale ant 6t6 datermins par une
mathode d'optimisation paramatrique basde Sur l'algorithme du gradient projtrd gandra-
lis6 mis au point A l'ONERA. Dana l'hypothbae oi) l'injection prdliminaire des satel-
lites Sur orbite GTO eat faite en deux lancements saparas, il ent possible de tealiser
lea deux trensferts ult6rieurs par des manoeuvres identiques si la durae s6parant lea
tirs eat conveneblement choisie. Si par contre on impose un lancement unique, lea
transferta sont a priori diff~rents et consrment chacun une quantitd d'ergols sup6-
rieure. Lea manoeuvres aptimales ont dt6 datermindes dana lea deux cas.

INTRODUCTYON

La d~finition d'un syst~me de t~l~comxsunication relay6 par satellites impose le
choix d'orbites bien adaptdes A la zone gdographique qua Ilon d6sire couvrir. En effet,
tout point de cette zone doit dtre en viaibilitd permenente d'au mains un satellite re-
lais sous le site le plus 6lev6 possible pour assurer de bonnes conditions de communi-
cation, maine en prasence d'obstecles comme en zone urbaine ou montagneuse.

Si pour lea ragions 6quatorieles, l'utilisation d'un satellite gdostationnaire
permet de remplir aisament cette condition, il nWen eat pas de mtme pour lea latitudes
plus 6levdes. Aussi le concept SYCOMORES dui Centre National d'Etudes Spatiales (CNES)
propose, pour couvrir la majeure pertie de l'Europe, d'utiliser deux satellites plac~s
Sur des orbites gdosynchrones 24h, excentriques et inclinaes, dont lea noeuda ascen-
dents sont dacalds do 1800. Lea traces au aol de ces satellites seraient identiques,
mais percourues avec un dacalage de temps do 12 heures de fagon & assurer un service
permanent cur l'Europe. Un site de visibilit6 toujours aupdricur A 550 pour l'un au
mons des deux satellites permettrait, dana le cas de communications entre v6hicules
terrastres, de doter ceux-ci de simples antennas non orientables pointaes verticale-
sent.

Pour mettre A poste lea deux satellites, il eat propos6 de lea injecter au moyen
d'un lanceur Ariane 4 cur une orbite de transfert 96ostationnaire (GTO) standard. Un
mateur A liquides r6-allusable permet alora de faire passer cheque satellite Sur son
orbite d~finitive en deux ou trois phases propulsives. Lea deux satellites peuvent 6tre
injectdes cur une mgme orbite GTO A la suite dun lancement unique, auquel cas lea
transferts optimaux du point de vue de la masse d'ergola cansommde ne seront pas effec-
tu~s par lea m~ines manoeuvres. La secande solution conaiste A injecttr lea sareLlitea
en deux lancements diatincta (au cours desquels chacun d'eux pourreit 6ventueIl~Omen t
accompagner un g6ostationnaire). En choisissant convenablement 1uintervalle de temps
s~parant lea tire, on pout toujours faire en carte que la configuration gdomatrique de
la;rbite finale par rapport a l'arbite GTO de dapart soit la m~me pour lea deux trans-
ferts. Par consaquent, las manopuvrea optimales permettant de his r6aliser cant dana cb
cas identiques pour lea deux satellites.

Quelle que soit la procddure de lincement choisie (tirs s~pards ou tir unique), la
d6termination des manoeivres A deux ou trois impulsions perisettant de transf~rer cheque
satellite cur son orbite finale pour una consommation d'ergala minisale eat in probl~me
dont on ne cannait pas de solution analytique, 6tant donn6 que chaque trensfert s'ef-
fectue ici entre des orbites qui ne cant ni coaxiales ni coplanoires (1). Ce pzobl~me a
donc 6t0 trait6 par une m6thode d'optimiaation nus~rique bae Sur l'algorithme dui
gradient projet6 ganaralis6 do 1'ONERA, gui pr~iaente l'intdrdt de pouvoir prendre en
compte facilament las contrainto's onrationnel les du nrohlinep_ sans Avoir A nzwnori -"
id(!e do la solution optimale. Lea transferts optiixaux A deux et trois impulsions ont
ainsi 6t6 daterminds pour chaque procaduze de lancement.

ORBITES SYCOMORES (31

SYCOMORES oat un concept de t6ldcainmunication entre vdhicules terrestres relay6 par
satellite. Il permettrait d'assurer en permanence un service de haute quelit6 Sur ]a
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plupart de l'Europe, ou cur toute zone de dimensions et de situation en latitude compa-
rables. 11 ast prdvu pour cola d'utilisar deux satellites rasplissant a tour de role la
fonction de relais par pdriodas de 12 haures. Las deux satellites seraiant placds sur
des orbites g~osynchrones, excentriques et inclindes caract~risdac pat las param~tres
suivants:

- demni grands axes: a1  -2  42 164 km (p~riode 24 haures)
- excentricit~s: a1 = 2 - 0.35
- inclinaisons: i 1 i2 - 600
- arguments de pdrigde: W. 2 - 2700

Pour qua le systama fonctionna convenablament, ii faut qua las deux satellites parcou-
rent oar rapport A la Terre une trajectoira unique, mais avac un dacalage de 12 heurac
des temps de passage en un point donnd. Catta condition ast satisfaite grace A daux
dquations liant las parambtres orbitaux rastarnts:

- ascensions droitas des neuds ascendants: n2 - Q1 = 1800 (1)
- anomalies moyennec: M42 - MI= 1800 (2)

La neud ascendant de l'une des orbites coincide donc avec la neud descendant de
l'autra, at IPun des satellites passe au parigac cheque qua fois qua la sacond est A
l'epogda.

La trajactoire dacrite par rapport A la Terre, qui act la mama pour las daux satel-
lites at dont la trace au sol act raprdsentae en figure 1, nWect pas entioremant
d~finie par ce qui prdcade. Il faut spacifiar an outre la longitude d'un de ses points,
par example cella de l'apog~a qui s'exprima par:

LA =91+ M, -TSG- /2 (3)

oa TSG act l'angle raparant la position du mdridien de Greenwich dens le repare absolu
da rafarence, A Ilinstant pour laquel act donnCa l'anomalie moyanna M du satellite I.
La valaur de LA ectuallament ratanue pour un service de taldcommunication da couverture
europaanna act:

LA 80S (Est)

Aucune condition supplamantaire n'4tant requise pour le fonctionnament correct du
systama, il existe un degr6 de libart6 dens la dafinition des orbites. Cala provient du
fait quil nWest pas utile d'imposer de fagon absolue ln chronologie du mouvament des
satellites: saul importe le dacalage de 12 heures entre laurs temps de passages an un
point donna de la trajectoire. En consdquence, on pout par examnple choisir librement la
valeur de .11: 02 ast alors fixa par (1), at las valeurs de M, at M2 A tout instant sent
dafinias par (2) at (3).

Fig. 1: Trace au sol des satellites SYCOMORES

Cheque satellite act utilisa commae ralais de taldcommunication pendant la p~rioda
de 12 hauras centr~a cur l'instent de passage A l'apogae de son orbita. Las valaurs
choisias pour les paramatras a, i at u) cent tahoes qua la mouvemant apparent du satel-
lite par rapport A Ia Terra act alors de feibla amplitude. En particuliar, sa latitude
at son altitude damaurant 6lavaes durent las 12 heures de service. De ce fait, at grace
& I'utilisation do daux satellites, un des daux relais act vu en permanence en Europe
sous un site nettement sup~riaur a calui sous lequel un gaostetionnaire pout otre
observ6. Las communications sent donc momns sansiblas aux obstacles, comma en zone
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urbaine ou montagneuse. La figure 2 indique les limites do la r~gion oa le site de vue
du satellite relais est A tout instant sup6rieur A 550, ce qui est le critbre choisi
pour d~finir une utilisation satisfaisante du systbrao.

Fig. 2: Zone do service permanent du syst~me SYCO14ORES (site > 55*)

PROCEDURE DR MISE A POSTE

Pour mettre A poste los deux satellites relais du concept SYCOMORES, ii est propos6
de los injector dans un premier temps sur l'orbite de transfort gdostationnaire stan-
dard (GTO) ddlivr6e par un lanceur Ariane 4. 11 s'agit d'une orbite 200 km - 36 000 km
inclin~e A environ 100 sur l'Eguatour. Son apogde, qui co~ncido avec le noeud ascen-
dant, appartiont A l'orbito gdostationnaire, si bien qu'une seule impulsion suf fit en
principe pour assurer la mise A poste d'un satellite sur ce typo d'orbite. L'orbite GTO
quo nous avons consid6r~e pout 6tro caract6ris6e par los parsamtres orbitaux suivants:

a0 = 24 372 km
00 = 0.35

io= 100
wo-1800

Quant 4 ilascenaion droito du noeud ascendant go, elle est fonction do Ilinatant do tir
puisque la longitude (par rapport A la Terre) du premier passage A l'apog~e Oat la mome
A ilissue do tous les lancements.

II faut noter que ce choix do l'orbite GTO en tent qu'orbite do depart de la misc A
poste r6sultoeon premier lieu du souci d'utiliser une proc~dure de lancement dprouv~e.
II autorise d'autre part l'injection simultande d'un ag6ost-ationnaire. 11 aurait 60~
copendant possible do d~finir, pour 1e lanceur retenu, urne trajectoire do montde d~dide
A la miso A poste des satellites SYCOMORES gui permatte do faire do substantiollos
6conomios d'ergols: l'Injection sorait faite sur uno orbito quasi coplanalro et s~cante
avoc l'orbite vis~e, si bien quo le transfert final serait fait on une saulo impuls~ion
!4J*

Deux variantos sont en fait envisagdoa pour la mise a poste via l'orbite GPO. La
premiore solution consiste A inje-tor los deux satellites en un soul lancoment, do
tollo sorto qu'ils sont tous los doux plac6s sur la m~ine orbite GTO. Cheque satellite
est ensuite transfdr6 sur sa propre orbito finale en deux ou trois arcs do poussde, au
inoyen d'un motour A liquidos r6-allumable. L'inconv~niont d'une telle proc~duro est
gu'clle roquiert dos manoeuivres a priori diffdrontes pour los deux transferts, qui no
consommont done pas forc~mont la m~ine quantit6 d'orgol. En outro, la consormation
totale est do toute fagon sup~rieure A cello quo n~cessitereit la soconde technique do
inise A poste propos~o. Celle-ci consiste A r~aliser Ilinjoction pr~liminaire on deux
lancoinents sdpar~s, avoc un intervallo do temps ontre los tirs tel quo les deux orbites
GTO obtenuos aient des nocuds ascendants diain~traloment oppos.z par rapport au centre
do la Terre. En effoctuant los m~mes manoeuvres do transfert pour- los deux satellites,
on est donc assur6 quo lours orbites finales prdsenteront elles auqsi cette propri~td,
clest-b-dire:

f2 - - 180'

ce gui est pr~cisdinent co quo Ilon recherche. Par consdguont, et contrairement A co gui
so produit dans le premier c05, 1e respect do cotte contrainte n'influe on aucune
inanibre sur 1s d~termination dos mnanoeuvres optimalos, gui coflsominent la mdine quantit6
d'ergols pour los deux transferts. En contre partie, cotte secondo proc~dure oat uin peu
plus d~licato d'un point do vue opdrationnel, pu$isqu'il existo un soul instant do



12-4

lancement possible par jour pour le second satellite, une fois le premier satellite
inJect6. L'heux- ' rep~rant cet instant avance de 4 minutes d'un jour A Ilautre, Soit la
difference antre le jour soleire et 1a p~riode do rotation terrestre.

II s'agit en sonme de quantifier le gain d'ergols que permet de r~aliser la seconde
procddure par rapport b la premi~re, ce qui permettra de d~cider s'il justifie une
procedure de mise A poste un peu plus contraignante.

TPAITEMHNT DUi PROBLEME

On souhaite d~terininer les manoeuvres optimales pormettant de transfdrer les deux
satellites SYCOMORES Sur lear orbite finale A partir d'une orbite GTO Ariane 4, dens
lea deit. hypothbses d'injection (lancement individual ou coupl6). La critbre A maximi-
zer ear ici la masse utile des satellites, la masse initiale inject~a sur orbite GTO
dtant fix6G. Cola roviont bien afir A minimiser la masse d'argol consommde par la misa A
poste.

Nous evens choisi do no pas limiter la durde des transferts. Do m~ma, nous no nous
sorates pas prdoccup~s pes do la position des saellites sur las orbitos finales, ou do
fagon 6quivalente do !a position do laura traces A la surface do la Terr,. On seit on
of fat quo l'anomalia d'un satellite pout Otre corrig~e eu prix d'unO consommation
d'ergols itinima, A condit-on de r~partir catte correction Sur uno p~riode suffisamment
longue. O'antra part, eucune contreinte sur la direction at le module des impulsions,
sur la visib-;iit des points do manoeuvres par des stations terre-,tres, ni Sur los

conditions d'Acleiremont solaira n'a 64'" prise en compta.I Qua la mise A poste soit couplde ou individuolle, nous avens cependant imposd A
chaque transfort do respecter deux types do contraintes. D'aberd, l'altitudo do p~rig6e
des diverses orbites intermddieiros deit 6tre supdriauro A 200 kin, afin d'6vitar un
freinaga atmosph~rique intense at pour assurer ainsi lour viabilit6 aur plusiours
r~volutions. Ensuitq, la disance do manoeuvre par rapport au centre do la Terra no
doit Atre ni trop petite, pour des raisons do visibilitd par des stations terrestres,
ni trop grande po"' des raisons do bilan do liaiso.' avec cos stations. Pour limite
lbause, nous evens adoptd la plupart du tomps la vaeur 200 In= (do aorta quo cotta
centreinte oat automatiquetzsnt setisfaite Si 1a premi46re Il'st aussi). Pour limito
haute, nous evens choisi la valour arbitreire do 100 000 kin, qui pormat en outra de
maintenir A foible niven los 6ventuallos perturbations gravitationnollos do la Lune.

Pour cette premi~re 6valuation de6 coOts do misa A poste, le mouvomant balistique
des satellites a 6tAs considdr6 comse 6tant purament kdpl~rien at los manoeuvres ont 61t6
mod6lisdes par des impulsions. ce qui perinot do d~finir cheque transfert par un noabre
fini do param~tres. La prubl~rno a donc Pu 8tro trait6 par on logiciel g~n~rel d'optimi-
ation param~trique bas6 sur l'algorithme dut gradient projet6. Cot algorithna parmet,
per opposition A coux do type gradient conjugud, do prondra an compte dirocteinent dos
contraintos d'AgalitA ou d'in~galit6, sans avoir A eatiner dos multiplicateurs do
Lagrange ou des coefficients do p~nalisetion irnconnus. La version qua nous evens d~va-
lopp~e A 1'ONERA Ien~ficie d'una am~liorat~ion de la technique do projection (projection
"g~n~ralisde") qui permet do zattrapar pregressivomont los erreurs dq r6aliation des
contraint06. Do la aorta, ii deviant possible d'initialiser le logiciel par un jeu do

param~tres 'non faisables', clout A dire qui no satisfont peas d'ombi~e toutes los

L'algorithmo utilisd oat 6vidoxnment stisceptible do converger non soulament vers
l'optimum absolu, isais encore vera tout optimum local. C'ost pourquoi nous avons systA-
Matiquomont essay6 un nombro asser important Cio jeux do perembtres initiaux, ef in quo
la solution rdallement optimale figure de fagon quasi-cortaino parni lea r~sultats
obterua. Cotte technique a 6t0 grandement facili4tde par !a robusesse et la rapiditd do
tr~iternant du logiciel.

Las doux proc~daros de misc ZI poste, individuelle at couplda ont 6t6 successivemont
ftudi14es, en consid~rent dars chacun des cas des transforts A deax ot truis impulsions.

PARAYM.TAGE D)'Uil IP1AISFERT IHPULSIONNEL

line fagon naturalle de d~crire uin trensfert entra doux orbites a N impulszons
censista A indlquer pour checune d'elles:

- la position stir l'erbite courante du point oia elle eat of fectu~e,
r.ep~r~e par example par son anomalie vraio,

- les treis composatitqs do la variation de vitease imprimdo.

Si ce jou de 414 param~tres d~fini:t antierement le tranafart, l'orbite finale obtenue A
Ilisaue des N inpulsions ainsi d~crites n'a a rpriori aucuno raison de coincider avec
l'orbite finale vis~e. Peur assurer l'Agalit6 de cos deux oxbites, il faut fixer autant
dc contraintei5 quo do peram~tres orbitaux impos~s, c'oat A dire au plue 5 dana Ie cas
pr~sent puisque l'on no Be prdoccupe pas do la position des satellites aur lea orbites
finales. Dens le cas d'une orbite finale enti~remont fixde (A l'anomalie prbs), 11 y a
denc 4N-5 degr~s de libert6 pour d6flnir un trarsfert A N impulsions, soit 3 en bi-
impulsionnel et 7 en tri-impulsivanol.
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Plut~t que d'employer effectivement lea param !tres intuitif a mentionnds ci-deaaus,
et d'imposer 5 contraintes d'6galit6, ii est pr~fdrable de choisir un jac de 4N-5
paramatres qui les satisfasse d'embl~e. Bien que le logiciel utilis6 soit parfaitement
capable de les prendre en compte, le traitement sera en effet d'autant plus rapide que
lea contraintes et lea paramatres seront momns nombreux.

Que ce soit pour les transferts A deux ou trois impulsions, le jeu de paramatres
affectivement choisi est basd sur le fait qu'il existe une seule orbite elliptique de
parambtre donnd p-a(l-e 2) passant par deux points quelconques de Ileapace, A condition
toutefois qua ceuxc-ci ne soxent pas alignds avec le centre de Ia Torre.

Pour un transfert bi-impulsionnel, nous avons donc retenu comme parambtres:

- l' anomalie vraie v0 de la premi~re impulsion aur l'orbite initiale,
- l'anomalie vraie v f da la seconde impulsion aur l'orbite finale,
- le parazs~tre p de I orbite interis6diaire.

En r~alit6, ces 3 paramatres ne suffisent pas pour d~crire entiarement le tranafert. Si
l'orbi te intermddiaire eat bten d6finie de fagon unique, elle peut cependant &tre
parcourue da.Ia lea deux sens. 11 fact par cons~quent ajouter en toute rigucur un qua-
tri~me parambtra diacret M d~finisaant le sens de parcours, par example:

- M=l si Ilouverture de l'arc d'orbite eat inf~rieure A 180*,
- M=-l ameon.

Quant au tranafert tri-impulsionnel, il pact 6tre caract~ris6 par lea 7 paramatrea
continua suivants:

- l'anomalie vraie v de la premiare impulaion sur l'orbite initiala,
- l'anomalie vraie vf da la aeconde impulsion sur l'orbite finale,
- lea troia coordonn ca sphdriques de Ia acconde impulaion (diatance d du centre de
la Terre, ascension droite a, d~clinaison 6),
- le pararrbtre pi de la premi~re orbite de transfert,
- la pardcnatre 02 de Ia seconde orbite de transfert,

auxquels il fact ajouter 2 jparam~tres discrets:

- M, at M2 d6finisaant respcctivexaent le sans de parcocra de la premi~re at de la
!jaconde orbite de transfert.

En d6finitive, il eat possible de d6crire un transfert bi ou tri-impulsionnal par
dea paramatres en nombra 6gal au nombre de degr~s do libert6, ai Ilon fait abstraction
des param~tres discrets d~finissant le sons de parcours des orbitea interm~diaires.
Accune contrainte nwest alors n6cesaaire pour assurer la coIncidence entra l'orbite
obtenue & Ilissce des manoeuvrea at l'orbite finale visde. Le parar.6trage indiqu6 ci-
dessus nweat cependant pas parfait dana la mescre oia il nwest pas valide lorsquc dccx
impulsions successives du tranafert sont align~es avec le centre de 1. Terre. En ce qui
concprne Ia mise A poste dos satellites SYCOMORES, il sembla toutofois quo la solution
optimale ne corresponde jamnais A catte situation.

KISH A POSTE INDIVIDIJELLE

On ne se ordoccupa dana cc cas qua do !a misc A~ poste du premier satellite, puisquc
le transf'"rt du second sera identique en manoeuvres at en coit si l'on choiait Judi-
ciauoement Ilinstant du deuxihmo lancemnent. Rappelona qu'aucune contrainte Wecst
izsposde A l'asccnaion droite S2, du nocud ascendant de l'orbite finale du premier
satellite, dont saulement 4 paramatras sont fixds. Avec le formalisme adopt6 ici, on
considdrera qua l'angla 69=Bl-QDO antvc lea lignes des noeuds initiale et finale du
transfert est un parasstrc suppldmentaire qu'il fact d~terminer. Il y a dancaum total 4
paras !tres continua A optimsiser an bi-impulsionnal, at 8 en tri-impulsionnel.

on souhaito maximiser la masse finale mf du setellite apr~s misc A poste, s masse
initiale mo 6tant fix6e. Ces dccx grandours sent li~es par l'dquation:

Mf -V/

01: - W eat la vitesse d'6jaction des niotaurs de misc & poste,
- A~V eat la "variation de vitess caract~ristiqua* associ~e aum tvwAnffrt-
(asm de nccde I vecLicno de vitesse du satellite produites par lea
impulsions).

Haximiser Mf eat donc dquivalent A minimiser aV, grandeur qui a le xs6ritte d'Atre ind6-
pondanto des performances du moteur, reor~sent~es ipi par W. C'est done la variation do
vitesse caractdristiqua tV qui cat classiquasuent choisie comma crit~ro A minimiser.



La contrainte imposant & l'altitude de p~rigde des diversos orbites interm6diaires

com~e Atros ipulions Pa cotra lalimitation A10000 km el itacsnr
le cntr dela err atlespoits o mnoevren' d raison d'Atre que dons le cas

du tanserttri-mpusionel.Ell es aneffet n~cessairesent satisfaite en bi-
impusionel copteten dela ntur de orite intiae t finale du transfert.

En pratique, le transfort optimal a 6td dftermin6 do deux fagons diff~rentes. La
premibre technique employde a consist6 A no pas traiter 6S2 comme un param~tre A optimi-
ser mais comme une donnde: nous avons effectu6 toute une sdrie d'optimisations pour des
,raleurs de A r~parties entro -l80* et 1800. La valour optimalo de 459 ainsi quo celle
du coft corrospondant sont ensuite identifides graphiquoment. L'int~rdt do cetto
m~thode lourde et peu pr~cise est qu'elle rend fort improbable la possibilit6 que la
solution finalersent obtenuG ne soit pas l'optinium global du probl~me. Et surtout, los
r~sultats de ce balayage permottront de rdsoudre aussi le problbme do la mise A poste
couplde. Par ailleurs nous avons dgaloment effectu6 une optimisation compIL~to (A 6Qf
libro) pour confirmer ot affiner la solution fournie par la premi~re m~thode.

Transfont-bi-.imnulsionnel

La technique do balayago permet. do tracer l'6volution du coft du transfert optimal
en fonction do 6SI (figure 3). En r~alit6, quelque soft la valour do ce param~tre, 1e
logicil d'opcimisation converge toujours yors plusiours solutions (g~ndralement doux),
selon l'initialisation qul lul a Wt fournie. Soul 10 coOt do la plus 6conomique
d'entre elles a Wt reprdsont6.

4A V GPt~mal "mf6)

2 impuisions
I AV= 2472 m/s

25000-

W~= 2259 m/s

-IC.0 0. 18O 0 A

Fig. 3: Coflt des transferts individuels optimraux

L'existonce d'optima multiples explique la presence do doux points anguloux cur
cette courbe. En of fot, lez divorses solutions obtenuos pour une valour donn~e do 6SI
appartiennent A outant de famillos d'optima locaux dont los paramtbtres ot 1e coat sont
des fonctions continues at d6rivables do AQ. Or suivant la valour do ce param~tro, la
solution optirnale globale n'appartient pas toujours a la m~me famillo do "candidats A
Iloptimalit6". Les vaeurs de 62 pour lesquellos so produisent les transitions corres-
pondent & une discontinuit6 do ponto do la courbo do coflt, ot A une discontinuit6 des
parambtres optimaux.

D'autre part, on pout constater quo, lorsquo 6Q vanie, il existe doux minima notto-
mont marquds pour los valeurs~n -W" 9* et 6R-" -1691. La promitre conduit au coOt le plus
foible, colt ,IV -2470 rn/s. Coo rdsultats sont enti~rement confirzs~s par l'optimisation
cornpltte qui fournit la description pr~cise du transfert, visualis6 cur la figure 4:

6Q- -9.11
v0  170.4* AV' = 2472 m/s 16re impulsi~on: 2330 m/s
vi- 237.70 2&me impul~sion: 92 m/s

p 391S0 km

La premi~re impulsion repr~sente 96% du A' total du transfert. Elle eat. r~alisde au
voisinage do l'apog~o do l'orbite GTO (v 0 = 170.40), ot) la vitesso du satellite oct !a
plus foible. 11 Oct alors particulibrement facile do modifier son orientation ot do
faire passer 1e satellite cur une orbite intermddiaire Presque coplanairo avec l'orbite
finale visde. Au point d'intersection do ces deux orbites. la secondo impulsion ef fec-
tue une correction minima pour compldter la mice A poste.
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,IV2= 92 mIs EM Ison

ZVI + 6V2 =2472 m/s

avl= 2380 m/s

Fig. 4: Transfert bi-impulsionnel optimal (mise A poste individuelle)

Remarquot. qua la valeurA=91 permet d'amener l'apogde de l'orbite GTO A proxi-
mit6 du plan a.. lorbite finale. C'est la configuration la plus favorable pour rdaliser
le changement .plan, qui est la partie la plus coOteuso du transfert. Cette configu-
ration pout naturellement dtre obtenue pour deox valeurs de L~Q distantes de 180*. Cela
explique l'existence du second optimum pour tA0= -l69*. Son coat est cependant plus
6levd puisque l'inclinaison mutuelle des orbites eat alors de 700 environ, au lieu de
500 dans lo ca3 or6c~dent.

Pour is solution optimale, l'sltitude de pdrig~e de l'orbite de transfert est
d'approximativement 23 000 km. Il no so pose donc aucun problfme de perturbation par
l'atmosph~re. Do plus, l'observation des points de manoeuvre par des stations terres-
tres est ais~e. L'altitodo do p6rig~e est 6galement sup~rieure A~ 200 km pour toutes lea
valours do 6nO autres quo -9.10.

Transfert tri-impulsionnel

La courbe d'6-volotion du co(It optimal on fonction do 69 eat comparable A cello
obtenue pour 1e transfert bi-impulsionnel (figure 3). Comma prdc~demment, 11 existe on
fait plosiours families de solutions. L'optimla global appartient A l'une ou A l'autre
solon la valeur de LQD. 11 oxiate en consequence 2 points angoleux aur la courba,
correapondant & une discontinuit6 des param~tres. Il eat intdresssnt de noter le
transfert tri-impolsionnel consomme syst6matiquement momns d'ergol quo le transfert bi-
impulsionnol, qoelque soit la valour do An. La minimum du coatt optimal lorsqu'on fait
varier Afl eat obtenu pour LADQ-70 . L'optimisation directs des 8 parambtres do la mise A
poste confi-rme co r~sultat et pr~cise lea caract~ristiques du transfort optimal corros-
pondant:

6~0= -6.9*
V~O 4.60
vf= 243.4*

= ~6.l06le impulsion: 442 m/s
6 = ~~l06V=2259 rn/s 26MO impulsion: 1148 in/s

d =100 000 km 36m' impulsion: 669 m/s
P1= 12 390 km
P2= 56 230 km

La premi~re impulsion eat of foctu6e Ai proximit~i do p~rig~e do l'orbito GTO (v0 =
4.60). Ella prodoit essentiollement une mont6e do l'apogde jusqu'& one distance voisino
do la valour maximale pormise pour lea manoeuvres (100 000 km), sans modifier lea
autres caract~ristiquea orbitales. En particulier, le plan do l'orbite resto inchangd.
Les deux manoeuvres suivantes sont tout a fait comparablos A cellos du tranafert bi-
impulsionnel. La secoiide impulsion, r~alisdo au voisinags do l'spog6e de la premibro
orbite de transfert, effectue 1e changemont de plan; elle repr6sente un pau plus do la
zaoiti6 do coat total. La troisi~me impulsion assure la mise 6i poste finale au point
d'interscction do is seconde orbite do transfert avec l'orbite vis6e (fioure 51.

En 6loignar.t l'apog6e do l'orbite intermddisire, la premiIbre manoeuvre pormet do
rdduire nettement la vitesse du satellite en ce point, ce qui facilite grandemont le
basculement do plan rdalis6 par la seconde impulsion. Son coatt a donc pu Otre r~duit do
moitid, do 2380 m/s & 1148 M/s. Malgr6 l'ojout d'one manoeuvre pr~liminaire at l'aug-
mentation trbs notte do A~V de la dernibre impulsion, cotta procddure reste avantageuse
par rapport ao bi-impulsionnel. Le gain global est do 213 m/s, soit 1'6quivalent do
guatre anndes do maintien A poste d'un satellite SYCOMORES (3).



Quelque soit la valeur de 6Q, les orbites intermddiaires ont toujours une altitude
de p~rig6e supdrieure Ak 200 kin, comme dans le cas du transfert bi-.impulsionnel. La
premite ne Vlest cependant que de 3 km pour la solution optimale. La contrainte de
distance maximale de manoeuvre eat par contre systematiquement active. La suppression
de cette contrainte s'accompagnerait donc de Ilaccroissement du param~tre d. Dana Ie
cas du transfert optimal, un essai d'optimisation a 6t0 fait en portant A 1 000 000 km
la valeur maximale impos~e A ce param~tre: comme auparavant cette limite a 6t attein-
te. Il semblerait donc que la solution optimale naturelle consiste A faire passer le
satellite sur une orbite parabolique, A rdaliser Ie change!,%.nt de plan A l'infini pour
un coft nul, et b revenir couper l'orbite finale visde aur un second arc de parabole.
On retrouve I& le transfert optimal "bi-parabolique" d6jA connu pour des transferts
plus simples (1).

,LVi +,V2 +,V3 = 2259 MIS

AV3= 669 m/s

4D 

AV2= 1148 mls

Fig. 5: Transfert tri-impulsionnel optimal (mise A poste individuelle)

Enf in, on peut remarquer que pour ce tranafert tri-impulsionnel, une impulsion
aasez importante (1a premibre) eat d~livr~e au voisinage du pd ig6e de l'orbite GTO, ci
qui pourrait slavdrer g~nant sur le plan opdrationnel (difficult6 d'4tablir une liaison
directe avec des stations aol). C'eat pourquoi nous avons refait un cdlcul d'optimisa-
tion en imposant une altitude minimale de manoeuvre de 2000 km. On constate que la
perte de performance induite se limite A 53 m/s de vitease caractdristique suppldmen-
taire.

MISE A POSTE COUPLEE

Les deux satellites sont inject6s simultan~ment sur une m~me orbite GTO, A partir
de laquelle ils aent ensuite transfC-rds individuellement vera leurs orbites finales
reapectives. Nous avons vu qu'il exists un degrd do libert6 dana le choix de leurs
2x5=l0 param~tres orbitaux. La seule contrainte impos~e aux ascensions droites 91 et Q
des noeuds ascendants de la premi~re et de la seconde orbite eat de v6rifier:

02=01 + 1800

Comme auparavant, on consid~rera donc 6Q0 = n1 - QQ comme un param~tre suppl6men-
taire du transfert A d~terminer. Par contre, la configuration de la seconde orbite
relativement A l'orbite GTO, d~fini;e par 60I = n2 - 00, sera alora impos~e puisque:

asl= W20 + 1800

Il s'agit donc d'optimiser j60 et le jeu de parambtres d~finisant cheque transfert,
soit au total 7 parem~tros continua en bi-inpulsionnel et 3 en tri-Jmpulsionsel. Le
critbre que lVon souhaite maximiser eat toujours le masse finale mf de cheque satellite
apres mise A poste, la .aasse totals in01 + mo plac~e sur orbite IGTO 6tant fix6e. Lea
satellites SYCOMORES remplissant une fonction identique, on impose naturellement que inf
soit Is m~ine pour lea deux. Dana ces conditions:

Mf -V/ Mf -- V2/W

o - W eat la vitesse d'Ajection des moteurs de misos A posts,
- 6Iet &2sont lea coOts an vitesse caract~ristiquc des deux trensferts.

0
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in0 1 + M0 V1/W V/
Par cons~quent =e + e

Mf

On peut d~finir une variation de vitesse caract~ristique fictive AV correspondant A un
transfert unique conduisant aux rn~mes variations de masse:

mo 0 e-A/ donc AV =W Loge V/+e62W

2 rnf 2

Maximiser mf est 6quivalent & minirniser AlV, qui est ind~pendant de la masse in0 +m0 2inject6e sur GTO. C'est donc AV que nous avons choisi comma indice de coat. '1i eat
intdressant de noter que la solution optirnale d~pend (un peu) de la vitesse d'&jection
W, contrairernant au cas du transfert individuel.

Avant dleffectuer l'optimisation comple~te des 7 ou 15 pararnbtres du transfert, nous
avons trait6 le problfme par simple exploitation des courbes donnant le coat optimnal
d'un transfert unique en fonction de 60, obtenoes pr6c~demmrent dans le cas de la inise A
poste individuelle. En effet, pour une valeur donn~e du parambtre 60I, ces courbes
donnent bien s~r le coat AV, du premier transfert, mais aussi le coat AV, du second,
puisqu'il s'agit de la valeur correspondant A Ln+1800. 11 est ainsi possibe de calco-
ler le coat global AV du transfert coupl4S pour toute valeur de W2. Nous av'ons donc
reprdsentd graphiquement l'4volution de AV en fonction de 60 dans le cas des mnanoeuvres
bi et tri-impulsionnelles (figure 6). Le trac6 aurait pu 6tre fait pour des valeurs
comprises entre -900 et +900 seulemant, puisque la p~riodicit6 en &2~ do probl~ine de la
inise A poste couplde eat de 1800. La vitesse d'6jection a 6t6 fix~e A 2800 rn/s.

'6V optimal (miS)

3 impulsions

LV= 2423 m/s

0 -

-%SO 0 0S 10 0 W)

Fig. 6: Coat des transferts coupl~s optirnaux

Les ranoeuvres tri-ispulsionnelles sont bien sOr plus 6conosniques qua celles & daux
impulsions quelle qua soit la valeur de 60D, puisque c'6tait d6JA le cas poor la rn~se A
poste individuelle. Qu'il s'agissa des manoeuvres & daux ou trois impulsion$, on
constata l'existence d'un seul optimum pour une valeur de Al0 voisina de 0*. L'optirni-
sation directe de la mise A poste confirme las r~sultats obtenus at fournit las valeurs
exactes des variations de vitesse caract~ristique pour chaque transfert:

bi-impulsionnel: tri-impulsionnel:.

60 1.30 60I = 0.60

AV 2885 rn/s 6V= 2423 rn/a

6V1 - 2642 rn/s Lvl= 2306 rn/s

6V2 - 2885 rn/s 6V2= 2535 rn/s

Comma pr~vu, las deux transferts de cheque mise A poste diff~rent par le coat (at
donc aussi par las caract~ristiques des impulsions). La diffdrence de AV so chiffre A
environ 230 rn/a, en bi comma en tri-impulsionnel. Cela se traduit par un 6cart de 9%
entre lea masses initiales des satellites, juate apr~s l'injection sur GTO. Il faut
noter qua dana l'hypothbse vraisernblable d'une structure identique pour lea deux satel-
lites, le r6servoir d'ergols de l'un d'entre eux eat par cons6quent partiellenent
rernpli au d~part.
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L~e couplage des mises A poste conduit A une augmentation du coOt global de 413 m/s
pour le transfert bi-impulsionnel. Cette Perte de performance tr~s nette fait perdre
dana ce cas tout int~rift A la procddure de lancement unique. L'augmentation du coat est
plus raisonnable pour le transfert A troja impulsions: elle eat de 164 m~s. Cela ne
semble cependant pas suffisant pour faire de la mise & poste coupl~e une solution
int~ressante, en raison de la valeur d6JA tr~s dlevde du coOt nominal (2259 m/s).

CONCLUSION

Le probl~me de is d6termination des manoeuvres bi et tri-impulsxunnelles A consom-
mation d'ergols minimale permattant de mettre A poste lea deux satellites du concept
SYCOMORES a Wt traitd num~riquement par une m6thode d'optimisation param6trique par
gradient projatd g~n~ralis4 misc au point A l'ONERA. Cet algorithme slest montr6 d'un
emploi tr?4s satisfaisant par son aptitude A converger rapidemant vera une solution
localement optimale quelles que soient les manoeuvres proposdes pour l'initialiacr.
Grace A cctte robustesse, il a Wt possible d'esssyer syst~rnatiquement en grand nomibre
d'initialisations, is meilleure solution sinai obtenue 6tant vraisemblablement l'opti-
mum global du probl~me. D'autrc part, la facultd de ls m~thode de traiter efficacement
des contraintes s'est av~r~e utile pour optimiser lea transfarta tri-impulsionnels,
pour lesquels ii eat indispensable de limiter la distance maximale de l'impulaion
interm~diaire.

11 eat apparu que ls proc6dure cvnsistant A injecter simultan6ment lea deux satel-
lites sur une mdma orbite de transfert g6ostationnaire A la suite d'un lancement unique
conduit & une consummation d'argols diff~rente pour lea deux transferta ult~rieurs.
Elle eat dana tos lea cas sup~rieure A celle des manoeuvres qu'il eat possible de
rdaliser en d~ployant lea satellites en deux lancemants distincts, faits a des instants
s~par~s par une durda judicieusement choisia. La diffdrence globale, qui se chit fre A
164 m/s de vitesse caract~ristique dans le cas le plus favorable (tri-impulsionnel),
semble trap importanta pour faire de Is misc A poste couplde une solution acceptable,
en raison du niveau d~jA trbs 6lavd de Is consammation reqoisa dana le cas de IF.
technique des lancements s~par~s. La variation de viteasa caract~ristique minimale, qui
cat alors ls m~ma pour les dccx satellites, cat en effet de 2472 m/s pour lea manoeu-
vres A daux impulsions, et de 2259 m/s pour callas A trois impulsions. Cette derni~re
valeur d~pend en fait de ls distance maximale sutorisde pour rdsli.sar l'impolsion
interm~diaire, ls consammatiun dtant bien s~r una fonctian ddcroissanta de cc param6-
tra.

La choix des transferts tri-impulsionnels parsit justifid par 1'Aconomie d'ergols
qu'ils of frent par rapport aux manoeuvres A acux impulsions. Catta dconomie, gui
correspond A quatre ann~es du maintien A paste des satellites, compense avantageusament
lea difficult~s op~rationnelles pos~cs par la r~alisation de la premi~re des trois
impulsions. La prablbma provient de cc qu'clla eat faite au voisinage du p~rig~e de

01 l'orbite de transfart g~astationnaira. L'altituda du satellite eat alors prache de 200
kin, et il eat par cons~quent d~licat d'assurer A cc moment des communications avec line
station da contr~le terrastra. La situation pout toutefois Otra am~liordc en imposant
una distance minimale de manoeuvre supdrieure & 200 km. Si V'on porte Cetta limite
infdrieure A 2000 kmn, on ne d~soptimise le tranafert qua de 53 m/s.
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SUMMARY

Noncoplanar orbital plane change trajectories for an aeroassisted sortie vehicle
(ASV) from a 220 nautical mile circular orbit at 28.5 degrees inclination to a 150
nautical mile circular polar orbit were optimized, subject to nose stagnation tem-
perature constraints. Both synergetic and two-impulse-deorbit aeroassist trajectories
were successfully optimized. The baseline aeroassisted sortie vehiclp, a double-delta
lifting body, had a maximum hypersonic L/D of 3.4. The ASV was powered by a liquid
hydrogen/oxygen rocket engine. The optimized synergetic plane change trajectory resul-
ted in the delivery of more pounds of payload to polar orbit than the two-impulse-
deorbit aeroassist trajectory. The propulsive AV expended by the ASV during the
baseline trajectory was less than half the propulsive AV required by a two-impulse,
all-propulsive orbital transfer maneuver. By adding propellant drop tanks of
approximately half of the gross weight of the ASV, the payload weight to polar orbit
was almost tripled with an optimal two-impulse-deorbit aeroassist trajectory. This
trajectory provided more payload to the final orbit for this ASV configuration than a
synergetic maneuver preceded by an exoatmospheric propulsive plane change. To fully
utilize an L/D capability greater than 3, the ASV must be able to sustain maximum nose
stagnation temperatures up to 4500 degrees Fahrenheit.

1.0 INTRODUCTION

Since the early sixties, synergetic or aeroassisted orbital plane change maneuvers
have been studied by a number of people and independent organizations, including the
USAF Flight Dynamics Laboratory. Today, orbital changes from low earth orbit (LEO) to
high earth orbits (HEO), particularly geosynchronous earth orbit (GEO) are accomplished
by all-propulsive upper stages such as the Centaur and the Inertial Upper Stage (IUS),
and rocket motors attached to the payload such as a propulsion assist module (PAM).
All velocity changes and orbital inclination changes required to transfer to the
required orbit are accomplished by a rocket engine burn. All of these upper stages are
expendable.

Since the early 1970's, NASA has investigated reuseable aeroconfigured upper stage
concepts that use aerodynamic forces during a pass through the upper atmosphere to
decrease the velocity and, depending upon the vehicle configuration (lifting shapes),
perform small plane changes during transfer from a high earth orbit to low earth orbit.
The maximum aerodynamic lift-to-drag ratio (L/D) of these concepts ranged from 0.25
for ballistic shapes to 1.5 for biconic shapes. These studies showed that by
utilizing aerodynamic drag and lift to decrease velocity and change the orbital plane,
significant reductions in propellant and tankage weight could be transferred into
increased payload capability. This orbital transfer technique is called aerobraking.
In 1980, two NASA studies [1,2) determined that ballistic aeroassisted orbital transfer
vehicle (AOTV) concepts could realize a 40% to 50% increase in the payload delivered to
geosynchronous earth orbit by employing aerobraking.

In 1983, the Air Force sponsored a study [3] to evaluate reuseable orbital
transfer vehicle concepts configured for maximum L/D ratios from 2 to 2.5. These
lifting body concepts used rocket propulsion and aerodynamic lift and drag to perform
orbital piane changes greater than 40 degrees. By using the synergetic plane change
techniquL, these high L/D concepts could perform large plane changes with significant
reductions in the propulsive energy (total velocity increment, AV) compared to
all-propulsive orbital transfer vehicles (see Figure 1). Although these high L/D
concepts could not carry as much payload to high earth orbits as the ballistic AOTVs,
they could execute large plane changes and return to a base in low earth orbit.

2.0 CONFIGURATION

The aerodynamic configuration of the aeroassisted sortie vehicle (ASV) is designed
to fly through the Mach 20 to 25 flight regime at a maximum lift-to-drag ratio (L/D)
greater than 3, allowing the vehicle to perform aeroassisted orbital plane changes
greater than 50 degrees. The ability to perform such a large orbital plane change
gives the aeroassisted sortie vehicle great potential to perform a variety of
atmospheric and exoatmospheric applications such as the deployment, recovery, or even
servicing of LEO satellites with orbit inclination angles ranging from less tha 28.5
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vehicle with the ability to perform successive orbital overflights over a particular
area of interest on the Earth's surface. Due to its high L/D, the ASV should also
have a great downrange and crossrange potential upon atmospheric descent to a landing
at a specific site on earth.

The vehicle configuration, shown in Figure 2, is a classical double-delta lifting
body featuring small leading edges for low inviscid drag, small outboard strakes and a
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full-span body flap for extra lift and longitudinal stability, and twin outboard
vertical fins for directional stability. The body flap is divided into a center flap
for extra trim control and right and left outboard flaps for integrated pitch and roll
control. Each vertical fin has a trailing edge rudder for directional control.

Additional concept features shown in Figure 2 include an advanced liquid hydrogen
and oxygen rocket engine and landing gear. The rocket engine has a vacuum thrust of
30,000 pounds and a corresponding vacuum Isp of 470 seconds. A passive thermal
protection material is utilized to allow the ASV to sustain stagnation radiation
equilibrium temperatures up to 4500 degrees Fahrenheit (F).

3.0 AERODYNAMICS

The longitudinal aerodynamic characteristics of the sortie .chicle configuration
were estimated with the hypersonic aerodynmaic methodologies in the Mark IV Supersonic-
Hypersonic Arbitrnry-Body Program (4]. Aerodynamic coefficients were computed at Mach
numbers of 15, 20, 25, and 27, for altitudes of 150,000, 175,000, 200,000, 250,000, and
270,000 feet. At each flight condition, aerodynamics were computed at angles of attack
from 0 to 40 degrees in increments of 5 degrees.

Figure 3 shows longitudinal stability and control surface effectiveness at Mach 20
for an altitude of 200,000 (200K) feet. The sortie vehicle is slightly unstable at low
anlges of attack, and is stable at the higher angles of attack where the vehicle will
fly in the trimmed (Cm 0 0) conditions. Tile stability and control characteristics are
similar at all the other flight conditions.

The characteristics of trimmed lift-to-drag ratio at Mach 20 and 25 are shown in
Figure 4. At Mach 20, the maximum L/D decreases from 3.4 at 200K feet to approx-
imately 2.4 at 250K feet (Figure 4a), primarily due to the increase in laminar skin
friction drag coefficient which is greater than 50% of the total drag coefficient at
altitudes near 250K feet and above. At Mach 25 and 270K feet, the maximum L/D drops
below 2 (Figure 4b).

4.0 NONCOPLANAR AEROASSISTED ORBIT TRANSFER

Several past studies [5,6) of aeroassisted noncoplanar orbital transfer have shown
a variety of trajectories that are optimal for certain conditions. Figure 5, from
Hanson [5], presents three major classes of aeroassist trajectories that can be the
optimal minumum fuel mode depending on the characteristics of the flight vehicle, and
on the final orbit sought.

The first of these modes is the one-impulse-deorbit aeroassiat trajectory, which
is named the aeroassist(1), for brevity. A flight vehicle inJtiates this trajectory
with a single deorbit boost that may be applied out of the orbit plane. This causes
the vehicle to enter the planet atmosphere where it maneuvers out of its orbital plane
through execution of a banked glide. The vehicle then applies thrust to complete the
plane change and to raise the apoapsis to the desired final orbital altitude. The
trajectory ends with a circularizing thrust phase.

The second class of optimal aeroassisted orbital transfer trajectories is the
two-impulse-deorbit aeroassist trajectory, or aeroassist(2). To initiate this
trajectory, the vehicle performs a transfer boost to raise its apoapsis. A second
boost is then performed at apoapsis to lower the periapsls, causing the vehicle to
enter the planetary atmosphere. The remainder of the trajectory is similar to that of
the aeroassist(l) trajectory.

The third mode of aeroassist transfer is the aeroparabolic trajectory. In theory,
the vehicle boosts into a parabolic trajectory and travels nearly an infinite distance
where it thrusts to change its orbit plane. The vehicle then returns to the
atmosphere, utilizing aerodynamic drag to decelerate and to reach the desired final
apoapsis. At this point, the vehicle performs a small thrust to circularize the orbit.
Reducing the maximum altitude of the aeroparabolic trajectory to more realistic values
will eventually drive the trajectory towards the aeroassist(2), where it becomes
optimal to perform a portion of the plane change within the atmosphere. Practical
limits on the duration of a manned orbit transfer for a vehicle like the ASV would
forbid the use of an aeroparabolic trajectory. This aeroassist trajectory was therefore
not further investigated in this study.

In his study of optimal aeroassisted orbit transfer, Hanson [5] compares the
optimality of a number of trajectory classes for noncoplanar transfer between circular
orbits. Some results of his work are presented in Figure 6. Hanson (5], and Vinh and
Hanson (6] (in earlier work on optimal acroassisted return from IIEO with plane change)
found that the optimal transfer mode depends on the maximum lift-to-drag ratio of the
flight vehicle, the ratio of final orbital radius to the radius of the sensible
atmosphere, the desired plane change angle, and the ratio of initial to final circular
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required by the vehicle to perform tic plane change and the final circi lar orbit
velocity.

For the baseline mission examined in this study, an orbital transfer with a 61.5
degree plane change, the value of n is 1.02. Maximum L/D for the sortie vehicle is 3.4.
Figures 6a, 6b, and 6c present results for flight vehicles with maximum lift-to-drag
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ratios of 1.0, 1.5, and 2.0, respectively, and for plane change angles ranging from 0 to
50 degrees. Although AV requirements for the ASV cannot be deduced from thesc plots
without unreasonable extrapolation, a general trend can be observed. As L/D increases,the differences in optimality between three of the modes decreases. These three modes

are the one and two-impulae-deorbit aeroassist maneuvers and the synergetic maneuver,
where all the plane change Is accomplished in the atmosphere. Liberal extrapolation of
these curves to a plane change of 61.5 degrees and an L/ of 3.4 would make all three
trajectory classes candidates for the optimal orbital transfer mode.

In Hanson's analysis, plane change can be accomplished during any of the thrust
phases for both the aeroassist(1) and aeroassist(2) trajectories. It was also assumed
that the next-to-last thrust phase applied in both the aeroassist(1) and aeroassist(Z)
trajectories occurred outside the atmosphere. The aeroassist(2) maneuver examined in
the study that follows allows for plane change throughout the trajectory (with the
exception of the small final recircularization boost) and the boost to final apoapsis
which occurs within the atmosphere.

The synergetic orbital plane change trajectory is actually a special case of the
aeroassist(1) trajectory, where all the plane change is accomplished within the
atmosphere. Preliminary findings for the applications investigated in this report
indicate that there was no significant advantage to performing the required plane
change with the aeroassist(1) trajectory compared to the synergetlc maneuver. Because
the aeroassist(1) trajectory is exponentially more time consuming to numerically
optimize than the synergetic maneuver (without promise of being more optimal for the
baseline trajectory examined), the aeroasslst(1) mode was not further examined in this
effort.

In the literature, two restricted types of synergetic orbital plane change trajec-
tories are often studied. These are the acrocruise and the aeroglide synergetic
maneuvers. Plane change is performed in an aerocruise trajectory by a constant
altitude banked turn with thrust throttled during the turn to equal drag. The
aeroglide synergetic maneuver differs from the aerocruise in that propulsion it not
applied until the entire plane change has been completed. The synergetic maneuver
studied here neither employs the aerocruise restrictions of a constant altitude turn
and a throttleable rocket engine, nor the aeroglide assumption that all plane change is
exclusively performed aerodynamically.

A complete background of general aeroassisted orbit transfer ccn be found in
two cx. t survey papers. Walberg (7] provides an extensive review of past work on
aeroass maneuvers, missions, vehicles, and related technology. The second survey
paper, I e (8], presents a comprehensive review of the optimization of minimum
fuel aer. orbital transfer between coplanar and noncoplanar orbits.

5.0 ANALYSIS

5.1 Numerical Trajectory Simulation and Optimization Methods

The Optimal Trajectories by Implicit Simulation (OTIS) computer program [9,10] was
used to compute all trajectory results presented in this paper. OTIS is a three
degree-of-freedom trajectory simulation computer program that employs nonlinear
programming optimization routines to provide the code with an advanced trajectory
optimization capability. OTIS can simulate and optimize the trajectories of a large
variety of flight vehicles ranging from subsonic aircraft to hypersonic vehicles and
spacecraft. OTIS contains options to incorporate a general spherical or oblate,
rotating or non-rotating, planet model. A number of gravitational and atmospheric
models are also available to the user.

This program differs from traditional (explicit) numerical trajectory optimization
techniques in that it treats the equations of motion as constraints and basically
iterates to find the optimal trajectory which satisfies these and other constraints,
including boundary conditions. An implicit optimization procedure based on Hermite
interpolation is used by OTIS to convert an optimal flight control problem to a
nonlinear programming problem. OTIS then employs a nonlinear programming package
called NPSOL to compute the optimal solution. NPSOL, developed by the Systems
Optimization Laboratory at Stanford University, utilizes sequential quadratic
programming methods. A thorough discussion of the formulation of the OTIS computer
program and of the implicit optimization techniques utilized are presented in
References 9 and 10.

Many past studies of the performance of the synergetic, or aeroassisted orbital
plane change maneuver have assumed constant L/D, and in some cases, constant angle of
attack and/or bank angle. The realistic variance of lift-ta-drag ratio with altitude
can be quite large as can be observed in Figure 4. In a recent study by Meaese and
others fil], it was found that constant angle of attack does not generally produce
optimal results even for the restricted case of constant altitude, aerocruise,
synergetic plane change. A number of studies [12, 13, 14, 15] of aerocruise,
synergetic maneuver optimization have allowed angle of attack and bank angle to vary
along the trajectory. However, some of these studies are based on restricted
optimization of one or more prescribed functions for the control angles. Bursey and
others [12] found optimal aerocruise and aeroglide synergetic trajectories based on
angle of attack and bank angle polynomials of degree three or less for each major phase
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of the trajectory. OTIS avoids these potential problems by utilizing quIntic spline
interpolations of the control angles at a large number of nodes within each phase of
the trajectory. Thie feature effectively removes control angle restrictions inherent
in many numerical optimizition methods, allowing for complete freedoc of the form of
the optimized control schedules.

Due to limited computer resources, numerical optimization of the entire synergetic
trajectory was not performed. To save computation time, an initial deorbit velocity
increment of 316.6 feet per second was assumed, providing the ASV with an entry flight
path angle of approximately -.63 degrees and a relative velocity of approximately
24,683 feet per second at an altitude of 300K feet. From these initial conditions, the
trajectory was simulated and optimized. Propulsion applied within the atmosphere was
modeled with finite thrust times and atmospheric pressure losses. The final AV,
applied to circularize the orbit of the aeroassisted sortie vehicle at an apogee of 150
nautical miles, was modeled as an impulsive burn and was determined by the optimization.
The synergetic orbital plane change maneuver was therefore globally optimized from the
initial condition prescribed at 300K feet to the final 150 nautical mile circular orbit
(polar) conditions.

The entire trajectory of the two-impulse-deorbit aeroassist maneuver was globally
optimized. Simulation commenced from the initial conditions of a 220 nautical mile
circular orbit with a 28.5 degree inclination and ended at the final conditions of a
150 nautical mile circular polar orbit. The first three thrust phases were modeled
with finite thrust times and optimized by the OTIS computer program. Thrust applied
within the atmosphere was corrected for atmospheric pressure loss. The final velocity
increment, applied to circularize the ASV at an apogee altitude of 150 nautical miles,
was modeled as an impulsive thrust; its magnitude was determined by the optimization.
To the best of the author's knowledge, no previous numerical, global optimization of
the entire two-impulse-deorbit aeroassisted orbit transfer has previously been
completed.

Initial and final conditions for both types of aeroassisted trajectories were
specified in terms of flight path angle, inertial velocity, and altitude. Initial
longitude was arbitrarily set to zero. Initial latitude and heading angle, however,
were left free to be optimized for each trajectory. This ability to optimize the
placement of the sortie vehicle within its orbit at the commencement of the maneuver
proved to be valuable. The initial orbit for all of the trajectories studied was
chosen to be a 220 nautical mile circular orbit with an inclination angle of 28.5
degrees. The final orbit was chosen to be a 150 nautical mile circular polar (90
degrees inclination) orbit.

Most analytical and numerical studies of aeroassisted orbital transfer have assumed
a spherical, non-rotating Earth model. A 1986 study by Ikawa (16] of AOTV tiajectories
investigated possible trajectory simulation errors due to the non-rotating planet
assumption. It was noted that numerical trajectory simulation using the non-rotating
Earth model caused velocity errors which gave dynamic pressure (and hence, lift and
drag) differences ranging up to 10% to 14%. Ikawa found that these dIfferences may
cause underprediction of the final altitude and overprediction of the attainable orbital
inclination change in a non-rotatirg Earth analysis. Ikowa concluded that the rotating
Earth effects must be included for realistic AOTV trajectory simulations.

In this study of noncoplanar orbit transfer optimization, a spherical, rotating
Earth model with an inverse square gravitational field and a 1976 U.S. Standard
Atmosphere were exclusively used. This analysis also assumed that the aeroassisted
sortie vehicle maintained zero slideslip throughout all of its trajectory. Because of
the high speeds involved in aeroassisted orbit transfer, heating constraints were
incorporated in the trajectory optimization for realistic results. Hence, all
trajectories examined in this study were optimized with radiation equilibrium
temperature constraints.

5.2 Eguations of Motion

The equations of motion used by the OTIS computer program for the ASV trajectory
analyses are given below in flight path coordinates [6].

VComsv (FA + Pp)/m + AG - VK (I)

drcso = jSino Cosy (2)

r I J Cos CosY

m dt (3)

td
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where,

V1 CosySinosino ] Sin7]

S
2
wE cos -CyCo + ECos 0
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CosoCosySino [ E C501

+ 2 ~ SinyCoso + Sin COsyTan4S+ - Cosy Sino(Siny - Cos Cosy!Tano) (4)

[ Cosy

and where,

m - Vehicle mass flow rate
m - Vehicle mass
V - Earth relative velocity magnitude (speed)
0 = Reading angle, clockwise from North
7 = Flight path angle, positive up
r = Radius from center of Earth
0 = Longitude, East from prime meridian
0 - Latitude
W E - Earth rotation rate

FA = Aerodynamic force

F = Vectored propulsive force

AG = Gravitational acceleration

5.3 The All-Propulsive Plane Change

To show the benefits of high ./D for an aeroassistced sortie vehicle to perform the
baseline plane change to a 150 nautical mile polar orbit, the theoretical propulsive
energy of the ASV can be compared to that required by an all-propulsive orbital
transfer vehicle (OTV) to perform a two-impulse, exoatmospheric plane change. The
requires propulsive energy expended during the plane change maneuver is expressed as a
theoretical impulsive velocity increment, AV, computed by the following equations.

AV Isp go ln[°0 (5)

where, W1 Initial weight of the vehicle
° 

- Final weight of the vehicle
a lsp - Vacuum specific impulse of the rocket (470 seconds)

go Acceleration of gravity at a mean earth radius

The AV for the all-propulsive orbital transfer is computed by the following equation.

AV= /Vc + Va - 2 V Vta cos Ai + [V2c . Vtp) (6)

where, Ai Orbital plane change angle
V l- Inertial circular orbital velocity (25,145.5 feet/second)

at 220 nautical miles

V - Inertial apogee velocity (25,024. feet/secord) for a
lohmann transfer orbit between the two circular orbits

V2c - Inertial circular orbital velocity (25,389.2 feet/second)
at 150 nautical miles

V - Inertial perigee velocity (25,511.4 feet/second) for a
Hohmann transfer orbit between the two circular orbits

The last two terms represent the additional AV required to circularize the orbit
at an altitude of 150 nautical miles.

6.0 RESULTS

The aeroassisced sortie vehicle was sized to perform a synergetic orbital plane
change from its rpace base In a circular orbit at an altitude of 220 nautical miles
and 28.5 degrees Inclination to a fina. 150 nautical mile circular polar orbit. Both
the synergetic and two-impulse-deorbit aeroassist maneuvers were optimized for this
trajectory. Because the synergetic maneuver Projeco.ry provcd to le opLimal (provided
more payload weight to the desired final orbit), it wai adopted as the baseline ASV
trajectory. Direct comparison between the equivalent synergetic and the two-
impulse-deorbit aeroasaist trajectories was not accomplished, When optimization of
the two-impulse-deorbit raneuver was attempted for the baseline vehicle, the
optimization routines caused the vehiclb to initiate a synergetic trajectory.
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Presented in a later section are results for a modified vehicle where the two-impulse-
deorbit aeroassisted plane change is tile optimal maneuver to attain the final circular
polar orbit.

The following trajectoty results represent optimized trajectories generated by the
Optimal Trajectories by Implicit Simulation (OTIS) computer program.

6.1 Baseline Trajectory

The details of the baseline trajectory, a synergetic orbital plane change
trajectory from an inclination of 28.5 degrees to 90 degrees, are shown in Pigure 7.
The vehicle entered the sensible atmosphere at an altitude of 300K foot, with a
velocity of 24,683 feet per second, and a flight path angle of -.63 degrees. For the
baseline trajectory, the radiation equilibrium stagnation temperature at the vehicle
nose was constrained to 4500 degrees Fahrenheit (F). The sortie vehicle flew an
unpowered descent for 1421 seconds (Figure 7a). The rocket engine was then ignited nd
the vehicle climbed out of the atmosphere. The minimum altitude at 159,344 feet was
reached at 1440 seconds, shortly after ignition of the rocket engine, shown as a sharp
increase in axial acceleration in Figure 7b.

Optimal control of the synergetic plane change wat effected by the modulation of
eagle of attack and bank angle (Figure 7c). During the initial descent, the angle of
ttack stayed near the value for maximum L/D (10 to 12 degrees), and the bank angle
increased to -174 degrees to enable a quicker descent in-.o the atmospbrc for greater
plane change. Angle of attack then increased to values between 18 degrees and 20
degrees and bank angle decreased to values between -80 degrees and -60 degrees,
resulting in an increase in the rate of inclination angle change (Figure 7d).
Throughout the trajectory, angle of attack and bank angle were optimally modulated to
enable the vehicle to fly at a maximum nose stagnation temperature of 4500 degrees F
(Figure 7e). For optimum inclination change subject to a heating constraint, the
vehicle flew at angles of attack higher than that corresponding to maximum L/D,
indicating a requirement for higher lift rather than maximum aerodynamic efficiency.

It can be sean from Figure 7d that more than half of the required inclination
change was achieved before rocket ignition. The initial heading angle of 90 degrees,
optimally determined by OTIS, indiated that the sortie vehicle began atmospheric entry
at an apex (maximum latitude - -28.5 degrees) in the orbit. Total heading change was
90 degrees for this baseline trajectory.

As shown in Figure 7e, the wing leading edge ctagnation temperatu'e reached a
maximum 3210 degrees F and the centerline static temperature reached a maximum 2909
degrees F. The centerline static temperature was computed at a point on the bottom
surface of the aeroassisted sortie vehicle 5 feet aft of the nose.

The lift-to-drag ratio reached a maximum 3.04 during the unpowered descent phase
and reached a maximum 3.09 during the powered ascent phase of the trajectory (Figure
7f). Prior to rocket engine ignition, the vehicle flew at an L/D near 2.5. For
nearly the entire trajectory, the vehicle flew at angles of attack higher than that
corresponding to the maximum L/D - on the "back side" of the L/D curve.

6.2 Effects of Varying Maximum Temperature Constraints

A series of optimized synergetic trajec:ories were run to determine the effect of
varying the maximum nose stagnation temperature constraint on vehicle payload weight to
polar orbit (Figure 8). For the baseline trajectory (maximum Tnose - 4500 degrees F),
the sortie vehicle carried 2417 pounds of payload to polar orbit. For a maximum
temperature of 4250 degrees F, the payload was only 440 pounds. For maximum nose
temperatures of 5000 and 5400 degrees F, the payload weights delivered to a 150
nautical mile circular polar orbit were 4713 and 5392 pounds, respectively. Increasing
the maximum temperature constraint allowed the vehicle to descend deeper into the
atmosphere, utilizing the higher L/D, and thus resulting greater payload capability.

The sensitivity of payload weight to maximum temperature (with respect to the
baseline trajectory values) is more acute at the lower maximum temperature constraints
investigated. A 5.6% decrease in maximum allowable temperature for the baseline
vehicle results in a 82% decrease in payload weight. An 11.1% increase in maximum
allowable nose temperature for the baseline aeroassisted sortie vehicle increases the
payload weight delivered to the final orbit by 95%.

6.3 Two-Impulse Aeroassiat with D'op Tanks

Subjected to a maximum temperature constraint of 4500 degrees F, the baseline
synergetic trajectory resulted in 2417 pounds of payload delivered to a 150 nautical
inile circular polar orbit. To evaluate an increased payload capability, two etternal
r p t vere Adl! to Lite acroassistea sortie vehicle. This tankage was ar-itrarily
chosen to have a weight of 30,000 pounds, approximately half of the gross weight of the
aeroas6sisted sortie vehicle. With an assumed mass fraction of .95, the drop tanks
provided the sortie vehicle with an additional 28,500 pounds of propellants and an
additional 6V capability of 5513 feet per second. This simulation required tle drop
tanks to be emptied and discarded prior to atmospheric entry. For the case of the
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two-impulse-deorbit aeroassist trajectory, tile tanks were discarded after the second
propulsive maneuver (See Figure 5).

The two-impulse-deorbir trajectory was programmed to allow global optimization of
the complete trajectory. Initial optimization efiorts quickly indicated that the
aeroassist(2) orbital plane change maneuver was al1nificantly more optImal than the
nynergetic maneuver for this configuration. Subjected to a maximum nose temperature of
4500 degrees F, the ASV with drop tanks delivered 7124 pounds of payload to polar orbit
during the two-impulse-deorbit seroassist trajectory. The equivalent synergctic
maneuver, preceded by an all-propulsive plane change which emptied the drop tanks,
delivered only 6167 pounds to polar orbit. Details of the atmospheric portion of the
nominal two-impulse-deorbit aeroassiat trajectory are presented in Figure 9.

For the nominal aeroasslst(2) trajectory, the radiation equilibrium stagnation
temperature at the vehicle nose was constrained at 4500 degrees F. The vehicle entered
the sensible atmosphere at an altitude of approximately 300K feet with a velocity of
approximately 27,200 feet per second and flight path nngle of approximately -2.3
degrees. The minimum altitude of 174,581 feet, and minimum velocity of 19,935 feet per
second were reached 8970 seconds into the trajectory (Figure 9a). At that time, the
rocket engine ignited and the vehicle climb2d out of the atmosphere, as indicated by
the sharp rise in axial vehicle acceleration in Figure 9b.

Optimal control of the atmospheric portion of the trajectory, constrainted by a
maximum nose temperature of 4500 degrees F, was effected by the modulation of anz1e of
attack and bank angle (Figure 9c). Comparison of angle of attack values between this
trajectory and those of the baseline synergetic maneuver (Figure 7c) shows that much
higher angles of attack are required during the unpowered portion of the aeroassist(2)
trajectory to pull the vehicle out of the very fast and steep atmospheric entry. In
both cases, the vehicle flew at angles of attack much higher than that corresponding
to maximum L/D (10 to 12 degrees), indicating a requirement for higher lift.

As indicated in Figure 9d, approximately 50.4 degrees of inclinition change was
accomplished during the atmospheric portion of the trajectory. A considerable portion
(over 14 degrees) of this inclination change was obtained above 200K feet during the
descent due to the very high atmospheric entry velocity, characteristic of the two-
impulse deorbit aerosssist maneuver.

The wing leading edge stagnation temperature reached a maximum 3692 degrees F and
the centerline static temperature reached a maximum 3328 degrees F (Figure 9e). The
centerline static temperature was computed at a point on the bottom surface of the
aeroassisted sortie vehicle 5 feet aft of the nose.

The lift-to-drag ratio flown by the vehicle reached a maximum value of 2.88 for a
few seconds during the powered ascent phase of the trajectory (Figure 9f). This value
is approximately 85% of the maximum L/D potential for the vehicle. A time-averaged
value of the L/D flown by the aeroassisted sortie vehicle below 200K feet altitude was
approximately 2.4.

6.4 Effects of Varying Maximum Temperature Constraints on the Aeroassirt(2)
Orbital Plane Change

A series of optimized two-impulse-deorbit aeroassist trajectories were computed to
determine the effect of varying the maximum nose stagnation temperature constraint on
vehicle payload weight to polar orbit (Figure !0). For the baseline trajectory, the
sortie vehicle carried 7124 pounds of payload to polar orbit. For a maximum tempera-
ture of 4100 degrees F, the payload was only 2207 pounds. The payload weights
delivered to a 150 nautical mile circular polar orbit were 12,377 and 15,752 pounds for
maximum nose temperatures of 5000 and 5500 degrees F, respectively. Increasing the
maximum temperature constraint resulted in higher entry velocities, higher utilized
L/D, and greater payload capability.

In comparison with the baseline synergetic trajectory, the 30,000 pound drop tanks
increased the payload to polar orbit by 4704 pounds, approximately 190%. For the 5000
and 5500 degrees F nose temperature constrained trajectories, the aeroassist(2) maneuver
with added drop tanks increased the payload capability by approximately 162% and 192%,
respectively. The sensitivity of increased weight to increased maximum temperature was
relatively high for the entire range of maximum temperature constrained aeroassist(2)
tralectories investigated.

6.5 Max L/D Vehicle Trade Study

To evaluate the ability of different vehicle configuration classes to perform the
baseline trajectory, optimal synergetic orbital transfer trajectories to a maximum
final incilnation angle were computed for the baseline high L/D vehicle (maxl-ii,
!/n - 3. ), z mcdlum (tlative) LiD venicle (maximum L/D - 3.0), and a low (relative)
L/D vehicle (maximum L/D - 2.2). For each vehicle, optimized trajectories were
computed with the maximum nose temperature constraint ranging from 3500 degrees F to
5000 degreer F. The payload was fixed at 1000 pounds for each trajectory.

To develop an approximate aerodynamic model for the medium L/D vehicle, the axial
force coefficient of the baseline vehicle at zero angle of attack, Mach 20, and an
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altitude of 200K feet was increased by 30%. This increment was then added to the axial
force coefficient at each angle of attack for each Mach number and altitude condition.
To develop an approximatc aerodynamic model for the low L/D vehicle, the axial force
coetficient of the baseline vehicle at zero angle of attack for the same conditions as
above was increased by 1001. This increment was then addsc to the axial force
coefficient at each flight condition. Also, the normal force coefficient at each

condition for the low L/D vehicle was scaled by a factor of 0.9. The resultant values
of L/D for all three vehicles at Mach 20 and an altitude of 200K feet are presented in
Figure 11.

The synergetic plane change trajectory for the high L/D vehicle was essentially

identical to the baseline trajectory presented in Figure 7. For brevity, this
trajectory is not shown. The final orbital inclination attained by the high L/D
vehicle was 94.9 degrees for the 1000 pound payload. The baseline trajectory resulted
in 2417 pounds of payload delivered to polar orbit. As a result, increasing the final
inclination angle by 4.9 degrees reduced the payload weight by 141' pounds.

The baseline synergetic plane change performance of the medium LID vehicle is
presented in Figure 12, Unlike the high LID vehicle, the medium L/D vehicle flared

near 230K feet and bounced out of the atmosphere to 345K feet. It then reentered the
atmesphe-e and flew an altitude profile similar to the high L/D vehicle (Figure 12a).
Rocket -,eine ignition occurred at 3100 seconds to boost the vehicle up to the polar

orbit condition (Figure 12b). As the vehicle bounced out of the atmosphere after the
initial flare, the angle of attack dropped to zero degrees twice before increasing to
20 degrees during the descent to the minimum altitude (Figure 12c). As the angle of
attack dropped to zero, the LID dropped to -0.25 (Figure 12d). For this trajectory,
the medium L/D vehicle reac',ee a final Inclination of 91.9 degrees.

For the low L/D vehicle, the baseline synergetic plane change performance to polar
orbit (Figure 13) showed trends similar to those of the medium L/D vehicle. Both
vehicles skipped out of the atmosphere before reentering and performing the plane
change, possibly indicating tat the assumed initial deorbit AV was not optimal, These
tvo dips into the atmosphere were approximately centered about two different nodes in
the orbit, with the first dip providing only a couple of degrees of inclination change.
The low L/D vehicle reached a final inclination of only 83.9 degrees.

The final inclination angle attained by each vehicle as a function of the maximum
nose temperature constraint is presented in Figure 14. Between the 4000 degree F and

3500 degree F constraints, the high L/D vehicle and the medium LID vehicle reached
approximatcly the same final inclination, implying that the high LID velicle could not
take full advantage of its aerodynamic performance capability. As the temperature
constraint was increased above 4000 degrees F, the high L/D vehicle was able to attain
increasingly larger values of the final inclination angle, compared to the medium and
low LID vehicles, respectively. The payoff of higher attainable final inclination

angle for greater maximum temperatures decreased for all three vehicle classes as
maximum temperature constraints increased.

To carry a 1000 pound payload from its base at an inclination of 28.5 degrees to
polar orbit, a sortie vehicle with a nosecap material capable of sustaining radiation
equilibrium stagnation temperatures up ro 4500 degrees F need only to have a maximum
L/D of 3.0. This implies that nose and leading edge radii on the vehicle can be larger
than those for a vehicle with a maximum LID of 3.4, which will also result in reduced
temperatures. To carry larger payloads to polar orbit, a vehicle with a larger maximum

L/D Is required.

6.6 Comparison with an All-Propulsive Plane Change

The theoretical impulsive AV capability and the AV required for all-propulsive
orbit transfer are computed by equations 5 and 6, respectively. Without payload, the
aeroassisted sortie vehicle alone has a AV capability of 12,817 feet per secon4.
Depending on the maximum temperature constraint imposed on the sortie vehicle, this AV
capability allows the ASV to place significant payload weight into polar orbit. For
the synergetic baseline trajectory subjected to a maximum nose stagnation temperature
of 4500 degrees F, the aeroassisted sortie vehicle can transport 2417 pounds of payload
from a circular 220 nautical mile 28.5 degree inclined orbit to a 150 nautical mile
circular polar orbit. This trajectory required a theoretical velocity impulse of
11,525 feet per second (equation 5). Placement of the same payload by a two-impulse,
all-propulsive orbital plane change would require a theoretical velocity impulse of
25,774 feet per second (equation 6). Furthermore, an OTV having the same AV capability
as the sortie vehicle could place a 1000 pound payload to a final inclination of only

58.4 degrees, instead of the 94.9 and 91.9 degrees achieved by the baseline high and
medium L/D sortie vehicles constrained by a maximum nose temperature of 4500 degrees F.

Adding propellant drop tanks to the aeroassisted sortie vehicle increases its AV
capability to 18,330 feet per second. This allows the placement of 7124 pounds of
payload to polar orbit by the two-impulse-deorbit aeroassist maneuver constrained by a

maximum temperature of 4500 degrees F. An OTV with this velocity increment capability
can only reach a final inclination angle of 71.6 degrees with a two-impulse
all-propulsive maneuver.
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CONCLUSIONS

Noncoplanar orbital plane change trajectories for an aeroassisted sortie vehicle
from 220 nautical mile circular orbit at 28.5 degrees inclination to a 150 nautical
mile circular polar orbit were optimized, subject to nose stagnation temperature
constraints. Both synergetic and two-impulge-deorbit aeroassisted trajectories were
successfully optimized.

The synergetic maneuver, where all of the plane change occured within the atmos-
phere, was found to be more optimal then the two-impulse-deorbit aeroassist maneuver
for the baseline vehicle and trajectory. The optimized synergetic plane change
trajectory resulted in the delivery of 2417 pounds of payload to polar orbit. The
11,525 feet per second of propulsive AV expended during this trajectory was less than
half the propulsive AV (25,774 feet per second) required by a two-impulse, all-
propulsive orbital transfer maneuver.

For the baseline trajectory, the two-impulse-deorbit aerossaist trajectory was the
optimal plane change maneuver for the ASV with drop tanks. The entire two-impulse-
deorbit neroasslated orbital plane change trajectory was globally optimized. By adding
30,000 pound propellant drop tanks, approximately half of the gross weight of the ASV'
the payload weight (7124 pounds) to polar orbit was almost tripled.

The effect of varying the maximum nose stagnation temperature constraint on vehicle
payload weight delivery to polar orbit was investigated. Results showed a decrease in
sensitivity at the higher maximum temperature constraints for both claqses of
aeroasaist trajectories, with the decrease in payoff for the synergetic maneuver being
more pronounced.

To evaluate the ability of different vehicle configuration classes to perform the
baseline trajectory, optimal synergetic orbital transfer trajectories to a maximum
final inclination angle with a fixed payload of 1000 pounds were computed for three
different maximum L/D vehicles. To fully utilize an LID capability greater than 3, the
ASV must be able to sustain maximum nose stagnation temperatures greater than 4400
degrees F. For a vehicle with a maximum LID of 2.2 to carry 1000 pounds payload to the
baseline polar orbit, the maximum nose stagnation temperature must exceed 4900 degrees
F.

Some general conclusions can be made concerning both the synergetic and two-
impulse-deorbit aeroassist maneuvers. For either optimum inclination change for a
fixed payload mass, or optimum payload weight for a fixed final inclination angle
subject to a wide range of heating constraints, the sortie vehicle generally flew at
angles of attack much higher than that corresponding to maximum L/D. This observation
indicated a requirement for higher lift rather than maximum aerodynamic efficiency.

Increasing the maximum temperature constraint allowed the aeroassisted sortie
vehicle to descend deeper into the atmosphere, utilizing increased atmospheric density
to perform the plane change more quickly and efficiently. Increasing the maxinum
temperature constraint also allowed the sortie vehicle to fly at higher lift-to-drag
ratios. There is a large performance payoff for increasing the maximum temperature
constraint. However, the sensitivity of this payoff decreased with increasing maximum
temperature, indicating the existence of a limit where increasing the thermal
protection system of a flight vehicle would not be worth the added weight and/or the
cost of increased technology for passive thermal protection systems.

It is anticipated that new passive thermal protection materials capable of
sustaining temperatures up to 4500 degrees F (not a defined boundary) will be available
by the late 1990's. To handle temperatures above 4500 degrees F, active cooling will
be required, which will likely be less expensive than high-technology materials for
passive cooling.

A planned insertion of a payload to polar orbit would be most efficiently
accomplished by a ground launch directly into the desired low earth orbit. However,
for fast response time requirements, to quickly service an ailing satellite, or for a
variety of other applications, an aeroassisted sortie vehicle based in low earth orbit
that has the potential to reach a large range of orbits (inclination ranging from at
least 28.5 degrees to 90 degrees) could be a great asset. After accoun ng for the
difference in additional structural and thermal protection system weighc required by
the sortie vehicle to fly in a high temperature environment, compared to the structural
weight of the all-propulsive orbital transfer vehicle, the sortie vehicle will likely
have significantly more payload capability to perform the baseline trajectory to polar
orbit.
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SUMMARY

This paper intends to present an overview of the requirements and concepts for the HERMES rendezvous system. A
review of the mission requirements and constraints, mainly dictated by safety rules and wan involvement, is first performed to
highlight the impact of the vehicle configurations and environment on the definition of the GNC subsystem. The whole RV
scenario from the end of the transfer phase up to the docking is described. A particular attention is devoted to the elaboration
of guidance and control strategies for the homing and the final approach phases. The navigation system selected and designed
for HERMES is presented, with some emphasis on the GPS navigation dedicated to the homing and closing phases and the
optical navigation during the final approach. The redundant philosophy for the RV system and the crew involvement in the
GNC and management process are also discussed.

LIST of ACRONYMS

CFF Columbus Free Flyer
CG Center of GrAvity
CW Clohessy-Wiltshire
DRS Data Relay Satellite
FDIR Failure Detection, Isolation and Recovery
FOIFS Fail Operational / Fail Safe
GNC Guidance, Navigation and Control
GPS Global Positioning System
GPSS GPS Satellite
HUD Head Up Display
IMU inertial Measurement Unit
LOS Lign Of Sight
MMI Man Machine Interface
RV RendezVous
RVD RendezVous and Docking
RVS RendezVous Sensor
STS STar Sensor
TDF Target Docking Frame
TOF T',get Orbital Frame

1 - INTRODUCTION

Since several years in Europe, a great emphasis has been placed on the study and the development of new
technologies which should enable to engage Europe on the path to manned space flight. The three cornerstones of the related
preparatory program are ARIANE V for launching, COLOMBUS Free Flyer Laboratory (CFF) for orbital infrastructure and
HERMES which performs the transportation of men and enables them to intervene on the CFF infrastructure. Among the
various challenging stages arising in the HERMES-CFF mission, the Rendezvous and Docking operations are essential
technologies which must be mastered. These operations require a complex Guidance, Navigation and Control (GNC) system to
ensure, with safety aspects as majors drivers, the control, monitoring and supervision tasks.

This paper intends to present an overview of the requirements and concepts for the HERMES rendezvous system. A
review of the mission requirements and constraints, mainly dictated by safety rules and man involvement, is first performed to
highlight the impact of the vehicle configurations and environment on the definition of the GNC subsystem. The whole RV
scenario from the end of the transfer phase up to the docking is described. A particular attention is devoted to the elaboration
of guidance and control strategies for the homing and the final approach phases. The navigation system selected and designed
for HERMES is presented, with some emphasis on the GPS navigation dedicated to the homing and closing phases and the
optical navigation during the f'inal approach. The crew involvement in the GNC and management process are also discussed. A
large amount of the concepts described in this parer is not especially dedicated to the HERMES-CFF mission but may be
applied to a generic rendezvous scenario. So, the reader should not be surprised if sometimes the generic terms "chaser" and
"target" are used instead of "HERMES" and "CFF".

2 - MISSION DEFINITION AND RP.quIRbbMENTS

2.1 - In-orbIt Rendezvous and Docking (RVD) description

The in.orbit part of the RV mission between HERMES and the CFF space station can be divided into three main
phases : transfer, homing/closing and final approach, with their symmetric counterparts : retreat, moving away, de-orbiting.
The reference scenario can be described as follows. After the injection of HERMES by Ariane V in the orbital plane of the
Space Station, a Hohmann boost is achieved to transfer the space plane on an orbit the apogee of which lies about 10 km
below the circular target orbit, at the altitude of 450 kin. When the apogee has drifted sufficiently close to the target, an other
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Hohmann boost circularizes the chaser orbit, A coast phase then follows for navigation needs. Tie next phase consists in

manoieuvring HERMES from its transfer orbit to a hold point located on the target orbit about 100 mn behind. This phase can

be divided in two subphases : the homing from the transfer orbit up to a stable point on the target orbit, 1 km behind, and the
closing from this point to an other point at 100 mn firom the target. Then, a slewing manoeuvre puts HERMES back to the

target and the acquisition of the optical navigation means is performed. If the target is sun-pointed, or if the docking axis is
not pointed along the target orbit, a fly-around is requited. The CFF satin, whlich is nominally sun-pointed. acquires an earth-
pointed attitude during the RVD operation, so that the fly-around is avoided. The last RV phase is the final approach from 100

n to the docking. A hold point is planned at 20 m from the target in Order to acquire the relative attitude of both vehicles.
Figure I shows the reference RV profile drawn in the t.rget orbital frame. The different subphases of the RV mission are
summarized in Table 1.

Distance from Subphase Operations
the target

80km S1 last transfer boost
SI -S2 coast phase - acquisition of the

target GPS measurements
$2 •3 vertical homing phase

1 km S3 held point
S3- S4 closing phase ('hopping')

100 m S4 hold point , stewing manoeuvre-
RV sensor acquisition

S4 • S5 final translation (earth-pointed target)
20 m S4b hold point - relative attitude

acquisition
0 m 5 docking operations

Table I . Reference operation sequencement

FINALIL CtCLOSG HOMW TPANSv'ER."
S S40.t,) { o00om I PHASmN

x S3 , Target orbit

I I ~1 10KM

erireal I reisaive GPS I
navigation, navigaton L

Z (earth
center)

Figure I : Reference RV scenario

2.2 - Mission requirements and constraints

The RVD process is critical to both crew safety and mission success Collision avoidance and safe separation are
supreme requirements for crew safety, and the success of RV. docking and separation is a prerequisite for the achievement of
the objectives of a servicing mission. The safety and mission assurance rests on a Fail Operational / Fail Safe (70/1S)
concept. In case of a single failure, the nominal operations continue by switching to redundant system functions. If the
nominal operation cannot be continued, the mission must be achieved by repetition of nominal or contingency operations. If
a double failure on ie same function, or a combination of critical single failures on different functions occurs, the RVD
mission is aborted. Separation and return to ground must be achieved safely.

Besides these safety conbtraints, some other specifications concerning the supervision by the crew and the operation
timing have to be taken into account. Each subsequent phase in tie approach scheme shall be released / initiated by the crew
after verification of the achievement of the previous phase. The approach strategy must include time flexible elements to
allow for success / system health verification and decision making. During the homing/closing phase and die final approach,
tile crew must have a direct or camera-assisted vision of the target. The last 50 meters and all the manoeuvres have to be
performed during the orbital day. Time must also be foreseen at the end of the orbital day to undertake safing retreat in case of
contingency. Furthermore, within these security constraints, the performances in terms of ergol consumption and manoeuvre
precision must be optimized.

2.3 - Impact on the GNC subsystem requirement,

The approach scheme has to be designed so that if a subsequent manoeuvre cannot be executed, the chaser will proceed
on a collision-free trajectory. All possible natural trajectories resulting from forced trajectories or thrusting failing to operate
must also be collision free. To be unable to perform some manoeuvre or to achieve some trajectory in the first attempt must
not result in the loss of tie mission. In particular, the guidance and control laws must be robust enough to permit the
achievement of the mission despite failures such as temporary loss of the nominal navigation, thrusting failing on or
thrusting failing to operate. Recovery by contingency operations must be possible. A direct consequence of these constraints
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is that the homing/closing phase and the final approach must be closed-loop controlled phases. Homing/closing and final
approach trajectories compatible with the safety rules as stated above and optimal in terms of consumption have to be
designed.

It is clear that the specifications in terms of position and velocity dispersions become more and more stringent as far
as the chaser approaches the target. Nevertheless, it is worth noting that as regards the operation management,
homing/closing is a critical phase of the RV. Contrarily to the final approach, a delay in the progress of the operations
which is not compatible with the robustness of the guidance and control strategies will cause severe consequences on the RV
timing in terms of duration of the mission as well as consumption.

3 - GUIDANCE AND CONTROL CONCEPTS AND DESIGN

3.1 - Basic guidance trajectories

The mission requirements induced by the safety constraints as stated in the previous section must be taken into
account for the design of guidance trajectories, The main constraints are the following

- the duration of the approach from 1km up to the docking is less than 2 orbital periods
- the last 50 meters are covered during the daylight
-up to the last 2.5 meters of the RV, the trajectories are collision-free in the case of thrusters failing to operate
- two hold points, at 100 m and 20 m behind the Space Station are mandatory
- the ergol consumption is to be minimized as far as possible

The guidance trajectories are calculated in the target orbital frame (TOF) as described on Figure 2. The equations describing the
relative movement of the chaser in the TOP can be directly derived from the Kepler laws

-= = dc _ d!,, __,c) +Yc ~
dt dt

2  
dt2  - - r -

where the following notations are used

rr earth center to target vector

cc earth center to chaser vector

R relative position vector

Yc acceleration induced on the chaser by non gravitational fore. s

; acceleration induced on the chaser by noti gravitational forces

When the target is on a circular orbit (period T = 2nlw). a first order expansion of the differential Keplerian acceleration leads

to the following !incarized equations, named as Clohessy-Wiltshire (CW) equations, expressed in the TOF

y+Oy =7,+Y

i+2oi-3s02 z =

where (x,y,z) are the coordinates of the chaser center of gravity (CG) in the TOF, (YT, Yy, 7.) the thrust accelerations of the

chaser, and ( p", Y.- ') include all the other acceleration sources such as the differential air drag, the CW second-order
neglected terms, the differential J2 term. ... The out-of-plane motion can be considered in a first approximation, as decoupled
from the movement in the orbit plane and can be viewed as an harmonic oscillator movement which is quite easy to control. In
the following, only the relative movement in tie target orbit plane will be considered.

x
Y

TARGET

z
earth

X-axis in the direction of the target velocity
Y-axis perpendicular to the target orbit plane
Z-axis in the target orbit plane, towards the earth

Figure 2 : "farget Orbital Frame

Guidance rAiectories for the homing phase

In the reference scenario, the first homing subphasc consists in transfering HERMES from its drift orbit 10 km below the
target orbit onto the target orbit, 1km behind the target. In order to minimize the consumption, the thrusts must be delivered
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along the X.axis. The problem then becomes that of finding an acceleration profile which transfers the chaser from the initial
conditions -,

xsto bedefined, zo= 10km,io0=3ozo, io=02
to the final desired conditions

X1 =- I km, zt= if=if=0

The resulting trajectories will be called admissible. Theoritical admissible trajectories can be obtained by applying two
Hohmann transfer boosts each of magnitude :,

AV,=LO)Az. (Az=zo-z
4

along the X-axis, separated by half an orbital period (see Figure 3). The first boost must be applied when

Ax = xr- xo = 3:/4 Az

An other homing transfer (see Figure 3) can be performed with a constant level X-thrust of magnitude

% = -L wo Az
4n

during one orbital period This results in a forced path which starts when

Ax=37- Az
2

The duration of the transfer itself is twice that of the Hohmann transfer, but the difference is only one quater of period if time is
compared from the same starting point. Both the resulting trajectories are safe w.r.t. the thrusting failing to operate (see
Figure 4). It is worth noting that the above trajectories are both obtained with non realistic guidance acceleration profiles In
order to save ergol consumption for controlling te trajectory, the guidance laws must take into account the fact that the thrust
is delivered without amplitude modulation.

Let ', be the achievable acceleration which can be applied to the chaser along the X-axis. The total impulse the target must
receive

/ = . (oAz
2

corresponds to an overall thrust duration of
Tthr AV,

In the case of HERMES (see Table 2). Az = 10kin yields Tthr = 300 s (compare with the orbital period T = 5500s).

The proposed approach consists in splitting the total impulse required for the whole transfer into N distinct boosts of duration

"r = i Tft (see Figure 5).
N

It can be shown that periodic boosts spaced by AT= 2:/N to yields admissible trajectories The transfer duration becomes-
2n .(AT-.
(o

N = 2 corresponds to a realistic Hohmann transfer while N large corresponds to a commous-like steered transfer

uidaneg tra tetpoies for the closing phase

The problem now is to find admissible trajectories satisfying the following initial and final conditions •

Xo = .1000m xt =.100m
Zo =Om zf = Orn
xo Om/s X = Om/s

o= Onvs if= Om/s

I"he constraints on the trajectories are boilt tiiing o .Ostrdints . tanster duration ic ,s than nc urbitia pesiud, Anod SI'Ly
constraints . coliision-free trajectory after a thrusting failure. Furthermore, die crew must have the target in their field of view
during all the transfer. So, the LOS must not be greater than 20*. Different conc.pts which may be applied for this transfer are
summarized and compared in Table 3. A good compromise between the various requirements is fulfilled by the hopping
trajectories for which the transfer boosts are performed along die Z-axis. The resulting free trajectories are ellipses centered on
dise target orbit. N-boosts realistic trajectories can be calculated as for the homing vertical transfer As shown on Figure 6, the
LOS requirement is not satisfied when a single hop is performed with N=2. In this case, two hops, which globally last one
orbital period, have to be performed.
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I &AX.LA4z
AX. 31tZ

TRANSFER
Z :,!

Figure 3 : Theoritical admissible trajectories

TAIP1 TAi3B
X TH~tSh X -

FAIUUG O

AXIS THRUST LEVEL EFFICIENCY SPECIFIC IMPULSE

HOMaING CLOSING -

+ X 400 N 40 N I 300 s

- X 40 N 40 N I 300 s
2:Y" 20 N 20 N 0.7 300 s
2 Z 20 N 20N 1 07 30s

mass - 23 1

Table 2: HERMES Propulsion System

fmaXk Xr=f--x - 3 kak + 4
uk sincXk)

acceleration k=y ( k - ukcos atk)
x0)

zj= - 2 y jer usin ns]

0n -t t" (n-InAT tme

(kt/N) 2 iN

Figure 5 : Realistic admissible trajectory (acceleration profile and equations)



14-6

DURATION I AVx AVz SAFETY
AVx AVx

IORBIT 0.11 MIs 0

0 86 kg

AVz AVz 1/2 ORBIT
(2 boosts)

1 ORBIT 0 05. ,+
(continuous 5.58 kg

'' Z 
thrust)

AVx AVX VARIABLE 0 32 rr s 2 m

AVx) 2.5 kg 22 3 kg .
(duration

Z 1 orbit)

NOTA: AV AND CONSUMPTIONS FOR AX - 900 M

Table 3 : Admissible guidance trajectories for the closing phase (1km - 10Om)

2 BOOSTS TRANSFER

100M 1 KM 100M 320M 1 KM

X35 
18

Z IHOP LOS=3* Z' 21tOPS :LOS_=18-

N BOOSTS TRANSFER (N LARGE)

/4 100 M I KM

Z I HOP : LOS,,= 22*

Figure 6 : LOS requirement analysis

Guidance trajectories for the final arp oaah

Due to timing constraints, the final approach is based on forced paths along die X-axis from lOOm to tie docking The
analysis must be focussed on the safety requirement which becomes crucial during this phase. A safety domain around the
target which the free-trajeciorics must not enter is first defined. A corner domain as shown on Figure 7 has been considered.
Then the safety criterion can explicitly be expressed as constraints on the instantaneous axial velocity i

i s_ for x:z,

i52dfor x z.
2Xr.

with X=-(V7". 3Arccos2-)=426s
(io 4

WIuiieLpuMiii LVu die piae piaLue domain indiated on Figure 8. For tie HERMES-FF mission. we can Lake 4 = 20m,
With X = 500s for providing a safety margin, the phase plane trajectory of Figure 9 can be performed. With this profile, the
total duration of the last 100 mters is equal to 38 minutes without a stop at 20m, which is quite compatible with the timing
constraints.

IL

'4
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RI FT TRAJECTORIES

FAILURE
x z

Figure 7 Safety box around the target

.... ,admissibe,,

Figure 8 Safety domain in the plane phase

2.si 20m 60m 90m loom
0.5 cnvs 00

OoIVs ......... .........constantnsll

- vsc 0.m's

Figure 9 : Designed velocity profile for the last 100 m

3.2 - Guidance and control concepts for the homing/closing phase

For the homing/closing phase, two basic guidance schemes have been selected. In the first one, the chaser is kept on a
reference trajectory by controlling both its position and its velocity. In the second one, control boosts are just performed so
as to ensure the final kinematic conditions as desired (position at the desired location on the target orbit, velocity equal to
zero) without requiring a control of the instantaneous position Both schemes are now described and compared.

3.2.1 - Guidance on a reference trajectory

The guidance on a reference trajectory is based on the scheme shown on Figure 10. The guidance trajectories have been
calculated from the CW equations. Their equations can be formulated as:

0 0 1 0
0 0 0 1 00

X.=AcwX.+BF. with Acw= B =
0 0 0 2o 1 0

0 3R02 -2( 0

where X, is the desired kinematic state (position and velocity) of the chaser in the TOF an, f. the guidance boosts. For the
control design, the relative position and velocity of the chaser are assumed to be perfectly measured, Let 8X = X - X. be the
difference between the desired state and the actual state. Its dynamic is described by

85 = Acw 5X + B 17 + perturbations

where 1, is the control acceleration. The time DT between two successive control boosts is assumed to be constant. In the case
of N-boosts guidance trajectories with N large, the control boosts will be performed in addition to the guidance boosts. The
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control boosts can be considered as discrete impulsions. So. the continous equations describing the error evolution along the
reference trajectory may be replaced by the following discrete ones :,

with 8X,. 1 = Ad 5Xn + Bd r

8X-. = X(nDT), r = r,(nDT). A,=eAC D B =eAC DT B

An optimal state feedback !", = K 8X, can be calculated by minimizing a quadratic criterion of the form

j = I ( 8X.Q X+F R F)
n.0

The consumption is minimized by means of the weighting matrix R, while the performances are obtained via the weightingmatrix Q. For N large, the steady-state feedback K obtained as N tends to infinity is quite sufficient for efficiently controlling
the trajectory. This feedback can be expressed as ;,

K = (R+BTPBa)BTp

where P is the positive solution irf the discrete Riccati equation

T T TP - AdPAd + AdPBd(R+BdPBd)Ad- Q = 0

FIFFEC FCT*5 TAkEaCRtY
ESUMTED

POSIY ETITO

reference trajectory

GjjDNCF ORBITAL NAVIGATION

Figure 10 : Guidance on a reference trajectory

3.2.2 - Guidance to terminal point

In this guidance scheme, the reference trajectory is re-adjusted at each guidance step. An admissible trajectory goingthrough the estimated position of the chaser and leading to the desired final kinematic conditions is calculated so that noposition control is required. A velocity correction is just performed. The algorithm is efficient because through a given pointgoes one and only one admissible trajectory (see f5] for details). As the problem becomes singular near the end point, theguidance trajectory must be frozen a few steps before the arrival, and a position control is then required.

As regards the homing subphasc, it is possible to release somewhat the specification on the end point abscissa. From
a given admissible arrival interval on the target orbit [xlv, xl''], one can enlarge the set of admissible trajectories to thosewhich finish inside this interval. Now, through a given point (the estimated posi.ion of the chaser) go an infinity ofadmissible trajectories (see Figure 12). The set of all these trajectories is bounded by the trajectory arriving at x? and thatarriving at x[T .To the first one corresponds the smaller nominal vertical velocity, to the second one the larger, Furthermore,there exists a bi-univoque correspondance between the end point inside tha arrival interval and the nominal vertical velocity.In order to minimize the consumption, the following procedure can be followed : from the estimated position of the chaser,h. ............I .b J., aiC.. culied, togethcr with the related vertical velocities. If the estimated verticalvelocity of the chaser lies inside the admissible interval, only the horizontal velocity is corrected. Otherwise, the verticalvelocity is also corrected taking into account as the reference velocity the closest bound of the admissible interval

ff4
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using adapted simulation tools (see Table 4). A typical number of one hundred guidance and control boosts is required in order
to meet the specification in terms of final dispersion box, which are typically

HOMING CLOSING

SX= 100m 6X= 10m

SY=8Z=I10m SY=8Z=5m

8X = 2 cmls SX=5Y= ZI cn/s

8Y = 8Z = 2 cm/s

From an algorihmic point of view, the guidance on a fixed trajectory is simpler. However, with such a strategy, the
consumption is much increased when the chaser moves away from the reference trajectory. For the homing phase, considering
a guidance to terminal point strategy, the release on the end point abscissa specification induces an important reduction of the
propellant consumption As regards the closing phase, the algorithmic singularity at the end point becomes important and
the release on the final point constraints is not desired. So. for this subphase, the guidance on a fixed trajectory is
recommended in the nominal mode. However, in a backup mode, a backup trajectory has to be defined w.r.t. the estimated
chaser state, so that a guidance to terminal point algorithm should be available.

3.3 - Control scheme for the final approach

Only the dimensioning phase from a few meters from the target up to the docking is considered here. The basic difference with
the previous phase is that the relative attitude of the target ! the chaser must now be controlled. The :;titud of the target is
assumed to be uineasured (no transmission of the target gyros information towards the chaser) bt. only estimated (see
Section 4 3) During this phase, the desired relative axial velocity is typically 5 mm/s. The most stringent specifications on
the kinematic conditions at docking are related to the relative attitude and angular rate and to the lateral position and velocity
of te docking port center in the target docking franse (TDF) (see Table 5). To simplify the presentation, only the movements
of the chaser in the target orbit plane are considered. The linearized equations of die motion can be set as •

relative attitude = - Ir + pert

lateral motion J (X + L L d).

J; = F,/Mc + X, Qr+prt.

axial motion (i:=. /Mc

where the following notations are used

(xz) deviation of the HERMES docking port center from its nominal trajectory expressed in the TDF

(iZ) axial and lateral deviation rates of the HERMES docking port center in tie TDF

(x,,z,) velocity of the HERMES CG in the TDF

iOc chaser angular rate Li the TOF

o~r target angular rate in the TOF
01 relative angular rate
TY control torque on the chaser

(F,rF) control forces on the chaser
lc distance from CG to docking port of the chaser
Lr distance from CG to docking port of the target
Mc mass of the chaser
J1 inertia of die chaser

As shown by these equations, the dynamics of the lateral deviation and the relative angular deviation of the docking ports are
coupled Taking into account this problem, the following guidance/control scheme has been proposed. The known
perturbations due to Coriolis orbital accelerations are first compensated by the guidance forces. The axial and lateral
deviations ,re then controllea using prmottional-derivate _dbacks. The relative angular deviations are controlled so as to
induce a rotational movement of die chaser around its docking port, keeping it fixed in die TDF. Such a coordinated movement
requires a feedback of die relative attitude and angular rate on both the torque and die force cornand (see Figure 14). This
guidance and control design has be'n validated by simulations (see Figure 15) taking into account the estimation of the
required feedback variables from di- available measurements ; range, ligns of sight and relative attitude angles (see the next
section).



14-11

AZ__ 40mm

iZ 2 mm/s
1 1.5

AO,:- 0.1 0/s

Table 5 Typical specifications on the kinematic conditions for docking

Figure 13 Frames and measurements during the final approach

F,=-k1Z-k2Z

TARGET

F 6c 0e c - -

F". MCLcT

Gh O 

IC
TARGET

--E ...

Ty= -k 10, k20

Figure 14 Control strategies for the final approach

4 - hiERMES ORBITAL NAVIGATION

4.1 - Navigation systems, architecture and equipments

The loig-range in-orbit navigation of HERMES is based on tie NAVSTAR Global Positioning System (GPS) for the
position apct velocity estimation anid on inertial measurements (IMU) updated by Star Sensor (STS) measurements for the
attitude estimation. CPS navigation will be detailed in the next subsection. Design rules for the proposed attitude estimation
can be found in 121. As GPS is available only with the degraded C/A civil code, the achievable performances, admissible for
tie transfer, does no longer permits a precise and safe navigation near the target and would lead to an extra consumption. So,
the baseline is to perform the honing/closing phase with a cooperative target which delivers its own CPS information to
HERMES. The treatment of the GPS measurements from both HERMES and CFF generates a relative position/velocity
estimation sufficiently precise to achieve a safe homing/closing.

During the RV proximity operations, from a typical relative distance of one hundred meters up to the docking, a
dedicated navigation equipnent is required for taking over the no more efficient relative GPS accuracy and for providing
relative attitude measurements during the last meters. The current baseline for such a navigation system relies on optical RV
senbors (RVS), the inittial sensor acquisition being required before the final translation. Among the various candidate
technologies, the proposed concepts are based on CCD camera (see Figure 16) which deliver two lines of sight (LOS)
iteasurements, a relative range measurement and a relative attitude measurement during tle last 20 meters.

I
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Actual asd estimated lateral position of the chaser docking port in thc TDF (mm)

TIM (. 1CC)

AcL n sae ateral velocity of the chaser dokngpr in the TDF (m inis)

mrdrs

TI ISCC)

Actual and estimated relative attitude (degrees)

Figure 15 :Simulations for the last meters approach
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PATTERN NO ERROR ANGULAR ERRORSHAPEANGULAR ANDSHAPE POSITION ERROR

Figure 16: RVS concept based on CCD cameras

The architecture of the navigation system must take into account the FO/FS and safety/reliability criteria as well as
constraints on the mass and the complexity of the whole system. A compromise between these antagonist requirements leads
to the following sensor configuration

RVS 2

GPS 2

IMU 3

STS 2

In the case of a double failure requiring an emergency re-entry, a back-up mode compatible with re-entry constraints and using
no additional hardware must be defined. To cover the contingency of a double GPS receiver or GPS unavailability, the selected
back up mode is to use the DRS measurements processed on ground. This is the only case where the navigation function is not
performed autonomously. The attitude estimation back-up mode uses the Head-Up Display (HUD) measurements before de-
orbiting in order to bound the attitude estimation divergency and to enable orbital guidance, together with a specific
deorbiting strategy coupled with GPS measurements for providing an improved initial attitude estimation to the re-entry
navigation.

4.2 - Relative GPS navigation principle

An autonomous on-board orbit estimation is required and thus HERMES must be able to update an orbit model by its
own measurement capabilities. The GPS system is the selected measurement mean for this orbit estimation The good
performances offered by OPS make it probably oversized for the only orbital drift phase, but first, its utilization can be
optimized for power management and secondly, it offers the following mission oriented advantages

-GPS can be used during reentry,
Relative GPS navigation technique provides an accurate navigation during the rendezvous up to 100 m.

- Differential GPS with respect to a ground beacon can be used during the landing.

The relative navigation principle using GPS will now be described.

4.2.1 - GPS measurements

The NAVSTAR GPS is based on a constellation of 18 satellites (minimum number) placed on circular orbits at the
altitude of 20000 km. The information delivered by each GPS satellite (GPSS) consist in the current ephemeris of the satellite
and the GPS date. Comparing the GPS date of the message with the HERMES time yields the so-called pseudo-range
information :

lri- r, I + c bt

where ;i, is the HERMES absolute position, t, the GPSS absolute position, St the desynchronization between HERMES time
and GPS time (the GPSS are all synchronized) A range rate measurement can also be performed using the Doppler effect on the
GPS signal carrier. Proceeding by triangulation from three pseudo-range measurements would yield the desired absolute
position if St = 0. As the HERMES and GPSS clocks are not synchronized, a fourth pseudo-range measurement is required to
recover a reliable position estimation. The triangulation accuracy crucially depends on the geometric dtstribution of thie GIPSS

in visibility. If u; is the unitary vector defining the LOS HERMES'GPSSi, and H die 4x4 nmatrix,["' 2 ] of the selected

LOS, then the positive number :

ir (HTH)"

(named as the Global Dilution of Precision (GDOP)) characterizes the achievable positioning performances . the smaller it is,
the better the localization. With more than four GPSS in visibility, a selection which minimizes the GDOP is recommended
Otherwise, in the frame of a pure GPS point navigation, the position is no longer observable due to the clock drift. The
appearance frequency of such unobservability conditions highly depends on the receiver antenna aparture.
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The main source of GPS measurement errors comes front the selective availability (SA) concept ittached to NAVSTAR
procedures : for civil applications, a low frequency coded degradation is superposed to the original signal. Other perturbations
due to:

- tie GPS receiver noise,
- the GPSS ephemeris errors,
- the ionosphere propagation,
- the clock divergence between HERMES and the GPSS.

arc also to be considered. Table 6 gives tie error allocation on the pseudo-distance measuremnts.

SOUFCES ERROR (o)

SA + GPSS ephemens +
satellite cloc 30 m

user receiver orn

ionosphere 15 m
Total 33 m

Table 6 Error allocation on pseudo-range measurements

4.2.2 - Relative GPS navigation filter

In tie HERMES RV mission, the target is assumed to be equipped with GPS receivers and to transtnit its own dated
CPS pseudo-range to HERMES. An important improvement of the OPS absolute navigation can then be achieved by directly
substracting the pseudo-range meausuremnents of both vehicules which leads to the relative pseudo-range "teasurentent",

u,. Ri+ c 5

where R is the relative position of HERMES and CFF in die TOP and St the clock desynchronization between both vehicules.
In this operation, the slowly varying SA bias as well as the propagation disturbances and die GPSS ephemeris bias are nearly
eliminated. Residual errors due to the noit simultancity of the chaser and target mecasurenments arc neglectable if a

synchronisation better than I second is achieved. On the contrary, the GPS receivers noises are anplified by a factor '2. In
order to prevent the bad GDOP configurations and to filter the measurement noise, an optimal filtering will be performed
through a Kalman filter using an on-board prediction model of the chaser movement in the TOP (see Section 3.1) A two-order
model of the clock drift is integrated to the prediction model. The global prediction model can be expressed as

k = AX +U+
and the measurement equation :

Y = C(t) X + pv

where the following notations are used

X = (x, y, z, x, ', , c St, e St) relative state (position, velocity, clock drift)

U = estimated thrusting accelerations

px estimated perturbations (differential air drag)
Y = (ri, r2 r3, r,

"
7 relative pseudo-range measurement (linearized)

with r,(t) + c 8t (R (x,y,z)T)

A = t , B = I3,

N'6t 0 1 02.3[0 0

-T 1 0

os-

and the 1's are the chaser-GPSS estimated LOS. The unmodclized perturbations which must be considered for designing t1'e
Kalman estimator are :

- the error on the thrust estimate (including attitude estimation error, thruster misaligment, thrust level error, .. ),
- the neglected second-order terms in the CW dynamics,

the residual term due to the target orbit eccentricity,
- the error on the differential air drag estimation,
- the differential effect of the J2 gravity term.
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As seen above, the measurement errors essentially proceed from the OPS receiver noises. It is worth noting that the
measurement model is non stationary since it varies w.r.t. the selected GPSS configuration A discretized linear prediction

model at a sample time Tp can be used :-
4 X

X~l = FX,+GU.+p.

Y = ll X,
with

F=exp(ATl) . G=) exp(A(Tp-,r)).Bdt

Ha = C(nTp)

which leads to the Kalman estimation procedure desenbed tn Table 7 (R is tile covariance matrix of tie measurement noises)

ESTIMATE ERROR COVARIANCE GAIN

PROPAGATION1  F P,. -Ftp, +Q,

UPATING -+K, Y.-tt 1 P .( A).Ki,,)(,.KJI.)T T-I

*K.RKT.

Table 7 : Propagation of the state estimation

The optimal design results of a compromise between the rejection of the perturbing accelerations and the filtering of the
measurement noise. As the perturbing accelerations are far from being ideal white noise, an artificial state perturbation matrix
Qn must be selected and tuned in order to achieve optimal performances. Due to the fact that the perturbation level greatly

varies during the homing/closing, the matrix Qn cannot be constant. At the interface between the transfer phase and the
homing phase, the error covariance matrix is transmitted for the initialization of the filter.

4.2.3 - Navigation performance assessment

lit order to assess die navigation filter performances, the mean and the covariance of the estimator error are

propagated along the refence trajectory (see Section 3.1). Set

e n - xn state estimation error

5u -u .- thrust estimation error
imt = Eleo] mean value of the estimation error

P- = E[(c-m)(ce,-t)
T  

covariance of the centered estimation error

W true covariance of the pertuibations
R, covariance of the GPS relative measurements

'ien, the error propagation is given in Table 8.

ESTIMATION ERROR MEAN ESTIMATION ERROR COVARIANCE

PROPAGATION m.,m. +G& "Elp~ l PG." FP0 FT +Q E

UPDATING m .(I- K.) n. P. -(l KI)P;(l" Kjit)r+KR K.

Table 8 : Propagation of die estimation error mean and covariance

The global perfornance on the ith position or velocity variable is obtained fron the corresponding error mean in% and the

corresponding diagonal elements 0 of the error covariance matrix by the formula

worst case performance / i th variable = nt. ± 3 ,

Navigation performance analysis during tie honing and the closing phases have been carried out Figures 17 and 18 show
typical propagations of the global performance for each subphases. The chaotic fluctuations are due to the GDOP variations of
the selected GPSS which induces transient evolutions of the Kalman filter. This clear:y illustrates the high degree of non
matiinnarihv of the. emtmation roblem.

4.3 - Navigation during the final approach

The short range relative navigation of HERMES (from 100 m to the docking) is based on the use of RV sensors which

provide one relative range measurement, two LOS measurements and three relative attitude measurements (the later during the
last 20 meters). Typical performances of such sensors are shown on Figure 19. The proximity operation can be decomposed
into two main subphases. From 100 m to 20 m, only the relauve position and velocity of HERMES center of gravity (CG) are
estimated via LOS and range measurements. The continuity with the previous phase is guaranted since the estimated state and
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the prediction error inodel are the same. In the final path, from 20 mn to the docking, the position and velocity of HERMES
docking port center in the target docking frame (TDF) must be estimnated and controlled. Then, the measurement of the relative
attitude of HERMES w.r.t. the Space Station must be taken into account. During this phase, thc HERMES gyro measurcenents
are also used as well as an estimation of the absolute CFF attitude in its local orbital frame.

To simplify, the problcen of estimation will be stated without considering tlic out-of-planc motion. Only tltc
dimencsioning phae 20m to Orn is considetcd. The notations correspond to those of Section 3.3. The function assigned to the
navigation filter is to deliver an estimation of the following variables :

1) HERMES-targer relative attitude 0, and target absolute angular rate,
2) axial position x and velocity i of the HERMES docking port center in the estimated TDF,
3) lateral position z and relative velocity i of the HERMES CO in the estimated TDF.
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For a preliminar evaluation of the achievable navigation performances, an estimation filter has been designed as a triple of

(a,l).mihers for each group of variables :

RELATIVE ATTITUDE ESTIMATOR

relative attitude measurement 0 0R

FILTER 1
HERMES gyro measurement f, r T

AXIAL POSITION AND VELOCITY ESTIMATOR

range measurement X,,
FILTER 2

estimated axial acceleration r, ------. x.-

LATERAL POSITION AND VELOCITY ESTIMATOR

LOS measurement Z. (LO -tX 0,) Z
FILTER 3

estimated lateral acceleration r1 - a

The predictor model is given by the dynamical equations described in Section 3.3. For convenience, the estimation of the

relative lateral velocity is replaced by that of the relative velocity z of HERMES CG im the estimated TDF. The (i'.3)-filcrs
equations then can be written as:

0,= 107-r + 0 -0,)

xr = xIa s,-=
O Pi(07 - 0')

i = x (=X + a2 (X- )

(x = z l.c +(+ ).rC(-)

A ^ A

i, = i+ r,+03(z,-%

Owing to the coupling between the attitude and the lateral velocity chains, this design is not quite optimal b i, is expected to
be representative of the actual on-board filter performances. The (cp)-gams are to be optimized so as Lt, obtain a good
compromise between the filtering of RVS noise (low bandwidth required) and the attenuation of the perturbations due to the
lack of knowledge on the target angular movemett (large bandwith required). '[he residual axial velocity required for tile
docking mechanisms fitting is a dimensioning parameter : the larger it is, the wider the desired bandwith An improvement of
the navigation performances can be obtained in the case where the target gyro measurements arc transmitted to HERMES
However, this possibility would be investigated only if necessary. A less constraining mean for ,educing the required
navigation bandwith consists in switching off the attitude control system of the target during the last nieters preceeding the
docking which makes easier the estimation tasks.

A covariance analysis of the navigation errors can be performed as described in the previous section. The main
prediction errors which must be taken into account in this analysis come front :

- the guidance and control boosts misalignments and unaccuracies (calculated on a reference trajectory),
* the poor differential drag estimation,

ie target attitude behaviour,
- the plume impingement effects.

Preliminary simulation results are shown on Figure 20, which seem compatible with the specifications on the kinvmatic
conditions for the docking.
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Figure 20 : Navigation performances : final translation

5 - MAN INVOLVEMENT IN THE RVD TASKS

S.1 - Man Machine Interaction and Task Allocation

RVD with intensive intervention by man has been demonstrated many times in orbit with mail acting as sensor,
processor and actuator. However, te technology has also made it feasible to perform a completely automatic RVD. Although
it is true that automatic systems perform better than man in tasks which require either fmt processing of huge amounts of data.
fast and accurate detection or actuation, continuous restless operation or operation in hostile environment. it must also be
acknowledged that some human capabilities are still unchallenged by the most powerfull automatic systems. This is due to tie
human ability to use judgement, to infer from fuzzy information, to react in case of unexpected or unanticipated events, to
learn front experience, to formulate new strategies, ...

The allocation of tasks to man and machine cannot be art cither/or process, i.e. either matn is better and he is in
charge, or the machine is better and man is excluded. This approach has been overtaken by technological progress and does
not consider such important factors as the requirement for the man to be involved permanently in order to be ready to exercise
his superior capabilities if necessary. Moreover, the either/or approach does not consider that the best perfoitsgnce of the
automatic system can only be achieved if the real environment in which it has to operate actually corresponds to what was
forecast during its design. This approach ignores the fact that man, although not as accurate and efficient in some automatic
tasks, can intervene just to correct these uranticipated deviations by superimposing his correction to the action of the
machine in order to achetve the desired performance

Therefore, ie allocation of tasks should rather be a result of an integrated dcsign process, Man and aatomfi:c
systems must then be considered from the beginning with their capabilities and limitations and proper criteria must be defined
from which the allocation of tasks has to be perforned. The ultimate goal is to obtain a symbiotic cooperation of man and
machine, in which man and machine complement each other in order to obtain the safest possible system, and within such a
system, to optimize the performance.

5.2 - Possibilities for man involvement In the GNC tasks

The possible levels of involvement of the pilot in the GNC process are shown in Figure 21. Their are related to

- the manual update of thle state estimation (point 1),
- the manual adaptation of guidance parameters (point 2),
- the manual guidance commands (point 3),
- the manual control commands (point 4),
- the manual command of individual thrusters (point 5)

Pilot involvement in GNC tasks may be planned for nominal modes which are not fully automatic, or for nominal
modes which, although being fully automatic, could benefit from the intervention of man e g. to correct unexpected biases, or
for backup and emergency modes to replace a failed automatic system.

5.3 - GNC functions In nominal modes of RVD

On the basis of the results of past works on unmanned spacecraft RVD, and taking into account the requiremnts,
capabilities and limitations of the automatic system and the pilot, a concept has been proposed for the HERMES GNC during
RVD. The concept assumes that in nominal modes, GNC functions are performed by ie automatic system. Tfe pilot has the
role of supervisory control which includes :

- involvement in the mission and in the vehicle configuration management tasks,

- monitoring of the operation of the GNC system, which requires complete observability, including visibility of

- cooperation with the automatic GNC system to correct small deviations (vernier control).

The vernier control by the pilot is explained with reference to Figure 22. The automatic system estimates the relative chaser
position and attitude, The pilot compares these estimations with the actual position and attitude as viewed via the video
camera system and introduces an additional innovation to te state update block. This can be made by superposing a dynanic
pattern generated by the automatic system from the state estimate with the actual pattern obtained by the video camera. Using
the side stick, the pilot moves the artificial pattern and makes it coinciding with the real pattern. The motions of the artificial
pattern are translated into innovation signals which are fed to the state update software of the automatic system. In this
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concept, the resources of the automatic system are fully used and the pilot is called upon to supplement the system by
correcting the unexpected erors.

The required observability is given to the pilot by means of:

- caution and warning function,
- synthetic data consistent with the current control mode,
- granting access to all system information on request,
- direct or camera-assisted view of the target during the final approach through the Crew Vision System (CVS).

The supervision by the crew passes through the Man Machine Interface devices, ergonomically arranged in tie HERMES
cockpit. The proposed cooperation between man and machine can be stated as follows. As regards to the m:ssion
management, highest authority for the selection of mission objectives and strategies belongs to the ground and the crew. The
pilot sets strategy parameters and GNC system modes while the automatic system provides the pilot with the necessary aids to
perform its role. Automatic operation sequencement and monitoring is performed, the pilot giving go ahead commands at key
points. At any time, the pilot has the capability to override the automatic process. As concerns the vehicle management, the
machine performs the vehicle configuration setting and keeping, including FDIR, and reports to the mission management
level and to the pilot through the MMI. The pilot cooperates in FDIR tasks and may command vehicle configuration changes
consistent with the selected operating mode.

RLAL ?ArIERN ESTIMATEO REAl PATTERN NOMINAL
COSITION PATTERN POSITION POSITtOd PA1TERN rOI1I oN
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Figure 21 GNC system operab lity by the pilot
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Figure 22 :Manual vernier control schemeN
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6 - CONCLUSION

In this paper, some concepts for the HERMES Rendezvous system have been exanined. A particular attention has
been devoted to the description of the mission requirements and constraints, mainly dictated by the safety rules attached to the
HERMES-CFF mission. Strategies for the guidance and control design during the critical phases of the RV have been analysed
and compared in terms of performances and robustness w.r.t. failure. The navigation system selected and designed for HERMEShas been presented, with some emphasis on the CPS navigation dedicated to the homing phase and the optical navigationduring the final approach. The crew involvement in the GNC and management process has been also discussed.
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SPACECRAFT ATTITUDE DYNAMICS: EVOLUTION AND CURRENT CHALLENGES
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ABSTRACT
The paper briefly reviews complex interactions between flexibility, deployment, environmental forces and attitude

dynamics during both steady state and transient phases. The available literature on the subject is cited through several
review papers which would give fair understanding of its present state. Parametric studies suggest that critical combinations
of system variables can drive the spacecraft unstable, however, suitable control strategies are available to restore equilibrium.
Emphasis throughout is on methodology of approach to complex dynamical systems and analysis of results to gain better
physical appreciation as to their response character. To that end mathematical details are purposely avoided. Evolution
of the field and current challenges are illustrated through examples involving a variety of configurations of contemporary
interest.

1. INTRODUCTION
Motion of a spacecraft presents two dynamical aspects of interest. The most obvious one is the trajectory traced by its

center of mass which is governed by the classical Keplerian relations. However, spacecraft are not point masses as Kepler
assumed in the analysis of planetary bodies. They have finite sizes and hence inertias. Thus a satellite while negotiating
a trajectory may execute rotational motion about its center of mass commonly referred to as libration (Fig. 1). In this
presentation we will be concerned with librational dynamics and stability of the Earth orbiting systems.

There are numerous situations of practical importance such as communications, scanning of cloud cover for weather
forecasting, survey of earth resources, scientific and military observations, etc., where it is desirable to maintain a satellite
in a fixed orientation with respect to the Earth. Unfortunately, even though a spacecraft may be precisely oriented at
launch, it tends to deviate from this preferred orientation under the influence of environmental forces in the form of the
solar radiation pressure, interactions with the Earth's gravitational and magnetic fields and, if the spacecraft happens to be
close to the Earth, free molecular reaction forces (Fig. 2). Internal motion of payload, astronauts and sloshing propellant
as well as coupling of the attitude dynamics with the orbital and flexural mechanics may add to the problem. This leads
to undesirable librational motion which must be controlled for successful completion of a given mission.

Several methods of attitude control have been developed over the years. Broadly speaking they may be classified as
active and passive techniques.

Active stabilization procedures involve large expenditure of energy usually in the form of microthruster units, momen-
tum gyros and reaction wheels. Sometimes the whole satellite is turned into a gyroscope as with the spin-stabilized and
dual-spin systems. But energy is a very expensive commodity aboard an instrument packed spacecraft. A satellite can
carry only a limited amount of fuel (energy) for librational control. Once the energy supply is exhausted there is no attitude
control left, the satellite succumbs to the disturbances, starts tumbling and the mission is disrupted, The spacecraft has to
be discarded although its structural and electronic systems may be functional. This, of course, is quite extravagant. It is
somewhat like discarding an expensive automobile just because it has run out of gas (petrol). Most early communications
satellites used to have a life-span of 4-7 years which is now extended to 6-10 years thus requiring their periodic replacement
at an enormous cost.

Stabilization techniques demanding very little or virtually no power consumption are termed passive. This is generally
achieved by designing satellites with physical characteristics (such as booms; flaps like aileron, elevator and rudder of an
airplane; magnetic dipoles, etc.) which interact with the environmental forces in a manner so as to maintain a specified
orientation. Environmental forces such as the gravity gradient, solar radiation pressure, earth's magnetic field and, for
near earth satellites, free molecular reaction forces are available for ever at no cost. Modi et al. have reviewed the relevant
literature in two papers J1,21 citing 132 and 223 references, respectively. A subsequent paper by Markland primarily aimed
at the attitude control of communications satellites, complements the above two studies [3, 47 references i.

The vast body of literature reflects logical evolution of the spacecraft design, the problems it posed and the analyses
needed to explore their resolution. It can be classified in a number of ways depending on the objective, however, from
dynamics and control considerations following areas of development appear distinct:

(a) formulation methodologies particularly for multibody systems with open or closed topology;

(b) dynamics and control of :, (i) rigid systems; (ii) rigid systems in the presence of environmental forces; (iii) systems with
flexible appendages; (iv) transient behaviour during deployment and retrieval, evolving structures such as integration
of the propowd Space Station Freedom; (v) flexible systems in the presence of environmental forces.

Objective here is to briefly touch upon some salient features of dynamical performance through typical examples, each
representing a large class of systems, with further details left to references.

2. RIGID SYSTEMS
To help appreciate physical aspects of the systewm dynamics, we wil puxpu.iy Cons-.. a -pn^ ....... i. . of

axisymmetric, gravity oriented, nonspinning satellite in a circular orbit. Recognizing that the orbital perturbations due to
librational motion are small [4,5], the classical Keplerian equations are still considered valid. This leads to the governing
nonlinear, coupled equations of motion for inplane (a, pitch) and out-of-plane (-, roll) degrees of freedom as [61

& - 2(& + 0)j Tany + 30 2 KCos2.y Sina Cosa = 0,

+ j(& + 0) + 3 02 KiCoS2a]Sin_ Cos'y = 0. (1)

Even without solving these equations one can get some appreciation as to the regions of possible motion and dynamical
stability simply by studying the zero velocity plots,

C11 = (21/I062) - K -Cos"I(I + 3K, Cos2 a), (2)
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where, 11, the ilamiltonian, is a constant of the motion as the Lagrangian function 'oes not involve time explicitly. As the
velocity becomes imaginary for a point outside a zero velocity curve, the librationai motion can occur only when -1 and a
lie inside the domain bounded by the curve. Thus for: C11 < -(1 + 3K,), no motion is possible; -(1 + 3K,) :5 C11 < -1,
motion is bounded; -1 <. CH _ 0 , motion can be unstable only in a direction; 0 < C11 , unbounded motion is possible in
both coordinates. Typical zero velocity curves in ay-plane for K = 1 are presented in Fig. 3.

Parametric analysis of a system, particularly with a large number of variables and a range of initial conditions of
interest makes presentation of results in a concise form a challenging task. The concept of invariant surface or integral
manifold, generated by what tI1non and tteiles 171 refer to as a 'numerical experiment', proves to be quite attractive to this

end when the governing equations have periodic coefficient as in the present case. Modi et al. have described the process
at length in a series of papers for gravity gradient [8-10] and spin-stabilized satellites [11,121 even in the presence of solar
radiation pressure 113,141 and aerodynamic forces 115,161.

Consider, for example, an arbitrary satellite in an elliptic orbit of eccentricity 'e' undergoing planar librational motiongoverned by (1 + dCosO)a" - 2e(a' + 1)SinO + 3K, Sina, Cosa = 0, (3)
where prime denotes differentiation with respect to 0, the true anomaly. An initial point a a0,, a' = a,, 0 = 0 is chosen
and equation (3) integrated over 27r. This produces a "consequent" point a = a l , a' = a', 0 21r whIch may be considered
as a new initial condition at 0 = 0. The procems may be thought of as a transformatioin , defineo ;y equation (3), of the
initial point. The new starting point may itself :e transformed, repeatedly, leading to a series f po.. s in the a, c - plane
at 0 = 0. If any of the transformed points lies outside the region -r/2 < a < 7r/2, all the points determined by the process
lead to tumbling motion and may be plotted in the unstable region. Alternatively, the points may lie inside the region
indicating stable operation and, when plotted, define a curve. This is an invariant curve of the transformation, i.e., the
transformation of the curve lying in the 0 = 0 plane results in the same curve being generated at 0 = 2-r. The two curves
are connected by an infinity of trajectories defining a surface which may be called an "invariant surface".

Figure 4 represents such an invariant surface schematically. An initial condition interior to this surface results in the
generation of a new surface which lies within the one shown. On the other hand, an exterior initial condition generates
an external surface provided the motion continues to be stable. Hence the desired region of stability is represented by tile
interior of the lzrgest invariant surface that can be constructed. Interior of the limiting invariant surface for K, = 0.7 and
- = 0.2 iq shown in Fie. 5.

The concept of a limiting surface represented in the phase space is very important. For a given eccentricity, it
provides all possible combinations of initial angles and velocities to which a satellite may be subjected at any point in its
orbit without causing it to tumble. Of equal significance is the fact that, at a critical combination of system parameters
(e, K,, etc.), the stability region shrinks to a point; or in the phase-space representation th. invariant surface degenerates
to a single trajectory, showing the existence of a periodic solution.

One may explore a further possibility of condensation of information by taking an intercept of the manifold, say at
0 = a = 0 as a measure of the system stability. Fig. 6 shows effect of eccentricity and inertia on the region of stability
of a satellite undergoing planar librational motion. Note, for a dumbbell satellite (K = 1), except for an isolated island,
the system becomes unstable for e > 0.33 (Fig. 6a). For K, = 0.1 (K, = 0 is a sphere) the stabiiity region has shrunk
significantly, and stability beyond e = 0.1 does not exist. Of course, this is in absence of any active control. Thus
the information can be used to advantage in designing an appropriate control depending on the system parameters and
operating co:.ditions.
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Figure 3 Zero velocity curves for Ki 1. Figure 4 A schematic representation of an invariant surface.

As can be expected, environmental forces affect the margin of stability adversely [13,161. A study of the spin stabilized
satellites by Modi and Pande [171 brings home this point rather vividly. Significance of the inertia parameter (1,,/Izz,
ratio of the axial to transverse inertia, axisymmetric satellite), the spin-parameter a (spin rate nondimensionalized with
respect to the orbital rate) and the orbital eccentricity is quite apparent in Fig. 7. It shows variation of D, the angular
deviation of the axis of symmetry from the orbit normal, as a function of 0. It is apparent that a judicious choice of
parameter values is essential to avoid tumbling motion (4' > r/2). Of particular interest is a disturbing influence of
the solar radiation pressure represented here by the parameter C. This dimensionless parz-meter depends on the satellite
geometry and mass distribution, reflectively and transmissibility of its surface, distance c between the c.m.. and the center
of pressure, solar intensity and the perigee distance. Note that the value of C as small as 0.5, which would physically
correspond to c = 3 cm for INTELSAT IV category of satellites causes the spacecraft to tumble over. Of course, in atuali
practice, a higher spin rate and/or active control system would counter this tendency. Nevertheless, the analysis Oearly
brings out the fact that the solar parameter C is of the same importance as I, a and e in the design of the satellite attitude
control system.
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2.1 Nonlinearity and Coupling

Nonlinearities and coupling between the degrees of freedom represent key factors governing response, stability and
demand on the control system. To illustrate this point consider librational dynamics of the Orbiter. Fig 8 shows librational
response of the Orbiter in a circular orbit when subjected to a relatively small disturbance of 0.05* in roll, yaw and pitch
simultaneously. The response is evaluated using nonlinear as well as linearized approaches for the Orbiter in three different
configurations. Note, except for local details, particularly at large angles of attack, the linearized approach seems to predict
the trend towards instability accurately (Figs. 8-, 8b, 8c, 8d). During 'he small amplitude bounded motion (Fig. 8e),
linear and nonlinear analyses yield virtually the same response as expected. The Lagrange configuration representing the
minimum moment of inertia axis along the local vertical and the maximum moment of inertia axis aligned with the orbit
normal is stable. Thus from control consideration, the Lagrange configuration will be less demanding in terms of fuel
expenditure.

However, in the presence of a relatively large disturbance, the linear analysis would lead to misleading conclusions.
This is clearly demonstrated through Fig. 9. The Lagrange configuration found to be stable under small disturbances is
now subjected to a roll, yaw and pitch disturbance of 4*. Note, the linear analysis continues to predict bounded motion
(Fig. 9a) while actually the system is us.stable (Fig. 9c). It is of interest to recognize relatively large deviations from
the equilibrium in the yaw degree of freedom (Fig. 9b), which becomes unstable within five orbits with a slightly larger
disturbance (Fig. 9c).

To get better appreciation as to the system dynamics during transition to instability, the Lagrange cnfiguraton was
subjected to pitch, yaw and roll disturbances separately (Fig. 10). With a pitch disturbance as large as 301 (Fig. 10a), the
roll and yaw remain unexcited and the system is stable. The same is essentially true with a yaw disturbance (Fig. l0b).
However, even with a relatively small roll disturbance (Fig. 10c), the diverging yaw oscillations set-in tending towards
instability. Thus roll control seems to be a key to ensure stability of the Orbiter in the Lagrange configuration.

Figure 11 attempts to study the effect of roll control on the librational stability of the Orbiter in the Lagrangee.nfiiration. Tha qpacdraft !s in a circular orbit and is subjected to an initial disturbance in pitch as well as yaw of 4.
The roll is controlled using the primary and vernier reaction controls of tht Orbiter with a typical ttme history over an
orbit as reported by Budica and Tong [181. Two different deadband limits are used, " = di ° (Figs. Ila, lib) anddO0.15 ° (Figs. lie, lid), to have some appreciation as to the degree of control in roll needed to assure stability. "The phrase
plane response in yaw is included to help judge the velocities involved. It is apparent that the roll control to the extent
of ±i0 is not adequate and the Orbiter becomes unstable in yaw within five orbits. However, with the deadband limits of
t0.15 0 , the system returns to stability.
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It was suspected that such a demanding control for stability may be due to sharp positive peaks in the roll time
history caused by firing of the thrusters. Considerable extension in the deadband limits can be achieved through smoothing
of the peaks. This is shown in Fig. 12, where the Orbiter's control strategy is improved to result in an approximately
sinusoidal roll time history with the deadband limits of :6. It also shows the effects of changing the roll control frequency.
In Figs. 12a and 12b the rol! control frequency is taken to be 2 cycles/orbit which approximately coincides with the natural
frequency in roll of the uncontrolled Orbiter in the Lagrange configuration (Fig. 9). The system is unstable (Figs. 12a,

12b), however, with the frequency increased to 6 cycles/orbit the system regains stability (Figs. 12c, 12d). Thus an increase
in the roll control frequency as well as reduction in the sharpness of the peaks in the roll time history appear to promote
stability. This is a useful design information as at a frequency of around 13 cycles per orbit, normally used in the actual
practice, the deadband limits can be further relaxed.
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Figure 11 Librational response of the Orbiter in the Lagrange configuration with the time history of roll contol actually
used in practice.
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Figure 12 Effect of smoothing of the peaks and frequency of the roll control on the Orbiter's librational response.
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3. FLEXIBLE SPACECRAFT: PRELIMINARY REMARKS
In the early stages of space exploration, satellites tended to be relatively small, mechanically simple and essentiallyrigid. However, for a modern space vehicle carrying lightweight deployable members, which are inherently flexible, this isno longer true. Several typical examples stress this point:

(i) Ever increasing demand on power for operation of the on board instrumentation, scientific experiments, communica-tions systems, etc., has been reflected in the size of the solar panels. The Canada/USA Communications TechnologySatellite (CTS, Hermes) launched in January 1976 carried two solar panels, 1.14 m x 7.32"m each, to generate around
1.2 kW of power.

(ii) Use of large members may be essential in some missions For example, Radio Astronomy Explorer (RAE) satellite
used four 228.8 m antennae to detect low frequency signals.

(iii) Preliminary configurations of the next generation of satellites such as the European Space Agency's L-SAT (Olympus),Canada/USA's proposed Mobile SATellite (M-SAT), and many others suggest a trend towards spacecraft with large
flexible members extending to several scores of meters.

(iv) The Space Shuttle being operational and having proved its versatility in undertaking diverse missions, several proposalsfor its utilization as a platform for conducting dynamics experiments have been presented. They range over stabilityand control of large flexible members, manufacturing of structural components for construction of the proposed SpaceStation 'Freedom', extension of solar panels for augmenting the Orbiter's power (Solar Array Flight Experiment.SAFE, Fig. 13), deployment of gigantic hoop-column type antennae for mobile communications systems, and severalothers. In fact, NASA has shown considerable interest in exploiting application of the Space Shuttle based tetheredsubsatellite system, extending to 100 km (Fig. 14); and an experiment involving 20 km long electrodynarnic tether is
scheduled for launch in early 1991.
We must recognize that flexibility is a design choice dictated in part by a dichotomy of extremes in the 'orce environ-ment: very high accelerations during delivery to orbit followed by very low accelerations in the operational life. Generally,configuration size and weight are often severely constrained as a result of the launch vehicle limitations or structuralstrength of the satellite com-ponents. As a solution, spacecraft --re initially packaged as compact rigid bodies. Once inorbit, various elements deploy to establish the desired configuration. In case of the proposed space station when undorconstruction, partially completed components will be continually added thus changing the mass, inertia, flexibility aaustructural damping characteristics. The presence of environmental forces will only add to the problem.
It should be emphasized that prediction of satellite attitude motion is by no means a simple proposition, evenif the system is rigid. Flexible character of the appendages makes the problem enormously complex. It is, therefore,understandable why transient behaviour associated with the critical phase of deployment related maneuvers has receivedrelatively little attention. On the other hand, although deployment effects are of a transient nature, they may be felt overa long period of time as a result of relatively small extension rates that are normally associated with long appendages. TheSpace Shuttle based tethered satellite system mentioned before may take 6-8 hours to deploy and much longer to retrieve.Construction of a space station may extend over several years.

One may wonder: why not conduct ground simulation studies before taking a structure or its subassemblies :n space?Remember, we are dealing here with flexible structures in microgravity environment having time dependent geometry andstructural properties. In this situation, ground based simulation studies of prototypes and scale models have proved tobe of doubtful value. This has led to more reliance on analyses than in the past. Trend has been towards developmentof analytical and numerical procedures which can be used with an increased level of confidence. Even with scale models,accurate simulation of gravity and other environmental forces has proved to be elusive.
This being the case, flexibility effects on satellite attitude motion and its control have become topics of considerableimportance. Over the years, a large body of literature pertaining to the various aspects of satellite system response, stablitand control has evolved which has been reviewed quite effectively by Likins, Modi, Williams, Roberson, and others 119,25.In fact, a relatively recent issue of the Journal of Guidance, Control, and Dynamics published by the AIAA (AmericanInstitute of Aeronautics and Astronautics) contains a series of articles reviewing the state of the art in the general area oflarge space structures (26). -
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Figure 13 Orbiter based deployment of a 4x31 m Tt
solar array (Sept. 1984). Figur, 14 The Orbiter based tethered subsatellite system
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Attention is also directed towards planning of on-orbit experiments such as SCOLE (Spacecraft COntrol Laboratory
Experiment) to check, calibrate and improve algorithms. It is generally concluded that on-orbit information acquired
during the constructional phase of a space station is the only dependable procedure for its overall design. Obviously, this
promises to open up an exciting area of in-flight measurements of structural dynamics, stability and control parameters
necessary for design. With the U.S. commitment to an operational space station by late 1990's, the need for understanding
structural response and control characteristics of such time varying, highly flexible systems is further emphasized.

4. MULTIBODY SYSTEM FORMULATIONS
Importance of flexibility, particularly with reference to large scale systems, having been recognized there have been

considerable effort aimed at general formulation applicable to a wide class of systems. The models considered vary signif-
icantly, however, the ultimate aim is to have dynamic equations of motion for a system of arbitrarily connected flexible
deployable members forming branched and closed loop topology. Formulation procedures aimed at dynamic' of multibody
flexible spacecraft have been developed by several researchers. These include the early contribution by Io [27] using the
direct path method to more recent ones by Singh et al. [28, Kane's approach], Meirovitch and Quinn [29, Perturbation
technique], Vu-Quoc and Simo [30, rotationally fixed floating frame approach], Spanos and Tsuha [31, component modes
method], Modi et al. [32, 33, Lagrangian approach], and others.

A comment cncerning Lagrangian approach to the problem might be appropriate. It has not been popular in
multibody dynamics because the kinetic energy expression can become extremely large and perhaps unmanageable (before
the advent of high speed computers) as indicated by Hooker [34] and others. On the other hand, its effectiveness has
been attested by a variety of problems in analytical dynamics for more than 200 years. More specifically, the approach
automatically satisfies holonomic constraints. It provides expressions for useful functions such as Lagrangian, Hamiltonian,
conjugate momenta, etc,, and the form of the governing equations displays clear physical meaning in terms of contributing
forces. Equally important is the fact that the equations are readily amenable to the stability study and well suited for the
control design.

A key to the use of Lagrange's approach in multibody dynamics is the development of the kinetic energy expression
in a concise matrix form, which can be differentiated as required. Obviously, the favored form for the kinetic energy is

.T(1/2)y My whire y and M are the system velocity vector and mass matrix, respectively. Also the mass matrix should
clearly display the system's dynamic character in a simple and meaningful form. Such a form for the kinetic energy is known
for configurations such as a system of point masses, discretized vibrating structures, rigid bodies connected in a chain form
351, etc. To arrive at the form for a complex flexible multibody systems has been a challenge faced by dynamicists for a
ong time. The formulation procedures presented by Modi et al. resolves this problem quite elegantly 132,33[. Essential

features of the general formulation may be summarized as follows:
" spacecraft of an arbitrary inertia distribution in a general orbit undergoing three-axis librations;
" arbitrary number and orientation of flexible appendages (tether, membrance, beam, plate, shell) deploying indepen-

dently at an arbitrary velocity and acceleration;
" the appendage is permitted to have variable mass density, flexural rigidity and cross-ectional area along its length;
" governing equations account for gravitational effects, shifting center of mass, changing rigid body inertia, and ap-

pendage offset together with transverse oscillations;
" modified Eulerian rotations y, #,a (roll, yaw, pitch, respectively) are so chosen as to make the governing equations

applicable to both spin stabilized and gravity gradient orientations;
" the equations are programmed in nonlinear as well as linearized forms to permit the study of : (i) large angle

maneuvers; (ii) nonlinear effects.
In what follows, this versatile formulation is tpplied to several systems of contemporary interest to illustrate current

and future challenges in the general area of attitude dynamics and control. Details of the mathematical formulations
and analyses being extremely lengthy are purposely omitted here, however, ppropriate references are cited. Emphasis
throughout is on the analysis of results and corresponding conclusions.

5. TRANSIENT DYNAMICS DURING DEPLOYMENT
The configuration selected for study corresponds to the Orbiter Mounted Large Platform Assembler Experiment once

proposed by Grumman Aerospace Corporation (Fig. 15). Its objective is to establish capability of manufacturing beams
in space which would serve as one of the fundamental structural elements in construction of the future space station, The
assembler is fully collapsible and automatically deployed. It has some similarity to the experiment carried out by astronauts
Jerry Ross and Sherwood Spring in November 1985.

beam T

Figure 15 A schematic diagram showing the Orbiter based construction of beam-type structural members. The principal
coordinates z, y, z having their origin at the instantaneous center of mass and beam coordinates , il, with
the origin at the attachment point are also indicated. In general the two origins are not coincident.
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orFor analysis, the flexibility and deployment rate parameters were taken to be of thc same order of magnitude as used

or likely to be employed in practice. In the diagrams e represents orbital eccentricity; BI is the beam filexural rigidity,

assumed constant over the length in this particular example; and L corresponds to the deployment rate. A,, and A,,a
denote beam inclinations to the local vertical in and normal to the orbital plane, respectively. The perigee was taken to
be 331 km. The truss or beam vibrations were represented by a maximum of the first four modes, ,, of a cantilever.
P, Q, represent generalized coordinates associated with the admissible functions used to represent beam-type appendage
oscillations in the 1 th mode in f and q directions, respectively. P and Z'i represent transverse generalized coordinates
normalized with respect to the total length.

Numerical values for some of tile more important parameters used in the computation are given below:

Orbiter: Mass =79,710 kg; I,=8,286,760 kg-m 2 ; 4v=8,646,050 kg-m 2 ; I1=1,091,4 30 kg-m 2;
I4y=27,116 kg-m 2; Iy.=328,108 kg-m 2 ; I,,=-8, 135 kg-m 2.

Beam: Mass (M6)= 129 kg; Length (L) = 33 m; Flexural Rigidity (El) = 436 kg-M2.

IHere, x,y, z are the principal body coordinates of the Orbiter with the origin coinciding with the center of mass. In

the nominal configuration x is along tile orbit normal, y coincides with the local vertical and z is aligned with the local
horizontal in the direction of motion. Only some typical results are presented here. More extensive discussion of the system
behaviour has been presented in the references 125, 36-4 ti.

Figure 16 shows tip response of the beam for two different orientations in the plane defined by the local vertical and
the orbit normal, Aout = 200 and 90'. Note, the two transverse motions 5 and t? are conpled with the plane of vibration
precessing, due to the Coriolis force, at a uniform speed which is governed by the bezn) inclination angle Agot. For the
case of go.t = 0, the uncoupled motion showed no precession. On the other hand, the precessional velocity increased with
an increase in A,,t and reached a maximum value at Aot = 900. The plane of vibratio.i of the beam precessed in one
direction only (in this case clockwise for a given Aout).

Effect )f beam deployment on the tip dynamics is studied in Fig. 17. Initial tip deflection is the same as before. Two
;inim ,;,tories % ith the same duration of deployment are considered. As can be expected, the frequency of oscillation in and

out of tih, eibital plane gradually decreases with deployment finally attaining a steady state value upon its termination. It
is o interet to recognize that they reach the same steady state amplitude, although it is much larger during deployment
compared to the deployed case.

In practice the Orbiter's librations will be controlled to a specified tolerance limit. A typical time history [18] of tile
controlled Space Shuttle librations during an orbit is shown in Fig. 18. In the following results attention is focused on
response of the deployed beam during such forced excitation of the Orbiter in the Lagrange configuration.

Figure 19 shows the forced tip response as well as the first two modes contributing to it for a beam deployed along
the orbit normal with the Orbiter in the Lagrange configuration. At the outset it should be recognized that, for this out-
of-plane configuration of the beam, the out-of-plane motion and inplane response ri are coupled as seen before (Fig. 16).
Hence one would expect the Orbiter's yaw and roll to be reflected in both tq (iiplane) and (out-of-plane) motions. The
response shown in Fig. 10 precisely reveals these trends. However, the roll disturbance, being at a higher frequency and
hence with a higher acceleration, appears to be dominant as apparent from the amplitude modulation of the response at
the roll froquency (around 13 cycles per orbit).

v e rtic a l v eo- v rti c .a l A o u ,

ba.m beso0t9 ,beam

Orbit ,o_. * 0 orbitoO, ~~~ ~o a0. is 0 ,9 P'0. 0- ,2(). 2oO
erbili ,sm 0._R__Y._0,_______02 normal __orbit normal

(a) )~,t 90 (b) out 20 0

0 E0

orbi 1 0. orbi 2t t~f
00 V

do ,i 0

__16 o ,6 -16 0 16 *

rbt 1 o 4 ob it

~1 -16 -140 1 tPmm stip'r
Figure 10 Response of the beam to a tip disturbance when

located out of the orbital plane. Note, the trails- Figure 17 Effect of deployment strategies on tip response
verse motions C and ?I are coupled and the vibra- of a beam deploying normal to the orbi.al plane.
tion plane of the beam-tip precesses at a uniform Note a reduction in beam frequency during de-
rate. ployment.
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0. THE ORBITER BASED EXPERIMENT SCOLE
Obviously, the main objective of any attitude and vibrational dynamics study of a flexible spacecraft is to developan appropriate control strategy so that the system response to disturbances remains within the specified limits. Iowever,flexibility often results in low and closely spaced frequency spectrum, and a possibility of overlap with the control systembandwidth. This will demand evolution of high performance attitude control and vibration suppression procedures as well asobservation algorithms with special emphasis on robustness to the parameter errors, spill over management, sensor/actuatorlocations, etc. Although a vast body of literature exists in this area, most of the proposed control strategies remainessentially numerical simulations and hence need to be validated. As pointed out before, it is generally recognized thatgravitational, magnetic, plasma, solar radiation, and free molecular environments can not be modeled precisely with theground based simulation facilities. Carefully planned on-orbit tests with flexiblc structures appear to be the only reliableapproach for validation, refinement and calibration of the control algorithms.
Under the circumstances, NASA has proposed an experiment SCOLE [Fig. 20, Spacecraft COntrol LaboratoryExperiment, 421. It involves prescribed slewing maneuver of a reflector plate type antenna, attached-to a flexible mast,supported by the Space Shuttle. A specified librational motion of the Shuttle provides the desired slew motion to theantenna, and the primary control task involves suppression of the resulting dynamics which may introduce error in theantenna's line-of-sight.

The general formulation is applied to assess dynamics of the SCOLE system through a parametric analysis, Sucha study of complex interactions between flexibility, slewing maneuver (03t, roll; #32, pitch) and libtrational motion (01,roll; 2,, pitch; 3,. yaw), revealed through coupling effects, is not only important during the preliminary structural designbut is also useful in planning of the control strategy. The classical infinite time linear state feedback regulator, utilizingthe Shuttle's primary and vernier thrusters, is designed to suppress the vibrations as well as control the Shuttle's attitude
motion.

It should be noted from Fig. 20 that the SCOLE configuration involves the Orbiter based flexible truss structure(mast) asyrmnetrically supporting a rigid reflector antenna at its end. The mast, located at the c.m. (GC) of the Shuttle,is permitted to execute a controlled slewing maneuver about the attachment point to the Shuttle. The truss, treated as anuniform Eulerian beam, is also free to undergo transverse (U3 , U32 ) as well as torsional (6s) vibrations, represented bythe first mode (torsion) or the first three modes (bending), involving the damping effects. The mast's fundamental bendingfrequencies, in pitch and roll directions, are 0.29 and 0.28 H1z, respectively, while that in torsion is 0.53 Iz. The effectivemodal damping ratio of each degree of freedom is taken to be 0.003. The Shuttle is considered to be in a 5303 s circularorbit corresponding to an altitude of 200 km. Other important properties are selected to represent a realistic situation ofthe SCOLE program

[1228600 0 19724131kz2Orbiter (Body 1): mass(rz) =92,986kg; inertia matrix(Ii) I10 0212160 0 k
[197243 0 9615840JMast (Body 3): mnass(m3) = 181kg; length(13 ) = 39.62 m;

Reflector antenna (Body 5): mass(ms) = 181 kg; diameter(ds) = 22.86 m;
c.m. position with respect to Frame 5, (xsz 2,xs 3 ) = (5.72,9.91,0) m.



Two types of maneuvers are considered here: Ji 02 - slewing maneuver, in the orbital plane of the mast through

200 from the nominal upright position at an average rate of 1°/s; jiJnI1 - slewing maneuver, out of the orbital plane,

of the mast through 200 at the same rate as above. The nominal trajectory of the mast slewing motion is characterized

by the acceleration to vary sinusoidally. '4 leads to both velocity and acceleration to be zero at the initial and terminal

stages. This is desirable to minimize excitation of the flexible mast. Only a sample of representative results is presented

here. Further details and response analysis data are recorded in earlier publications 143-451.

6.1 Uncontrolled Response

The first item of the interest is to have some appreciation as to the effect of the mast flexibility on the uncontrolled

system response. Fig. 21 presents time histories of the libratio i ! -I.sponse, mast tip acceleration and line-of-sight error

corresponding to the desired direction for communication at . with respect to the local vertical. The flexible mast

is undergoing the maneuver corresponding to case (i), with the Shuttle free to undergo three-axis attitude motion. The

maneuver excites the uncontrolled librational motion that is unstable in roll leading to a secular variation of the out-of-plane

line-of-sight error (Iat). It is apparent that the effect of flexibility on the line-of-sight error and the mast tip acceleration,

showing high frequency modulations, is indeed quite significant. Although the amplitude of modulations of the line of sight

error is only 0.10 (3._, Fig. 21b), it is still undesirable as antenna pointing accuracy requires the error to be less than 0.02'

in 20 s. On the other hand, the flexibility has virtually no effect on the attitude response because of their widely separated

frequencies.

A closer look at Fig. 21 is necessary to better appreciate complex interactions between flexibility and coupling. Note,
the line-of-sight error in pitch ((s) shows limit cycle oscillations about the equilibrium position of the flexible system which
are absent for the rigid case. It should be noted that although the mast is slewed in the orbital plane, both inplane (sl)
and out-of-plane (1s2) oscillations are excited leading to inplane (asi) and out-of-plane (032) mast tip accelerations. In
fact, even the mast's torsional degree of freedom was found to be present (Fig. 21a) because of the asymmetrical mounting
of the reflector. Thus the transverse and torsional degrees of freedom of the mast are strongly coupled. A difference in
the transverse vibrational frequencies of the mast, caused by the asymmetric mounting of the antenna plate, results in
a beat response with a period of around 36 s during the uncontrolled maneuver in pitch (Fig. 21b). Note, the mast tip
accelerations are significant (10

-2 g). It may be of interest to point out that an earlier study without the plate antenna
showed the inplane and out-of-plane degrees of freedom (both librational and vibratonal) to be umcoupled [431. Thus
asymmetric mounting of the antenna is a major cause of coupling.

0.2 Control Strategy: Infinite Time Optimal Linear Regulator

On linearizing about the zero equilibrium state, the original governing equations of motion reduce to the nonau-
tonomous coupled set which can be represented in the standard form as:

• =AX + D6

- (,T,TJ) T (4)

i M = M\122,M13)
T
;

where A, D are the system and control matrices, respectively, and i is the control vector, consisting of the Shuttle's 3-axis
control moments. Introducing a cost function to be minimized,

J ./o 1 19Q3. .al'R dt , (5)

the optimal control f is given by,
0(t) = R-IBTPI(t). (6)

The symmetric positive definite matrix P, based on the optimality principle, can be obtained by solving the algebraic
Ricatti equation,

ATP + PA - PBR-IBTP 4- -0, (7)

where, R, Q are positive definite and semidefinite symmetric weighting matrices, respectively.

6.3 Controlled Response

The primary control task is to rapidly change the line-of-sight of the antenna mast, attached to the Shuttle, and to
damp the induced structural vibrations for precise pointing of the antenna. Thus the objective is to minimize the time
required to slew and settle, until the antenna line-of-sight remains within a specified tolerance limit [421.

The first logical step is to illustrate effectiveness of the full state feedback optimal linear regulator, whicii employs a
set of Shuttle's thrusters to produce three-axis torques. A controller is designed so as to provide additional damping to

th. structural vibration through coupling while stabilizing the Shuttle attitude. Thus the lire-of-sight error, which is quite
susceptible to both the structural oscillations and attitude motion, can be reduced.

As against the earlier study, now the Shuttle is controlled to maintain the nominal position. Thus the desired
line-of-sight is attained by slewing the mast in pitch (Fig. 22). The results demonstrate rather vividly effectiveness of
the controller. The attitude motion originally unstable in roll leading to the seculary varying out-of-plane line of sight
errors (Fig. 21a), regains stability. Unlesirable mast vibrations are also significantly damped and the commanded antenna
direction is acquired in less than 5 r after completiorh of the maneuver. Fig. 22c presents time histories of the Shuttle
control moments. It may be nointod nut that th -oy;vm.,,,n, "..4'

. "',, e th. et. 4. , . .

1.36X10 S 
Nm as specified in the SCO.,E design challenge [421.

Finally, an alternate way of attaii,ing the line-of-sight by pitching the Shuttle is examined. Here the desired antenna
pointing direction is acquired by pitching the Sb,, tie, not through slewing of the mast. Results show that the two maneuvers
(slewing of the mast, Fig. 22; Shuttle pitch Fig. 23), though equivalent in terms of orienting the antenna, demand vastly
different control moments. Note, in the present case of inplane maneuver, the control moment in pitch for the mast slew
is about an order of magnitude smaller. This clearly suggests an enormous saving in cortrol energy if the antenna is
positioned in a desired orientation through mast maneuvers rather than maneuveriag the Shuttle as suggested in the design
challenge.
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Figure 23 Plots showing the controlled response during the Shuttle pitch maneuver. Note the control moment in pitch is
nearly an order of magnitude higher.

7. SPACE STATION: A LARGE SCALE SYSTEM
The United States led space station Freedom is progressively moving towards the design and development phases

with its international partners (Canada, ESA and Japan) confirming the specific hardware elements they will provide. The
primary design requirements is to develop a versatile, expandable, permanent, manned facility for undertaking significant
advances in space science and technology. The Space Station will contain laboratories for research in such areas as
communications, material processing and astrophysics. It will be used as a platform for satellite launch and repair as well
as assembly of space structures which may be too large, in terms of size or weight, to transport in their entirety by the
Space Shuttle.

The Space Station is planned to be assembled in orbit utilizing twenty Space Iransportation System (STS) flights 461.
Fig. 24 presented earlier illustrates the Station configuration at the completion of the assembly sequence. The pressurized
modules (habitation, laboratory and logistics) will be located near the geometric centre of the spacecraft while the servicing
equipment will be placed along the power truss on either side of the clustered modules. Each end of the main truss will
support photovoltaic arrays which will deliver 75 kW of power. -

Solar Arrays

Modules i

PowerBom7

Figure 24 A schematic diagram of the proposed Space Station Freedom showing the baseline configuration as of August
1987.
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The first Space Shuttle flight, referred in the acronym form as MB-1, will deliver four truss bays of the power boom,
two of which are outboard of the articulating alpha joint (Fig. 25a), which allows the photovoltaic solar arrays to track the
sun. Hardware delivered on this flight will also include a pair of solar arrays providing 18.85 kW of power, a panel radiator,
2 RCS modules, fuel storage tanks for flight control and reboost, and limited avionics and communication equipment. Once
assembled, MB-1 will be a fully functional spacecraft awaiting the return of the second Shuttle flight to progress to the
next stage of the assembly sequence.

The second flight (MB-2, Fig. 25b) will deploy six more bays inboard of the alpha joint, a station radiator, six Control
Moment Gyros (CMG) for additional attitude control with a complete communications coverage provided by a TDRSS
antenna. A telerobotic servicer will extend support to Extra Vehicular Activity (EVA) of a crewman during assembly and
maintenance, Phase MB-3 (Fig. 25c) will add the aft port node, a pressurized docking adapter and a standard airlock. These
elements will provide a base for deployment of the various modules for a permanently manned configuration (Fig. 25d), a

simplified model of which is considered here for dynamical investigation.
The finite element procedure was applied to obtain the first forty system modes of the above mentioned four con-

figurations. The First Element Launch consists of a 25 m long boom, a 11.5 m long array radiator (both modelled as
beams) and a pair of solar panels (33 x 6 x 0.25 m) represented as plates. For the MB.2 model, the main truss is extended
to 55 meters and an additional station radiator ( 10 X 5 X 0.25 m) is attached to it. The transition from the MB-2 to
MB-3 configuration involves the incorporation of a lumped mass element at the lower end of the main truss representing
the module support structure and the pressurized docking adapter (25,000 kg). Finally, the PMC configuration has a 105
meter main truss with a module cluster at its geometric centre (146,000 kg); a pair of array and station radiators located
at 40 m and 21 m from the truss center, respectively; and solar arrays near each end of the truss. The frequency spectrums
for the beginning MB-I stage and the final PMC stage are presented in Fig. 26. It is of interest to point out that there
are 31 modes (besides the rigid body modes) below 5 Iz for the MB-1 configuration! For example, the first elastic mode
represents the arrays' fundamental bending (symmetric) at around 0.08 Hz. lo = 0.38 Hz is predominantly the array
second bending mode % Uh the main truss in torsion. The main truss first bending mode occurs at 14o = 8.70 Hiz. The
MB-1 case is the only ,ne where the main truss torsion frequencies (lie, fli) are below ts fundamental bending frequency
f4o). For the PMC case both the length as well as the system weight have increased. This leads to more modes in a given
requency range. Now the lowest bending modes for the truss correspond to fI7 = 0.32 tz and 12o = 0.35 lz.

Summarizing, it can be inferred that the appendages dominate the flexible dynamics and that modes involving their
pure motion are not significantly affected by the evolutionary character of the Space Station. However, growth of the main
truss and its interaction with the cluster of modules significantly affect the system modes as observed through the changes
in the truss bending frequencies.

Modi, Suleman and Ng have studied at length dynamics of the evolving space station using both system as well as
component modes. Results were presented at the recently held workshop organized by ESA 147]. However, to have better
appreciation of interactions between librational dynamics and flexibility let us focus attention on a relatively simple model
of the S pace Station as shown in Fig. 27. Modi and Suleman 1481 have examined the system response using the first seven
modes (Fig. 28) through a numerical analysis of the governing nonlinear equations as well as an approximate analytical
approach leading to a closed form solution employing the variation of parameter method as proposed by Butanin 1491.

LocalLocal Vertal PV Array

PPV Array Radiator

PV Array Radiator . Local Horzonta

Local Horzontal Ortat Normal
O~o~tNormaStation

' , Radiator
N Alpha JointR

Assembly Flight MB-I MB-2

Lo
c
a
l 
V ert

c
al 

16PVAay Local Vertcali tPV A
rray

PV Array Radiator

Local Horizontal
Oroet Normal Statiunr

LPVtarray 
Rad iator

Rad~tor i Module

Figure 25 The Space Station Freedom's assembly sequence
showing four evolutionary phases. Permanently Manned Configuration

• = • • 
•

•, =• m



15-16

Array sym.

(a) FREQUENCY SPECTRUM FOR MB-i 10 s edn

~}.Array radiator
1 st bending

,, Array asyrn.
y 2nd bending

z ) , Array sym.
0.0 torsion

r. Array sym. bending
1 A~TY8SOfr1b~nrS1 Array rad. bending

Array radiator
"D i stretching

1 Array asymmetric
N bending

Array asymmetric
y torsion

Array higher
U-torsion-bending

___________________________ -main truss
1.0 1 st bending (X)

() FREQUENCY SPECTRUM FOR PMC -1.0sm.1stbndn
Station rad. 1st bending

iArray rad. 1 st bending

,,Main truss 1 st bending (Y)

Main truss 1st bending (Z)
I Array rad. bendingI Station rad. torsion

2/ 0.0-i Array sym. torsion

Main truss 2nd bend (Y)
,,, Array higher torsion-bend

L...I!~..Array rad. 2nd bending
____ '~Main truss 2nd bend (Z)

Armvi radiator bending

Figure 26 Tito frequency spectrum and three representative modes for: (a) MB-I; (b) PMC.
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Figure 27 A simplified model of the Space Station undergoing
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Figure 28 The first seven vibrational frequencies and associated ji '- -"
system modes used in the analysis of the Space Sta-
tion.

(47 = 0.9645 Hz

Figure 29 rhows response of the system when subjected to a pitch disturbance of 5'
. 

The ensuing librational,
generalized coordinates associated with the vibrational response, as well as time histories of deflections at the upper tip of
the power boom and free end of the top left solar panel are presented. Only the response of the generalized coordinates
PI, P2, and ps (corresponding to the fundamental frequency fl, f2, and fs, respectively) is given as contribution of the
remaining coordinates was found to be spveral orders of magnitude smaller. For the inertia values used, the theoretically
predicted pitch frequency equals 1.44 per orbit, which agrees quite well with the period of the planar libration, 0. The
vibrato.-y response is esentially a modulation of the above character at the system's fundamental frequency. The librational
motion is able to excite ps primarily because of the proximity of fs to the fourth harmonic 4fo (Fig. 30). Note, the solar
panel tip deflection of 10-4g which may not be acceptable for microgravity experiments.

Figure 31 shows the effect of vibratory disturbance on the system response. The Station is disturbed in its first two
modes with the maximum deflection (in each mode) equal to 2.5% of the power boom length. Note, the coupling effect leads
to a et..bstantial pitch motion (0.50 amplitude) modulated at the Station's fundamental frequency. This, in turn, excites
tile vibratory response in ps due to its proximity to the fourth pitch harmonic as explained before. Furthermore, both
the power boom and panel tip deflections are also significantly increased (panel tip amplitude 4.25 m, boom tip deflection
0.84 m). This level of vibrations may prove to be an important factor in the design of a control system.

As seen in Figs. 29 and 31, both the librational and vibratioial disturbances failed to induce a significant response in
P3, P4, po, and p7 generalized coordinates. Hence the system was purposely excited in these degrees of freedom to assesstheir effect on the Station response. The system :s subjected to the panel tip deflection of 0.625% of the boom length
in each of the third, fourth, sixth and seventh modes. Note, the total tip deflection at each panel is the same as before,
however, the system is now excited in different modes. The results are shown in Fig. 32. It is of interest to recognize
that now all the generalized coordinates are excited through coupling. A large amplitude pitch motion (1') modulated
at high frequency may prove to be -f concern. Similar high freqdency modulations are also observed in Pi, P2, and ps.
The beat-type respnse in the generalized coordinate Pe may be due to the proximity of fG and the fifth harmonic of the
hibrational frequency. The results seem to suggest that, depending unoon the type of the disturbance, all the modes may be
excited thus making the design of tile control system all the more difficult.

Accuracy of the approximate, variation of parameter method based, closed-form solution was checked by comparing
it with the numerical solution of the orig;inal nonlinear equations studied before. The comparison was carried out over a
wide range of system parameters and initial conditions. The analytical solution predicted the response with a surprising
degree of accuracy as indicated in the typical response plots presented in Figs. 33 and 34.

Figure 33 compares the analytical and numerical solutions when the system is subjected to a rather severe disturbance:
librational displacement through 50 plus a vibratory disturbance in the first and second modes corresponding to the panel
tip deflection of 5%. Note, there is virtually no difference between the two solutions. Even wit h the pitch disturbance
as lar" as 200 (Fig. 34) the correlation continues to be quite good. Although small differences in amplitude and phaseare no ,ceable, for all practical purposes, at least in the preliminary design stage, the results are indeed acceptable. The
resu!ts also suggest that, in most situations, the contribution of higher modes is likely to be quite small. Thus, the soluton
promises to be a useful tool in conducting parametric studies of such a complex system with - considerable saving (around
70%j in the computational cost.
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8. SPACE STATION BASED TETHERED PAYLOAD
As discussed before, advent of the Space Shuttle and the proposed Space Station have presented a wide range of

ossibilities for space exploration and exploitation. One approach to this end is the concept of Tethered Satellite System
SS, Fig.35). Possible applications of the system cover a broad spectrum: (i) sophisticated scientific experiments aimed

at gravity gradient, magnetic, ionospheric, aerothermodynamic and radio astronomy measurements; (ii) deployment of
payloads into new orbits or retrieval of satellites for servicing; (iii) microgravity environment and manufacturing; (iv)
generation of electricity (electrodynamic tether); (v) power and cargo transfer; and many others.

The vast potential of a tethered satellite system has led to many investigations concerning its dynamics duringoperational (i.e., stationkeeping), deployment and retrieval phases. In its utmost generality the problem is quite challenging
as the system dynamics is governed by a set of ordinary and partial nonlinear, nonautonomous and coupled differential
equations that account for:

* three dimensional rigid body dynamics (librational motion) of the station and subsatellite;
" swinging inplane and out-of-plane motions of the tether of finite mass;
o offset of the tether attachment point from the space station's centre of mass as well as controlled variations of it;
* transverse vibrations of the station;
* longitudinal and transverse vibrations of the tether;

* external forces due to aerodynamic drag and solar radiation effects.

Xp

M.p

BOOM-TROLLEY d PA

D PLATFORM

TETHER, TENSION T,

Figure 35 A schematic diagram of the platform based tethered satellite
system showing the boom-trolley arrangement to vary the offset
vector 4. Various forces acting on the system due to control are
also indicated. Al., M, and M, represent nondinensionalized
momentum wheel torques while T., T, and TL indicate the
thruster forces. D5 ,p, D5 ,,1 dd D,,p are the three dimensionalT . time dependent offset components.

T1 SUBSATELLITE

Ti

Over the years, investigators have attempted to obtain some insight into the the complex dynamics of the system using
a variety of models which have been summarized by Misra and Modi[50,511. In general, the studies show that the d),namics
of the system du:ing deployment is stable, however, the retrieval dynamics is basically unstable. The system involves a
n gative damping approximately proportional to rll,cf where I and 1,ef are the unstretched and reference tether lengths,
respectively, and prime denotes differentiation with respect to the true anomaly. This suggests a need for an active control
strategy, particularly to limit inplane (at) and out-of-plane (-yt) swing (hbrational) motions of the tether. The pioneerin'g
contribution that may help realize this objective is due to Rupp[521 who introduced a tension control law for the system.
Librational motion in the orbital plane was analyzed and the growth of pitch oscillations ddring the retrieval phase noted.
The system was further studied in detail by Baker and others[53l taking into consideration the three dimensional character
of the dynamics and the aerodynamic drag in a rotating atmosphere. Several more sophisticated models have followedsince[54], however, one of the major conclusions of all the analyses remains essentially the same. even when the varioustension control schemes are used, large amplitude motion can result under certain conditions, particularly during retrieval,
which may not be acceptable.

One of the major limitations of the tether tension control is its dependence on the gravity gradient which is governed
by the tether length. Hence foi a small flexible librating tether, the tension may be quite small or even negative, i.e., the
tether may become slack. This can be avoided by introducing thrusters55,561, however, their firing in the vicinity of the
shuttle or the space station is considered undesirable due to plume impingement, safety and other consideraions. The
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problem is further compilcated by the fact that any offset between the tether attachment point and the station's centre of
mass imposes additional moments on the station. Thus, the dynamics of the station is intrinsically coupled to that of the
tether.

A vast array of linea -and nonlinear control strategies using tension and/or thrusters have also been reviewed by Misra
and Modi [50,51; contain 67 and 97 references, respectively]. Modi et al. have introduced a new approach to the control
through regulated motion of the tether attachment point, tested its performance using a realistic mathematical modelt57-
64], assessed its relative merit with reference to other control strategies[GS] and substantiated the conceptual validity with
a ground based experiment [66]. They have reviewed this literature at some length particularly with an emphasis on the
offset control strategy[67; contains 23 references]. The offset control technique is similar to the act of balancing a rod
on the palm of one's hand. As can be expected, for a given angular disturbance, the motion required at the point of
attachment of the tether would grow proportional to the length of the tether. To assess the controller's performance,
Modi et al. purposely considered demanding platform inertias, severe initial conditions and rapid retrieval rates. Table I
compares relative performance of the three control strategies during deployment, stationkeeping and retrieval. As can be
expected, the strength of the offset control lies at shorter tether lengths, where tension and thruster control approaches
have limitations. Thus a hybrid control strategy, initially utilizing tension or thruster control with switch over to the offset
control at an appropriate length, appears quite attractive as indicated in the Table.

9. CONCLUDING COMMENTS

Let me close with a few general remarks concerning desirable directions for future efforts:

(i) It is apparent that there is a rich body of literature in the area of attitude dynamics and control. With the success
of the Space Shuttle and the U.S. commitment to an operational Space Station by the end of this century, we may
soon see spacecraft ranging from a few meters to several hundred meters in size. For such large scale flexible systems
influence of the environmental forces will be necessarily significant, particularly with a trend towards higher pointing
accuracy. Dynamics and control of flexible spacecraft in the presence of environmenta! forces remain e field that has
received relatively little attention. Note, in general, flexibility interacts with the environmental forces as well as the
control system while the latter two affect the flexible configuration. Thus the problem is inherently conjugate and
should be treated as such.

The entire field is wide open to innovative contributions. Dynamics and control of such nonlinear, nonautonomous and
coupled systems accounting for joint conditions, damping, external and internal nonconservative disturbances, etc.,
remain virtually untouched. Development of alogorithms to predict the effect of mass, inertia, damping, environmental
input, etc., on the dynamics and control parameters represents an exciting challenge for all, young as well as established
researchers.

(ii) With several relatively general formulations in hand and the programs operational, coordinated efforts should be
made to develop a comprehensive data bank for spacecraft attitude dynamics and control. This should provide design
charts over a wide ranige of system parameters and control strategies. Not only will it prove useful to design engineers
involved in planning of future scientific, communications and other applied technology satellites but will also help in
assessing dynamical, stability and control considerations associated with the time dependent evolving structures such
as the Space Shuttle based ,ontruction of the proposed Space Station.

(iii) As general approach to the problem gets well established, details should beg:n to receive more attention, e.g , quasi-
steady, discrete or continuous representation of elastic appendages. modes to be used and their number from accuracy
and computational considerations, robustness of control, step-size and numerical stability, etc.

(iv) So far, complex character of the problem has limited most analyses to small deformations and librations. Studies
aimed at dynamic response, stability and control in the large are, of course, formidable but promise to be equally
exciting and rewarding.

(v) There are two classes of problems which have already received some attention and their importance promises to increase
in future:

Space Robotics: The Mobile Servicing System (MSS) or the space manipulator will be involved in all phases of the
Space Station - construction, operation, maintenance, and future extension. However, as against the ground based
robots, here we are faced with a problem of higher order of complexity. It invloves dynamics and control of a flexible
manipulator, supporting a flexible payload, freely traversing an orbiting flexible platform. Its operation in the presence
of environmental forces would onily accentuate the challenge. This represents an entirely new class of problems not
encountered before. Although a promising begining has been riade[43-45,68,69], there is a long way to go.

Tethered Systems: With reference to the proposed Space Station Freedom, all the participating agencies have shown
interest in the tethered supported facilities aimed at a variety of missions. Recognizing the highly flexible character of
the Station, the problem of dynamics and control of the Space Station based tethered facility attains the challenge of
a higher magn;tude thn that encountered or studied so far. Modi and Misra[50,51,5C-6,] have initiated investigations
in that area, .-owever, eventually one will have to make the models more sophisticated to account for station, tether
and payload flexibility. Influence of free molecular reaction forces, solar radiation induced heating and electromagnetic
forces for cont.ucting tethers will have to be incorporated relaistically. This class of problems has remained virtually
untouched so far.

A new category of problems involving tether supported systems of three, four or more bodies is also receiving some
attention lately. The objectives are quite varied ranging from simultaneous sounding of the environment at several
altitudes to communication antenna, payload transfer and microgravity control. This represents a fertile field of
considerable practical significance and promise.

(vi) Finally, and perhaps most importantly, we urgently need carefully planned ground and space based experiments to
validate and improve literally hundreds of algorthms aimed at flexible multibody attitude dynamics and control.
Apparently, there are endless challenges, at d so are the efforts needed to meet them. The ancient s,. s described
knowledge as a tiny island surrounded by a vast ocean of ignorance. Like any process of inquiry, philosophical or
scientific, no matter how far we advance, we will always be on he shores of an uncharted ocean. But f lien, a journey
fulfills itself in every step. The end lies in the effort itself. Beyond that there are no permanent results.
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Table I Relative efforts during stationkeeping, deployment and retrieval for the three control strategies. Iybrid control
demands are also includcd.

Case Configuration Tension Thruster Offset

Reference Case 169.3 Ns, .180.6 a 87.1 Ns, 503 2 J 22.9 Ns, 444.1 J

PDIPA = 2 174.3 Ns, 502.7 J 97.2 Na, 525.4 J 25.1 Ns, 467.4 J

Stalionkeeping 1000 n 190.2 Ns, 518.2 J 166,6 NI, 556.1 J 42.3 Ns, 450.3 .

P= I x 10- t kg/m 11.4 Ns, 5,12.1 J 159.2 Ns, 560.7 J 56.9 Ns, 451.3 J

rm, = 500 kg 190.1 Ns, 546.7 J 163.9 Ns, 569.6 J 57.1 Ns, 469.1 J
Deployment r ....

0,37 orbit 181.1 Ns, 513.5 J 159,7 NS, 560.8 J 41.4 Ns, 450.1 .1
1om- 10ooo

I orbit 1656.9 Ns, 546.5 3 1453.3 Ns, 573.9 J 385.0 Ns, 469.3 3
Retrieval 0.68 orbit 1701.1 Ns, 555.8 3 1510.5 Ns, 594.7 3 495.7 Ns, 175.6 3
100 m - 10 m 0.37 orbit 1781.9 Ns, 581.4 J 1583.4 Ns, 609.8 J 585.3 Ns, 490.8 3
Retries al ...

1000 so-"10 in 0.37 orbit 6501.1 Ns, 641.1 3 6076.1 Ns, 649.2 .1 10621.1 Ns, 509.3 JP

lybrid Control 0.37 orbit 3903.5 Ns, 312.9 J 503.7 Ns, 208.4 J
Retrieval tension/offset

10 0~ 10 mo 0.37 orbit 2623.1 Ns, 280.0 J 525.5 Ns, 218.3 J

..... ___ thruster/offset _ _ _ _ I

Retrieval in one orbit with the initial tether disturbance reduced to at(O) -(0) 1.

PA, Pn sides of the Space Station represented as a rectangular plate

Pt mass of the tether per urit length

m, mass of the satellite

A
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SUMMARY

This paper describes models of the spin axis of a spacecraft moving in sub-equatorial
orbit in a relatively dense atmosphere, and under non negligeable gravity gradient and
magnetic torque. These drift models have been used in the design of the San Marco 5th
"Utafiti" aeronomy satellite for obtaining the most stable pointing condition and,
also, for the refinement of the attitude measurements of the same spacecraft. The method
of fitting is described and some results shown.

INTRODUCTION

SAN MARCO PROJECT (Co-operation University of Rome "La Sapienza" And Italian Air-Force)

The San Marco Project, wich was formalized on May 31, 1962, is part of NASA's
international cooperative program. The objective of this program is to pursue space
research with the participatory country for the mutual benefit of both by entering into
joint scientific programs wherein contributions of space research systems, including
their cost and management responsibilities, are shared mutually. NASA's international
activities are planned to provide opportunities for the participation of scientist and
agencies of other countries in the task of increasing mankind's understanding and use
of the spatial environment. The activities follow guidelines wich establish a basis for
sound programs of mutual value and contribute to the objectives of international
cooperation.
A number of highly qualified University personnel belonging to the Italian Air-Force and
to the National Council for Research are co-operating with the named San Marco Project
in :

a. spacecraft design, construction, integration and tests:
b. range management, logistics, operation;
c. rocket assembly, check-out and launch operations;
d. ground station operation, mission control and date managoemnt.

The San Marco Project is based on the Scout vehicle system and on the Kenya Equatorial
Range, located at Ngomeny bay, ( 2.9383 south latitude , 40.2125 east longitude ) close
to Malindi country. This site allows launches in a wide angular range from the equator
to the pole and in particularly effective for low equatorial orbits. In the same site is
located the San Marco Ground Station for Command and Telemetry in VHF, L, S, and X
Bands.

SAN MARCO 5th SPACECRAFT

The San Marco 5th spacecraft (fig. 1) is an aeronomy satellite which was launched in a
low nearly equatorial orbit (262 km perigee at B.O.L., 2.9 degrees inclination) and was

operative down to altitudes lower than 150 km. During this lifetime period an attitude
determination better than 0.2 degrees accuracy was needed. Due to the low altitude a
relgvant aerodynamic torque is acting on the spacecraft, together with an also non
negligeable gravity gradient torque (due to the presunce of very long "cable booms" in
the equatorial plane of the spacecraft). Under the action of these torques, the spin
axis drift was nothing but negligeable. It is not therefore possible improving the
original quality of the attitude determination (based on horizon and sun sensors) by
simple averaging or other statistical procedure, without a drift model of the spin axis
under the combined action of the gravity gradient, magnetic and a,-rodynamic torques.
The equations of the spin axis motion, linearized in the vicinity of the nominal
pointing direction, have been solved in a closed form under the hypothesis of constant
magnetic ano gravity graoient torque ono variable aerooynamic torque. The solution
procedure has been based on appropriate changes of the reference system in such a way of
having the " null torque " axis (or torque node) with the minimum variability with
respect to the reference itself.
The torque node position has been also a major consideration in the design of the spa-
cecraft, whose nominal pointing had to be the orbit anti-pole. The motion is basically
a perturbated cone around the torque node. The approximated closed form solution,
obtained in this way, has been used as an interpolation function for interpolating the
experimental attitude points.
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The paper will present the model and the results of its application to the attitude
determination problem. From a theoretical point of view, the origin of the problems of
the class described above can be traced back to the beginning of the space era and have
been the object of many studies since then (Ref 3, 2, 8). The present application is
characterized by the original closed form solution in the reference most suited X the
interpolation requirements.

LINEAR DRIFT MODELS

Consider a gyroscopic spinning spacecraft with spin axis K; the drift. motion in the
inertial reference under a torque M can always be described by; ( Ref. i

dy

dt

where Y is the moment of momentum Unit Vector

I
and H - (MAr) + z2

r

r = Moment of momentum absolute value
z arbitrary constant

For particular torques M, the H vector is independent on '. In this case the drift is
linear" and as a consequence the drift equation can be easily solved. This is for

instance the case of the average magnetic torque (Ref. I, 2, 3, 4) due to a constant
intrinsic magnetic dipole. The gravity gradient torque, in general, is non linear (Ref.
1, 4 ) but for slightly variable attitudes it can be easily linearized. Also the
aerodynamic torque can be linearized (see Appendix I). So the eq. (1) can be used for
the motion under the combined action of the three torques under the said hypotheses,
which are, by the way, appropriate to the spacecraft under consideration. In addition
the three considered torques, under the said hypotheses, are conservative, So the
precession angle and the spin rate are bound to be constant (Ref. 1, 4).

So, if the motion is initially a pure spin, we have:

y e K C spin axis unit vector ) and r' Cr cost

( C - inertia moment around K, r spin velocity

the equation writes then:

dK

( I ) KAH
dt

If the vector H is constant, the drift motion reduces to a cone around H, at a rate IHJ.
In the general case H is not constant in absolute value and in direction. For taking
into account the modulus variations, we can easily refer to a modified variable

I J ItI dt
and to the unit vector h - H / IHI , so we have

dK

d ri

If H is not constant in direction we may change the reference from the inertial to

another, movable with respect to the inertial at rate W

The ( I' ) becomes, in the new reference i

k +WA K - K A H
that is

( I''') K - KA( H +u) - KAH'

where K is the derivative in the mobile reference . We see that tho equation ham the

same form as the original one, the only diffmrona- in ttat H I= r tplaC Ly:

H' *+

By an appropriate choice of the mobile reference (and therefore of U) ) we can try to
reduce the variability of the H direction. If, at the end, we succeed in having H, con-
stant in direction, the drift is reduced to a coning around H' (in the mobile refe-
rence, of course). The change of reference can be applie in sequence As many times it
is desired; most of the times it is not easy to arrive to H' Const. in direction, but



tL

16-3

it is always possible to obtain H' movable only over a coordinate plane. In this case
it is possible to obtain a solution in iterative form in two important cases, namely:
(Ref. 5 )
i) when the motion of the node is " slow " with respect to the coning period;
ii) when the max angular dispacement of the node is "small" with respect to the cone

aperture

For our spacecraft we have the situation of cage ( il ). The theory of ( Ref. 5 ) has
therefore been applied, as described in appendix 2.

THE INTERPOLATION OF THE ATTITUDE DATE

The theory of appendix 2 brings to the model:

[X,. - Acos (MLJ ,) +VYcos~ C +L.) sinM

Y. -bsin (M+w0,, + Ysin.4 +(03.+iw0~ cosCJ-a

The XN, YN are the component of the spin axis unit vector in the "nodal reference' (XN

along the orbit ascending node, ZN to the geographic North), o is the argument of
perigee, Wj is a small "asymmetry" angle, -y is a small parameter depending upon the
perigee density variation with time, C is a small parameter depending upon the
gravity gradient, and finally :

W = W.. (t - t.)

is an angle linearly varying with time. The rate LZ), depends upon the perturbing
torques, and mostly upon the gravity gradient and the magnetic torque. The & angle is
related to the amplitude of the coning around the torque node, and depends upon the
initial conditions. Among all these parameters only o can be evaluated "a priori" with
fairly good accuracy, t. is in addition known from the orbital ephemprides. We will
therefore consider a and w known and we will try to evaluate the other parameters by
fitting the experimental data. It is however convenient to fit the quantities:

D.--X. sin Lj + (Y. + Co cost,-Asin (W .,+ F) + (.+ Y W 4f+

in place of the original X., YN.
Since I and '' are "small quartities" and A and 0* finite quantities, D, is mostly
a cosine curve, slightly perturbed by a small linear term, D2 is a sinusoid with the
origin shifted of the 1. value plus a small linear perturbing term.
We may now consider two cases, namely:

i) the interpolation is made over short period of times, such as to have a very small
variation of w . with respect to its central value w.. In this case we have, by
expanding the trig nometric functions in Taylor series:

I D a. + bt - t.) + c,(t - t.) .

D= a2 + b=(t - tr) + c2 (t - to): +I a & =(cosw, + -y- wo -V'w.

c - (4 L ,cos W.)/2

[2 A sin. +0. +Yw

b= Acosui. +t)h

C2 = - (4 ,.,sinw,,)/2

By a parabolic fitting of the experimental data we can therefore obtain the six
coefficients a,, '-, ci, a2, b., c=.

ii)The interpolation period is not as 3mall as in the previuos case, so that the full
trigonometric formulas shall be retained. It is however still possible to consider

constant the A, 1.,', ', L, parameters
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In this case A least sou^,': tting can be obtaineo by the following procedure:
a) assume for LZP. an initial gue's%;
b) minimize the cost functional:

t,

I = J(IA+Bt+ CcosU,,t- DsinutZt- D,(t)lt+ IA'+8
'
t+ CsinL:Jt+ Dcosk~it -D=(t)l)dt

to
where A, A', B, B", C, D are the unknown constants, related to the parameters
of the physical model by the relationships:

A - Y- O

A'- 3. + 41

B = (Z'

B'*~ L,,

Notice that, since we have only three physical constants (Ba, - , ) against
the four coefficients A, A',B, B', the problem shall be intended as a
"conditional minimum". The conventional method of the Lagrange multipliers
brings in this case to non linear algebraic equations. This is the reason why an
iterative procedure (based on the assumption 't " 1) has been prefered for the
solution (Appendix 3);

c) compute I = I (W..), that is the the relative minimum of I for the given Li..;

d) search for the absolute mininum of 
" 

I by varyi', the %.;_

RESULTS AND DISCUSSION

Fig. (2, 3) show the experimental at.itude points (days of the 1988 year from 114 to
163), in the vernal and in the "nodal reference". Fig. (4, 5, 6, 7) are the
corresponding parabolic fittings of D., P__ over the periods 114-139 and 139-163.
Fig.(8, 9) are the fittings nver the whole period by means of the trigonometric
formulas. The mean square errot is ahoy. 4 hundredths of degree for the two parabolic
fittings, a little more ( - 4.3 hui,=redths) for the trigonometric fitting. The max
individual deviation of the experimental points of the set is about +- 0.2 degrees,
Table I gives the coefficients of the fitting. It may be interesting to compare the
parabolic and the trigonometri. fitLtrg: Fig. (10, 11).

Table I
TRIGON'1ETRIC FITTING COEFFICIENTS, First period

A APCLMO B SPRIMO C D
0.0024491 0.0404473 0.000(016 -0.0001380 -0.0265281 -0.0245701

BSTAR GAMMA ?,SI OMO DELTA OMP
0.0404127 0.0029277 0.0118416 3.8886907 0.0361584 -2.70
Cost index I
0.0000463

We see certain discrepancies whose Rualitative behaviour indicates variability of the
perameters during the fitting period and could be desc-ibed by a positive shift of the
wm, angle in the period 114 to 139, and a negative one in the remaining. Now, day 139
corrisponds approximat-ly to thr nin. of the diurnal density bulge located at the
perigee, that is to a ocal asymmetry angle W = 0.
We should have therefore negative in the first half of the period and positive in
the second half, (instead cf i constant and almost null value as given by the I =
const. fitting). This evidences that the % variations due to the density bulge have a
detectable effect, and that an improvement of the fitting could be obtained by
modeling this feature a variabiliLy of W.. ind %, could however also depend upon
induffd magnetic dipole and/or non -linear eftects in aerodynamic torque).
Table I, I1, IV are giving the co; ficients of the trigonometric fittings for
different time periods. In each one or these periods the spacecraft is drifting freely
(whilst, in between, correction maneuvers tnok place, with a consequent change in wm.
and A

Table II
TRIGONOMEIRIC FITTING CCEFFICIENTS, 2. period

A APRIMO B BPRIMO C D
0.0077129 0.0373237 0.0000006 0.0000029 -0.0147464 -0.0325278

BSTAR GAMMA PSI OMO DELTA OMP
0.0373066 -0.0000817 -0.2089327 4.2867541 0.0357144 -2.00
Cost index I
0.0000299
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Table IIl
TRIGONOMETRIC FITTING COEFFICIENTS, 3 period

A APRIMO B BPRIMO C D

0.0089488 0.0496719 -0.0000006 -0.0000033 -0.0445372 -0.0090789

BSTAR GAMMA PSI OMO DELTA OMP
0.049688B 0.0000951 -0.1781835 -0.2010952 0.0454532 -2.00

Cost index I
0.0000165

Table IV
TRIGONOMETRIC FITTING COEFFICIENTS, 4-, period

A APRIMO a SPRIMO C D

0.0192404 0.0821213 0.0000016 0.0000069 -0.0128541 -0.0798385

9STAR GAMMA PSI OMO DELTA OMP

0.0820851 -0.0001532 -0.2362612 4.5527580 0.0808666 -2.60
Cost index I
0.0005424

On the contrary continuity should be obtained in , =Il *.J. Fig. (12) shows the
t,.,, and 0 behaviour. . . is -2.7 degrees/day in the first period, 2.0 degress/day

in the second period and third, -2.6 degrees/day in the fourth period. Notice that
0 , is the small difference of relatively large terms, and that Y is one of the
contribution (which has been neglected) this can explain the relatively large C.

discontinuity . A discontinuity is observed also in the aerodynamic parameter (.

An ovrrall increasing trend can be noticed, and this is a little larger, but

4ualitatively in agreement with, for instance, the corresponding variation of the drag

parameter of the orbit decay as given by the NORAD tracking elements (Fig. 13).
Fig. 14 shows actual perigee force data during the first period, compared with the
computed 0. We see that the hypothesis of linear variation is actually far from reality

and that we cannot expect improvements beyond the obtained accuracy without

substantially improving the density model.

CONCLUSIONS

The fitting of the experimental data with the closed form model in the appropriate
reference system made it possible to build Smooth interpolated attitudes with r.m.s. and

local deviations compatible with the experimentes requirements. It made also possible to
understand the type of motion and its physical causes, although the detailed analysis of

the parameters evidenced that some of the hypotheses, shall be revised if a better
interi.al consistency is desired. In particular a density model incorporating at least

the bulge effects should be used.
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APPENDIX 1

THE MODELS OF THE ACTING TORGUES

The torques acting on the spacecraft can be modeled as it follows: (Ref. 1, 2, 3, 4)

Gravity gradient (orbital average)

A-1) Me = -Cr t.(kAn)

k = spin axis unit vector; n = orbit normal unit vector;

C-A p(i-0
2
)
5
'

b - (=/s) w ..- . (k.n); ,. I
Cr p=

p = planetary constant; p = orbit parameter;
C = max inertia moment of s/c; A = min inertia moment of t/c (BEA);
e = orbit excentricity; r = spin velocity;
(k.n) 5 -1 for slightly variable K (linearization hypotesis) around the nominal position
(the anti-pole of the orbit)

Magnetic torque (orbital and dayly average)

A-2) M, ' - Cr~jk A[C(/.)(cos i)n-4N]

.12
pmm PE(l-oe)

- cos I; pk = on board magn. dipole along spin axis;
p Cr

ps = earth magnetic dipole; e - orbit excentricity;
i = orbit inclination; I = magnetic earth axis inclination;
N = geographic north unit vector.

Aerodinamic torque

The geometry of the spacecraft is mostly axisymmetric, with only minor surfaces with
polygonal symmetry (the four inertial booms, the four cable booms) or asymmetric. The
spin arouno the axis of symmetry is, on the other hand, producing a complete axisymmetry
for hat is concerning the average drifting action. In these conditions the aerodynamic
force passes necessaryly through a point of the axis of symmetry (the center of pressure
C.P.), where, on well balanced spacecraft, also the center of gravity (C.G.) is laying.
In the hypothesis of Ref. 6, the force is also a pure drag, directed opposite to the
spacecraft velocity relative to the atmosphere. This cannot be very different from the
inertial velocity.
The instantaneous torque expression is then:

M = (i/.)C. mV=Sd(kv)

where S is the surface normal to the wind, k the spin axis unit vector, v the velocity
unit vector, f the local density, V the velocity and Co a drag coefficient (generally
close to the value C. = 2). The "d" factor is the CP-CG measured along the symmetry
axis.
S and d are generally variable with the incidence a (sina = k-v). For a sphere we have
however S = S. =const, d = d. const. For a body with "center" (Ref 9) (for instance a
cylinder) we have d. = const, S = Sla).
In the case of San Marco 5, the body is pratically a sphere plus two small cylinders at
the top and bottom, both equal and centered with respect to the sphere. The C.G. of the
body is slightly down with respect to the center of the configuration above, so four
winglets are attached to the bottom cylinder for lowering the overall C.P.
We have then:

S-d = ES. + Sicoso + S.Isinal]d. + S.cosa.d.

where S. is the cross section of the sphere, Si the area of the two cylinders projected
normal to the axis, Sm the base area of the cylinders, S_ the projected area of the
winglets, d. the distance of the winglets from the CG, d. the excentricity of the main
body, a the "incidence": sina = k.v.
in our case it i5 nao

S./(S.+S) = S%/S. = ( sina ) 1 0,1,

so we may put:

S. (Si+S)d.+S~d. S odo = const
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within less ten 1% of Sadin the whole field of the possible incide,.es. The body can be
therefore considered as an excentric sphere as far as the drift model is concerned. The
corresponding torque is conservative and can be averaged as it follows (Ref. 5):

A-3) M. = -Cr t,.(k O)

n 50= nAW;
= P cosI+ sin'P(nAP) P +V(nfP); ( W 4<l)

P= "modified" perigee unit vector;
P a perigee unit vector;
w; rt, r. V.*Sd/Cr; (Ce -2)
po 

= 
density at the perigee;

- g V.o velocity at the perigee;
.- S = s/c surface normal to the wind;

Q d m CP/CG excentricity (computed along k);
/ (I-e-)=-

p q - -- exp(-X)EIL(A)+elo(A)1;

I+e

I.,I. Modified Bessel functions;
PF ep

(I+e)
Fig. A-1 Nm = density scale height at perigee.

The 0 unit vector refers to the resultant of the aerodynamic force in one orbit. For a
keplerian orbit and for a density profile depending only upon the altitude, U should be
coincident with 0, the normal to the perigee direction P.
This is not however the case, mostly because of the diurnal density bulge, which is
shifting P with respect to P in the direction of the sun. This is taken into account by
introducing an "asimmetry angle" IV , which reflects this bulge effect, together with
other possible asimmetries (perigee precession, decay, etc.).

Solar torque

From the effected analysis, solar torque effects could not be detected.

Induced magnetic torque

No important ferromagnetic masses are present on board, so this torque shall be very
minor, and its effects are in any case difficult to be separed from the intrinsic dipole
torque. It has therefore been neglectro in the present model.

APPENDIX 2

EQUATIONS OF MOTION AND DRIFT MODELS

I) Equations

In the inertial reference (or vernal referencey, A, N, = vernal equinox,
N = North unit vecto.-)

dk
A-4) - . (M+MO+M)/Cr

dt

Let us consider a first rotating reference V , p, N (nodal reference):

= ascending node unit vector n N

N = geographic North unit vector

In this frame let us consider

nT E (0, -sin i, cos i) orbit normal
i = orbit inclination measured

clockwise from n o N

5 (0, sin a, cos a)
a measured clockwise from N to 7

This frame rotates with velocity (ho-N) around N
= node advance rate (negative)). y

The drift equation in this reference is Fig. A-2

A-5) k k m , ;,.(s+(5cos i Z',)n + 4
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We put:

(..oi+(/s)cos IW,.)n +(-O, -( /..).,)N =

. = [--fl--/)' +(.J+(=/'€J Cos i)COS ±]*

* ~ -h,. (W+(mm)C.~OSi~*s~ni)C [A-6) -~()w, (W/alCS/s )"~, sici3

A-6) -- +W, +1i for i << 1

(G .(3/.)L;.jcos i)sin i
sina -- -

7r " (0, sin a, cos a)

and we rewrite the equation:

A-7) k = -k A C + L.53 (in the nodal reference *_ i, N)

Let us now consider a second reference P*,0",i (modified orbital reference):

0' = (TAP)/1 TAPj P = modified perigee unit vector
A-8) (see Appendix 1)

P" = G'A 7

This re.ference rotates at a speed which, at the first order in i, (1+0) is .,;J W
with: w= k- + ' , w:1= rate of variation of the argument of perigee, zz= rate of
variation of the "asymmetry" parameter.
The drift equation in this reference is therefore

A-9) -kA '- r =-k( .,-+

where E is defined by

A-1O) 0 = E F

and it is

A-1I) E' (i+a)cos M <<I

We define now:

If we consider %;j. small of the first order with respect to %;J, -t, the corrective
terms in w. are of the 21 order and therefore

A-13) . '

We define in addition

A-14) hl = (0, - sinf), cosa)

and the equation becomes

A-15) k = -kA h in the modified orbital reference (P', 0*, r).

In scalar form

r .
x = - -,.(y Cosa + z sini))

A-i6) , + L. x Cosa) k' M (xy,z)

+ = j i''.x sin))

1 represents the effects of the aerodynamic drag.
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2) The drift models.

W-- may build models corresponding to various hypoxesis on the drag:

i) No drag 13 = 0. In this caso the integration of 1) gives

A-17) I = sinA sinw., vj=i + .J.tt-te)

z = cosi - const

where x, y, z are the components of k in the P*, 0', 7 reference. ais an angle depending
upon the initial conditions. The motion is a cone of constant aperture , swept at
constant angular rate WJ..

ii) Constant drag 3 = const.

In this case Eq. A-16 integrates as: kI x sinA cos'o \ f

A-18) y - osin?' cosi sinA sin \ I
z - cosacosS+ sinD sinA sin u. g

when O<<, sin Z <<1, cosW . -1 (as in our case),
we may refer to A - , < I and use the
linearised form:

x Acos w

A-19) y Asinw + 8

z -1+ 0,6sinw -(B*+ A*)/. -1 Fig. A-3

at the first order. The motion is again a cone of constant aperture , but around

h, = (0, -B, 1-"*/.) 1 (0, -33, 1)

iii) Variable drag.

In this case from Eq. I we obtain the solving equation in x:

A-21) i"(x"+x) = f"(x" x)-(E") Vx"

d I d
where (')= = .

d Vj LZI dt

We can solve exactly the case 0' = const and approximately the case of general
variability of 0 at a very small rate.

3-I) Linearly variable S. In this case we put 0' = const = i nd obtain:

x"+x(i+,) = const - b(l+ )

x = b+ a cosk-o ./

A-22) k = (1')]
y cosB+ z sinD = ak sinkui

x2 +y2 +ZZ J

a and i; are not indipendent. From the first two relationship we obtain in fact:

y cosB+z sinD 2
(x-b)'+ _ 12. a* and, by derivation with rfspect to U),.:

i k

2'- -'* 9 y cosi+ z sin3 y'coS3+ z'sinfl y sinE- z cos]

L k IL k k

that is also, by recalling the original equations A-16)z

2' x y sinB- Z coso1
A-23) 2xx'-2bx'- - - = 0 which give

-k K k
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y sin!- z cos3 -' x+bkz/l" by using this equation and the second of Eq. A-16 we get:

A-24) y - -(Y x-bk2/Y )sinB-x'cosO

Sz = ( ? x-bk2/i )CosB-x'sinD

If we now apply the x'+y'+z1 I we obtain the necessary condition:

x
2
+x'

2
-( rx-bkZ/t )z a I With some algebra we obtain:

A-25) b = -[ - a,

which is the necessary relationship between a and b. The constants a and '.o are then
obtained from the initial conditions. In the practical case of very small 0'= <<I we
have, at the first order k:l, and we may put also:

A a = sin AA-26 ) I
b - f coSm and therefore

x . - ycosZ +sinA cosw

A-27) y sinA (sinuJ.cosO-y cos-0-sin)-cosE sinn <<I

z cos cosB+ sin Z (sin wsin y cosW.cosD)

When also sin4 <<I, cost 3 -I (our specific case)
sinn <<I, cos ' I

We refer to n n -2 and we use the linearized form:

x ~. +Cos 
w 

=U

A-28) y 0-4sinw./ ( = Do Y '-, sinZ <<1
sinn <<I[z 4 l8 ~iuJ~ coswm+&~2/= 0*/2 -

The instantaneous motion is still a cone of apertureS" around

A-29) h
"  [ -S , -0, -1+ If- - (-I , - I)

2 2

Since 0 = no yuv. = (no +w~o)w(tt), the axis of the cone moves linearly
parallel to the y axis.

iii-b) 0 arbitrarly variable. 0'<<I. In this case from the solving equation A-21) we
get:

A-30) x" x = b"0' *<<1 b - const and we easely derive:

0

where a. and b. are contant and u, .=. (t-to). (Iterations of the solution above
are abso feasible for larger values of B'). If V=const we have also:

A-32) x = (a.-b,.0)cos .+b.fl = bacosu..

which therefore is coincident with the expression of the previous paragraph for k2 .- I

7'Y<I, y2 negligeable.

3) Our model for flitting the attitude data

In our physical case the drag is variable with time because of the lowerino of thp
perigee, the orbit circularization -d O-the ,o titer e fects related to the dynamics
cf the atmosphere. In a first portion of the lifetime the drag variation can actually be
thought as pratically linear. The last portion of the lifetime is however characterised
by a drag increas-.g much more then linarly in time. We will ho~ever limit the fitting
to periods short eno,-gh for the drag to be considered linearly variable at least as
average in the period, with Y <MI.
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The drag velocity W- will be always small enough, with respect to w,, to.assume 0<<1

and vj. const (on , actually there are playing also factors like t , Q., wich are

slightly variable, and wZ, w.. which are variable too (for instance with the spin

velocity). These variations are however minor, so that in every fitting period we accept
W ,.const). Also the (small) W parameter is actually variable (with a period of about 52

days, the perigee rotation period with respect to the sun). The effects of 4 although

small, could be still detect. The present fitting is however based on V = const, V 0,

and the effects of this assumption will be discussed later on.
The displacements of the spin axis from the torque node i is always very small (most of

the time < 3*), so we have also A<<1.

In conclusion we are proposing the use of the A-28 model; we will study in particular

the motion in the xy plane. In the modified orbital reference:

x. = +Acos W.

y = + +sin W.

h i',.o + w.(t-to)

and try to fit the experimental data by the appropriate choice of the constants

Notice that the x and y coordinates are those in the (P', O', T) modified orbital

reference system. The measurements are actually made in the vernal (V,;k.N) reference.

We have now from the geometry:

co(+fl) -sin(CC+fl) -a sin 0 1 '

A sin(:*aO cos(fl) o camos 0 0"

N -o sin' -a Cos I

Li= W+p ; w= argument of perigee; 4? "asymmetry angle"; f = right ascension of
the ascending node

The drift model in the nodal reference is therefore:

I,. = Acos(aCZ. w4)+Ck cos;Z -(El.+ v.,)sinUj I

Y- A in~; +j.)(y inZU. +(Il.-k h)cosO 3-a

and in the vernal reference:

4) Orders of maonitude.

Orders of ragnitude of the torques are:

Gravity gradient torque Mg = 1.10 1.20 10-4 Nm
Magnetic torque Mm 1 1.5 10-6 Nm
Aerodynamic torque (BOLl Ma 1 2 10-6 Nm
Aerodynamic torque (EOL) Ma S 5 10-5 Nm

Solar torque Ms 1 3 10-8 Nm

APPENDIX 3

FITTING OF THE ATTITUDE DATA

As explained in the text, we apply a least square procedure based rn minifi2ing the co~t

functional:

Itf
I = ([A+ Bt+ Ccos.jt- Dsintj.,t- D.(t)]2+ (A*+ 't CsinZt+ Occst~jt- D(tl32) dt =

Jto

= K.(A2+A'2 C2+D2)+2Ks(AB+A'B')+K(B'2+B)+2K.(CA+DA') 2K(CA'-UA)+2K.(CD DB')+

+2K,(CB'-DD)-2AN-2A*N=-2BN=-2B'N-2CN.-2DN+N,
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where: KL ' (t,-to); K= = (t.2-to)/2; K2 = (t=-tm
2

}/3;

tsin(LZt.)-tosin(tZto) Ke t.cos(.j to)-tcos(W:t') K.
K.a __- ; K, = + -

NJ t. D,dt; N. j D.dt; Nz = = tDdt; N. .tDdt;
Ito to Ito Ito

Jft. It.

rt.
N7 - (D+D.2 )dt

Jto

The A, A', B, B' constants are not indipendent, but:

A = ' -(.+ t,,o) /= - BIB'

A' i W.+tw.+41 i I
-Y= [A-(B/B')A'= B'/t.

B = t J, f 1+(B/B' )2

B'. ? " I
=~ =- (B/B' )A+A']-y W.
i..(BIB' )2

So a condition does exists among these variables, namely A-(B/B')A'= (B'I.)[I(BIB')23

This condition is not linear, and its treatment with the usual Lagrange multiplier
method bring to a non linear algebric equation. We prefer therefore the following
iterative method:

i) the equations of the minimum are written as for all independent variables:

K. 0 K2  0 K. -Ka A N,

0 K, 0 Ka Ka K. A' N2

Ka 0 K3 0 K . -K, d N3

0 K= 0 K= K7 K. B' N.

K. K" K. K7 K, 0 C N

-K, K. -K7 K. 0 K. D N.

ii) the condition is expressed as = -
and the 0 variable is eliminated from the equations accordingly:

K 0 "92 K. -K, A N,

0 K, K, KO K. A' N2

0 K2  K, K7 K. B' N.

r. Ko (K7- rK.) K, 0 C No

I-K K. (K.+ TK,) 0 K, 0 N.

The system is solved by assuming for y a starting value (for instance *= 0).
We compute then:

tang o.m D/C; sign(sinW 9 ) = sign (0); D = 0/sin w.o; ' 0'/w;

0.+y o A'-[(' y-A)j( ]/A'; (= [Y -A)/(.+Po)

iii) A new iteration is made with the computed 41 value.

H~ ITr_ yj.jc Lhu process is termnnted.

iv) The cost Index I = I(tv.) is computed.
The value of c',. is then varied for searcning the LAI, wich corresponds to the absolute
minimum of I.
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THE INSTRUMENT POINTING SYSTEM - PRECISION ATTITUDE CONTROL IN SPACZ

Ralf Hartmann, Albrecht Woclker
Dornier Gmbk!, Transport & Orbital Systems Division,

7990 Friedrichshafen, West Germany

ABSTRACT

The Spacelab Instrument Pointing System (IPS) is a three axes gimbal system providing
pointing and stabilization in the arcsec range to a variety of space experiments with a
mass of up to 7000 kg. The IPS demonstrated its control performance during the maiden
flight in July 1985, the Spacelab 2 mission on board the Space Shuttle Challenger.

The most challenging problem for attitude control in space is the disturbance compensa-
tion in the presence of structural flexibilities. Kalman filtering based on optical sen-
sor and gyro measurements as well as flexible mode attenuation and feedforward control
were indispensable to achieve high precision.

To further enhance the IPS pointing performance and versatility, a new, more autonomous
computer and sensor concept has been cunceived providing the capacity for a higher de-
gree of automation as well as for improved pointing and closed loop tracking control.

The autonomy atik coctrol capacity of the enhanced IPS establish the basis to accommodate
the IPS as long-.erm available tracking and pointing platform on the International Space
Station Freedom (ISF).

1. IPS DESCRIPTION

Figure I depicts the Instrument Pointing System (IPS) as flown on the Spacclab 2 mission
on-board Challenger, The scientific experiments mounted on the IPS were pointed towards
the sun with an excellent precision and stability. Besides solar pointing, the IPS al-
lows for various other applications such as stellar pointing and Earth observation.

To enhance the Shuttle capabilities with regard to experiment pointing, Dornier devel-
oped the IPS under contract of the European Space Agency (ESA). As a subsystem of
Spacelab, two IPS flight units were delivered to NASA.

Fig. 1: IPS in Spacclab 2 Configuration

Figure 2 presents the IPS in an exploded view. The gimbal system is mountea via a sup-
port structure and four hardpoints at the aft end of a single suspended Spacelab pallet.
A box type structure (Replaceable Column) supports the tubular framework and enables
height adjustment of the gimbal center of rotation according to the payload dimensions.
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The IPS gimbal system comprises three identical Drive Units (brushless DC torquers),
each providing 30 Nm maximum torque. The Elevation Drive Unit (EDU) serves for IPS erec-
tion, the Cross-Elevation Drive Unit (XDU) enables side-looking out of the Shuttle cargo
bay, finally the Roll Drive Unit (RDU) prcvides the payload rotation about the
line-of-sight. The g'mbal system yields a viewing range of 60" half cone angle, whereas
the roll freedom is 180". For safety reasons, a spring loaded bumper device mounted at
the rear end of the }:DU hits a ring placed around the EDU in case a certain cone angle
is exceeded.

The front end of the IDU is connected to the Equipment Platform (EPF) carrying electron-
ic units and a mechanism which enables the separation and thus decoupling of the payload
from the IPS during launch and landing.

The absence of gravity enables to mount the payload with its center of gravity far out-
side the giabal center of rotation. Thus, a variety of payload masses and dimensions can
easily be accommodated. The increased disturbance sensitivity was mainly reduced by
feedforward control.

I P y.odO tAfsnd

2..0. .o ...

a CO,,fIOO,-IV

Fig. 2: IPS in Exploded View

1.2 EiggLugaC nfiguraion

The actual IPS design assumes support b the Spaclab Command & Data Management System

(CDMS) and Electrical Power Distribution System (EPDS). The IPS Power Electronics Unit
(PEU), which is mounted on the Spacelab Pallet transforms the power from the EPDS to the
necessary voltages and currents for the IPS electronics and electro-mechanical devices.

The IPS is operated by the astronauts via the CDNS and its keyboard and display located
either in the Spacelab module or in the Orbiter aft flight deck. Whereas the CDHS is
dedicated to operational procedures, the IPS Data Control Unit (DCU), mounted on the EPF
executes the control algorithms for pointing and stabilization in fixed point arithme-
tics.

The absolute celestial reference for control is provided by the Optical Sensor Package
(OSP) containing one boresighted and two skewed (image dissector tube type) fixed head
star trackers (FHST). To minimize misalignments, the OSP is mounted on the payload. The
boresighted tracker can also be configured for Q' !Ir !-i4=ccns by sing a 3un beam split-

tei providing a negative star-like image. Three axes rate measurement is accomplished by
three orthogonal and one (redundant) skewed gyro mounted on the EPF. Finally, a three
axes accelerometer package on the lower framework enables feedforward disturbance com-
pensation.

The payload is serviced with up to 1250 W (22 VDC) power and various control and data
lines, including six high speed lines, The he-nesses are coaxially routed across through
entire gimbal system and are thus twisted w a certain resistance and friction during
gimbal motions.
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2. CONTROL SYSTEM

The envisaged pointing stability, the structural flexibility of the IPS with its payload
in view of sharp disturbances of its mounting base and internal imperfections
(noise,friction) imposed challenging requirements on the control system design.

The control system comprises a feedback loop with attenuation filters and PID control as
well as feedforward compensation of external disturbances. Based on optical sensor and
gyro measurements the attitude is determined via a special version of the Kalman filter.

The block diagram of the IPS control system is shown in Figure 3. The algorithms are ex-
ecuted by two computers: the fast control loop algorithms are implemented in the DCU,
whereas the slow control loop tasks are allocated to the CDMS. The fast control loop
feedback is established by the three axes IPS rate measurement of the gyro package. The
rate is sampled with 100 Hz and transformed into the payload axes. The (prefiltered)
rate is submitted to a quaternion integration to obtain the attitude and subsequently
the attitude error. The quaternion representation of the attitude has been chosen to
ease the computation load. The control law consists of a sequence of attenuation filters
and a PID controller. The controller output must be transformed from the platform axes
into the gimbal axes to exert the control torque via power amplifier and drive units.

The payload center of gravity is far outside the gimbal center of rotation to accommo-
date various types of payloads. However, this implies sensitivity to external distur-
bances, caused e.g. by Orbiter thruster firing or crew motion. Therefore, an
accelerometer package (ACP) is essential to measure any linear acceleration at the IPS
mounting base and thus to enable feedforward torque compensation.

Cam-W.d & Data Ug., $S

E =- ---

Me.S

Fig. 3: IPS Control System Block Diagram

2.1 Attitude De.ermination

The pabsolute measurement reference is provided in three axes by means of the three Fixed
Hlead Star Trackers (FHST) of the Optical Sensor Package (OSP). The optical sensor sig-
nals are sampled with 1 Hlz for correction of the quaternions according to the actual at-
titude error with respect to the celestial target. To this end a dedicated Attitude De-
termination Filter (ADF in Figure 4) is applied. Referring to Figure 3 the loop compris-
ing the quaternion integration block and the 'Gyro Drift and Attitude Estimation' block
forms a modified version of the Kalman filter. This Kalman filter (or ADF) estimates the
current quaternions, the gyro drift and the relative misalignment between the star
trackers. The quaternion integration yields the current attitude with a sampling rate of
25 Hz. Considering the 1 Hlz cycle, this signal represents the attitude estimate based on

° gyro information. Via the observation matrix this attitude is transformed into the opti-
cal sensor axes. This enables a comparison between the optical sensor measurements and
the gyro based estimate. The resulting error signal is fed through the Kalman filter



17.4

gain matrix to obtain the corrections of the quaternions, the gyro drift and the tracker
misalignments.

The signal correction and thus the main part of the Kalman filter is executed in the
1 Hz cycle. However, the quaternion integration running with 25 Hz frequency is part of
the filter. This implies that the state transition matrix of the filter depends on the
gyro rate signal during a 1 Hz cycle.

For the generation of the Kalman filter gain matrix the state transition and observation
matrices are linearized to enable a precalculation of the Kalman filter gain matrix
based on the following informations:

o a time-invariant state and observation model. The model applien 10 states; 3
quaternions (one is redundant), 3 gyro drifts, and 4 misalignments (2 lateral mis-
alignments of the two skewed w.r.t. the boresighted FHST),

o the system noise due to gyro noise and numerical errors of the quaternions,
o the measurement noise of the optical sensors.

These informations allow the generation of the time variant filter gains, which optimal-
ly combine redundant measurements according to the error sources to yield optimum atti-
tude estimation. To ease computation load, these gains are approximated by hyperbola
functions, which can be represented by a few coefficients only.

The attitude determination is the basis for achieving high pointing accuracy and stabil-
ity in three axes by minimizing the effects due to gyro and optical sensor noise, gyro
drift and sensor misalignments. After filter settling, lasting typically 100 sec from
initial target acquisition, long term stabilization is provided to the experiments.

As an option, experiment sensors can substitute the OSP as absolute measurement refer-
ence. Also attitude offset commands from the experiments are accepted by the DCU.

2.2 Attitude Control

Figure 4 presents the IPS fast control loop which is for the most part implemented in
the Data Control Unit (DCU). The three axes gyro loop applies a sequence of filters with
different sampling frequencies. This is necessary because the DCU computer is not able
to execute all filter algorithms within fastest (100 Hz) cycle. On the other hand the
averaging of gyro data (100 Hz) and the prefilters (50 Hz) require high sampling rates,
in order to avoid aliasing of high frequency structural modes and gyro noise. The rate
filters running with 25 Hz are designed to attenuate structural modes with minimum phase
shift. Each filter consists of a transfer function with a second order nominator and de-
nominator. Figure 4 also illustrates the ADF and PID control.

The second branch of the DCU consists in the three axes ACP loop. Although the ACP mea-
surement is designed to form a feedforward, in fact it must be regarded as a feedback
loop for stability analyses due to the coupling with the dynamics of the IPS. Hence in
total six feedback loops establish the multivariable system. Consequently the ACP loop
requires as well a sequence of filters, designed according to similar criteria as the
rate filters.

i R a sred
IRate

3 Axes I I  2 A e' '2- d O rd e r -- 2.. d O rd e r
Prehl1tedyoRte 

RtF
Domsred
Afttde

SteS to Iuaton
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2.3 IPS Performance Prediction and Flight Regsult

Table 2 summarizes the IPS performance in terms of the most relevant payload criteria,
the quiescent stability and the disturbance response. All results are given for the
worst of the two lateral axes.

The quiescent cases assume an undisturbed inertially fixed Orbiter, such, that any
pointing error of the IPS is caused by its own internally generated effects as there are
sensor noise, bearing friction, quantization misalignments etc. The lateral stability is
kept below 0.7 arcsec in such quiescent periods, which are most valuable for experiments
to obtain high quality images of their targets although these conditions are occasional-
ly interrupted by external disturbances.

The disturbance response represents the variation of the attitude resulting from Orbiter
thruster firing and crew wall push off. Except for free drift cases, the Orbiter per-
forms limit cycling within /-0.1 deg. by repeated 80 msec thruster firings. In this
case the worst attitude variation was 5 arcsec. During the SL-2 flight also 1040 msec
thruster firing occurred resulting in a disturbance response of up to 18 arcsec.
Figure 5 demonstrates that upon such 1040 msec thruster firing, the IPS settles fairly
quickly to provide high pointing stability to the experiments.

The man-motion disturbance results from two opposite well push-offs by an astronaut in
the Orbiter flight deck. Figure 6 presents the worst case in which the attitude varia-
tion was 17 arcsec.

Table I demonstrates a quite good coincidence between simulation and flight performance
for the quiescent and thruster firing case whereas the man-motion impact is higher than
predicted because the crew impulse unexpectedly caused a higher Orbiter acceleration and
thus worse IPS response.

The IPS is designed to accommodate various types of payloads. For large payloads of up
to 7000 kg and thus high inertias, the performance degradation is very low due to the
effectiveness of the feedforward control and due to a merely slight reduction of the
control system bandwidth from 0.7 Hz to 0.5 Hz. Therefore, it can be concluded that the
disadvantage of the large center of gravity offset is minimized.

LOS Performance Unit Simulation Flight
Characteristics 2 tons 7 tons SL-2 SL-2

Quiescent Case
- pointing accuracy arcsec 0.4 0.7 0.8 - *
- rms stability arcsec 0.7 0.8 0.7 0.7
- rms stability rate deg/hr 2.9 1.3 2.0 - *

Disturbance Cases
- man-motion arcsec 5.1 8.9 8.5 17.0
- 80 msec thruster firing arcsec 6.7 7.1 5.6 5.0
- 1040 msec thruster firing arcsec - - 18.0

Payload mass kg 2 000 7 000 1 402 1 402
Inertia about COR kgm

1  
15 740 132 200 5 980 5 980

* could not be evaluated from flight data

Table 1: IPS Performance

3. IPS PERFORMANCE ENHANCEMENT

3.1 M o_ 9 9

After the successful maiden flight further enhancement of the IPS has been investigated.
The mechanical design is mature and does not limit the IPS capabilities. Considering the
growth in computer and sensor technologies, significant improvements can be achieved by
just replacing or adding electronic boxes but keeping the basic IPS design.

A major objective of the IPS improvement is to establish a highly'autonomous system be-
ing independent of Spacelab and requiring only a minimum amount of external services.
The Spauelab CDHS iu replaced by a more powerful Operation and Control Computer (OCC) to
provide enhanced IPS performance, operations and handling.

The driving demand of using the OCC autonomy concept is to provide the capacity to exe-
cute more complex control algorithms at higher sampling rates. This improves the point-
ing performance and to provides the capability for closed loop tracking of moving ob-
jects. Furthermore, autonomy implies the automatic execution of operational procedures
by the OCC software which is ii.iortant for fast and reliable object acquisition in
tracking and pointing missions.
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The automation and autonomy features of the improved IPS with the OCC form a basis to

accommodate the IPS as a self-contained system on the International Space Station Free-
dom (ISF).
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3.2 P eformance Itvyg_€.

For stellar and solar observation it is most important to provide a high stability with
the IPS. The IPS demonstrated about 0.7 arcsec quiescent stabilityo however, there is
still a demand for further improving tile pointing performance. Table 2 shows the results
of a sensitivity analysis for tLe quiescent performance.

Error Source Relative Contribution to
Quiescent Performance (%)

(1) DCU quantization 73

(2) Gyro noise 52
(3) Optical sensor noise 39
(4) Torque hysteresis 16
(5) Structural flexibility 10
(6) Torque roughness 8

RSS Sum 100

Table 2: Sensitivity analysis of internal generated disturbances

Consequently those error sources which are inherent to the basic IPS design, namely no.
4, 5, 6 have only a minor effect. The important error sourceq no. 1, 2, 3 ca, be reduced
by exchanging or adding individual boxes.

The DCU quantization which is caused by its fixed point arithmetics can effectively be
eliminated by use of the new OCC. Even without changing the control law the quiescent
stability can be reduced to about 0.25 arcsec. A quiescent stability below 0.1 arcsec
can be achieved by the following measures in addition to using the OCC:
o Use of a new gyro with a noise of about 0.4"/hr and 25 Iz bandwidth. Alternatively,

this can be achieved by an improvement of the IPS gyro electronic reducing the gyro
noise by a factor of 5.

o Use of an optical sensor with a noise of 0.2 arcsec at I liz sampling which could be
either IPS dedicated or user supplied. Alternatively, the optics of the IPS FHST can
be improved to yield a factor of 4 of noise reduction.

In addition or as an alternative to the optical sensor and gyro improvement, the capaci-
ty of the OCC can be utilized to implement more efficient control algorithms. Using a
filter sampling frequency of 100 Iz, alir.sing effects arising from structural modes and
gyro noise can be avoided. More flexibility in the design of the attenuation filters and
control algorithms ia gained by the higher storage and speed capabilities of the OCC.
Furthermore, an enhanced Kalman Filter for attitude and rate determination applying
on-line gain computation and avoiding delays of sensor measurements yields faster set-
tling and higher stability.
With these measures, simulations have shown that IPS internally generated error source
can be minimized to yield 0.1 arcsec for an inertially stabilized orbiter. If the orbit-
er is free drifting in a Earth pointing, the stability uegradation is about 0.1 arcsec
due tu increased cearing and harness friction.

The disturbance response upon man-motion and thruster firing can also be reduced by
o relocation of the Accelerometer Package to a point, which is more sensitive to dis-

turbances than to structural flexibilities,
o using 100 liz sampling and filtering, optimization internal ACP filter presently nec-

essary to avoid aliasing effects with low sampling rate,
o improved filters in the feedforward loop running at 100 IN
o use of a rigid body disturbance observer.

3.3 Q I_Ab 9i o _.iAug

The IPS has been designed for high precision pointing towards inertial celestial ob-
jects. With the autonomy concept the IPS provides the capability for closed loop track-
ing of anv objects moving at rates of up to 3 "/sec.

For tracking of object moving relative to the Shuttle the following scenario is assumed:
o The IPS applies two (user supplied) sensors:

- a coarse acquisition sensor with a field of view of abouf 5' x_5'
- a fine tracking sensor with a field of view of about 0.5' x 0.5".

o The initial position of the object is known with an uncertainty less than the exten-
sion of the acquisition sensor field of view. This is the case for tracking of a
fixed landmark or other cooperative spacecrftd,

Tracking is pei-formed with the following automated sequence:

(1) Tracking Preparation comprising
- IPS supports calibration of the optical sensors and experiments
- Gyro drift calibration and attitude initialization
- Last uplink of object and mission parametei,.



17-8

(2) Initial Positioning:
The IPS is moved close to the end of the operational cone to a position which is
located on a predefined trajectory derived from the knowledge on the initial ob-
ject position. The Orbiter as well has to acquire the required position.

(3) Gyro Tracking:
Automatic tracking is started before the object is visible in the acquisition sen-
sor field of view (e.g. because the objective is behind the horizon). Hence, Gyro
Tracking means closed loop control along a predefined trajectory (based on a im-
perfect a priori information), where the attitude error is the difference between
the predefined trajectory and the actual attitudc derived from gyro rate integra-
tion. Due to the relative object motion a high initial rate error effects a sharp
acceleration of the IPS to the rate of the object (see initial torque profile in
Figure 7). At about 30 secs, when object appears in the acquisition camera field,
the rate error is small whereas the attitude error is about 1.4 deg. due to the
imperfect a priori information on the object location.

(4) Object Acquisition:
Once the acquisition sensor has acquired the object in its field of view, it gen-
erates an attitude error which causes a transient (second torque profile on Figure
7) into the field of view of the tracking sensor.

(5) Fine Tracking:
Once the object is acquired by the tracking sensor and settling is performed, the
IPS provides a fine tracking stability of 0.6 arcsec (3 prad) to a 2000 kg payload
at a rate of up to 2.1"/sec , assuming an optical sensor noise of 2 arcsec (10
grad)and 30 Hz sampling. A maximum bias error of 23 arcsec (115 irad) after set-
tling has been achieved with PID control. A second integrator or a trajectory pre-
dictor/estimator is found not suitable to further improve the accuracy. Due to tile
double integration of the plant, bias error results from the variation of the ac-
celeration which can hardly be determined through a further integrator or observ-
er.
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Fig. 7: IPS Tracking Stimulation

4. SPACE STATION ACCOMMODATION

There is only a limited number of satellites for astronomy and solar sciences, on the
other hand the International Space Station Freedom (ISF) constitutes a large,
long-termed infrastructure for a variety of experiments. However the ISF is Earth point-
ed, has a limited maneuverability and is only coarsely stabilized and thus does not sup-
port tracking and pointing experiments. Consequently the IPS could expand the ISF versa-
tility and and range of utilization , because



1p7-9

o the IPS supports a variety of payloads in terms of mass and accuracy,
o the IFS is the only flight proven pointer presently available,
o the IPS is designed for 50 Shuttle missions and 10 years lifetime and thus includes

considerable design margins and a high robustness,
o the IPS autonomy concept forms the basis for the accommodation of the IPS on the ISF
" the basic IPS design can be retained, mainly add-on improvements like the OCC are re-

quired.
o the openly exposed IPS Equipment Platform can be supplemented by an automatic Payload

Berthing Adaptor which facilitates the experiment exchange with the Remote Manipula-
tor Arm.

Figure 8 shows the IPS accomodated on the long ISF truss structure.

Compared to the Shuttle, the 155m long, lightweight ISF design imposes the IPS to cope
with low frequency vibrations in the vicinity of the control system bandwidth. The con-
trol system structure is basically retained for first analyses, however the following
adaptations are mandatory:

o The processing capacity of the CCC is the basis to implement adapted attcnuation fil-
ters running with 100 Hz cycle time.

o The control system banduidth has to be reduced from 0.64 Hz to 0.32 Hz to avoid in-
teraction of the IPS with low frequency ISF vibrat ons and thus to ensure dynamic
stability of the coupled dynamics system. The reduced feedback disturbance compensa-
tion is recovered by improving the feedforward loop as follows:

o Reduction of accelerometer internal filter time constant,
o Optimization of accelerometer location closer to the IPS center of rotation.
o Use of further accelerometers to observe the low frequency ISF vibration and direct

feedforward compensation (not yet simulated).

Figure 9 depicts the IPS response upon crew wall push-off. The maximum attitude error is
25 arcsec. The wall pushoff effects an almost undamped vibration of the long Space Sta-
tion truss, representing a continuing disturbance to the IPS which results in an oscil-
lation error with an amplitude of 18 arcsec. For the present analysis it is assumed that
the ISF does not stabilize its own disturbances.
Figure 10 demonstrates the effectiveness of the feedforward compensation with
accelerometers: even though not yet optimized, the feedforward reduces the maxim'Im error
from 41 arcsec down to 10 arcsec in cross-elevation and even the ISF vibration response
is decreased from 25 arcsec to 18 arcsec.
The attitude error upon ISF thruster firing is shown in Figure Ii. The maximum error is
39 arcsec with feedforward control. Although the IPS is unfavorably located just above a
thruster pod, that is at an antinode, the ISF vibration disturbance can be compensated
by feedforward. After 20 sec the amplitude of the attitude error has been decreased to 6
aresec.
Thus it is considered reasonable to further exploit the feedforward compensation. Since
the IPS is disturbed by one (or two) dominant flexible ISF modes only, it seems to be
well feasible to conceive a disturbance observer of iimited order based on distributed
accelerometers.

Fig. 8: IPS in Space Station Freedom Configurat.on
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5. CONCLUSION AND FUTURE OUTLOOK

'rhe IPS performance during the Spacelab 2 mission rendered essential benefit for experi-
ments. Attitude control with flexible mode attenuation and Kalman filtering based on op-
tical sensor and gyro measurements enable precision pointing for the IPS as well as for
satellites. The IPS specifically has to cope with step-like disturbances of its mounting
base. Therefore further studies are ongoing to prove that the IPS can provide a pointing
performance on the ISF being close to the Spacelab 2 results in order to enhance the IPS
as long-term available platform for a variety of tracking and pointing exper)ments on
the ISF.

6. REFERENCES

[11 Spaceiab Verification Flight Test jVFT) Program Report, MDC W5362A, tc Donnell
Douglas Astronautics Company, Sept. 1987.



18-1

FLEXIBLE STRUCTURE CONTROL AND RIGID BODY DYNAMICS

V. B. Venkayya
Wright Research and Developmnent Center
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ABSTRACT

The main interest of this paper is to promote the objectives of Control-Structure Interaction (CSI) in vibration sop-
pression and attitude contrd of large space structures. Integration of mnultibody dynamics, flexible structures and control
system design is considered extremely important in CSI research. The concepts of dccentralizcd controls and optimization

of lightly damped systems are the promising approaches for realistic applications.

1. INTRODUCTION

A number of future space systems are being planned at present for both military and civilian applications. Some of
the common perceptions about these systems are. (a) they are large in size, (b) they are extremely flexible, and (c) they
need both active and passive controls to assure adequate performance while subjected to a variety of disturbances. In
addition, they are made of multiple bodies connected together in a tree fashion or in multiple closed loops. For example,
the proposed NASA Space Station consists of solar panels, antennas, crew quarters, life support systems, etc., and each of
these is a fleAble body connected together by truss booms. The disturbances are a result of either large angle maneuvers
or impact due to docking or crew and equipment movement. The %brations induced by these disturbances need to be
controlled for the proper operation of the spacecraft. Passive controls, though extremely important, alone are not expected
to be adequate . Active controls are expected to play an important role in vibration suppression and shape control. Tile
interaction of multibody dynan.ics and the extreme flexibility of the bodies can prese nt significant probleiiis in the design
of control systems.

Th integration of multibody dynamiics, finite elemAt models, and active ".- passive controls is going to be the major
thrust of future research in large spae structures design Each of these disciplines presents numerous unsolved problems in

their own right, and their integration appears to be an inkractahle problen at present. Early inutibody dynamics research
was primari[y concerned with the formulation of the Equations of Motion (EOM). The controversy about the Newton-
E ler formulation vs Lagraige'c equations is largely resolved. The general consensus is that it is possible to obtain the
same equations of motion by either route(I) Iowever, the new formulation, known as Kane's formulation which reduces
to the Lagrange's form of the D'Alembert's principle in special cases, is the preferred approach at present because of its
Feneralit. ( The solution of the !oilinear equations of nultibody dynamics is another major obstacle ii tile development
of design methods. Most of these are approxiniate numerical methods, and their computational conmplexity, speed, and
ro'iabulity of convergence are always in question.

Thie flexibility e fects of large bodies in rapid maneuvers further confound the spacecraft design jssues. Multiple bodies
are bilt-up structures and their representation by continuum snodeling is at best unsatisfactory. The popular flaite
elenienht modeling, on the other hand, is fraught with the curse of dimensionality. Even though the finite element model
is satisfactory to predict time dynamic behavior of a constrained flexible body. its inclusion in the multibody dynamics
seriously a'-eri the solution strategy For example, in the numerical integration of the equations of motion the time step
requirements of rigid body oscillations and flexible motions caii be significantly different, and a balanced approach can be
achieved only by extensive numerical simulation.

Model order reduction is one of the active research topics in the development of active control technology. The effects
of unmodelled modes, truncated modes and model uncertainty are the issues that must be addressed seriously in the
develolinent of integrated design methods The modern optimal control theory is entirely hased on linear models The
nonlinear motions of multiple bodies and their flexibility require new approaches for design. The actuator/sensor dynamics
further enhance the nonlinearitie. A flexible structure subjected to rauid maneuvers can introduce instabilities.

Recent interest in multibody dynaniics promoted development of a number of ,omputer codes such as DISCOS(3),
CONTOPS("). ADAMS(5), DADS"

6 ) 
etc. Most of these codes were originally intended for the simulation of rigid body

dynamics Since the size of thie bodies is expected to be large in spacecraft applications, a realistic simulation cannot ignore
the flexibility effects. The new enhancements of these codes are addressing the flexibility issue to a liiited extent.

The dynamics of connected bodies is of interest in not only spacecraft design but in robotics as well. The major
difference is that in the case of robots the analytical simulation can lIx verified reasonably well in experiments. However,
in the case of a spacecraft the difficulties are far too numerous for such an experimental verification. The size of the
spacecraft, zero gravity environment, absence of aerodynamic damping, and free-free motion are some of the impediments
for experimeptal validation of an analytical simulation. The orbital motion of the spacecraft adds to the complexity. It
is imperative that in the absence of such a validation, ouir understanding of the analytical models must be thorough and
include as many elements as possible in the model.
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The purpose of this paper is to identify the design issues arising from flexibility effects and active/passive control for
vibration suppression of a nultibody system.

2. EQUATIONS OF MOTION OF MULTIBODY SYSTEMS

Tile dynamics of a inultibody system can be formulated in a number of ways. Tile Newton-Euler formulation, Lagrange'sequations, D'Alembert's principle and Kane's formulation are some of the means for deri img the equations of motion.Generality, ease of formulation and solution are the key considerations in c.-3osing the appropriate inethod(1 3,7-9. An

inertial reference fraie and %arious bod coordinate systems are the means tor defiiing the configuration as well as the
state space.

The basic equations of motion of a multibody system can be written by considering the dynainic equilibrium of the
individual bodies.

mfr = Q + F (I)

v here V is a set of generalized coordinates that describes the body configuration in the inertial frame. Tile generalied
forces, Q, on the bod) include those induced by the environment of the orbiting spacecraft and inertia, elastic and damping
forces of tl' deformable bodies Tie t nvronimental forces include gravity, gravity gradient, solar pressure, thermal gradient
and aerodyniic drag in the case of a low earth orbit. They also include inertial forces due to centrifugal and Coriolis
acceleration aad the dynamic forces resulting from spin rate stabilization etc. F is a set of constraint forces transmitted
from the int('-onnecting bodies. The left-hand side of equation 1 represents the inertia forces of the body. The essence of
Eq I is that t. nvironmental and constraint forces oii thc body are ii dynamic equilibrium with tile inertia forces of tile
body which is , . itially the statement of D'Alenberts prilnciple It should be remembered that Eq. 1 covers both tile
forces and moments of the body, because the generalized coordinates V include both tile translations and rotations. Tie
constraint forces F ar, appended to the environmental forces Q through the Lagrangian multipliers, A, M lch results mI'll

Q- + lA (2)

Tie constraint matrix, ., expresses the kinematic conditions of the interconnecting bodies in the form

S=&(3)

The suniination in Eq 3 is over tile number of bodies. Equations I (or 2) represent n first order nonlinear ordinary
differential equations, and Eq 3 represents in conditions of kinematic constraints. n represents the number of bodies and
in represents the imnber of connections between the bodies & are the prescribed velocities across the bodies.

Tile most crcial element of mnu!tbody d) naniic fornmulations is development of tile mathematical equations for tile
generalized forces. Q Research in mechanical % stenms (mechanisms) and space structures produced a Nsealth of information
in the fori of arious formiulations and prompted the development of the computer codes cited in the iiitroduction. However,
the difficulty is how to blend tile complex interactioins of an orbiting spacecraft and deveiop a coherent approach for the
design of an effective control systemi for vibration suppression and attitude control.

3. ACTIVE AND PASSIVE CONTROLS

Vibration suppression and attitude control are tle two maor tasks of the control system for large space structures.
Vibrations are the elastic motions of flexible structures which must be suppressed in a finite tiie to assure the desired
performance Tile spacecraft attitude, oel tile other hand, is prinarily related to tle rigid body motion However, these
two are generally coupled niotions and miust be controlled simultaneously.

Active and passive controls are the means of achieving tile control objectives In an active control system a set of
actuatcs and sensors regulated by an onboard controller produce motions to counteract the vibrations induced by the
external disturbances If the hisitirbances are known apriori, an open loop c,,ntrol system call be designed to suppress tile

resulting vibration Open loop control call be accomplished by actdator alone. When the ,lijturbance is unknown, is in
the case of random disturbance, a closed loop control s)stem is necessary, and ,t.1 vould have both actuators and sensors

The actuators are generally classified as niichanical, hydraulic and electromagnetic. Itlydraulic actuators are generally
sot very suitale for space applications. Small rorlet thrusters or reaction jets are particularly well suited for attitude
control The) are being proposed for vibration suppression as well Iydraulic c linders. noment actuators, torque motors,
proof-mass actuators, control moment gyros, reaction wheels, locks and brakes are some of the actuators("l' being modeled
in spacecraft control system design. More recently pie/oelectric actuators are being investigated for space applications.
Accelerometers, rate gyros, position sensors, tachoiieters, suii and star sen ors etc. are the sensors being considered for
space applications. Piezoelectric and fiber optic systems are the cosest systems for distributed control. All others are
considered as voint actuators and qenor

Ths elements of a passive control system are viscous dampers, friction dampers, viscoelastic systems, constraint layer
damping and shock inounts In additionjoiits and other sources of shiding ani/or slpping at the microscopic or macroscopic
level contribute to structural damping inherent in the system. Structural damping is generally described by a concept called
the complex modulus. Passive control is basically all open loop system. The mechanism of passive control ill a vibrating
systen is through the dissipation energy counteracting tile kinetic and potential energies. The damping forces are out of
plse with the elastic anti inertia forces of the dynamicai system.



18-3

A combliatiun of active controls and passive damping offers the best promise for vibration suppression and attitude
control of future space systems The total mass of the spacecraft, the energy available for control and the on-line compu-
tations are serious consideratiops in the design of a control system. Both passive damping and active controls significantly
increase the total mass and energy requirements. It would be impractical to delegate the control function entirely to either
active or passive controls alone. Instead, the best compromise appears to be a combined control system in which a lightly
damped (passive) structure is designed a priori in an open loop mode, anl then an active control law is implemented. The
last section of tins paper (Section 5) addresses the issue of designing a lightly damped system in the context of optimization
with the structure. mass and damping parameters as variables.

4. ISSUES IN ACTIVE CONTROL

The problem statement of a Linear Quadratic Regulator (LQR) in the presence of continuous random disturbances can
be wr:tten as(Ml follows:

,k = AX+ By + T (4)

The optimnization criterion for the stochastic regulator problem may be stated as

Minimize

J = E( '(XYQX + u'Ru)dfj (5)

where X is the random state variable. u is the contiol input, A and B are the plant and control matrices, and w
represents a continuous stochastic disturbance. ty is assumed to be white noise. It the quadratic performance criterion Q
and R? are weighting matrices with the properties that Q is at least positive semidefinite and .H is positive dicfinite It is
assumed in the above formulation that the full state feedback is available at all times. In the case of output feedback with
a finite numbec of sensors, the a,-dttion of a Kalman filter makes the problem LQG (Linear Quadratic Gaussian), and the
necessary modification is as follows

X= A+ By + (6)

where the observed variable is given by
= .y + T2 (7)

wT is the state excitation noise and w2 is the measurement noise. The joint process of w1 and w2 is assumed to be white
noise.

The mechanics of the control algorithm as described in Eqs. 4 to 7 are quite complex when applied to a spacecraft
with interconnected flexible bodies. Multibody dynamics are in general nonlinear, and they are linearized at a particular
state of interest in order to take advantage of the powerful analytical techniques developed for linear dynamic systems.
The plant matrix A in Eq. 4 contains linearized inult;body dynamics, flexibility, inertia, and the damping properties of the
individual flexible bodies and the connecting appendages. In addition, it also contains a description of the actuator and
sensor dynamics, the constraint forces between the bodies, the gravity gradient and other dynanie effects associated mith
the orbiting spacecraft An analytical simulation and oaboard implementation of a centralized control law for the entire
spacecraft with multiple bodies is unpractical for a number of reasons. The dimensionality of a multsbody system can be
very large, when all the flexible degrees of freedom of the bodies are added. Order reduction at such a large system level can
be computationally demanding and cant also introduce severe errors and tncertainties. In addition time diverse flexibilities
of the interconnecting bodies and appendages require different input and output sampling rates. and a centralized control
system would be hard pressed to respond. It is nuch more appealing to decentralize the control system at each body level
for vibration suppression and design a separate control system for the attitude control This process is akin to passive
vibration isolation, even though it can be accomplished with a combination of active atd passive controls.

The decentralized control system is based on the premise that the governing equations of the system can be decoupled
at the individual body level. The decoupling extends to the state as well as the input and output of the system. A canonical
transformation using the system's natural mode.s is the most direct approach for decoupling the system equations. However,
such an approach is not practical, because identification of the appropriate natural modes of a large system with different
bandwidth requirements of the bodies is not an easy task. Two approaches, which are used extensisely in the solution of
strictural dynamics problems, are being considered for the decentralized control . roblem

Analysis based on component mode synthesis is a well established method in the solution of structural dymanmics

problems Similarly, dynamic reduction based on reduced basis vectors anl static reduction (Guyan reduction) based
on static condensation are available in many of the general purpose analysis codes such as NASTRAN. These methods
are based on the physical and the related mathematical partitioning of the systen and its equatiot) The solutio'n is
implemented in two or more levels. At the body or cominnent 1-4wl 0 ,yv. ;  ~per!- f !hc ,,'- : bcy and a!.'
the forces acting on it are transfe.'red rmn the body internnl degrees of freedom to the interfacing deq-, s ,, frecdom with
the other bodies. The system of equations can be written symbolically in block diagonal form as folhc.ws-

A
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MULTI-BODY SYSTEM

BLOCK DIAGONAL REPRESENTATION

The overlapping degrees of freedom in the block diagram represent the interface between the bodies Such a representation
call include both open tree and closed tree topologis as wcll In such a schemle there %%ill be n 4- 1 sets of subsystem
equations ,F =Q +F, j=1,2..n (8)

where n represents tire number of flexible bodies, and A./ is the total mass of the system. Eq 8 repreqelts the dynamic
equations of the jih flexible body, while Eq. 9 represents the overall system, reduced to include only the interface degrees
of freedom Since the constraint forces are a system of self equilibrating forces, they do not appear in the overall system
equations

A decentralized control system in such a scheme will have n + I controllers, one controller for each body and an overall
controller for the total system. Control of the elastic motions will be the primary function of the individual body controllers,
while the attitude control of the spacecraft will be relegated to the system controller

Iii an LQG controller setting tile body controller treats interaction from the other bodies as part of the stochastic
disturbance. This concept of decentralization is very appealing. However, its implementation is fraught with many pitfalls.
Most of the reduction schemes are approximate, and it is impossible to estimate their effect on the stability and performance
of the controller without extensive numerical simulation(i2).

5. PASSIVE CONTROL

Passive control basically involves adjustment of mass, stiffness and damping of the Ilexible body irk order to achieve
some predetermined dynamic characteristics. The object is to design a lightly damped system to augilent tile active
controls in vibration suppression. This damping issue can be addressed as an optimization problem at the individual body
level. Optimization first involves fornmulatiim of all objective function and definition of constraints ii the spirit of nonhinear

programming. The mass of the body is ani appropriate objective to minimize iii spacecraft applications. The real and
imaginary parts of the complex cigenvalues of the damped system are appropriate constraints. The structural (mass and
stiffness) and damping parameters are the variables of the system. Optimal distribution of mass, stiffness and damping

properties can be achieved by posing the optimization problem as follows(
3
1

7
):

Minimize
F(T) = F(,,, *.,. ) (10)

Subject to inequality constraints
z) W !5 (1ill
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and equality constraints
= (12)

The constraints on the variables are defined as

I_< X < . (13)

In the context of a truss structure the mass minimization problem can be stated asIs)

F(.) = E,Cx, (14)

subject to constraints on tile real and imaginary parts of the complex cigenvalues. The constraint on the real part introduces
a desired percentage of damping in the mode. The constraint on the imaginary part is to avoid resonance conditions. The
variables, x,, rerresent the mass, stiffness and damping properties of the structure In this representation an increase in
damping in an element can be tied to an increase in mass as well, so that there is penalty associated with the damping.
The purpose of this optimization is to achieve an optimal distribution of (Limping, btiffness and mass properties with a
minimal mass increase.

Once this problem is posed in a nonlinear programming setting, it is possible to take advantage of the many search
algorithms readily available for optimization('" 1). Al lightly damped system augments the active control system and
enhances the stability.

6. SUMMARY AND CONCLUSIONS

The interaction of multibody dynamics, the flexibility of the bodies and the control systen is an important consideration
in the design and dynamic response predictions of large flexible space structures. The concept of a decentralized control
system for lightly damped structures is extremely appealing and needs further research in order to establish its validity. Tile
approximations associated with order reduction and substructure representation need further assessment, before they can
be accepted as viable design approaches. The design of lightly damped structures using nonlinear programming algorithms
is a realistic approach for large order systems lowever, these concepts need extensive numerical simulation in order to
establish their validity for realistic applications.
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SUMMARY

TSS-1 (Tethered Satellite System-i) is the first retrievable space system to be tethered to the Shuttle in order
to conduct scientific experiments.

The nominal profile of the mission will consist of:

" a deployment phase, where the tether is reeled out from the Shuttle until the satellite is 20 km above it
" stationkeeping, in which the tether length is almost constant and the scientific activity reaches its maximum
* retrieval, where the tether is reeled in, until the satelli:e is recovered in the cargo bay.

Two of the research proposals selected in 1984 by a joint U.S.-Italy commission are dedicated to the study of
the dynamics of this novel system. Purpose of this paper is:

* to comment the mathematical models implemented so far to simulate TSS-1 dynamics
" to present the rationale of the investigation activity (being) carried out at the University of Padua and to

survey its functional objectives.

INTRODUCTION

It is known that the origin of the concept of long tethers in space can be traced back to the end of the 19th
century, when Tsiolkowskii f1"*J first proposed a tower anchored to the Earth and extending beyond the altitude of
the geostationary orbit.

In the space era, the idea of tethering a satellite to the Space Shuttle, in order to conduct aeronomy, gravity
gradiometry and electrodynamics experiments in LEO was first proposed in a SAO report [2]; investigations on the
dynamics of such a system began in 1975, with two independent studies sponsored by NASA/MSFC [3] and
ESA/ESTEC [4], the purpose of which was mainly to define the feasibility of deployment and retrieval manoeuvrcs.

In the second half of the seventies, a number of investigators developed models intended to take into account
any aspect of the motion. However, the inclusion of tether elastiity caused most of them to require excessive
computer time for the numerical integration of the resulting equations, so that they were abandoned and, in recent
years, the trend has been to substitute "general purpose" models with a library of routines, each of them more
limited in scope, but much more efficient from the point of view of computational flexibility [5].

In the meanwhile, at the beginning of the eighties, the TSS became a joint project between the U.S. and Italy,
and funding was approved for the first mission, which was to be dedicated to:

* in flight verification of the concept of tethers in space
o dynamics experiments
* electrodynamics and plasma physics experiments

In april 1984, NASA and PSN (the National Space Plan of Italy, at present ASI) jointly requested proposals of
experiments on TSS-1. The selection procedure was carried out in the summer of the same year and two proposals
related to dynamics, by SAO (Smithsonian Astrophysical Observatory) and Padua University respectively, were
approved.

At present, TSS-1 is manifested for flight in May 1991. The mission profile calls for the upward deployment of
a 20 km conducting tether and an overall duration of some 36 hours. From fig. 1 (see page 2) is seen that the
satellite remains in stationkeeping conditions for about 10 hours. A shorter tm-c intcimal dudxly which the tether
icngth is nearly constant is also planned toward the end of retrieval.

1" This research effort has been sponsored by ASI (Agenzla Spazlale Itallana)
(*) See References at end of paper
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In both such periods, part of the time will dedicated to dynamics experiments. Duriig the remaining part of
the mission this kind of activity will be carried out on a non interference basis with other scientific experiments. The
hardware to be used will primarily consist of a set of three linear accelerometers and three gyros with mutually
.'thogona sensitive axes. While the accelerometers are part of the scientific core equipment, the gyros will also be

,)r attitude determination and control. The purpose and flight objectives of both the dynamics experiments

- 1"ip a number of mathematical models intended to simulate TSS-1 dynamics as close as possible
0.o 1 are linear and angular accelerations at the satellite and compare experimental results with

theoz. cal expectations.

HISTORY OF DYNAMICS SIMULATIONS

Rigid tether

The SAO report mentioned above did not include any simulation of the motion, although it was shown, by
means of a quasi static model, that deployment manoeuvres are feasible. This is because, in a circular, unperturbed
reference orbit, the system composed by the Shuttle, a tether and a subsatellite has four possible equilibrium
configurations. Two of them, aligned with the local vertical, are stat;cally stable, so that the tether can be deployed
both upward and downward with respect to the reference orbit. Tether tension is provided by gravity gradient; if
the mass of the tether is neglected, one can write:

T = 3mn21 (1)

where:

- r is the tether tension
- mis the satellite mass
- n is the mean motion of the Shuttle orbit
- I is the tether length

The most important features of the dynamics of a TSS were studied shortly afterward, and the criticality of
both deployment and (in particular) retrieval was readily apparent. Such features are reported here by commenting
the equations of what can, perhaps, be considered as the simplest, but physically meaningful mathematical model
Used fo the inuiaiuons. The assumptions are:

*The Space Shuttle is in a circular orbit, not perturbed by the satellite. This means that the c.o.m. of the
overall system coincides with the c.o.m. of the Shuttle itself.
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Fig. 2

" Both the Shuttle and the satellite arc point masses. Tether inertia is neglected.
" The tether is rigid. As it will be apparent in the following, the assumption of neglecting tether elasticity has

dramatic consequences.
" Control, or environmental forces, as thrust, air drag, J2 effects, etc. are ignored. Only the gravitational

attraction of the spherical Earth is taken into account.

If one further assumes that I is a control variable, the motion of m (see fig. 2) has two d.o.f.: the in plane (0)
and out of plane (4)) libration angles, measured starting at the local vertical. In writing the equations of motion, it is
usually taken advantage from the fact that I/a < < 1 (a is the semimajor axis of the Shuttle orbit), so that the
gravitational potential at m is expanded in series and the terms with powers higher than the second of I/a are
neglected. Finally, limiting the analysis to small angles, the dynamical equations are:

+2-O + 3n = -2n- (2a)I I

+ 2 + 4n24) = O (2b)

from which it is seen that small in plane and out of plane libration angles are uncoupled. First, let us consider
the case with constant l (stationkeeping); in this situation, the motion is the composition of two harmonic
oscillations with slightly different periods (see fig. 3, where the periods have been plotted vs. the orbital altitude), so
that the system is dynamically stable.

T(m)

TO

52-

48-

44-

40 2 45F 60 Fi.)

~Fig. 3
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Different is the case in which i is not zero. In the first place,the forcing term in eq. (2a), originated by the
Coriolis acceleration, pulls the tether away from the local vertical. If the same control law is used during the
manoeuvres. the destabilizing action is the same for deployment and retrieval. On the contrary, the angular
velocities dependent terms cause, in both equations, the librations excited during deployment to be damped out as
the tether is reeled out, while they originate self excited oscillations during retrieval. Thus, it can be concluded that,
although the initial phase of deployment is also critical because tether tension is small (see eq. 1), the highest
degree of dynamical instability occurs in the last phase of retrieval. For this reason, the simulations carded out a
NASA/MSFC and ESA/ESTEC with different models and computational techniques, led to remarkably similar
results, i.e.,while 6-8 hours are sufficient to successfully complete a 100 kin. deployment, depending on the control
law being adopted, more than I day is needed to retrieve the satellite from the same distarice.

Further dynamics studies were performed by MMC (Martin Marietta Corporation) ai d BASD (Ball Brothers
Aerospace Division) during the phase B of the TSS-1 project, and shortly afterwards by Aeritalia in Italy. One of
the main purposes was to shorten the excessive time interval required by retrieval. Two different approaches were
proposed:

" to avoid excessive angular excursions from the local vertical by means of suitable manoeuvres of the Shuttle,
in analogy with the well known fact that the dynamics of a pendulum can be controlled by the motion of its
suspension point

* to consider an active satellite (with yaw control) with radial in plane and out of plane thrusters for libration
damping.

Both alternatives showed promising results and allowed retrieval to be completed in 6-7 hours. Later on it was
decided that the subsatellite should have been active and an additional set of thrusters, nominally parallel to the
tetherline, was included in the final configuration, in order to ensure a minimum artificial tension of 2 N when
gravity gradient is small.

The ma~hematical models used in this phase of the dynamics analysis were, of course, more general in scope
than the one shown above. They were not limited to small angles, included tether inertia and took into account
some environmental effects as air drag and J2 perturbations; however, they shared the common feature to neglect
tether elasticity. For this reason, they were relatively simple and numerical integrations were fast; on the other side,
the simulation of tether longitudinal and lateral vibrations was ruled out.

Elastic tether

In the second ha!f of tei seventies, the novelty and intricacy of the problem of tether dynamics attracted a
number of investigators who worked actively to relax the assumptions by which existing codes were constrained.
The idea was to implement what was later called a 'general purpose model", with the capability to simulate:

" tether elasticity effects
" environmental, thrust and control forces
" Shuttle and satellite attitude dynamics
" Shuttle elliptic orbit and orbital perturbations

The situation in those years is best summarized in [6]. In most models tether elasticity was simulated by means
of discretization techniques (finite differences, or finite elements) and the resulting equations were integrated by
means of numerical methods. Unfortunately, the frequencies of the elastic vibration modes are much higher than
the mean orbital motion; on the other side, tether vibrations and rigid body librations are coupled in the equations
of motion, so that very small integration steps have to be adopted to maintain the accuracy and computer time is
likely to be excessive in many cases. To be more specific, let us consider the TSS-1 case where:

a = 6674 km I = 20km i = 550 kg (3)

while the tether density, Young modulus and diameter are respectively:

p = 1.5.10 3 kg/m3  E = 7. 10 0 N/m2  d = 2.5 mm (4)

From fig. 3 it is seen that the frequency of the in plane libration is 2.10,3 rad/sec, depending only on the orbit
altitude. The frequencies of the two lower modes of the longitudinal vibrations of the tether are respectively:

on = 1.77- 10" rad/sec (02 = 1.07 rad/sec

Therefore, an integration step smaller than I see is needed to simulate correctly this kind of vibrations up only
to the second mode. If upper modes have to be included, the number of d.o.f. is increased ant the step decreased
correspondingly, so that it is not surprising that the time required for some numerical integrations can be as large as
ten times the physical time.

I = • • • • • • •
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As a consequence, in more recent years the trend has been toward the implementation of libraries of codes
lzss general in scope, but more easy and less expensive to be used, each nf them tailored to describe a few aspects
of TSS-1 dynamics. The need for this kind of approach has been emphasized also by the fat that, in the meantime,
several other applications of tethers in space, different from the TSS project, have been proposed. Such
applications include attitude and c.o.m. location control of the Space Station Freedom, variable gravity tethered
laboratories, creation of artificial gravity for the manned mission to Mars, etc., so that what could be considered a
general purpose code for TSS-1 might be insufficient to describe some features of the motion, important in other
applications. The conclusions above can be found in [5].

Going back to the specific problem of the simulation of tether elastic vibrations, in the eighties extensive use
has been made of modal analysis. What follows is a summary, as short as possible, of one [7] of the so called
analytical-numerical models, intended to reduce the computational burden.

Most of the assumptions valid in this case are the same made above, the fundamental difference being that now
the tether is considered to be a perfectly elastic monodimensional continuum. No material damping is included ia
the model, because of lack of experimental information. Referring to fig. 4, let (O,X,Y,Z) be an inertial reference
system centered at the Earth c.o.m., the XY plane coincident with the equatorial plane ad Z toward the north pole;
let also (S,xy,z) be a rotating frame with its origin al the Shuttle c.o.m., x along the ascending local vertical, y
coincident with the direction of the Shuttle orbital velocity and z toward the orbit pole. Further, s is the space
independent variable in the tether domain. The lagrangian density of this system can be written as:

+lAn2C,,( I .2x y 2 -Z ) (5)

where L is the tether mass per unit length, the dots mean time derivatives, while the primes denote
differentiation with respect to s. With the assumptions made, the configurations with the tether along the local
vertical are of stable equilibrium. In these conditions the tether is stressed because of the gravity gradient acting on
it and on the satellite; therefore, considering the small amplitude oscillations around such configurations, the
solutions have the form:

x (s,t) = xi (s) + Cx2 (s,t)
Y (s,t) = EY2 (s,t) (6)
z (NO = zz (s,t)

where xi (s) is the solution in equilibrium conditions and z a small ordering parameter. By substituting (6) in
(5) and using standard methods, the strai . in the equilibrium configuration can be obtained from the 0-th order
lagrangian density.

In fig. 5 (see page 6) the elongations of the tether at the satellite have been plotted for lengths up to 100 km
and three different di-,eterS. Th.erefore, the !-.gati in the P- of TQ- ed tobe !e,- than iwe
in the second mission the tether would be lengthened by about 100 m.

The dynamical equations can be derived from the second order lagrangian density. They, together with the
proper boundary conditions, are not reported here for sake of brevity, in any case, what turns out is that
longitudinal and in plane lateral (taut string) vibrations are coupled, while lateral out of plane oscillations are
uncoupled to them.

4$j
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Fig, 6 (see page 7) shows the frequencies of the out of plane oscillations (non dimensionalized with respect to
n) as functions of the mode order, both for the TSS-1 and TSS-2 missions.

Fig. 7 (see page 7) shows the first three vibration modes for TSS-1. It is seen that the fundamental mode is a
rigid libration with frequency equal to the one predicted by eq. (2b). It is noted that, in the higher modes, tie
vibration amplitude at the satellite, though small, is different from zero.

Similar results have been obtained for the longitudinal-in plane coupled vibrations.

FURTHER ASPECTS OF TSS-1 MOTION

From the assumptions made above, it is clear that different models are needed in order to simulate other
important features of TSS dynamics and make the theoretical expectations closer to the real motion. In the
following, an overview is made of other models used, or in the process of implementation, to describe the time
evolution of degrees of freedom not included in the model just presented.

Orbit eccentrlefty. The residual eccentricity of the Shuttle orbit in nominal conditions is of the order of 10-3,

corresponding to a difference between apogee and perigee altitudes of about 14 km. From the theory of gravity
gradient stabilisation of rigid satellites in low eccentric orbits [81 it is known that e forces the pitch motion to
oscillate harmonically with frequency equal to the orbit mean motion. In the present case the amplitude, in radians,
of the libration is equal to the eccentricity value.

Earth oblateness. The perturbation of the reference orbit originated by the Earth oblateness and the
subsequent tether motion have been studied by several suthnrs t ,," [01 f, ,hdUt,,l , . \ rc.a,.

mathematics are somewhat involved, so that no formulas are reported here. It is sufficient to note that, since
J2 = 0(10), the perturbations are of the same order of magnitude of the one caused by residual eccentricity.
Computer simulations have shown that the acceleration level at the satellite is less than 10 g, not detectable by the
accelerometers mounted on board TSS-J.
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Interaction of the conducting tether with the Earth magnetic field. Since the TSS-1 mission is dedicated also
to electrodynamics and plasma physics experiments, the tether will be electrically conducting. As a consequence,
the interaction of the conducting tether with the Earth magnetic field generates, according to Laplace laws, a
perturbing force which pulls the satellite away from the local vertical. The force acting on an infinitesimal tether
element of length ds is:

= iob x Us (7')

where:
- io is the intensity of the current flowing in the tether
- B is the induction of the Earth magnetic field at
To assign a numerical value to io is, in this case, a problem, because the intensity is precisely one of the

quantities which will be measured in some of the clectrodynamics experiments. From preliminary evaluations
reported at the investigators Working Group meetings it turns out that io will be in any case less than 1 A (more
likely, a few 100 mA). Thus, dynamical equations have been written to describe the three dimensional motion of a
rigid tethered system subjected to gravity gradient and force (7), where a tilted dipole model has been used to
derive the expression of B * [10]. The equations have been integrated numerically and some of the results for the
time behaviour of the displacement angles 0 and 4) (already defined) in the case with io = 1A are shown in figs. 8
and 9.

It is seen that the maximum angular displacements in the orbit plane are about 0.7 deg., while 4amax is close to
0.3 de. This means that the maximum linear acceleration at the satellite, when the tether is fully deployed, is about
5 10" g. In conclusion, this kind of perturbation is at the limit of the detection capability of the accelerometers.

Fig. 9

go= (*) The bar denotes vector
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Satellite attitude motion. So far, the satellite has been considered as a point mass, so that the d.o.f. relative to
its attitude have been neglected. A more accurate model must simulate the satellite as a rigid body, but the
problem arises that its oscillations around the tether attachment point are coupled to the librations and vibrations
of the tether itself. Therefore, the simplification has sometimes been made to restrict the analysis to the case with
the tether along the local vertical and to consider the tether action on the satellite as an external torque. At present,
since the satellite will be spinning at I r.p.m. during part of the mission, a model based on Euler equations is under
development to study the spin effect on the attitude.

However, preliminary information can be obtained from simpler models. For instance, fig. 10 shows the
dependence of satellite pitch period on tether length. The period increase as I decreases is due to the weakening of
the restoring gravity gradient torque. With I = 100 kin, the period is about 5 sec.

Air drag. The effect of air drag on TSS-1 is expected to be small, both for the anticipated Shuttle altitude of
296 km and because of the upward deployment. Considering worst case conditions, it is found that the equilibrium
configuration is displaced from the local vertical by about 0.1 deg. Therefore, the forcing acceleration at the
satellite is not detectable by the instruments.

Completely different will be, of course, the case of TSS-2, where a downward deployment is planned and the
final altitude is foreseen to be around 130 km.

Tether material damping and elastic properties. To the author's opinion, ti Is is the most crucial problem of
simulations. In fact, from a review of TSS dynamics models, it is easily seen that nr ost frequently the tether has been
simulated as rigid, or purely elastic, although several computer codes have the capability to take into account, at
least in part, the damping action. This situation is due to a number of causes:

" The structure of the tether to be used for TSS-1 is far from simple. From fig. 11 (see page 10) it is seen that
it is made up by 5 coaxial elements, while only one of them, made by braided kevlar, is needed to withstand
mechanical stresses.

* Experimental work has been done in the past, but problems have been raised for data interpretation (i.e.
viscous or structural damping ?) At present, it seems that the best available analysis is contained in [11].
Moreover, it is not trivial to extrapolate the results, obtained with 10-15 m long specimens, to a 20 km tether.

" Space conditions will be different from laboratory ones, so that it is questionable if the same damping
mechanism apply (friction between elementary fibers ?). Further, outgassing might also alter the physical
properties of the tether.

From these considerations, it appears that the problem of tether damping is quite open and that, possibly, the
only viable method to gain insight in it will be to conduct in-flight experiments. As a consequence, some of the flight
objectives of the dynamics experiments to be performed during the TSS-1 mission will be dedicated to the analysis
of damping.

Also, it is important to note that other tether characteristics are known with limited accuracy. For example, it
is u ,u ,1y assu iu that its diainccr is 2.5 wil ,odt .i. .viut: 6 used in the 4Alcuiation of vibration frequencies, in
the same way, the Young's modulus of kevlar is most frequently adopted. But how close are these assumptions to
the characteristics of the real, composite tether ? Thus, it is seen that the quality of simulations can be reduced not
only bj simplifying assumptions on which, more or less, all the models are based, but also by limited knowledge of
some of the parameters affecting the motion.

4
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Failure modes. In the course of several years, some investigators (among which is tile author) have studied the
dynamical behaviour of TSS-1 in the event that non nominal conditions occur during the flight. It is not the case
here to go into the details of such special studies. However, models have been developed to study:

* tether slackness induced by jamming of the reel mechanism
* dynamics, after tether breakage, of both the part which remain in connection with the Shuttle [12] and the

other one attached to the satellite
* instability induced by jettison of one of the deployable-retrievable booms to be used for RETE experiment
* decay time of satellite free orbit after tether breakage, in order to evaluate the rescue feasibility in a future
Shuttle mission [13 l.

FUNCTIONAL OBJECTIVES

TEID (Theoretical and Experimental Investigation of TSS Dynamics) is the name given by the project to the
Padua experiment. Its functional objectives (listed below) are the logical consequence of the present status of
simulation models and of their limitations. It is noted that these F.O.-s are quite similar to the ones of the other
dynamics experiment on TSS-1.

F.O.1 Pre-deployment dynamics measurement. It is desired to measure the dynamic noise on board the Shuttle,
before the beginning of deployment. If possible, two sets of acceleration data will be generated: the first
when the boom carrying the satellite is still stowed in the cargo bay, the second when it is fully extended
with the satellite latched at the tip.

F.O.2 Deployment profile. Many interesting phenomena can be identified during deployment. In particular, since
the frequencies of the motion of different d.o.f. depend on tether length, some of them are equal in some
phase, thus affecting energy transfer between different components of the motion. For the purpose of this
objective, no restrictions or inhibits are placed on other experiments.

F.O.3 In line Impulse response function. This F.O. requires the application of a perturbation along the tether
axis (e.g. applying reel brake) when the satellite is on station 1. From the analysis of the ensuing free
longitudinal vibrations, information can be obtained on system damping and acceleration regime at the
satellite.

F.OA In line periodic perturbation on station II The a0p! e ' cfn ti line pcrurbaiuu ( c.g. by means of the
satellite in line thrusters) is required to study the forced oscillations regime and tether material damping.

F.O.5 Transverse im-ulse on station 1. It is required to apply a transverse impulse to the satellite, at the purpose
of studying tether taut string vibrations, the so-called skip-rope motion and TSS attitude dynamics.
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F.O.6 Dynamic quiet measurements on station 1. The purpose of this F.O. is to measure the environmental
forces acting on the system. During the corresponding time interval, internal perturbation sources as
satellite thrusters acceleration, Shuttle attitude and orbit manoeuvres, etc. should be reduced to a
minimum.

F.O.7 Retrieval profile. The purpose is the same of the one of F.O.2.

F.O.8 In line impulse response function on station 2. The same goals of F.O.3 apply. The vibration regime is
different in this case, because of the much shorter tether.

The accelerometers to be used for the experiments are manufactured by Bell Aerospace. Their measurement
ranges are:

- x,y axes (nominal local horizontals): from 1. 10 .s g to 1. 10.2

- z axis (nominal local vertical): from 1. 10 g to 0. 8. 10' g

while their bandwidth is from DC to 1Hz.
The three axis integrating gyro has two operating modes. In the fine mode angulai velocities can be detected

up to 0.8 deg/sec, while Imax in the coarse mode is 2 deg/sec.
The constant drift in the two modes is 1 deg/hour and 2.5 deglhour respectively and the short term random

drift is less them 0.02 deg/hour in both modes.
It is also noted that many perturbations originated by the system itself are likely to be detected by the

instruments. Knovledge of timing and features of such disturbances is of vital importance for the interpretation of
data.
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ABSTRACT

The current status and plans of the U.S. National Aero-Space Plane (NASP) program are reviewed. The goal of the
program is to develop technology for single stage, hypersonic vehicles which use airbreathing propulsion to fly directly to
orbit. The program features an X-30 flight research vehicle to explore altitude-speed regimes not amenable to ground testing
The decision to build the X-30 is now scheduled for 1993, with the first flight in the late 1990's The flight mechanics,
controls, flight management, and flight test considerations for the X-30 are discussed.

1.0 INTRODUCTION

The National Aero-Space Plane (NASP) program is a joint DOD/NASA program to develop technology for a new class
of aerospace vehicles that can takeoff from conventional runways and fly directly into Earth orbit or cruise at hypersonic
speeds in the Earth's atmosphere (ref. 1). These vehicles will emplo, airbreathmng propulsion systems, will be reusable, and
are visualized as operating in an airline-like mode with significantly reduced operating costs relative to current conventional
space vehicles. A key feature of the NASP program is a flight research vehicle, the X-30, shown in figure 1, for investigating
flight conditions that caniot be simulated in ground facilities and to serve as a pathifinding vehicle for future hypersonic
vehicles

There are several hypersonic vehicle programs being pursued by other nations with goals similar to the NASP program
The United Kingdom has studied the Horizontal Takeoff and Landing (HIOTOL), a single stage space vehicle that uses
a combination of airbreathing and rocket propulsion. West Germany is investigating the Saenger vehicle which features
airbreathing propulsion for the first stage and rocket propulsion for the second stage The first stage is also proposed as a
developmental vehicle for a future high-speed, Mach 5, civil transport. The Japanese have shown both single and two-stage
conceptual hypersonic vehicles similar to the NASP and the Saenger. These programs were discussed at the recent AIAA
First National Aero-Space Plane Conference in Dayton, Ohio, July 20-21, 1989.

The NASP program consists of three phases as shown in figure 2 and is currently in phase 2 or the technology development
phase Based on a recent review of the program by the U.S. National Space Council, the decision milestone for proceeding
to Phase 3, the building and flight test of the X-30 flight research vehicle, is now scheduled for early 1993 If the decision is
positive, flight tests will begin ii the late 1990's.

The X-30 vehicle will be designed for atmospheric flight throughout an extremely large range of Mach numbers from
0 to 25. Flight control, propulsion control, structural cooling control, and structural active control functions will require
integration to an unprecedented degree. Transitons between aerodynamic and reaction control will be frequent For all these
reasons, flight mechanics and control, as well as piloting responsibilities, levels of automation, and systems reliability are
primary considerations Simnulation and handling qualities studies are also very important and are now underway.

The X-30 flight test program will be conducted by NASA and the Air Force at Edwards Air Force Base, California. As
the test Maci numbers are increased, the flight test area will encompass virtually all of the continental U S Planning for the
complex and extensive envelope expansion flight program has been initiated.

This paper will briefly summarize the status of the NASP program with emphasis on flight mechanics and flight systems,
and flight test aspects of the X-30 flight research vehicle

2 0 NASP PROGRAM PERSPECTIVE

The NASP program is in phase 2 developing technology for the X-30 flight research vehicle, whiL1i will be used to
demonstrate the critical technologies for airbreathing hypersonic vehicles. The U.S. has a long history of involvement in
hypersonics research, including the early X-series of research aircraft (ref. 2). The rocket powered X-15 set an altitude record
of 354,200 feet and a speed record of Mach 6.72. The X-30 continues this heritage as shown in figure 3

The signufic,;at characteristic of the X-30 is the use of airbreathimg propulsion, ramjets and scramjets, for passage through
the atmosphere at hypersonic speeds. As opposed to a pure rocket vehicle like the Shuttle, the NASP must linger in the
atmosphere at high Mach numbers to extract its oxidizer and is, therefore, subject to severe aerodynamic forces and a high
thermal environment A comparison of trajectories of the Space Shuttle and the NASP or X-30 is shown in figure 4. In
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addition, efficient propulsion requires a high degree of integration of the airframe and propulsion systems. It is clear that the
flight mechanics and control of such a vehicle will be a major technical challenge.

The three major elements of tile NASP program during phase 2 are the engine contracts, the airframe contracts, and the
technology maturation effort. The two engine contractors, Pratt & Whitney and Rocketdyne, are involved in the design of the
engine systems including ground tests of engine modules as shown in figure 5. The limit of ground test capability for reasonable
sized engines, however, is about Mach 8 The X-30 is needed to explore the higher Mach numbers. The airframe contractors,
Genei. Dynamics, McDonnell Douglas, and Rockwell, are designing X-30 configurations, conducting wind tunnel tests,
and fabricating sample vehicle sections as shown in figure 6. In the technology maturation area, government laboratories,
NASA Research Centers (Langley, Lewis, and Ames), Air Force Wright Research Development Center, Johns Hopkins
University, and others work closely with the contractors to improve critical technologies to reduce the risk in developing the
X-30. Throughout the past year, important contributions have been made in the areas of propulsion, computational flu I
dynamics, aerotheriodynamics, advanced materials, and flight research planning.

In the propulsion area, industry and government rewearclters have provided improved understanding of the physical
processes ii tie inlet, combustion chamber and nozzle of the scramjet engine, which is required for propelling the X-30
from Mach 5-6 to orbital speed The application of the scramjet and other propulsion cycles in the airbreathing flight
corridor is shown ii figure 7. Tests have been completed oil a large-scale inlet model and efforts continue on evaluating the
potential of slush hydrogen as an X-30 fuel.

Advaiced computational fluid dynamics (CFD) codes, which accurately predict aerodynamics and physical flow effects at
hypersonic flight conditions, are being used by the contractors for evaluating their engine and airframe configurations. This
informatioi and other ongoing research is esseiitial to achieving the desired aerodynamic and thermal performance of NASP
and other hypersonic veluc!es

Excellent progress is being mnade in the critical area of advanced materials and structures iieeded for survival of tile X-30
ii the severe flight environment (ref. 3). One concept for a materials system including thermal control is shown in figure 8.
This concept includes technologies such as: reusable, high temperature materials; long life composite fuel taiik, nose cap
transpiratuon cooling; leading edge heat pipe cooling; and ceramic/composite control surfaces Centerpiece of time overall
materials and structures effort is the unique consortium of the five NASP engine and airfraime contractors, who are working
closely to accelerate the development of the needed materials. A second consortium of this type is being established for time
development of X-30 subsystems

Wind tunnels, large computer systems, and other unique test facilities ii industry and government are being used to
support tile NASP program. The eigine contractors have conducted successful scale model tests of their engine coincepts,
and the airframe contractors have completed important wind tunnel tests of scale models of their X-30 vehicle configurations
These tests provide critical data for understanding the aerodynamic characteristics of this highly integrated engmne/amrfranme
configuration. These data also help to calibrate the CFD codes, which are needed for projection to flight conditions not
available in ground facilities These NASP design and analysis activities are made possible by the supercomputer capability
now available in industry and government, and the excellent technical progress would not be possible without tils capability

Flight research and test planuing is continuing to utilize simulations of NASP vehicles with predicted performance based
on CFD results from wind tuniel tests. Approaches to the expansion of the X-30 flight envelope, cockpit displays, off-design
operation of systems, and other facets of flight test are being evaluated on the simulations to establish a safe means to
conduct the flight program and to determine the critical aerodynamic, propulsion, structures, and systems data needed from
the flight program.

The NASP program is managed by a team of DOD and NASA personnel located in the Joint Program Office (JPO) at
Wright Patterson Air Force Base and the NASP Inter-Agency Office (NIO) in the Pentagon, Washington, D.C The U.S.
Air Force leads this joint DOD/NASA team and reports to the NASP Szeering Group which is chaired by the DOD Under
Secretary for Acquisition, and the NASA Deputy Administrator is the Vice Chairmnan.

The next 3 years of the NASP program will feature extensive testing of engine modules and airfraime structural components
and acceleration of efforts in government and industry to reduce the risk in the critical technologies required to build tile
X-30. The overall national team numbers over 5000 people and involves some 200 companies in 40 states. The NASP
program expects to continue to progress toward its key milestone, the decision to build and test the X-30 flight research
vehicle, scheduled for 1993.

3 0 AIRBREATIIING HYPERSONIC VEIIICLE CHARACTERISTICS

For hypersoic vehicles such as the X-30, there are a number of factors which affect coinfiguration design including vehicle
flight mechanics, control, and flight ,,,.'ngu",,, harterictTcmst 1,a,,a fdvtum ib tile requirement for atisfactory
operation of several propulsion systems over the Mach range from 0 to 25. The vehicle must fly a high dynamic pressure (e.g.
1500 pounds per square foot) trajectory in the airbreathmig corridor shown in figure 4 to insure that adequate air is supplied
to the propulsion systems. This is critical for proper operation of the ramjet and scramnjet above Mach 4. The upper bound
of the airbreathing corridor is the limit for airbreathig propulsion and the lower bound is thie structural limit.

The basic configuration requires a high level of engine-airframe integration as shown in figure 9, and has been referred to
as an engine-frame or engines with attachments (ref. 4). The forebody, which needs to be long and wide to provide adequate
air capture at high Mach numbers, is an integral part of the inlet. The design of this forebody must be carefully integrated
with the combustor to insure efficient engine performance over the speed range, and this will probably require geometric
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changes in the forebody to insure proper performance. The position of the shock wave and the boundary layer, for example,

at the entrance of the combustor are critical for required thrust at high speeds. This same forebody-combustor must also
operate efficiently at low and intermediate speeds. In a similar way, the aft body of tie configuration becomes the nozzle
and proper design is also critical for required performance.

In addition, the fuel must be hydrogen for speeds above Mach 5-6, and this will require a large, light weight tank structure.
This suggests a large, relatively slender and flexible vehicle, which requires accurate trajectory and configuration control for
proper engine performance Other factors, such as low frequency structural and fuel slosh modes, could affect angle of attack
and sideslip and reduce engine performance. Active controls may be required for structural integrity, and active thermal
control required in such areas as the leading edges and the combustor entrance.

As these vehicles proceed through the atmosphere at higher Mach numbers, the aerodynamic forces become more complex
with an expanding boundary layer transitioning from laminar to turbulent with attendant effects on propulsion efficiency and
heating (refs. 5,6) Viscous effects become significant at hypersonic speeds and at very high Mach numbers and skin friction
drag caii account for 50 percent of the total drag. At Mach numbers above 10, real gas effects begin to appear and can affect
the performance of aerodynamic control effectors. As the vehicles approach higher altitudes, they lose use of control effectors
and must rcly on rockets or reaction jets for stabilit and control. The prupulsive-induced moments are sigmificant and will
have to be included in the control strategy.

4.0 FLIGHT MECHANICS AND FLIGHT SYSTEMS ISSUES

4.1 Stability and Controls, Trajectory Guidance, and Flying Qualities

For the single stage to orbit airbreathing hypersonic vehicles discussed above, the designers must consider vehicle
characteristics such as stability and control over the entire trajectory, trajectory optimization and guidance, and flying
qualities. The NASP contractors are addressing these characteristics in their respective X-30 designs.

Some typical hypersomc vehicle configurations are shown ii figure 10. Although there are clear differences in projected
performance, some of the flight mechanics and control issues caii be discussed in a more generic fashion. All will have the
airbreathming performance characteristics described in the previous section. NASA has done some analyses of the conical
configuration, and the results are useful in understanding the dynamics of this class of vehicle (ref. 7). Stability and control
analyses for this configuration have shown that at the higher Mach numbers, aerodynamic control effectiveness is sharply
reduced In addition, the aerodynamic center moved forward of the center of gravity creating a pitching moment, which when
offset by the elevons, introduces significant triml drag. Hence, center of gravity management and thrust vectoring concepts
will have to be considered.

Since there is a requirement for controlling the angle of attack accurately to insure proper propulsion performance, an
ana!ysis was run to evaluate the effects of gusts, wind shear, and turbulence aloft on control system effectiveness (ref. 8). Tile
results, as shown in figure 11. indicate that a more advanced performance sensiti~e control system may have to be considered.

An optimal trajectory for the X-30 must be defined to reach the desired Mach number with minimum fuel consumption.
The trajectory must also minimize thermal loads while meeting performance goals Guidance along such optimal trajectories
ii the presence of changing atmospheric conditions will be a difficult but necessary task for the onboard guidance and control
system.

Although the X-30 may be flown automatically over most of its trajectory, especially at high Mach numbers, flying
qualities are a fundamental consideration for flight safety in takeoff and landing and in abort conditions. A flying qualities
data base for hypersonic vehicles does not exist and is currently being developed ii the NASP program. This data base is
needed for design of the flight management system Flying qualities criteria for high speed, low lift to drag landings, takeoffs,
and hypersonic cruise are currently being studied Fixed-base and motion-base X-30 simulations have been developed in
preparation for in-flight simulation testing

4.2 Control System

The control system for hypersonic vehicles like the X-30 will have to accommodate a wide range of functions and will be
very complex because of the high level of system integration as shown in figure 12. The system will be responsible for flight
controls, thermal controls, propulsion controls, and structural controls The control laws will be complex, imteractive, and
be able to provide restructuring in case of subsystem failures.

The system will provide high levels of automation for all control functions and must be reliable. If this flight critical
system fails, then the result would be the loss of the vehicle. In addition, since the control system plays such a critical role
in vehicle operations, and since specific performance can be improved or enabled through the control system, it is vital that
the control system be an integral part of the overall vehicle design.

4.3 Flight Instrumentation

tHypersonic vehicles will have a particular challenge providing sensor information to the onboard flight systems to maintain
vehicle control and the desired path. Air data sensors will be required throughout the flight envelope for estimating velocity,
angle of attack, and sideslip Inertial sensors will have to be aligned accurately to assist in flight path control. Thermal load
sensors will be integrated into the flight control system since trajectory adjustments based on thermal effects may have to
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be considered. Since dynamic pressures will be high and wing thicknesses small, structural load sensors will be required to
enable active control functions. In addition, accurate sensor information for scramijet propulsion at the inlet, combustor, and
nozzle sections will be required.

4.4 Flight Management

The design challenges for a flight management system for an airbreathing hypersonic vehicle are shown in figure 13. This
figure summarizes the control and pilot interactions discussed in the sections above. The crew-vehicle interface, in particular,
will present difficult flight management challenges. The vehicle systems will be Inghly complex and highly automated, and
provisiois must be made to provide the crew with appropriate information during all phases of the flight. The vehicle must
takeoff horizontally, accelerate to hypersomc speeds in the atmosphere, and eventdally to orbit, reenter, and land horizontally.
This represents an enormous set of data that must be presented to the crew in usable form.

Because the vehicle must maintain its carefully tailored aerodynamic configuration during all flight phases except for
takeoff and landing, and maybe on-orbit, there will be restricted visibility at all times. For operations near the runway,
pop-up vision systems may be possible. At other times, the view will be restricted and may have to be augmented with
electronic vision systems. The conceptual cockpit, shown in figure 14, is being studied at NASA to address the flight
management issues.

5.0 FLIGHT TEST CONSIDERATIONS

The flight test plan for the X-30 is currently being developed by the NASP Joint Program Office (ref. 9). Unlike the Space
Shuttle, the X-30 will undergo a controlled envelope expansion as with other experimental aircraft, starting with short flights
near the test site and eventually expanding to orbital flight. The test site will be Edwards Air Force Base in California, where
NASA also has its Ames-Dryden Flight Test Center. Tie test plan has been implemented on a pilot-m.the.loop simulation
of generic NASP vehicles, and various test scenarios have been evaluated. The plan includes several existing Air Force and
NASA ground facilities for future flight tests

A preferred envelope expansion that has resulted from these studies is shown in figure 15 The early flights would be flown
near Edwards, but as the vehicle speed increases, the flight path would extend beyond that boundary. The plan is for tile
X-30 to cruise at a low Mach number away from Edwards and at an altitude above air traffic. The vehicle would then turn
back to the base and accelerate to time test Mach number and hold for a tripf peiiod of !nAre. A real advantage is that the
vehicle has to spend very little time at the test Mach number, which reduces the total heat load. Also, the vehicle is on the
way back to the base as it completes the test. 'The vehicle would tnen return under power or (lead stick back to tile lauding
strip This vehicle would then be inspected for any thermal or structural damage after landing

Initial analyses show that there are sufficient tracking stations while the vehicle is over the US., to acquire time test data
by telemetry, and the use of satellites looks promising In addition, the:e appear to be satisfactory recovery bases if one is
required Bow long it takes to complete the envelope expansion is difficult to predict aiid will depend on maniy variables. It
:s vitally important to proceed carefully through the expansion process.

).0 SUMMARY

In the face of emergng hypersonic vehicle interest in the world, the NASP program is the focus for the U S. national
effort. It is a very tough technical challenge, and tile flight mechanics and flight systems elements ate critical to vehicle
performance and must be developed in parallel with other elements A successful flight program of the X-30 will demonstrate
the technology and permit us to exploit those advances in propulsion, materials and structures, computational sciences,
controls, arid flight mechaiics technologies necessary for future aerospace vehicles
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Figure 1., The NASP X-30 flight research vehicle.
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Figure 7.- Propulsion cycles in the 'tirbrcathing flight corridor.
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Figure 10.- Typical hypersonic vehicle configurations.
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Abstract

The ascent performance of winged space transportation systems is considered. The system investigated consists
of two stages the first stage of which is equipped with an airbreathing propulsion system. For the second stage.
two rocket-powered vehicles are considered of which one is equipped with wings and the other is a fuselage
type body.

It is shown which are key factors in regard to the ascent performance of the upper stage. This particularly
concerns the performance enhancement due to its lifting capability. It is shown that an upper stage without
wings also shows an ascent capability for small flight path angles at separation.

Furthermore, the separation flight maneuver is considered. It is shown that constraints (dynamic pressure
and load factor limits) have a significant effect on the ascent performance achievable in regard to a most
favorable separation condition for the upper stage. The effects of thrust increase due to a fuel-air ratio more
than stoichiometric are considered. It is shown which improvements can be achieved for the separation flight
condition.

Two optimization methods have been used. One is an indirect technique applying the minimum principle and
the method of multiple shooting. The other represents a direct technique where the control vector function is
parameterized.

1. Nomenclature

CD = drag coefficient T = thrust
CL = lift coefficient t = time
D = drag u = control vector
g = acceleration due to gravity V = speed (relative to rotating earth)
H1 = lamiltonian x = state vector
h = altitude a = angle of attack
Isp = specific impulse 1 = flight path angle

J = performance criterion 6 = throttle setting

K = lift dependent drag factor CT = thrust vector angle

L = lift A = lagrange multipliers
Al = Mach number 0 = atmospheric density
m = mass 7 = specific fuel consumption
q = dynamic pressure, q = (e/2)V 2  

o = batik angle

rnmax = maximal fuel flow rate = latitude
r = distance to earth center of gravity = heading
re = radius of earth w = earth rotational rate

S = reference area

2. Introduction

The Singer concept represents a new type of space transportation system proposed by MBB (Messerschmitt-
B8lkow Blohm), Refs 1, 2. It has its origins in a concept of the rocket pioneer Eugen Sa.nger, Ref. 3. The Stinger

system (Fig. 1) basically consists of two stages, the first of which is equipped with wings and airbreathing
engines and is capable of performing a cruising flight. Two types of rocket-powered vehicles are considered for
the iipporRf e Ono iq A vebil q-, pn, , ...-g, a .h^ Oe .... f.^ d~ ,-typ' body WihouL winga.

The ascent of the Siinger transportation system is initially an airbreathing phase including a horizontal take-
off and a cruise flight to a suitable latitude position where the separation of both stages takes place. After

Prof. Dr.-Ing. Gottfried Sachs, Director of the Institute of Flight Mechanics and Flight Control.
Dipl.-Ing. Robert Bayer, Research Assistant.
Dipl.-Ing. Johannes Drexler, Research Assistant.
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separation, the second stage performs an ascent to an orbit at about 450 km, while the first stage returns to
its base.

This paper deals with the ascent optimization of two-stage vehicles similar to the Siinger system. The
results presented are an outcome of a cooperation with MBB on the Singer system. The investigation on
trajectory optimization for new space transportation systems is part of a study sponsored by the Deutsche
Bundesministerium far Forschung und Technologie (German Ministry for Research and Technology).

In regard to ascent trajectory optimization, space vehicles with airbreathing engines and lifting capability have
received greater interest not until recently (Refs. 4-18). Taking a Siinger type configuration as a reference, it is
the purpose of this paper to show which are key factors for the ascent performance of winged two-stage vehicles
with an airbreathing propulsion system. Particular emphasis is given to the optimization of the combination

of the separation maneuver and of the ascent of the upper stage. This concerns the limited performance
capabilities of airbreathing first stages as regards their capability of achieving significant flight path angles
for optimal separating the upper stage at a hypersonic flight condition. Other topics addressed are related
to the performance enhancement due to the lifting capability of the upper stage and the effects resulting
from constraints such as maximum and minimum values admissible for load factor and dynamic pressure. In
addition, the effect of thrust increase due to a fuel-air ratio more than stoichiometric is considered. It ;s shown
which improvements can be achieved for the separation flight maneuver.

3. Modeling Considerations

The modeling of the vehicle is based on the equations of motion with reference to a spherical rotating earth

(see also Fig. 2). They may be expressed as (Ref. 19)

dV I= -[Tcos(a + CT) - D] - gsiny+ w2 rcos 0(sin-ycos 0 - cos-ysini sin o)dt

-- = [Tsin(a+c,) + ,]cos,- Lcos -f + - cosy + 2w cos 0 cos bdt 1.1V r

+ - cos 0(cos -'cos ip + sin -ysin 0 sin) ,)

do 1V

-- )+ --- cosycosptan¢
cos 

r

+ 2w(tan -y cos 0 sin 0 - sin ) - r--- sin cosocos oI
V Cos oY

dop Vcos-y sini
dt r

cdh
- V sirY
dt

din dnif 6i
dt dt

where

The ecuations of monion a, -- t thr nbind . . tvi toubibtiig of botw :tages and separately to tile
second stage alone for its ascent. Accordingly, the symbols m, T, L etc. denote quantities valid for each case
considered.

In regard to powerplant and aerodyamic characteristics, a realistic modeling is applied. For the combined
system with its air breathing propulsion system (turbo-, ramjet combination), the thrust, lift and drag models
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are
T = 6Tmax(M, h, a)

L = CL(e12)VS (2)

D = CD(,/2)V
2

S

dmfue,/dt = a(M, h)T

where
CL = CL(a, M) (3)

CD = CDO(M) + K(M)CL2

The thrust, lift and drag models of the rocket powered upper stages are (for simplicity, no subscripts are used
for denoting the upper stages)

2' = 6 Tmax(h)

L = CL(e/2)V2 S (4)

D = CD(,/2)V'S
dmug/dt = T/(gol p)

where

I x = r g . o Ip(h)

CL = CL(a, M) (5)

CD = CDO(M) + K(M)CL

In general, the control variables are the lift coefficient CL, throttle setting 6, thrust vector angle CT and bank
angle W which are subject to the following inequality constraints

CLm,. < CL CLmax

0<6<1 (6)

<ET<nCT : T.

-mi 5 max
'Prnin S- sT <_ 'Pmax

The initial states of the lower stage for the separation flight maneuver are considered to be prescribed by a
reference flight condition given by the end of the cruise flight

V(O) = V () = 0 (7)

h(O) = h, m(o) = i,

The separation conditions of the first stage flight are given by altitude and velocity

V(tsep) = Vo h(tsep) = ho (8)

which represent initial conditions for the upper stage. Additional initial conditions for the upper stage are

7(t0ep) = 7o m(tsep) = mo (9)

'(tsep) = IN O(t'ep) = 00

The final state of the upper stages is determined by the orbit that has to be approached. Thus

7(t.) = 0 Ih(t) = hf (10)

The relations for V(tf) and 0(1,) must account for orbit inclination and absolute speed. The final time tf is
considered to be free.
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4. Optimization

4.1 Upper Stage

The optimization problem consists of determining ascent trajectories where the final mass of the upper stage
in orbit is maximum, or its fuel consumed is minimum. This can be formulated by introducing the following
performance criterion

J = m-u.l1tj) (11)

where rifuel(t) is the fuel consumed and i is the final time after approaching the orbit.

The optimization problem can now be stated as to find the control histories CL, 6, c,/. and cp and the final
time t which minimize the performance criterion J = m/uei(tf) subject to th, dynamic system described by
Eq. (1), the boundary conditions given by Eq. (9) and (10) and the inequality constraints of Eq. (6).

Necessary conditions for optimality were used by applying the minimum principle. This is described in the
following.

With the use of the vectors

x V 7 , h, an) T

U (CL,,CT, O
T

the dynamic system (Eq. (1)) may be expressed as

= f(X,,). (12)

The lamiltonian may be written as

II(,A , u) = A'7f(X, u) (13)

where the Lagrange mnultipliers
A = (Av, A-, AO, Ad,, Ah, Am) P

have beens ;,djoived to the system Eq. (12). The Lagrange multipliers are determined by

off1 (14)AX = - O--L 4
Oxr

The controls are such that 11 is minimized For this reason, they are determined by

u= 0 (15)
Ou

or by the constraining bounds of Eq. (6).

The system described by Eq. (12) is autonomous so that H is constant. Since furthermore the final time tf for
approaching the orbit is considered free, the Iamiltonian is given by

II = 0 (16)

With the use of the above relations, the optimization problem can be formulated as a two point boundary
problem for integrating the state and costate equations, Eqs. (12) and (1,1). This problem was solved with the
program BOUNDSCO (Ref. 20, 21).

4.2 First Stage

Th, ru;g!t rf t i t s, and ihe beparation ight maneuver for releasing the upper stage was inves-
tigated by applying a parameterization technique. The problem considered was to minimize fuel consumption
for a flight to a prescribed separation flight condition. Particular emphasis was given to constraints of dynamic
pressure and load factor, both for maximum and minimum values admissible. In the numerical investigation,
the program TOMI' (Ref. 22) was used
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5. Results

A typical optimal flight profile of a winged two-stage vehicle like the Siinger system is shown in Fig. 3. It may
be decomposed into the following significant parts.

- cruise

- separation fligth maneuver
- ascent of upper stage and return of first stage

The craise type part of the flight profile corresponds to classical flight optimization. Accordingly, their
characteristics which significantly depend on individual applications (short or long cruise distances) follow
well-known lines, like a cruise-climb technique for example. Therefore, the present paper is mainly concerned
with flight profile elements of a more recent type posing new problems in aircraft trajectory optimization. This
particulary concerns the separation flight maneuver at a hypersonic Mach number and the ascent performance
of an upper stage, including the performance enhancement due to its lifting capability.

The first part of this chapter deals with optimization of the ascent of the upper stage. Thus, it can be shown
which are key factors for the ascent of an tipper stage which has to start at a small flight path angle 7o and for
which a lifting capability may be essential. This part of the investigation gives an indication of the performance
requirements which the upper stage poses on the first stage with its airbreathing engines. Two types of upper
stages are considered. One is equipped with wings. It is similar to the Horus vehicle of the Singer system. The
other which has no wings is similar to the Singer upp -stage called Cargus.

A Ilorus type upper stage the aerodynamic characteristics of which are illustrated in Fig. 4 is considered first
As an example, an optimal ascent beginning at a small flight path angle yo at the separation point is presented
in Figs. 5 and 6 . They show a typical characteristic for trajectories starting with a small yo since there is a
significant utilization of the lifting capability which enables the vehicle to achieve an orbit even if it starts at a
horizontal flight condition.

An evaluation of the effect of 0YO on maximized final mass in orbit is shown in Fig. 7 for different thrust
levels. As a main result, the final mass in orbit is significant even for small -yo values.This result is due to the
lifting capability of the vehicle. It can be made evident by a comparison with a configuration without a lifting
capability, as also shown in Fig. 7. A non-lifting configuration cannot perform an ascent below a Yo value quite
large.

A factor which is of interest concerning the conditions for the begin of an ascent is the orbit inclination that has
to be approached. Fig. 8 shows how the maximum final mass in orbit is affected for the range of -o of practical
interest (0 _< 70 < -to,, ). For the ascent trajectories computed, the latitude at the begin is considered to be
equal to the inclination. The optimum heading at thc separation point i't practically zero (east) in all cases
investigated.

Considering now a Cargus type upper stage, the following conclusion can be drawn from the results presented
An ascent woul ,iot be possible for such a configuration having no wings if it cannot produce a lifting force
This holds for -yo values of practical interest, i.e., for -yo values which can be achieved by an airbreathing first
stage at a hypersonic flight condition. 11 wever, vehicles such as Cargus can have a lifting capability despite it
is lacking a wing This is due to the fact that fuselage type bodies can produce a lifting force not unsignificant
at hypersonic Mach numbers. An illustration is presented in 'ig. 9 which shows aerodynamic characteristics
of a vehicle similar to Cargus. This lifting capability can be utilized for a significant ascent performance
enhancement.

In Figs. 10 and 11, an opt:mal ascent trajectory for a wingless upper stage similar to Cargus is shown. It may
be seen, that an ascent is possible even for a horizontal flight condition at the separation point. As regards the
controls atou state variables history, basic similarities exist with the Hlorus type vehicle considered earlier.

A n evaluation of the effect of -yo oi, the maximized final mass in orbit is shown in Fig. 12. Here again, similarities
exist in regard to the results considered earlier. This concerns the significant amount of final mass in orbit
even for smalh -o values as well as the existence of an optimal -yo value and its magnitude (yielding the greatest
amount of final inass in orbit). In addition, it may be seen that a non- lifting configuration would have an

The results presentri tip to now describe the ascent capability as regards a flight condition at the separation
point for a given altitude/Mach number combination. A further evaluation is presented in Fig. 13 which shows
the effect of the separation flight condition on the maximized final mass in orbit, both for -Yo = 0 and Y0op,
(where -to,, f(Al 0 ho)). 'l'his Fig. makes evidtit the effect of altitude and Mach number. It may be of
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interest to note that the variation of sepalation altitude has only a little effect, whereas the effect of separation
velocity is of comparable significance as the effect of the initial flight path angle.

The second part of this chapter is concerned with the separation flight maneuver. In Figs. 14 and 15, an
optimal maneuver for achieving maximum flight path angle at a prescribed Mach number/altitude condition
is shown. According to the results presented, the separation flight maneuver may be decomposed into the
following elements:
- transfer from cruise flight condition to flight at maximum dynamic pressure limit
- acceleration at maximum dynamic pressure limit
- pull up for reaching the flight condition at the separation point
- push down of first stage (for avoiding flight at dynamic pressure to low)

An evaluation of optimized separation flight maneuvers as described is presented in Fig 16 which shows the
maximum flight path angle achievable at the separation point as a function of speed and altitude (region
indicated by A is excluded because of exceeding a prescribed upper fuel consumption limit of 25 tons). The
results shown may be considered as the performance capability which the first stage with its airbreathing
propulsion system can provide for the ascent of the upper stage.

A further evaluation concerning the performance capability at thw separation point is shown in Fig. 17. In
this Fig., the influence of constrains (asnm,q"%tn) effective in the flight phase after the separation point is
considered These constraints have a significant effect on the achievable amount of the flight path angle. It
may be of interest to note that both the maximum flight path angle and the corresponding altitude at the
separation point show comparatively small changes only. This is also an effect of the constraints 7 1 jlri and
qrnn which become active after the separation point.

When combining the separation maneuver performance of the first stage (Fig. 17) and t he ascent performance
of the upper stage (Fig 13), the maximum of the final mass which can be brought to orbit can be determined.
This combination may be considered as the overall ascent performance capability of the whole system. The
final mass in orbit is shown in Fig. 18. The results presented suggest a tendency towards a high speed at the
separation point while an optimum value exists for altitude.

An evaluation concerning the fuel consumption of the first stage for the separation fight maneuver is presented
in Fig 19. From this Fig it follows that the fuel consumption shows a pronounced increase above a certain
speed level The effect of altitude is comparatively small in the lower part of the speed range considered.

An improvement of the separation flight maneuver performance can be achieved by utilizing a fuel-air ratio
more than stoichiomnetric for ramjet thrust increase. In Fig. 20, it is shown that thrust can be significantly
increased by this technique. However, this is accompanied by a decrease of the specific impulse, Fig. 21.

The effect of the higher thrust capability resultig from a fuel-air ratio more than stoichiometric on the separation
flight maneuver is shown in Fig. 22. Typically, this techmiqie for thrust increase is utilized in time final part of
the acceleration phase and for the pull-up maneuver. It may be of interest to note that the time at which a
fuel-air ratio more than stoichiometric is applied is part of time optimization procedure.

An evaluation is presented in Fig. 23 which shows the speed and flight path angle achievable at the separation
point This Fig. makes evident that the optimal utilization of overfueled combustion provides a significant
improv ment which may be used in two ways. Either time maximum speed at time separation point can be
increr.sed when considering a prescribed amount of fuel consumption or the fuel consumption necessary for a
given combination of speed and flight path angle may be reduced. It may be of interest to note that a reduction
in fuel consumption 'an be achieved despite the fact that specific fuel consumption is increased.

6. Conclusions

For a winged two-stage vehicle similar to t,,e Singer space transportation system, optimum ascent performance
is considered. In time first part, basic characteristics of optimal ascent trajectories of the upper stage are
described It is shown that the lifting capabihity of the tipper stage is essential for achieving an ascent beemnnmng
at a small flight path angle at separation. 'This is confirmed by comparison with a non lifting case where an
ascent is possible only at separation flight path angles quite significant. Furthermore, it is shown what amount
of final mass can be brought into orbit for various initial conditions representing the end of the separation
flight maneuver.

In the second part, the separation flight maneuver is investigated. It is shown, how an optimized maneuver
compares with a simpler type of separation maneuver. Dynamic pressure and load factor constraints are
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identified as having a significant effect. Furthermore, it is shown what combination of velocity, altitude and
flight path angle at the end of the separation flight maneuver can be reached. Thus, it is possible to determine
the best initial conditions for the tipper stage such that the final mass in orbit is maximized.

Furthermore, the effect of thrust increase due to a fuel-air ratio more than stoichiometric is considered. It is
shown that the separation flight maneuver performance can be improved by applying this technique.
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SUMMARY
The design of an air-breathing winged launcher vehicle is a highly interactive process. The 'optimum' (miunum
mass) vehicle is determined by a trade-off involving fuselage shape and its influence on drag and structural
efficiency (mass/volume) together with the rocket and air-breathing propulsion mode of operation and system sizing.
These effects must be coupled with the most efficient mission profile.

Contained in this paper are details of the ascent and descent optimization which must be conducted for a single-
stage-to-orbit vehicle. Those parameters which have a significant influence on the selection of the air-breathing
ascent, the rocket ascent, and the re-entry and autoland trajectories are described. The strong interactions between
the various phases of flight, and their influence on the vehicle design and performance, are discussed. The launcher
design mission is shown to have a significant impact on the ascent profile and the optimum configuration.

INTRODUCTION
Launch costs and reliability form a fundamental consideration for all space activity. Concepts for more dependable
advanced launcher systems capable of greatly reducing launch costs have been studied for a number of years but,
until recently, have not received great priority. The current upsurge in interest has been prompted by the realization
that the launch capacity of the existing and currently planned launcher fleet will be inadequate to meet the predicted
market beyond the late 1990s and, perhaps more importantly, high launch costs will stifle expansion of the market.
The commercial exploitation of space is fundamentally dependent upon the ready availability of reliable, cost-
effective and flexible launch systems.

These future launcher studies were given further impetus with the suspension of Space Shuttle flights after the 1986
Challenger disaster and the concurrent failures of three types of expendable launch vehides.

To overcome the limitations of present launchers, the feasibility of a fully re-usable winged launcher powered by air-
breathing propulsion for the initial ascent through the Earths atmosphere is being studied in the United Kingdom,
West Germany, France, USA, Japan and the USSR. Although the concepts are different in detail, they each share the
common am to operate like conventional aircraft. For a single-stage-to-orbit (SSTO) vehicle, the wing sizing is limited
by the requirements of re-entry heating and cross-range performance, so it is entirely logical to use these wings to
allow horizontal take-off with a much lower level of thrust and therefore engine weight than a vertical take-off
vehicle. Horizontal take-off and landing, and airrft-style ground handling and operation will allow these vehicles to
be more flexible and less vulnerable to failures (particularly at take-off). The launch costs for these fully re-usable
systems, operated with minimum support staff, will greatly reduce when compared to that of current launcher
systems.

With new and anticipated technologies, the ultimate goal of an SSTO vehicle is now believed to be possible. The
SSTO vehucle of course presents a greater design challenge but will have significant cost advantages over the two-
stage-to-orbit (TSTO) vehicle.

With payload fractions of between 1.5% and 3.0% (depending on the mission) the performance of SSTO vehicles Is
extremely sensitive to the design assumptions. Consequently the design process is highly interactive. The 'optimunm'
(minimum mass) vehicle is determined by a trade-off involving fuselage shape and its influence on drag and
structural efficiency (mass/volume) together with rocket and air-breathing propulsion mode of operation and system
sizing. These effects must be coupled with the most efficient trajectory.

The performanco of these vehicles can be greatly enhanced by a suitable choice of ascent and descent profiles.
Although the performance of the TSTO vehicle can be significantly affected by the ascent and descent trajectories, it
is the more sensitive SSTO vehicle where the impact on performance can be the most dramatic. Discussed in this
paper is the SSTO ascent and descent trajectory optimization which must be conducted as part of the overall Total
System Studies. Those parameters which have a significant impact on the choice of ascent and descent profile are
described The information presented here is based on four years' experience in the design evolution of HOTOL and
a parallel study on winged launcher vehicles currently being conducted for the European Space Agency (ESA).

TOTAL SYSTEM MODEL

BBlo~u dizuhsiig tin as.cunt and descent trajectories it is important to understand the process required to achieve
the optimum Total System performance.

It is well known that the performance of an SSTO velucle is extremely sensitive. It is because of this sensitivity that It
is essential to have a detailed model of the Total System. The use of simple analytical representations is totally
inadequate. The model must be capable of predicting the performance for a range of velucle design schemes and
configurations. The results must represent a consistent vehicle performance with, for example, a given engine
performance, and vehicle drag, sufficient propellant capacity to complete the mission. At BAe (Military Aircraft)
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Limited, Warton, design trade-off studies are performed using a Computer Aided Project Study Tool (CAPS). CAPS is
a project study integrated design tool, developed progressively since the 1960s. A schematic of the use of the Total
System Model is shown in Fure I.

r -- -APS" - - CAPS Total System Model

Ong- Syst.An'P ndAd .0W

er lg-1 cheSys CP otal System Model

Flg,1 Seemtl of CAPSstmMoe

The CAPS Total System Model is continually updated as the res'lts from detailed engineering studies, reflecting new
design concepts or requirements, become available To assess the impact of the design changes on the performance.
the vehicle must be re-optimized. The performance penalties for non-optimum design are veiy severe. At tre early
stages of vehicle design it is acceptable, and necessary, to re-optimze the vehicle. As the protect prcgresses, a
performance rnrargin will ba required to guarantee the completion of Ihe mission. Howevet, by completing a wide
ranging Enabling Technology programme the uncertainties in design assumptions can be mnmized, reducing the
need for vehicle overdes.gn.

The ascent and descent tralectones, like the solution to any prticular design problem, can riot be considored in

isolation. Considering the air-breathing ascent, the tradiional methods of defining an optimum minimum fuel ascent,
described by the locus of where specific excess power civided by fuel flow (SEP/QF - the product of thrust minus
drag and velocity, divided by vehicle weight and fuel flow) is a maximum at each energy height (energy height is a
measure of total energy = h + V5/2g) are only applicable for a fixed vehicle and propulsion system. The optimum
ascent trajectory can only be derived when its impact on propulsion system sizing and mass, vehicle control
requirements (and hence actuation and power supply system mass), wing aeroelastics, wing design, and fuselage
shape have all been addressed (Figure 2). It must combine minimum propulsion mass, optimum fuselage and wing
shapes, with minimum ascent propellant.

Flg.2 Configuration Optimum
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ASCENT TRAJECTORY
The most efficient way to conduct these studies is to analyze the vehicle performance in two distinct, but coupled
segments - the air-breathing ascent phase and the rocket ascent phase (Figure 3).

SAscent TraJectory can be Sensibly Divided Into
two Separate but Coupled Segments

50.

45- Rocket Ascent /
After Transition Engine Parameters

40- and Vehicle Aerodynamics Become
Relatively Simple

35 Parameters Which Dominate the
Airbreathing Performance do not
Significantly Altfact Rocket Ascent

30

25-

Air-breathing Ascent
20-

Requires Considerable Study
of Trade-offs Between

15 Vehicle Mass artd Aerodynamics, Two Phases Linked
Propulsion Integration bi the Rocket Mass Ratio
and Trajectory (MonD/M:,rn) which can

10 be Defined as a F inction
Primarily of the CodiltIons
at Transition to Rocket Power

S

0 1.0 2.0 3'0 4.0 5,0 .0 7.0 8.0
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Fig.3 Ascent Trajectory

The parameters which dominate the air-breathing performance do not significantly affect the rocket ascent (except
the conditions at the point of transition to rocket power). The difficult task of optunung vehicle shape, propulsion
integration and sizing, and the air-breathing ascent trajectory can be undertaken without computing the optimum
rocket ascent each time, thus reducing computing time.

The air-breathing phase can be linked to the rocket ascent by the rocket mass ratio (mass on orbit divided by mass
at transition - MoRs/MTRAN), The optimum rocket ascent is greatly influenced by the conditions at the point of
transition to rocket power. The rocket mass ratios for various transition parameters - altitude, velocity, chmb anglo,
rocket specific impulse, rocket thrust-to-weight, and vehicle hypersomc aerodynamuc coefficient can be calculated as
a set of analytical expressions using the rocket ascent optimization programme discussed later.

Air-breathing Ascent Trajectory

The optimization of the air-breathing ascent trajectory and the as3ociated propulsion integration studies are
particularly difficult because of the strong interactions. If conducted thoroughly, they can significantly enhance
vehicle performance and greatly influence vehicle design.

The selection of the type of propulsion system to be used and the optimum air-breathing ascent profile will depend
upon the vehicle design mission. If the aim is to provide cheap access into equatorial or near equatorial orbits, the
vehicle will be launched from or near the equator. Such a vehicle is described as an 'accelerator'. Although it is
obviously important to have beth a high thrust-to-weight and specific unpulse, for the accelerator vehicle which does
not require a cruise phase the emphasis is to have a propulsion system with a high thrust-to-weight. If the vehicle is
to be operated from a European launch site into equatorial or near equatorial orbits, then because of the possible
need for a cruise capability a propulsion system with reasonable fuel economy is preferred. Because of the trade-off
between accelerating and cruising phases of the ascent, and the requirement to maneuvre the vehicle to a particular
ground track to rendezvous with a specific orbit, the optimum ascent trajectory will be different from that of the
'accelerator' vehicle. It should be noted that the cost penalty for the privilege of a European launch is very large.

'Accelerator' Vehicle. The optimum ascent trajectory for an 'accelerator' vehicle can be divided into three main
phases:

1. Acceleratce from take-off to an airframe limited dynamic pressure and clmb at this limit antil the

ma-situm engine operating design pressure is reached.

2. Clunb at the maximum operating engine design pressure to the transition pull-up manoeuvre.
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3. Conduct the pull-up manoeuvre prior to transition to rocket power for the final part of the ascent.

This is illustrated in Figure 4.

Two Trade-offs to be Considered:
1. At Low Altitudes, Vehicle Performance

Gains for Flying Fast Versus Airframe
40 Structural Penalty

2. At Higher Altitudes, Vehicle Performance Pull-up Manoeuvre
35 Gains Versus Alrbreathing Engine Mass to Transition to

Rocket Power

Altitude Constant(kin) 30 Intake
Recovered

25 Pressure Engine Intake

20 Operating Limits
is Constant

Dynamic

10 Pressure
0Airframe Structures

Limits

0 1 2 3 4 5 7
Mach Number

FIg.4 Air-breathing Ascent Trajectory

The initial part of the ascent represents a trade-off between engine performance and airframe structural
considerations. Generally, air-breathing propulsion favours a fast and low' ascent profile. The higher specific excess
power divided by fuel flow (SEP/Or) maximizes the ratio of energy gain to propellant usage and dominates the small
structural penalty This portion of the ascent would follow a constant equivalent air speed profile of between 600 and
700 knots equivalent air speed (KEAS).
The second phase of the ascent is limited by engine design considerations. The mass of the intake and air-breathing
propulsion components is predominantly sensitive to the italke recovered pressure (PTI), which of course is
dependent upon the ascent profile. A full air-breathing ascent trajectory optimization must involve the use of
'rubberized' models of the intake and propulsion units. The model must be capable of assessing varying engine/
intake combinations stressed to different maximum operating design pressures.
The optimum maximum PI is denved from a trade-off between the increased propulsion efficiency at the high PTIs,
versus the increased mass of engine (and intake) these higher opezating pressures will requre. To illustrate this
trade-off the results from a study of a vehicle powered by a rocket-ramjet propulsion system are presented in
Figure 5.
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FIg.5 Trade-off Bet-een Engine Mass and Propulsion Efficiency
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If the high altitude ascent is made at s, high PT!, then with the increased thrust, less fuel will be burnt in reaching the
transition Mach number, oi the air-breathing ascent could be extended to a higher transition Mach number. This must
of course be paid for by a heavier ramjet engine.

For simplicity, in this example the engine size, the transition Mach number, the transition pull-up manoeuvre, and the
initial ascent speed were not re-optimized for each of the maximum engine operating pressures. The thrust of the
engine, as well as its mass, decreases with reducing engine maximum operating pressure. This will result in a lower
optunum transition Mach number and possibly a pull-up manoeuvre which produces a less than optimum rocket
ascent, and hence a poorer rocket mass ratio (Mo0 M1 ,m). Obviously all thess interactions nc..-d to be addressed
when identifying the optimum ascent profile.

Engine Thrust Characteristics. The thrust of air-breathing propulsion systems shows a fairly rapid degradation at
higher Mach numbers (M > 3.5) - Figure 6. This is because the exhaust velocity is limited by exhaust product
dissociation, whereas ram drag continues to rise with velc.uty.
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611 0 0 ,

Engine - - -Thrust 4 ~ e
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Weight , -..

3 a"n/e,

2 Calculated at Constant Altitude (25 kin)

Note: Airbreathtng Engine Is Sized at
1 High Altitude Transition Point

0
3 4 5 6 7

Mach Number

Fig.6 Engine Thrust Characteristics at High Mach Number

As the thrust minus drag at these high Mach numbers reduces, acceleration tume increases and more and more
hydrogen is consumed (Figure 7).
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Fig.7 Vehicle Acceleration

The thrust margin will eventually become so poor that it is more efficient to switch to rocket power. The high Mach
number performance could be unproved and air-breathing operation extended to higher Mach numbers by installing
a larger engine (or intake, depending on the type of propulsion system), but there comes a point where the
additional mass of these items overrides the benefit of reduced fuel bum; identification of this point is part of the
vehicle design optimization process.
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Engine Overfuelling. There are two critical areas in the ascent trajectory which can size the air-breathing engine.
There must be sufficient thrust in the transonic regime, where drag is high, to allow reasonable acceleration and a
low fuel burn. The transonic thrust margin is obviously strongly influenced by velucle shape (drag). The second
'pinch' point is at the maximum operating Mach number. A thrust boost for these cntical puich' points can be
obtained by overfuelling the engine, but of course the engine specific fuel consumption will increase. The optimum
engine size and the ascent trajectory, particularly the transition Mach number, could be significantly influenced by
the effects of overfuelling.

Rolls-Royce provided data for three levels of overfuelling a ramjet engine, The vehicle wan imually accelerated to
effective ramjet operating speeds by a rocket system and so did not have transonic peietratlon diftculties. The
influence of various levels of overfuelling from the datum stoichiometnc fuel air ratio (FAR) of 0.029, to a maximum
FAR of 0.116, on the high Mach number portion of the ascent was assessed. The overfuelling was progressively
introduced during the ascent. The results from the studies, which are essentially a trade-off between extra fuel used
against a possible reduction in ramjet engine scale and/or an increase in optimum transition Mach number, are
shown in Figure 8.

Reference Thrust to Weight = 0.25 - Trajectory
EAS = 650 kts

Payload 7 Reference Thrust to Weight = 0.26 --- PT1 = 850 kPa
(Tonnes) (Insufficient Transition Fuel to

x. Thrust) Mach Air Ratio Mach No.5 Number 5.3 x 0.029 1.0 - Transition

4

3 \' 0.029 1.0-5.0

2 ' ", 0058 5.0 - Transition

Transition 0029 1.0-45

0 Mach 0.058 4.5-5.0
Number 5.25 \ \ 0087 5 0 -Transition

-1

-2

Fig.8 Payload Sensitivity to Ramjet Overfuelli'g

The conclusion from this work is that overfuelling does not improve the vehicle performance. However, although not
considered here, there may be some benefit to be gained with very limited overfuelling during the transition pull.up
manoeuvre

Wing Design The air-breathung ascent trajectory can be significantly affected by the choice of wing design and
sizing. The wing may be sized to give optimum ascent performance, but it must also provide satisfactory aitfield
performance, re-entry and cross-range performance, and adequate trm characteristics. Its size may be defined by
the need to carry propellant in wing tanks These various requirements are discussed in detail in Ref I.
If the wing size is selected to give optimum ascent performance, then the trade-off is between wing mass and
aerodynamic and propulsion system performance. At high Mach numbers the induced drag makes up 50% of the
total vehicle drag, thus a larger wing would significantly reduce the vehicle drag but at a mass penalty. In addition, if
the vehicle wth the larger wing was flown along the same ascent trajectory, then its incidence would reduce causing
a loss of intake pre-compresslon and thus engine performance.

In a recent study, the wiug size for optimum ascent performance was shovn to be at a re-entry wing loading of
280 kg/M2 

(Figure 9)
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Fig.9 Wing Size Optimization
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If it became necessarl to increase the wing size to meet airfield or re-entry performance (heating, cross-range or
pitch control) requirements, the optimum PTI ascent and transition Mach number may change. In Figure 10, the
optimum transition Mach numbers from air-breatbing to rocket power for two wing loadings, on - for optimum ascent
performance (re-entry wing loading = 280 kg/m

2
), and one sized to meet particular re-entry he. Ing and cross-range

requirements (re-entry wing loading = 220 kg/m), are illustrated.

Re-entry Wing

Loading = 280 kg/m Rocket Ramjet

11 -Kourou Mission

GLOM =500 Mg

Actual
Payload g
Capability
(Tonnes) 8.(Tnes I Re-entry Wing

7 Loading = 220 kg/m 2

5 5.5 6 6.5

Mach Number at Transition to Rocket Power

Fig.10 Optimum Transition Mach Number versus Wing Sizing

The optimum transition Mach number (in this study) for the wing sized for ascent performance was 5 7. If it became
necessary to increase the wing size, thus reducing the induced drag component, then it would be beneficial to
extend air-breathing operation to Mach 5.9. This re-optimization increased the payload for the vehicle with the larger
wing by 500 kg. The fact that the optimum ascent trajectory can be significantly influenced by the re-entry
requirements emphasizes the strong interaction of all the design assumptions for the SSTO vehicle.

Transition Pull-up Manoeuvre
The rocket performance is extremely sensitive to the vehicle climb angle at the point of transition (see later). For
optimum rocket performance the initial climb angle should be approximately 20'. In reality, it is only possible wko2e
air-breathing to reach climb angles of between 71 and 8'. This is because as the vehicle performs the pull-up
manoeuvre it climbs rapidly, losing thrust and decelerating (Figure 11)
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Fig.11 Pull-up Manoeuvre for Transition to Rocket Power

Shown in this figure is the vanation in vehicle climb angle for constant normal acceleration pull-up manoeuvres. The
predicted increase in payload is calculated assuming transition to rocket powcr at that particular instant. The
optimum transition point is a trade-off between the change in rocket mass ratio, resulting from the changes in vehicle
transition climb angle, velocity and altitude, and the additional air-breathing propellant required to perform the pull.
up manoeuvre.
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When optimizing the ascent trajectory it is essential to have a complete map of engine data (very large matrix)
covering an appropriate range of altitude, Mach number and incidence (levels of intake pre-compression).

The performance sensitivity of a ramjet engine to variations in vehicle incidence is shown in Figure 12.
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FRg12 Ramiet Net Thrust Variation with Vehicle incidence

The senstvity to vetcle icidence, partcularly at higher Mach numbers, can signi'icantly affect the final pat of the

ar-breathing ascent, partclarly the pull-up manoeuvre (or high speed orbital track rendezvous manoeuvres, see
European launch trajectory requirements discussed later). At M = 3 25/25 km an increase in pre-compression
resulting from a 1° change in incidence gives a net thrust boost of 5%, whereas for the same increase at M = 50/
25 km the thrust will increase by approximately 10% (in the incidence ranges of interest).

in early studies, to reduce the amount of engine data required, data was produced for an assumed incidence/Mach
number profile. With such data only very Ilnuted trajectory and pull-up manoeuvre optimization could be undertaken.
Meaningful optmizatzon and propulsion integration studies can only be conduzcted if full incdence/Mach number
dependent engine data are provided Presented in Figure 13 is a comparison of an optimized ascent trajectory based
on non-incident dependent engine data (initially assumed incidence profile), with the new optimized trajectory using
full incidence dependent performance data.
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Flg.13 Transition to Rocket Power Pull-up Manoeuvre

The uipact on the pull-up manoeuvre significantly changes the vehicle performance. An mcreaM=2/ in vehicle climb
angle of 4 at the point of transition to rocket power, would increase ihe payload by approximately 600 kg.

In ary sudes toreuc th aout o egin dtareqirddat ws rodce fo a asumd ncdene/ac
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European Launch
The ascent trajectory optinuzation is complicated further if the vehicle is required to be launched from a European
launch site. This may introduce the need for a cruise capability and, in addition, the vehicle will be required to
manoeuvre to a particular ground track in order to rendezvous with a specific orbit (Figure 14)

.<-------Take-off at 43.3°N (Istres)

Climb at
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Start of
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. t ,o\,,e 6- - - - - - - - - - --- -./

- - Ot~ Beginning of A-
Pull-up Manoeuvre I

at Specified Mach No End of Pull-up
Manoeuvre, Transition

to Rocket Power

Fi.14 European Launch Trajectory

The optimum ascent is now defined by trade-offs between the accelerating phase and cnuse requirements, and
engine sizing (mass) and propulsion efficiency. Obviously if a large engine is uistalled then the vehicle will
accelerate to the transition point more quickly, covering less range, and so to meet the specfic orbit will require a
longer cruise leg. (For optimum velucle performance the vehicle must be in the required orbital plane prior to
transition to rocket power.) In a similar way, if the vehicle climbs at a higher equivalent airspeed, or higher engine
operating limit, then the vehicle will accelerate more quickly at the higher specific excess power and would then
require a longer cruise leg. This trade-off between the cruise leg and the accelerating ascent will influence the
selection of both initial and final ascent phases and of course the transition Mach number

In a society becoming more concerned with environmental issues, the choice of altitude for the cruising phase, if
required, may be restricted by the need to protect the ozone layer.

To optimize the turn required to manoeuvre the vehicle to a particular ground track to rendezvous with a specific
orbit is a difficult task that will influence the whole ascent trajectory. It will influence the engine and wing sizing, and
the selection of the transition Mach number as well as fuselage shaping (drag).

Presented in Figure 15 are the results of a study to investigate the effects of varying the latitude at the start of the
positioning turn (and hence the normal load factor and turn radius) 'or a rocket ramjet powered vehicle. The vehicle
was launched from Istres, France (latitude 43 3°N) into a 28.5' inclined orbit.
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Fig.15 Payload Sensitivity to Latitude at Start of Positioning Turn
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In this particular example the pull-up manoeuvre prior to transition to rocket power was performed Immedintely after
the completion of the positioning turn. This will not necessarily produce the optimum transition point in each case. In
this study the best performance was achieved by beginning a 1.07 'g' (nominal) turn at a latitude of 32.5'N.

The provision of a one hour launch window capability, at minimum performance penalty, imposes further constraints
on the ascent trajectory. During this one hour period the launch Bite will move 15' of longitude eastward relative to
the target orbit. By moving the launch point relative to the target orbit, a launch window study was conducted (Figure
16). It should be noted that the Y' reference launch longitude, is the launch point from which the vehicle would meet
the target orbit at its most northerly point (see inset). All other launch points are relative to this datum.
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Northerly Point - See inset)

Fig.16 Provision of One Hour Launch Window

It can be seen from Figure 16 that the payload penalty for providing the one hour laUnch capability is only 240 kg,The optinum, the earliest and latest launch trajectories are ahown In Figuro 17,
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Rocket Ascent OptimitAlion

After transition, the engine parameters and aerodynamics become relatively simple, as the vehicle switches to rocket
power and enters the hypersonic flight regime. This llowl the trajectory from transition to Main tngine Cut-Off

I,
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(MECO) to be fully optuized. The equations of motion which govern the dynamics are a function of seven pnrmary
variables. These are:

The velocity at transition Vt
The climb angle at transition 0,
The altitude at transition li
The vehicle Thrust.to-Weight T/W
The vehicle area to mass ratio S/r
The vehicle zero incidence drag coefficient C

0
o

The engine specific impulss I.P

The trajectory can be optimized using vehicle incidence as the control variable, whilst meeting constraints on apogee
and perigee altitude at MECO, and the ratio of mass at MECO to mass at transition (m,"'o) can be maximised
(Ref.2).

Two methods of optimization have been applied. The first is generally referred to as the Indirect Method, which uses
Pontryagin's Principle to define an optimum incidence profile indirectly as a function of a set of Lagrange Multipliers.
This method has the advantage of being exact and reasonably fast computationally but is inflexible and may show
poor convergence characteristics if the complexity of the problem is increased (by constraints for example)

The second rsc-'d, k -. n a.s th D.,_ect Method. selects an incidence profile as a firte set of parameters and
optimizes the ascent trajectory directly with respect to these parameters. This method has the advantage of relative
simplicity but owing to the set of parameters being finite, is only an approximation to the true optimum profile The
larger the set of parameters the better the accuracy, but of course this must be paid for in computing time; a
compromise must be sought.

Both methods have been applied at BAe and have given extremely close agreement in predicted propellan.
requirements. To achieve this accuracy the Direct Method required ten parameters.

The rocket mass rtio can be described by a function of trie *even pnrmary variables:
m mc° = f (V,, 0%, N , r/w, Srs, Coo, 1.,,) (1)

This function is essentially non-analytic and must be evaluated point by point using the optimization proccdaue. For
small deviations from a chosen nominal set of the seven variables, this function can be expanded as a Taylor Series
to first order as follows:

rn 
° 
=r mEc° + w6V, (Ut - Vt(mm) + 61f50, (0, - t()) +... (2)

Therelore the masb ratio for an arbitrary set of the seven variables can be found simply by knowledge of the seven
sensitivity coefficients, U/6x, provided the deviations from the nominal condition remain small.
For a typical SSTO vehicle, the sensitivity coefficients are:

611' = 6 x 10-1 sec/rn bf/C, = -0.14
MIN, = 7 x 10"/deg f/l, = 7 x 10-' /sec
6ft/Gh = 2.5 x !0"/kin 6fE/(T/W) = 0018

Ub/6(S/m) = -4 x 10- mkg

As can be seen from Figure 18, variations in mm~cO with T/W and transition altitude are not linear over a sigificant
region, and care should be exercised to keep the variations small. When a new nominal configuration is adopted, the
sensitivity coefficients should be re-evaluated, to keep the first order approximation valid.
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Fig.18 Variation In Mass at MECO With Transition Altitude and Rocket ThrustWeight
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- The sensiwty coefficients lead to fairly obvious conclusions. The vehicle would prefer to be fiying higher and faster

~and climbing steeper at transition, wi th less drag, more thnit and a higher specific impulse. Achieving these
objectives however is a total system optirmzation problem, and the trade-off can only be performed by incluing the
sensitivity coefficients in a global optimizzation program.

Compared to the air-breathing trajectory, the rocket powered ascent from transition onwards is relatively
unconstrained. The dynamic pressure and wing loading decrease rapidly The stagnation heating increases on the
nose, foreplane, wing and intake leading edges but temperatures do not reach those experienced during re-entry.

The MECO point is selected such that the resulting transfer apogee meets the required target orbit The pengee of
this hypothetical transfer orbit, for manimui propellant usage, is at an altitude of approximately 60km. However,
other considerations may influence the choice of perigee. For example if the vehicle is required to re-enter
successfully following a failure of the Orbital Manoeuvring System (so that circularization at apogee cannot be
performed) and a landing at the launch site is desirable, then the transfer orbit perigee must be chosen carefully.
Such a scenario is described as 'Abort-Once-Around' (AOA) and requires consideration of both ascent and descent
phases. The transfer orbit periqee is very sensitive to the constraints imposed. To meet the AOA re-entry heating
and cross-range requirements, for mnurumum performance loss, the perigee for a HOTOL-type launcher is
approximately 20 lan Again, because of a requirement for AOA, the re-entry constraints have influenced the ascent
trajectory.

DESCENT TRAJECTORY

Two aspects of the descent trajectory are considered; the re-entry and autoland.

Re-entry Trajectory Optimization

A vehicle of this type is assumed to be cooled by radiation; that is, the external aeroshell is allowed to reach a high
temperature (in excess of 1200 K), so that the incomung heat generated in the boundary layer and convected to the
surface is re-radiated back to the atmosphere according to Stefan's Law. This equation can be written in the
following form:

=V = S, pV (h - h,,) x V2 S pV3 (I - T,,f,",.) (3)

Where S, is the Stanton number, the functional form of which depends on the state of the boundary layer, h. and T,.
are the enthalpy and temperature at the surface and T,. is the recovery temperature.

Assuming an ideal gas, it can be shown that on the attachment line of a cylindrical flow of radius r and incidence
alpha (Ref.2):

St = 1.03 x 10-4 (pr)
-
"sm C for laminar flow (4)

and

S, = 3.2 x 10"1(pr)-°'sino tan"a (I + tan'o)
-0

" for turbulent flow (5)

A simple criterion for transition between laminar and turbulent flow is adopted. This assumes that if turbulent flow
can occur, it will occur.

pr = 1.2 x 10-1tana(l + tan'o)" (6)

At conditions of high enthalpy such as occur at re-entry speeds, dib .ociation and ionization of the air molecules will
occur, which alter the properties of the boundary layer (in particular the density and specific heat capacity of the
gas).

These properties can be explicitly calculated from a knowledge of the major chemical reaction rate equations, as a
function of pressure and enthalpy, if it can be assumed that reaction equilibrium occurs between the various species
The result is merely to introduce a multiplying factor on the Stanton number which for turbulent flow can exceed 2 0,
but for a laminar flow rarely exceeds 1.2. Laminar flow is thus seen as a desurable feature in high enthalpy flow.

From these equations it is possible to evaluate a good approximation to the radiation equilibrnum temperature
experienced on the surface of a re-entry vehicle in equilibrnum real gas conditions. A re-entry profile can then be

.~=__- =n h. =;r~Ga an LeU4U%7 '_Uiiuait.

The problem chosen is to minimize the mass of the Thermal Protection System (TPS) subject to inequality constraints
on surface temperature, dynamic pressure and g-loads, and a final cross-range of 12' as an equality constraint. A
solution to this problem was to control the bank angle so that the vehicle remained on an isotherm for the velucle
surface, and to vary the incidence profile to satisfy the remaining constraints. A three parameter incidence profile
was chosen, similar in form to the profile adopted by the US Space Shuttle. This is depicted in Figure 19 with a
typical bank angle profile.
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was chosen, similar in form to the profile adopted by the US Space Shuttle. This is depicted in Figure 19 with a
typical bank angle profile.
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Fig.19 Typical Descent Incidence and Bank Angle Profile

The resultng temperature profile is shown in Fig'.re 20 Note the jump in temperature as transition to turbulent flow
occurs, tlus must be pre-empted by the control algorithm so that the constraint is not exceeded
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Fig.20 Re-entry Temperature Profile

The nuimization is performed using a simple first order direct optimization method, whereby the incidence
parameters are varied in turn in order to generate function and constraint gradients by numerical differences. This is
simular to that used for the rocket ascent optimization but this time the problem is highly constrained. This method
has proved to converge fairly rapidly and has the advantage that the number of incidence parameters (and hence the
accuracy of the minuzation) can be increased fairly simply.

The Indirect Method can be applied to this kind of problem and has been successful in a few simple cases (such as
maximum cross-range descents) but it is BAe's experience that the method possesses intractable difficulties when
appLed to more representative re-entry optimization problems

Once a re-entry trajectory has been defined, the sensitivity of this minimized TPS mass to the configuration
parameters Cr0 and ballistic coefficient can be found.
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Figure 2l shows the resuilt of this sensitivity analysis. It can be seen that a high area to mass ratio, and a low zero-
mcidenc, drag rm'_fficient are bc..si - rcd.'. :h c- ei Ti , but the reduction s -een to be tairly
small.
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FIg.21 Thermal Protection Mass Sensitivity

Autoland

During re-entry and recovery, vehicle position, attitude and velocity information is obtained from Global Positioning
Satellites, merial, radar altimeter (in the final stages) and air data signals. These provide precise latitude, longitude,
aftiude and altitude information together with their associated rates The Flight Control System uses these data to
follow a pre-programmed trajectory to control heating rates and cross-range (as described previously) and to
position the vehicle for the final Autoland manoeuvre.

Autoland for civil airliners is conventional, it has been in operation for the last 25 years. Autoland for an unmanned
glider with a lft/drag ratio of 3 5 is a different matter. The strategy adopted is to fly a two-segment approach

Initially the vehicle flies a steep ghdeslope (nominally 240 kt EAS along a 20' ghdeslope) This is significantly steeper
than required for maximum hft/drag (L/D) ratio in order to cater for the effects of head- and tail-wnds Figure 22
shows the range of glideslope modulation that is available and the size of the still air Autoland window

10000, Maximum Allowable Note ..
Glideslope (1) Steep Glideslope is Flown at a Constant EAS
300 lit EAS Y= 30'

(2) Undercarriage Deployed Just Prior to Final Flare
8000

Altitude
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4000
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Gfidesiope
220ktEASy-- IV2000 1.3 9 Flare

20

35 30 25 20 15 l --- 0

Distance From End ot Runway (kin) Fir st Flare--J Start of Shallow
Initiation Glideslope

Fig.22 Autoland Gldeslope Window

As the vehicle nears the ground a flare manoeuvre is required to check the descent rate Trials in the USA have
shown that it is possible to land successfully from glideslopes as steep as 300 using a single flare manoeuvre It was
found, however, that such a manoeuvre required vary precise trajectory control in order to achieve the required
speed and sink rate at touchdown

A more conservative approach is to carry out an initial flare onto a shallow decelerating ghdeslope (3' wa adopted
for HOTOL, 1 5 is used by the Space Shuttle) which allows some scope for further adjustment. A final flare and
touchdown'then takes place. HOTOL lands at approximately 170 knots.
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The Space Shuttle (which has a lower maxanum I") ratio than HOTOL subsonically) has demonstrated that such a
strategy is feasible. To date, however, all landings have beer. under partial or complete manual control. Full Autoland
has never been demonstrated. For HOTOL manual contrcl is not a valid option.

A simulation was therefore set up at War' on wlch used wind turnel derived aerodynamics and representative wind,
turbulence and inerta models t* develop a suitable control system Figures 23 and 24 illustrate the final capture linuts
and touchdown scatter obtained with this system. Although some refinement is deemed necessary, notably to reduce
dispersion of touchdown point and to reduce energy loss in turbulence, the results demonstrated the essential
feasibility of successful repeatable Autoland o this class of vehicle.
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Fig.23 Autoland Window

Mean Landing Dispersion on STS 1-5 ± 800 m
14 -i

Nominal T/D Point 1500 m Ground Roll
Max Lateral
Error ± 5 mn
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66 m 3000 m Runway

Fig.24 Summary of Touchdown Scatter

CONCLUSIONS

To meet the demand for a more reliable and cost-effective l-unch system, designers are again assessing the
feasibility of fully re-usable winged launcher vehicles powered during the initial ascent by air-breathing propulsion
systems. The performance of these vehicles is extremely sensitive, and because of V as can be significantly enhanced
by design optimization.
Part of the optlmizatlon Precess involves the identification of the mout ,ijtahte aqcent and drP.nt tTA-tru"nna
However for these vehicles, the selection of the optimum mission profile can not be considered in isolation. The
traditional methods of defsuug optimum miumum fuel ascent are ofly valid for a f..l configuration. For air-breathig
launcher velucles the tra)ect(.ry optimization must be part of a Total System Optimization. The correct selection of
ascent and descent trajectone., can ont be made in conjunction with studies on fuselage design and shape, wing
design and sizing, and propulsion integration, to name a few,
These studies are extremely complex but are ersential. Although the performance of a TSTO vehucle can be affected
by the selection of ascent and descent tralectones, it is the more sensitive SSTO velucle where the impact on
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performance can be the most dramatic. The penalty for a non-optimum design is very severe but the rewards for
refinement of design and optimization of the trajectory can be very large
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ABSTRACT

A trajectory global optimization rethod for single stage to orbit (SSTO) air breathing launch vehicle is
presented. This method was involved in STS 2000 AEROSPATIALE studies to compare various air breathing candidate
solutions, assess their performances and contribute to the definition of an optimized SSTO global design.

INTRODITION

The development of space applications at the beginning of the next century involves an increase in LEO payload
delivery lower costs of transportation and minicur turnaround time. Reusable air breathing launch vehicles are
rtential solutions to meet these requirements. Their characteristics will be an active use of aerodynamic lift an
the atmospheric phase, propulsion means combining air breathing propulsion at low altitude and rocket propulsion at
high altitude.

Many air breathing propulsion technologies are candidates for the concept of S.S.T.O. (Single Stage To Orbit).
AEROSPATI ALE associated with engine manufacturers has conducted for CNES. since 1986. parametric studies of
S.S.T.O. (mainly) under the Iosignation of STS 2000 study, comparing different aerodynamic shapes and propulsion
solutions. As air breathing SS.J propulsion design is characterized by strong interactions between the selection of
thrust level, the ascent profile, the air intake sizing. the limts of use 6f each engine and the maximum payload.
an optimization process can determine the test compromise between the design parameters to provide the maximum pay-
load.

This paper presents the optimization methods involved in the STS 2000 studies through the use of the
T.O.P.L.A. progran. An example of optimized trajectory is discussed for a reference S.S.T.O. configuration with
integrated turberocket-rarjet-rocket engines.

SSTO SINGLE STAGE TO ORBIT

Figure 1.

GLOBA, DESIGN PROCESS

The global design process is illustrated in Figure 2.

Preliminary studies showed the high sensitivity of the maximum allowed payload to the aerodynamic drag coeffi-
cient and to the eass of stiucture and the strong influence of forebody interactions on propulsion performances. As
a good evaluation of these parameters is necessary, the aerodynamic shape design was not included in the on-line
optimization, but in an external highly interactive design loop with sore rain evolutions at certain steps of the
study.
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Determination of the payload

The maximum payload that can be brought to orbit is the real optimization criterion. This payload results for
each trajectory from the takeoff mass (fixed), the L02 and LH2 consumption, the propulsion system mass (optimi-
zation variable) and the structure mass (Figure 4).

The structure mass results itself from a breakdown into:

- one part function of the takeoff mass (wings).

- one part function of the on-orbit mass (on-orbit operation and re-entry propellant, landing gear. theimal
protections),

- one part for the propellant tank mass and one part for fixed mass.

OPTIrMAL ON ORBXT STRUCTURE

O0Ps .+reentry

Figure 4. Payload determination

To determine the optimum propulsion, the engine mass and air intake mass are correlated with propulsion design

drivers by relations of the form:

- air intake mass : Mint k (N.Ac) 01 PSI a2 M ax3

- air breathing engine mass : Mae N * Mae ref

- rocket engine mass : Hre - f (N, Fmax)

with N scale factor on the reference engine. It may be interpreted as a number of engines.

Psimax maximum air intake recovered pressure,

Mmix :maximus operating Mach number of the air intake. Beyond this value, the air intake is closed.

Fmax : maximum rocket thrust level,

k. a,. a2, n3 are cofficients which depend on the air intake design.
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CONSTRAINTS ON THE TRAJECTORY

The trajectory is subject to sore physical constraints on state parareters and on control parameters.

Structural design and physiological constraints irpose sore imitations on dynamic pressure, transverse and
longitudinal acceleration. The propulsion syster design fixes sore limits on the operating Mach numbers of the air
breathing engines (turborocket. ramret).

The angle of attack is constrained to be positive in ramjet node. Practically, it is not necessary to consider
upper limits on the angle of attack as the transverse acceleration limit is more stringent.

Aerod namic and prpuive models

A corplete rodelhzation of aerodynamic and propulsive parareters as functions of the flight parameters Mach,
altitude 2, angle of attack a. is included in the equation of motion. The above-defined N factor allows to derive
piopulsive coefficients from the basic coefficients of the reference engine:

- aerodynamic shape coefficients:

CZ - CZ (a. Macb).

CX - CX (a. Macb).

- additive aerodynamic forces: additive forces rust be taken into account for sabcritical air intake regime. i.e.
when the engine airflow demand does not match the air intake available area.

* Xa -N .Xarf (Mach. Z. a).

* Za -N .Zaref (Mach, Z, a).

* Xculot -N . Xculotref (Mach, Z. a),

Za

XaPo

Figure 5.

- thrust

F - N .Fref (Mach, 7. a)

- flow rates (air breathing phase):

D 2 - QO2 ref (Mach. Z, a)

*H N ' 2' NH ref (Mach, Z, a)

The propulsive model for the rocket phase has an eleventary form wiii constant coefficients.

Optimization

The optimization algorithm aims at maxinizinq the adnissible payload with respect to the variables:

- air breathing and rocket phase ascent profile,

- initial azimuth,

- transition Mach between the engines: turbo jet, ramnet, rocket.

- "n',rber of engines" N.

- liit of air intake recovered pressure.

- thrust level in the rocket phase. Two levels (fixed) are optimized in this phase consiF'ent,ly with the limt on

longitudinal acceleration (40 /s2). The transition between these two levels occurs woer. he acceleration reaches
this lint.
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This problem is solved by a paranetric method. The air breathing ascent profile is split up into a finite
,1 , -r of segments in the altitude/velocity system of coordinates. The velocity or/and altitude components of each
bir zing-point of the profile can be optimized (figure n* 6).

A radial pursuit control law determines the angle of attack necessary to follow the profile (figure n* 7). Tha
control is switched fron one reference segment to the next one with , me anticipation in order to track the profile
smoothly. The traectory is explicitly constrained by the limit on dynamic pressure and air intake recovered
pressure as these imits may be defined according to velocity and altitude only. The air intake recovered pressure
takes into account the air intake pressure recovery which depends also on altitude and velocity.

PSI max Z

t ALTITUDE / VELOCITY

PROFILE

Pdyn max
VV

Figure 6. Air breathing ascent profile Figure 7, Ascent profile tracking

The bank angle during air breathing phase is maintained a! zero as the initial azimuth Is optimized. Some
residual transverse corrections are made in the rocket phase in order to reach the prescribed orbit plane.

The rocket phase trajectory is directly optimized by means of an explicit guidance algorithm. A quasi-NEWTON
mpthod iias also tested to optimize this phase. but it was less satisfactory with regard to computer time and
robustness relatively to feasible initial trajectory.

The global optimization process consists in a cyclic monodimensional search on each parameter. This method.
altl ugh conservative, does not require any weighting factor on the optimization parameters and has a robust
behavior with respect to significant change in the various configurations of S.S.T.O. which had to be compared,
Computer processing time was a~ceptable to implement this software on an ordinary work station.

Initialization of the pi.zation process

Trajectory optimization algorithms generally require a good initial g9ecs of the optimization parameters.
Classic methods of best ascent tra ectory determination currently used for aircraft may be applied for that purpo-
se. Such methods are detailed by RUTOWSKI (reference Ill).

They rely on the minimization of the consumed fuel mass (Figure 8):

hi -in 1 d~i/n)
/- d(Eld)/dn

which is equivalent to naximizing at each energy level:

[(T-D).VI (m.Q))FEMr onst.

with Elm - gZ + V2/2 g.Z + V2/2

Z altitude,

V velocity,

T thrust,

D drag,

Q flow rate of fuel.
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km/

rn/S
Figure 8. Ascent profile first guess

This method may be applied for a first guess of the air breathing asceit profile. It can take into account the
dynamic pressure and air intake recovered pressure limit as these constraints may be expressed in the same (Q, V)
plane. The fitit guess of air breathing engine thrust level is determined by trial and error.

Characteristic trajectories

The example of an optimized trajectory for a turborocket/ranlet/rocket engine (reference S.S.T.O.) is shown in
Figures 9 to 12.

The aerodynamic shape was designed to provide a low drag in the transsonic phase and the turborocket engine
was adapted for this phase. As shown in Figure 9. the air breathing ascent profile in (Z. V) plane begins by a
segment at low altitude (no environmental or safety constraint was presently assumed), at Mach 0.7, after a pull-up
maneuver, the vehicle climbs rapidly up to 3 000 m to pass the transsonic phase with a small posAtive flight path
angle until the dynamic pressure constraint is reached. The profile follows then this constraint and the turhoroc-
ket is switched over to ramjet propulsion at the optimized transition Mach 3.6. This Mach number was also the
operating limit of this turborocket engine. After that transition, the air intake recovered pressure constraint
becomes preponderant.

The ascent profile follows then the constraint up to the pull- up maneuver th=. increases the flight path
angle before transition to the rocket phase. The optmized upper hound of Mach number during air breathing base is
Mach -6. It was also the upper operating limit for that engine.

As shown in Figure 12, in the rocket phase, the longitudinal acceleratici increasec rapidly up to its limit of
40 m/s2. This condition triggers a second thrust level which is reduced to an optimized value. Earlier studies
proved that the possibility to have two rocket thrust levels could bring an appreciable payload gain relatively to
the solution with a single constant rocket thrust level.

For the revious S.S.T.O. configuration, the transsonic phase was passed at a relatively low altitude. Figu-
re 13 shows the initial ascent trajectoryof the same S.S.T.O. equipped with elines of better specific impulse but
of lower thrust-to-mass ratio, The turbo engine is here adpated or takeoff instead of being adapted for thetranssonic phase.

The transsonic phase occurs then at higher altitude and ends with some negative flight path angle. Ti compen-
sate for this higher mass of engines, the optimum of air intake maximum Mach number is no more the operating limit
of the ramet engine. Therefore, the transition to rocket phase is done at Mach 4.5. The initial ascent profile of
Figure 13 was composed of 7 oDtimized breakpoints. It is inte.esting to compare this profile with a reduced prof le
structure at 3 breakpoints. The trajectories (continuous lines) are comparable and the difference in payloads is
practically negligible vith respect to model uncertainties,

Ac ... . tho chice uf d pdrjer~ ic representation of the ascent profile in an altitude/velocity
plane is well suited to the air breathing trajectory optimization.
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FIGURE 9 : air breathing ascent profile
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CONCLUSIONS

The STS 2000 studies showed the relevance in optimizing the propulsion sizing parameters together with the
trajectory. Parametric optimization methods with a representation of the air breathing ascent profile by broken
lines in an altitude, velocity system of coordinates proved to be well suited to this task. It was then possible,
by means of these methods, to elficiently compare numerous configurations of propulsion integration in order to
select more rapidly the best solutions or give the or~entation for future studies.
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THE CHALLENGE OF ASSEMBLING A SPACE STATION IN ORBIT

Vance D. Brand
NASA Lyndon B. Johnson Space Center

Houston, Texas 77058 USA

1. The Need for a Space Station

Seventeen years ago, America had a very capable space station in orbit. It was
called Skylab. Skylab was a scientific space station which weighed approximately 90
metric tons and traveled in low Earth orbit with a crew of three.

The Space Station Freedom, an all-purpose scientific platform currently being
developed by free world partner nations, will be a superior, much larger station with
newer technology. It will weigh more than 225 metric tons and eventually will have a
crew of eight. Freedom will be permanently manned and will be assembled in orbit in the
late 1990's.

What are the unique attributes of any space station? Obviously, a space station is
an excellent vantage point from which to view both the Earth and the universe. A space
station is in an advantageous location to serve as a depot or transportation node for
spacecraft destined to go further out into space, and it exists in an environment of
weightlessness and near-perfect vacuum.

A space station is a scientific platform for observing both the universe and the
surface of the Earth and, in addition, car be used to develop equipment that might be
later transferred to unmanned satellites. A space station can serve as a transportation
depot at which spacecraft may be refueled, repaired, or assembled. There is a strong
possibility that a manned Mars probe may someday be assembled and fueled onboard a space
station before starting its journey to Mars. A space station can be a laboratory for
microgravity research where larger, purer crystals and other materials are processed.
Life sciences research will be conducted there so that man's physiology may be better
understood before long journeys into the solar system are initiated early in the next
centLry. Space stations can have military as well as peaceful objectives. A space
station must be part of the infrastructure of space capabilities of any nation or nations
planning to extend the frontier of space exploration.

2. The Challenge of Space Construction

Although there are similarities between Earth construction and space construction,
there are also some very important differences. The remoteness of tlhe assembly site is a
significant difference. Any space station in Earth orbit must be assembled at an
altitude of at least 300 kilometers and at an approximate speed of 28 000 kilometers per
hour. Obviously, if a space station is being built under those conditions, it is
impossible to drive to a nearby hardware store to buy a wrench or any other tool that may
have been forgotten or to replace building materials that might not be suitable. Thus,
preplanning is a very important ingredient in space construction and even more important
than in Earth-based construction projects. Another difference is the hostile environment
of space. Orbiting above the Earth's atmosphere, the construction site is in a vacuum
and is subject to radiation, micrometeoroid bombardment, and great thermal extremes. The
workers on orbit must be protected from these hazards, and the space station must be
designed to withstand the rigors of the environment. Although working in a space suit
may appear to be fun, there are penalties associated with wearing such a garment. For
example, today's space suits are massive and somewhat stiff in the joints and gloves.
Thus, they are cumbersome, tiring, difficult to take into tight places, and reduce one's
manual dextekity. These disadvantages are partially offset by extensive training in the
suits.

Constrction operations in the weightless environment offer both advantages and
disadvanta,,es. Advantages are that structures can be made lighter and that
extravehictlar crewmen can easily translate about the station. Disadvantages inclode the
need for new techniques and tools and complete ground simulation of operations before
flight. Unlike on Earth, in space there is no yard around the building site where
materials may be stored. This means that components must be assembled as soon as they
reach orbit, or secured in a temporary storage location.

Factors that determine the difficulty of construction on orbit include the
configuration of the station, capabilities of the transportation system that will carry
components to orbit, and the actual magnitude of the assembly work required by
extravehicular (EV) crewmen or robots. The size and the complexity of the station are
the primary configuration factors.

Capabilities of the transportation system that are of interest include the amount of
mass and volume of materials that can be transported to orbit on each flight, man-hours
of extravehicular activity (EVA) available on each flight, visibility to do the job, on-
orbit stay time, and flight rate. Other factors include capabilities of the assembly
work platform connected to the transportation system and of remote manipulators such as
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the Space Shuttle remote manipulator system (RMS) that will be used for construction of
the Space Station Freedom.

The magnitude of assembly work required by crewmen or robots pertains to the number
of things that must be assembled on the station as opposed to those things that can be
deployed automatically or can be operated as they arrive in orbit without any assembly or
deployment. Generally, the on-orbit construction job is easier if devices such as solar
panels, radiators, and antennas can be deployed automatically rather than assembled in
orbit by human beings. Tradeoff studies must be made to determine whether hardware is
best assembled or deployed. In either case, there is always the possibility that
something will not work properly after it has been assembled or deployed which makes end-
to-end ground checkout of hardware and software a must before flight. Design for
reliability, quality control, and ground testing are paramount requirements.

4. The Optimum Choice

My opinion is that the best solution to the problem of constructing a large space
station on orbit is to minimize assembly and, thereby, to maximize ground end-to-end
checkout. For a large station, this method requires use of a large, wide-body launch
vehicle. The use of such a transportation system allows a space station to be assembled
on Earth, ground tested as a complete system, and placed in orbit in just one or two
flights. Any assembly activities which follow are less time critical, reduced in scope,
and staged from an already functional, orbiting base. Significant operational costs
associated with many assembly flights and the risk inherent in extensive on-orbit
assembly are avoided. Currently, the United States does not have an operational wide-
body launch vehicle. The last one used in the United States was the Saturn V, which
could lift more than 100 metric tons into low Earth orbit.

Obviously, without such a vehicle, a space station assembly sequence requires
transporting many smaller loads into orbit, with extensive assembly on orbit by
astronauts in space suits. The latter assembly method is actually a feasible, out more
difficult, way of building a space station. On the positive side, assembly on orbit
provioes the space assembly knowledge and national capabilities for very large space
projects in the future.

5. Description of the Space Station Freedom

The Space Station Freedom will consist of a long truss, several pressurized modules,
and many items of equipment attached to the truss (Figure 1). The planned truss will
eventually consist of 27 bays of composite truss construction and will be T.ore than
145 meters long oy 5 meters wide by 5 meters deep. Large photovoltaic panels, capable of
producing an electric power output of 75 kilowatts, will be attached at the ends of the
truss. The panels will gimbal so that the solar arrays are always facing the Sun.

Figure 1.- Space Station Freedom (phase 1).

Eight pressurized modules will be attached to each other and to the center of the
truss (Figure 2). The U.S. modules will be arranged in a racetrack (rectangular)
arrangement. The core configuration will consist of a laboratory module, a habitation
module, and four nodes attached at the corners of the rectangle. The nodes will serve as
control centers, and will contain computer, stabilization, control, and other systems.
The European Space Agency and Japan will each supply an additional pressurized laboratory
to complete the module pattern. The Canadian mobile servicing center (MSC), a remote
manipulator, will move along the long truss. The Space Shuttle docking systems will
attach to docking systems on the forward nodes. At least 20 Space Shuttle assembly and
provisioning flights will be needed to construct the Station. Currently, the Space
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Shuttle has the capacity to carry approximately 18 000 kilograms to an orbital altitude
of 400 kilometers.

6. Space Station Freedom Navigation and Control Systems

Magnetic passive dampeis will be used for attitude control of the first stage of
Freedom until arrival of the second assembly flight. The passive dampers are spherical
devices having a mass of approximately 9 kilograms. They attach to the Station truss
structure and damp attitude oscillations of the Station as it is flying in the gravity-
gradient attitude. Each damper consists of a spherical shell inside a shell, with
viscous damping fluid between the shells (Figure 3). The outer shell is attached to the
spacecraft structure and the inner shell to a permanent magnet, which seeks alignment
with the Earth's magnetic field. The result is that spacecraft oscillations about the
gravity-gradient attitude are positively damped. With a sufficient number of dampers, a
tumbling spacecraft can eventually be stabilized in the gravity-gradient attitude. As

Figure 2.- Freedom's pressurized modules.

" Concept of Magnetic Passive Damper
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Figure 3.- Concept of magnetic passive damper.

many as seven dampers may be required for the stage assembled on the first Space Shuttle
flight. Passive dampers have been used on satellites in the pest and are considered to
be reliable. The NASA long duration exposure facility (LDEF), which currently is in
orbit and will be returned to Earth late this year, is a 3-axis, passively stabilized

--- ~-~--1
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satellite successfully utilizing the magnetic rjassive damper. It has no active control;
i.e., no reaction control system (RCS) or control momnt gyros (CMG's).

A two-module RCS is installed on the second Space Shuttle assembly flight and will be
enlarged to four modules on later flights. The completed RCS consists of four pods, each
with several thrusters and hydrazine propellant. To RCS pods are located near each end
of the truss (Figure 4). in addition to reaction control jets, the completed Freedom has
six CMG's to smoothly control attitude. The CMG's are mounted on a pallet &.tached to
the truss and are desaturated by the RCS as required (Figure 5). The navigation and
control system of the completed station receives inputs from star trackers and the global
positioning system (GPS). Computers inside the pressurized modules maintain attitude and
state-vector (position and velocity) knowledge by means of this system. In addition to
maintaining attitude and desaturating CMG's, the reaction control jets also perform
station altitude adjust maneuvers. Periodic posigrade maneuvers are required to offset
drag by raising the orbital altitude of the Station.

7. Space Station Freedom Assembly Tools and Methods

The Space Station Freedom will be assembled on orbit, and there must be an optimum
balance of construction resources to do the job. These resources consist of
extravehicular crewmen, remote manipulators, robotic devices, and an assembly work
platform. Two EV crewmen are sent out from the Space Shuttle for 6 hours at a time to
assemble the Space Station Freedom. Because of resource limitations, eaca Space Shuttle
flight has 24 man-hours of extravehicular crew time available, with a possible extension
to 48 man-hours. Manipulators include the Space Shuttle RMS (sometimes called tne
"Canada Arm") and a larger, advanced version of the Canada Arm onboard Freedom called the
mobile servicing center (MSC). Unlike the Space Shuttle RMS, the MSC is attacheS to the
Space Station Freedom. The Station's arm moves about the truss on a device called the
mobile transporter, and it serves a purpose similar to thet of a crane at a building site
here on Earth. Robots such as the U.S. flight telerobotic system and the Canadian
special-purpose dexterous manipulator are attached to the ends of the manipulators and
are capable of fine manipulations such as detailed construction and maintenance tasks.
There is a work platform at the forward end of the Space Shuttle orbiter payload !,ay.
The work platform, called the assembly work platform, is a truss-building machine.

Two EV astronauts use the assembly work platform to build the Station's long,
transverse truss described earlier (Figure 6). Astronauts attach composite struts t( a
fixture on the assembly work platform to build each 5-meter bay of truss. After each bay
is completed, it is indexed straight out of the Orbiter payload bay. As the truss is
being built and indexed out of the bay, utility runs are attached to the structure.
After a section of truss is completed, avionics boxes and other components are maneuvered
to the truss by the manipulators and latched into place by astronauts. Most items of
equipment are assembled; the photovoltaic panels for the electric power generation
system, which are deployed, constitute an exceptio"

8. The Early Assembly Flights

Each of the many assembly flights will have a distinctive cargo manifested in the
Orbiter payload bay, and the assembly for each stage is per2ormed differentiy. For

Figure 4.- RCS propulsion modules on truss.
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Figure S.- Control moment gyro pallet.

Figure 6.- Assembly work platform.

example, the first assembly flight requires two astronauts to assemble a few bays of
truss and one quarter of the electrical pcwer system. Other vital systems, such as
navigation, control, propulsion, and environmental control, are not yet p.rt of the
assembly. After the Orbiter departs, the first stage remains in orbit passively
stabilized by magnetic dampers in a gravity-gradient attitude until the Orbiter returns
with a second load (Figure 7). The stage flies with its long axis pointed toward the
center of the Earth.

Sufficient equipment arrives in orbit on the second flixht to form a fully functional
spacecraft, which is not yet tne whole station - only a small piece of it. Thit fully
functional spacecraft still flies in a gravity-gradient attitude on orbit but is
stabilized by means of RCS propul3ion. On a later flight, the first pressurized mndfle
* - , i= ±ta d -de, ! ; L hen, tne remaining half of the transverse truss ;s
assembled (Figure 9). Each succeeding Space Shuttle flight results in assembly work
which will increase the mass and complexity and systems capability of the Station. As
previously described, the construction proceeds with crew-controlled remote manipulators
moving items from the payload b;y to the work site. Astronauts are involved in the
assembly operations both as extravehicular assemblers and intravehicular manipulator
operators.
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Figure 7.- Spacecraft passively stabilized after first assembly flight.

Figure 8.- Spacecraft after first pressurized node installed.

9. Challenges of Space Station-Freedom

Although not necessarily in order of importance, the following are the significant
challenges of the Space Station Freedom construction process. It is ditficult to
transport an adequate amount of functionality to orbit on the first assembly flight to
achieve a self-sustaining spacecraft. Ideally, the first flight would have all of the
necessary systems for flight control and survival until the Space Shuttle returns. It is
a nLcesfary compromise that the Space Station Freedom will be passively stabilized with
magnetic dampers at the end of the first assembly flight and will not achieve the
et-znhility to ontrol iFc own AtMi pude until the sncond flight.

Another challenge is that of loading the 5- by 20-meter payload bay of the Space
Shuttle in such a way that volume, center of gravity, and mass (lifting capacity) limits
are not exceeded on each flight. Engineers must design compact launch packages which can
be positioned in the payload bay to satisfy center of gravity limitations and later be
easily unpacKed and assembled on orbit.

An important objective and challenge is to minimize the number of assembly and
outfitting flights so as to reduce operational costs during the construction phase. It
may be possible to build and outfit a minimum station with less than 20 flights, then
improve the Station with systems upgrades later in the program.
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Figure 9.- Spacecraft after transverse truss completed.

Extravehicular activity time is a critical resource in the construction process. It
is a challenge to stay within EVA man-hour limits, and the Station designer must honor
that limitation.

Both the Space Shuttle and Space Station Freedom remote manipulators have constraints
during use that cannot be ignored. For example, there are reach and articulation
limitations. As with the human arm, the manipulator joints can reach only so far and are
ineffective in certain positions. Assembly designers also must consider how well the
manipulator operator can see the task being performed. Direct viewing through the Space
Shuttle or Space Station Freedom windows is a design goal, but in most cases, direct
viewing must be supplemented by displayed television views. Manipulator operations must
be seen well to be conducted efficiently and safely.

Another challenge of Space Station Freedom assembly is the problem of unplanned
interruptions to the assembly process. In the event of an unplanned departure resulting
from a Space Shuttle or Space Station emergency, the Station must be capable of
surviving, and the Space Shuttle must be capable of returning and docking to the Space
Station to continue the assembly. This requirement places a burden on the assembly
designer to think through each step of the assembly process from the standpoint of
unplanned interruptions.

Each step of the assembly process must be verified on the groind before it is
accomplished in flight. This means that assembly must be conducted on the ground in a
simulation or other test before assembly on orbit occurs. Verifications are planned for
the development contractor's facility. Many tests will occur at either the NASA Lyndon
B. Johnson Space Center or the NASA Jonn F. Kennedy Space Center. Ground simulations
will include prototype hardware tests; underwater assembly demonstrations; and "man-in-
the-loop" simulations to verify manipulator reach, operator visibility, timelines, and
overall assembly feasibility. The ground simulation and verification process is vital
since on-orbit operations will cease if a part does not fit, a tool is missing, a station
stage is not controllable, or the assembly procedure is found to be impractical.

Development and integration of the Space Station Freedom from a management point of
view is perhaps the greatest programmatic challenge for NASA in its 30-year history.
Station components are being designed, developed, and tested by four NASA centers and
four prime contractors, plus partners from Canada, the European Space Agency, Japan, and
their contractors. The complicated management process is beneficial in that it pools
monies and talent from several sources for a difficult task. However, the program
complexity greatly increases the management challenge and results in inczeased management
integration expense.

10. Incorporation of New Technologies

The NASA is conducting advanced development to bring new technologies on line for the
Space Station Fieedom. Some examples are an aluminum-coated composite trugs structure
vith low sensitivity to thermal stress, a solar dynamics electric power generation system
(Figure 10), and a flight telerobotics system. Other examples are utility conduits wound
on large reels for transportation in the Space Shuttle and a unique assembly work
platform to be used for truss building on orbit. Since some of the above advanced
developments add programmatic risk and increase up-front costs, consideration is being
given to uae of more proven equipment in the early stages of assembly. After the Station
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is permanently manned, more advanced equipment with inproved performance may be
retrofitted.

Figure 10.- Growth version of Freedom with solar dynamic power.

11. Summary and Conclusions

Assembly of a Space Station in orbit is a challenging and complicated task. If
mankind is to exploit the knowledge already gained from space flight and continue to
advance the rontiers of space exploration, then space stations in orbit must be part of
the overall space infrastructure.

Space stations, like the Freedom, having relatively large mass which greatly exceeds
the lifting capability of their transportation system, are candidates for on-orbit
assembly. However, when a large wide-body booster is available, there are significant

01 advantages to having a deployable space station assembled on Earth and transported into
oibit intact or in a few larga pieces. The United States will build the Space Station
Freedom by the assembly method. Freedom's assembly is feasible, but a significant
challenge, and it will absorb much of NASA's effort in the next 8 years.

I The Space Station Freedom is an international program which will be the centerpiece
ot the free wirld's space activities in the late 1990's. Scientific information and
products from the Space Station Freedom and its use as a transportation depot will
advance technuAogy and facilitate the anticipated manned space exploration surge to the
Moon and Mars early in the 21st century.
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IN-SPACE CONSTRUCTION AND DYNAMICS
OF LARGE SPACE STRUCTURES

Martin M. Mikulas, Jr.

NASA Langley Research Center
Hampton, Virginia 23665-5225 USA

SUMMARY

In this paper, the types of equipnment and structures that will be required to construct very large
spacecraft in space are discussed. One of the basic issues that must be resolved is the appropriate
mix of humans and machines in the construction process. While the use of robots offers the
potential for reducing the number of Extra-Vehicular Activity (EVA) hours required for particular
construction operations, the availability of humans greatly increases the reliability of complex
construction tasks. A hybrid system is described which makes the best use of man and machine to
provide a highly reliable and versatile construction approach. Such a system will provide an
efficient method for constructing large spacecraft until fully automated, robotic devices can be
perfected. Details are given on an extensive ground test program which was designed to evaluate
and demonstrate large spacecraft construction. A discussion is presented on the use of the Space
Station Freedom, or an appropriate derivative, as a construction facility. Finally, a construction
scenario and assembly timelines are presented for constructing a ?0-meter-diameter high precision
reflector.

INTRODUCTION

Many new aggressive space missions -re being considcred which in;"lve space components that are
considerably larger than available lauo-.1 vehicle pa3yload volumeb. Examples of these components
are large support trusses for orbiting space stations, reflectors for deep space science studies,
reflectors for earth environmental studies, large spacecraft for ma,ned missions to Mars, and
large, high-energy aerobrakes. The ,/PSA Lorgley Research Centei (LaRC) has conducted in-depth
studies of the design and construction of such large space stru(tures for the past 15 years
(references 1-7). From these studies, the erectabkl structures concept emerged, whereby large
truss structures such as platfor-i's or curved reflectors are erecteo by astronauts or robots from
individual struts and rOles. The (ompact stowage capability and high versatility of erectable
structures is considered highly desirable however, tiey possess the disadvantage of requiring in-
space assembly. Much of the research at LaRC over the past 15 years has been directed towards
devising and de'nvnstrating efficient methods for assembling hundreds, and perhaps thousands, of
struts, nodes, and components int, large spacecraft which would be impractical to achieve by other
means. Studies have be-in conducted on techniques ranging from unaided EVA to fully automated
assembly of urge platforms (references 8, 9, and 10). Unassisted EVA was found to be inefficient
for assembling large structuros due primarly to the highly fatiguing translation required and the
inability to hold a position at an assembly site due to the lack of foot restraints. Fully automated
assembly, using dedicated assembly hardware, was found to be possible, however, this approach is
still very much in the devflopmental stge.

A hybrid construction approach w&s developed, however, which eliminated the undesirable fatiguing
aspects of unassisted EVA assembly. This provides mechanized foot restraints which rapidly and
firmly position the astronau# at a workst,"ion so thet he can perform the detailed assembly tasks.
It take, advantage of mechanization for the rapid anid positive positioning functions required in
construction, yet makes use of astronauts to .,(nduct the actual joining operations which can be
quite complex. The resulting construition approach has been demonstrated in numerous ground
tests and in a flight test to be very efficient and reliaole.

This paper will describe some o' t ie major results of the research on erectable structures and how
the construction approaches can be used to assemble large structures in space. NASA has chosen
the erectable approach for assembling the Space Station Freedom and details will be given on the
research that led to that decision. Curr3nt research is focused on extending the space station
construction approach to the consxuction of large spacecraft required fo, a manned mission to Mars
or to the Moon and on the construction of large, high precision reflec;ors which are needed for deep
space science observations and earth environmental stidies. An emphasis of this research is to
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maintain a high degree of commonality in the spacecraft hardware and in the construction
approaches to minimize expensive development programs.

UNAIDED ASTRONAUT CONSTRUCTION

The initial research in the construction of large space structures .nvolved astronauts in an
underwater neutral buoyancy simulator attempting to assemble elements of a large truss as shown
in figure 1 (reference 9). In this test, the unaided astronauts were asked to assemble a simple
tetrahedral segment of a large truss. The astronauts translated in a hand-over-hand fashion along
the truss members and held themselves in position with one hand while constructing the truss with
the other. The results of these tests indicated that unaided assembly operations, although
achievable, were quite difficult and fatiguing.

MOBILE WORKSTATION

To circumvent the negative aspects of unaided construction, a mechanical device consisting of
mobile foot restraints and a mechanized rail to translate the truss was conceived to assist the
astronauts. The device is referred to as a mobile workstation in reference 11 and is shown being
used in neutral buoyancy tests (simulated 0-g) in figure 2. The mobile workstation positioned the
astronauts in foot restraints at a workstation which provided translation within a prescribed work
envelope. Thus, the astronauts were relieved of fatiguing translation and were also provided with a
mechanism to react forces and moments incurred during manipulation or assembly of the structural
elements -- an extremely important feature. Working cooperatively, two astronauts were found to
be very efficient building truss segments consisting of 6-meter-long struts. When completed, a
segment of the truss was mechanically translated out of the work envelope to permit the addition
of another segment or bay. This process was repeated until the desired structure was completed.
Average unit assembly times of approximately 38 sec/strut were achieved from repeated tests.

SWING ARM BEAM ERICTOR (SABER)

Another version of a mobile workstation, presented in reference 12 and shown in figure 3, was
configured to permit a single astronaut to assemble long booms using 2-meter-long struts. This
device, referred to as a swing arm beam erector, movad a single astronaut around the beam and
along its length a distance of one bay. After the ,tronaut assembled one bay of truss, the beam
was mechanically translated to expose the next wormsite. This procedure was repeated in an
assembly line manner until the beam construction was completed. This construction approach
permitted achieving unit truss assembly times of approximately 28 sec/strut.

ASSEMBLY CONCEPT FOR CONSTRUCTION OF SPACE STRUCTURES (ACCESS)

In November 1985, an erectable structures experiment was conducted on the Space Shuttle flight
STS-25, described in reference 13. The beam assembled during this experiment is shown in figure
4. In this experiment, two astronauts were held in foot restraints while the beam was rotated and
translated to present proper work positions. The complete 10 bay, 30-meter-long beam consisted
of 96 individual struts and 30 joint clusters. The beam was assembled in 25 minutes, representing
a construction rate of 16 sec/strut. Tnis flight experiment, and the two previously discussed
ground experiments, demonstrated that mechanically assisted astronaut operations can be a very
efficient means for constructing large spacecraft trusses.

SPACE STATION

Truss Structure - Early in the design of the Space Station Freedom it became apparent that a truss
structure would be required to separate the large solar arrays from the manned modules. The main
reason for this requirement is to provide ample space for the space shuttle docking maneuvers and
to minimize contamination of the arrays from the shuttle maneuvering thrusters. Various truss
concepts were studied (see reference 14) and a trade study was conducted between deployable and
e.ectab'o tSS struin.urns (sen refAronnA 15). The result of these studies was the selection of the
5-meter-deep erectable truss for the transverse boom of the Space Station Freedom shown in figure
5. The truss was designed with spherical nodes with multiple attachment points to permit

complete, uninhibited three-dimensional -growth in the future (see figure 6). The truss struts
attach to the nodes with quick-attachment joints that are designed specifically for ease of
assembly by astronauts (see figure 7). For example, the diameter of the joints was limited to 5 cm
to permit effortless handling by the astronauts.
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The 5-meter truss depth was a compromise between keeping the truss deep for stiffness and yet
maintaining a size which was compatible with 4.2-meter-diameter space shuttle payloads. A major
consideration in the design of the space station truss was maintaining high stiffness to minimize
structural control interaction and to reduce structural response to random transient loadings.
These dynamic considerations are discussed in detail in reference 16. An example of the benefit of
high structural stiffness is shown in figure 8. This figure shows the results of an analysis that
was conducted to investigate the effects of truss bending stiffness on the transient response of the
space station. The dynamic model used in this study was a 100-meter-long transverse truss boom
with 1500 Kg photovoltaic arrays at both ends and two manned modules in the center with a total
mass of 40,000 Kg as shown in the upper left corner of figure 8. The truss was assumed to have 0.5
percent damping and was subjected to a transient load as shown in the upper right corner of figure
8. The two different truss depths (3-meter and 5-meter) which were studied covered the range of
depths considered for a space station. The displacement results from this study are presented in a
normalized form in the figure. These results indicate that the 5-meter-deep truss has about one-
fourth as much displacement as the 3-meter-deep truss for the same force inpjt. Also, as can be
seen from the figure, the transient response damps out much quicker for the 5-meter truss for the
same level of damping. This improved dynamic response for the deeper 5-meter truss was
instrumental in its selection as the truss for the Space Station Freedom.

Soace Station Construction - During the space station des;gn process, the need was identified for a
device that would support the astronauts performing EVA functions both for the initial station
construction as well as for subsequent operations (references 15, 17, and 18). It was determined
that this device, currently named the Mobile Transporter (MT), should possess mobility to transport
men and materials (i.e., truss components, pressurized modules, payloads, etc.) around the space
station as well as provide positioning foot restraints for the astronauts (see figures 9 and 10). The
mobile transporter operates on mushroom-shaped guide pins which are provided on each truss node.
The mobile transporter moves one bay at a time by sliding over the guide pins. It is propelled
mechanicalli by a drawbar mechanism which pushes or pulls from an adjacent set of guide pins.

A primary function of the MT is to transport payloads and system components around the space
station. Some of these components will be too large for astronauts to install without assistance.
For example, during the space station construction process, large pressurized modules must be
attached to the truss. A transposed shuttle remote manipulator system (RMS) or a similar space
station RMS, as shown in figure 9, would be mounted on the mobile transporter base to assist in
such operations.

Although the actual station construction process is still being developed, one construction approach
considered is shown in figure 11. In this construction scenario, the truss structure is attached to
the shuttle cargo bay and the MT moves out along the truss with the astronauts assembling the
truss one bay at a time. A potential disadvantage to this approach is that the astronauts become
positioned at some distance away from the warmth and safety of the shuttle cargo bay. An
alternate approach being considered is one in which the MT is fixed to the cargo bay and the truss is
mechanically sequenced out of the cargo bay as the construction of each truss bay is completed. In
either case, the MT is a critical element in the station construction and provides a high degree of
versatility and redundancy to the process.

MOBILE TRANSPORTER DEVELOPMENT AND TESTING

Langley Research Center (LaRC) has conducted considerable research into the development and
testing of an MT concept as an aid for in-space construction of large spacecraft. The 5-meter
erectable truss was selected as the space station baseline structure, on the basis of using a mobile
transporter as part of an integrated construction and servicing system. The in-house LaRC research
program in large space structures assembly over the past 4 years has been focused primarily
toward the space station truss to demonstrate the utility of an MT and to provide a test device
which could be used to examine structural assembly problems and provide realistic training to
pressure-suited astronauts (see references 19 and 20). An MT laburatory test article, with limited
capability, is shown in figure 12. This MT test article has an operable drawbar to index each bay of
truss as it is completed and mobile foot restraints for each astronaut. The MT test article
positionls "thu ast¢inauts .. ,.. t. hol'' :;u,. laa S ........ .t.G IA'r pls - IU.,. 4-g -f con-c-,rn Th.is
is opposite to the preferred orbital orientation shown in the inset of figure 12. Relative motion
between the MT and truss structure is accomplished by supporting the MT and moving the lower
mass truss. A test program for this device is detailed in reference 19. This test program
investigated use of the MT to erect several bays of space station truss structure, including
installation of the utility trays.
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Laboratory 1;g tests were initially conducted at LaRC to provide equipment operational checkout
and establish assembly procedures. Although these tests did not simulate 0-g, they did provide
valuable insight into proper assembly sequencing and expected timelines. The 1-g tests did not
include installation of the utility trays, since they were quite heavy. The entire test apparatus was
subsequently moved to Marshall Space Flight Center (MSFC) and installed in the Neutral Buoyancy
Simulator (NBS) tank. A series of assembly tests were conducted, including installation of the
utility trays. The underwater test setup with the trays in position attached to the truss is shown
in figures 13a and- 13b. Average assembly times of approximately 28 sec/strut were repeatedly
obtained using well-tained engineers and astronauts to assemble three bays of truss. Installation
of the deployable utility tray concept had a small influence on assembly time.

IN-SPACE CONSTRUCTION OF LARGE SPACECRAFT

Many of the proposed future space missions will require in-space construction of space spacecraft
which are both large and massive. For example, a manned sprint mission to Mars would require two
large vehicles; an- unmanned cargo vehicle with a mass of several million kgm, and a manned sprint
vehicle with a large amount of pressurized habitation volume. Similarly, establishing a manned
lunar outpost will require large vehicles capable of ferrying cargo, people, and landers between Low
Earth Orbit (LEO) and the moon. In addition to being large vehicles themselves, the components
which make up the moon and Mars vehicles, such as aerobrakes, backbone trusses, landers, and
pressurized habitation -volumes will be large and massive. Unmanned missions, such as the Earth
Observation Satellite (EOS) and Planetary Explorers, will require large precision structures
(trusses, antennas, and telescopes), landers, sample return vehicles, and aerobrakes. The spacecraft
required to accomplish many of these missions will be too large and massive to be placed in orbit by
a single launch vehicle such as the space shuttle or even a heavy lift launch vehicle (see references
21 and 22). Successfully accomplishing these missions will require the capability to construct
large structures in low earth orbit.

Affordable Missions Are Possible - A major impediment to pursuing bold new missions is the
perceived ultra-high cost of constructing and operating large spacecraft in space. Due to their
novel and one-of-a-kind nature, design and development costs dominate the total cost of current
spacecraft. This is contrasted with civil engineering structures, where design and development
represent less than 10 percent of the cost of large new structures. The major differences between
these two approaches lies in the amount of off-of-the-shelf hardware used and the cost associated
with construction. To make large spacecraft "affordable, two technological advances must be
made. First, generic "off-of-the-shelf" building blocks, which can be used for many different large
space structural systems, must be developed. As these basic building blocks are developed and
matured through demonstrations, the verification cos's of missions using these building block
structures will decrease substantially. Second, an integrated in-space construction system, where
the basic facility structural framework also serves as construction scaffolding, as well as a
roadbed for construction aids, must also be developed. The integrated construction system must
also provide an optimum balance of automated construction and EVA operations to maximize
reliability.

Space Station as a Construction Facility - Space Station Freedom has been designed with all of the
features necessary to be readily adapted into a completely integrated construction facility for large
spacecraft. The 5-meter erectable space station backbone truss, in conjunction with the MT, was
designed specifically to be used for such large-scale construction. The truss is not only expandable
to meet all construction needs, but it can also serve as construction scaffolding and a vehicle
hangar, as discussed in reference 21. By outfitting the MT with robotic end effectors, this
combination would provide a complete capability for fully automated construction operations.
Considerable experience for constructing large spacecraft will be gained when building the space
station in the mid 1990's. By capitalizing on this experience and taking advantage of commonality
with space station hardware, considerable cost savings could be realized in constructing future
large spacecraft.

Dedicated Construction Facility - Although the space station would provide an excellent
construction facility for other large spacecraft, the dynamic disturbances introduced during

's . o.....t.... pm... ...a... . "" no a u'"' "e ... ... T spa . .u ... "'1-5 be an expefa menta;
facility for a large number of continuous 0-g and observation experiments. If the disturbances
are not acceptable for Space Station Freedom, a separate, special-purpose construction
facility could be built using common space station hardware. Such a facility is shown in
figure 14. This facility is built from the same 5-meter erectable truss hardware as Space
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Station Freedom and would co-orbit with the space station to permit regular transfer of

astronauts and equipment. The particular system shown in figure 14 was configured
specifically for a large manned Mars vehicle. The truss shown in figure 14 is composed of
1800 individual struts and weighs about 20,000 ;ounds. Extra-vehicular activity (EVA)
construction time for the truss alone would be or. the order of 30 hours. The relatively short
time required to construct the truss (disassembly time would be about the same) means that
this facility could easily be reconfigured for other missions.

An important feature of this facility is the highly maneuverable space crane also shown in figure 14
(see reference 23). This space crane, which is 100 meters long, would be used to transfer and
position spacecraft components and material from the shuttle cargo bay into the construction site
for assembly into a large spacecraft (i.e., Mars vehicle). As with the construction facility truss,
the space crane is constructed from the space station 5-meter struts. The rotary joint at the base
is the same as the alpha rotary joint used on Space Station Freedom's transverse boom to track the
sun. The MT is used to construct the crane in the same fashion that the space station truss was
built. The MT is parked at the end of the crane and its 20-meter-long manipulator arm is used as an
end effector. To minimize costs, commonality with space station hardware and procedures is
maintained whenever possible. After use for a specific mission, the entire construction facility
complex could be easily disassembled and restowed or reconfigured to meet the requirements of
new missions.

HIGH PRECISION REFLECTORS

One future mission being studied which requires on-orbit spacecraft assembly due to its 20-meter-
diameter size, is a submillimeter-astronomical laboratory shown conceptually in figure 15 and
described in reference 24. This device incorporates a near optical quality reflector surface, made
up of precise segment each of which is actively controlled to maintain overall accuracy. The active
control system requires an accurate, stable and stiff foundation which is achievable through the use
of a truss structure. A schematic of the geometry of such a reflector is shown in figure 16.

Reflector Assembly Method - The technique currently being examined for assembling the large,
faceted truss reflector is shown in figure 17 and discussed in reference 20. A payload pallet,
supporting a rotating spacecraft cradle, is shown in position at an appropriate location on the space
station. The MT serves as a movable base, supporting and positioning astronauts to enable the
assembly of struts, nodes and facets -- a supply of which is positioned nearby on the MT. As each
.ring" of facets and supporting truss is added to the rotating assembly, the MT translates radially
outward from the rotational center to permit the installation of the next ring. The cradle provides
tilt, as well as rotation, to the reflector to maintain the construction site within reach of the MT
and astronauts. The astronaut positioning capability of the MT is essential to efficiently assemble
components of the reflector.

Reflector Assembly Time - The reflector structure shown in figure 16 contains 789 tubular struts,
each approximately 2 meters in length; 198 nodes; and 90 precision hexagonal facets, approximately
2 meters in diameter. Based on past experience (references 12 and 13), the struts and nodes alone
could be manually assembled in approximately 3.5 hours by two astronauts or in 6 hours by one
astronaut. Installation of the 90 surface facets and an active control system wiring harness could
add considerably to this time. Figure 18 shows estimated assembly times for the truss and facets
as a function of the time required to install one facet and its associated wiring. The vertical
estimation band (solid lines) for strut construction times is based on actual one-man and two-man
test experience to date in either neutral buoyancy or on-orbit truss construction. It is noted that
the orbital EVA assembly rate which was achieved during the ACCESS flight test using similar size
struts (reference 13) was approximately the same as that achieved during neutral buoyancy tests.
The horizontal estimation band (dashed lines) for panel installation time is the result of
considering various EVA facet/wiring installation methods with or without RMS assistance, and
estimating the installation time for each method. The overlapping bands bound the best estimate of
EVA time required to assemble the reflector portion of this submillimeter astronomical laboratory.

As can be seen in figure 18, the fastest reflector assembly times are achieved with two astronauts
:-ithout ,MS facat -c. t is , ,* noted that EVA asSemhlv of the truss, with a

high part-count (789 struts and 198 nodes), requires only a fraction of the total assembly time (14
percent). The 90 reflector facets represent the smallest part-coun, but due to their nature (size,
complexity and fragility) require the majority of the estimated rellector assembly time (86
p:rcent). Assembly times for other parts of the entire spacecraft will have to be added to the time
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shown in figure 18-as designs and assembly techniques for these components are developed. These
assembly times are estimates and nieed verification by neutral buoyancy tests.

CONCWDING REMARKS

In this paper, the types of equipment and structures that will be required to construct very large
spacecraft in space are discussed. Although considerable research has been conducted on developing
various structures for space, very little effort has been applied to the development of on-orbit
construction methods. One of the basic issues that must be resolved is the appropriate mix of
humans and machines-in the construction process. While the use of robots offers the potential for
reducing the number of EVA hours required for particular construction operations, the availability
of humans greatly increases the reliability of complex construction tasks. A hybrid system is
described which makes the best use of man and machine to provide a highly reliable and versatile
construction approach. Such a system will provide aii efficient method for constructing large
spacecraft until fully automated, robotic devices can be perfected. Details are given on an
extensive ground test program which was designed to evaluate and demonstrate large spacecraft
construction. The results of these tests have shown that large spacecraft can be rapidly and
reliably constructed.

The Space Station Freedom has incorporated all of the basic design characteristics to permit its
growth into an in-space construction facility for constructing very large spacecraft. However.
since numerous 0-g and precision pointing experiments are onboard the station, a dedicated, co-
orbiting construction facility may be reouired. Such a facility is described which could be built
using truss hardware and systems previously developed for the Space Station Freedom program. The
facility includes a 100-meter-long space crane which is used to position and assist in the
construction of large spacecraft components.

An in-space construction scenario is presented for a 20-meter-diameter high precision faceted
reflector. It is estimated that this reflector, which consists of 789 truss struts and 90 reflector
facets, can be constructed in-space in about 30 EVA hours using the appropriate construction aids
on the Space Station Freedom.
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Figure 2. Machine assisted astronaut
construction of a tetrahedral truss in a
neutral buoyancy facility.

Figure 1. Unaided astronaut construction of a
tetrahedral truss in a neutral buoyancy facility. -

Figure 4. In-space flight experiment of astronaut
construction of a long truss beam
aboard STS-25.

Figure 5. Artist rendering of the Space Station
Figure 3. Machine assisted astronaut construction of a Freedom.

long truss beam in a neutral buoyancy facility.

Figure 7. Quick attachment joint used for
Figure 6. Schematic of space station truss and assembly of space station truss.

node showing 3-dimensional growth capability.
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Figure 8. Effect of truss bay size on transient
response of truss beam.

Figure 9. Mobile Transporter configured for
a.- space station truss construction.

Figure 10. Mobile Transporter elements (explod.ad
view). ________

Figure 11. Initiation of space station construction
44~N out of shuttle cargo bay.

Figure 13a. First truss bay being constructed with
Mobile Transporter in underwater

Figure 12. Schematic of MobileTrnpre1-moku.nurlbyacsiltonet.
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Figure 16. G6ometry of precision segmented
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Figure 18, Estimated construction time for 20-
meter-diametei reflector.

Figure 17. Construction of truss ref Iecto- from
Mobile Transporter.
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A NEW METHOD FOR ATETIHERED SYSTEM AIDED SPACE STATION ASSEMBLY

by
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ABSTRACT

During the Space Station Freedom building phase (i.e., from the 2nd to the 16th dedicated Shuttle flight) the
major assembled item will be the main truss. A characteristic of such a physi-cal body is that one of the principal
moments of inertia is much smaller than the two others. Due to the gravity gradient torques, the stable equilibrium
configuration is that with the minimum inertia aligned with the local vertical (yaw). Nevertheless, due to some user
requirements, the planned building sequence imposes the same axis be pointed toward the pole of the orbit plane
(pitch), in a configuration unstable at least in rollyaw. Therefore, the Attitude Control System (ACS) has to be
designed in such a way as to counteract the gravity gradient effects as well as the relatively small environment
perturbing torques.

The study presented here (performed by Aeritalia under an ASI contract) was aimed at the investigation of the
dynamic behavior of a system whose moments of inertia are substantially altered by means of the displacement of a
certain amount of additional mass connected to the S.S. Freedom by means of one or two tethers. In this new
configuration, the gravity gradient torques act on the whole system as restoring ones. This stabilization method has
the fundamental advantage of being simple, low-cost and, at least in principle, passive, thus preventing the expense
of the amount of energy required by an active control system.

The expected benefits and the potential disadvantages of the method will be discussed. The configuration
selection (i.e., the two options, single or double tethered system) rationales will be analyzed, especially tdking into
account the operational aspeets. A description of the relevant assumptions of the adopted dynamic model and an
analytical deduction of the stabi!;ty criteria shall be given. The results of an ad hoc developed computer program
will be shown. The dynamic response of the system during non-nominal operative conditions (e.g., shuttle docking,
tether imbalance, sudden tether cut) have been analyzed in order to provide a complete assessment. The additional
disturbance to the station attitude both due to the presence of the tethered system and to the probability that the
tether is severed by micrometoroids or man-made debris will be computed. The analyses performed thus far, show
that the method guarantees the stability around pitch and, properly sizing the involved physical-geometrical
teth-ered parame-ters, the stability around roll-yaw.

In addition, during the building phase numerous substantial changes in the moments of inertia of the S.S.
Freedom are planned. In these cases, the approach discussed in this paper permits a very versatile intervention
strategy. In fact, it will be shown that a new stable configuration can be achieved by adjusting the tether length, the
ballast mass or the length of the deployer boom. Since no critical areas have yet been identified, the approach can
be judged highly feasible.

INTRODUCTION

The rationale for the current configuration of the S.S. Freedom is to provide an improved location for
microgravity laboratories and for Earth and sky observation. Unfortunately, when using standard stability
techniques for a rigid body the inertia ratios are such that the Freedom becomes unstable in roll-yaw due to the
presence of the gravity gradient torque. This, in turn, penalizes the Attitude Control System (ACS) in terms of
energy and fuel to balance the effect.

This aspect is even more critical during the assembly phase (i.e, between the 2nd and 17th dedicated Shuttle
flight) when the major component of the structure, the main truss, has one of the principal moments of inertia
(pitch) much smaller than the two others (roll and yaw), in a very unstable configuration.

Operational and fuel budget constraints suggest adoption of passive or, at least, semi-passive solutions which
are simple, relatively low-cost and capable of minimizing the dynamic no:se of the gyros on the microgravity
experiments.

In principle, an appealing way to satisfy all these requirements would be a tethered system able to produce an
addiiinnal -t;hi7--- gra%4ty . rad t t-- T . " canc I- - Sca I p c -pfI even. %eri iiw au-uhla reached
its definitive configuration. In fact, at that point it might be utilized to perform other activities, such as the active
control of the center of gravity position in the microgravity laboratories.

(1 Now with Space Softw-re Italia SpA (SSIQ
University of Padua
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The purpose of this paper is the investigktion of the performance of such a means of attitude control. The
relevant literature shows .hat several configurations of the tethered system could be considered. However, only the
simplest ones (i.e., those with one or two tethers) will be analyzed here.

A good solution in terms of simplicity, low cost and minimum interface with the Freedom appears to be the
configuration with only one tether. In fact, the promise of this solution was demonstrated by showing that tethered
ballast mass can stabilize the station, at least, in pitch, if a proper lever arm acting along the yaw axis is applied in
order to improve the restoring gravity gradient torque value.

However, a serious limitation of the one-tether configuration is due to its inherent geometrical requirement:
the tether attachment point to the Freedom must be located on the loc.] vertical passing through its center of mass,
thus avoiding static gravity gradient torque which disturbs the horizontal equilibrium. Unfortunately, the area
around this point is the focus for a variety of operations, including Shuttle docking and EVA.

The second handicap is the displacement of the center of mass (c.o.m.) of the whole structure toward the
ballast mass that deteriorates the static microgravity quality level in the laboratories. An obvious alternative
configuration would be a double-tethered system with the following major features:

a) equal tethered end-masses deployed one upward and one downward;
b) equal tether lengths;
c) attachment points located in an adequate symmetrical position with respect to the out-of-plane positions,

far from the geometrical center of the station. Apart from any consideration about the stability problem
which will be discussed later, such a configuration is of static equilibrium and nullifies both the resultant
gravity gradient force and torque supplied by tethers.

In regard to the displacement of the attachment points discussed in point c) above, if one takes into account
the horizontal attitude of the Freedom, the most logical solution appears to be the one with the offset chosen along
the pitch axis. However, several other candidate solutions will be analyzed in depth.

THE MATHEMATICAL MODEL

The problem of modeling the proposed tethered system is quite complex for a variety of reasons. In fact, even
ignoring aspects such as tether elasticity or the perturbations on the Freedom's orbit, a complete mathematical
model simulating its rotational dynamics and the two tethercd masses would be a system with 7 degrees of freedom.
A step-by-step approach has been adopted in order to give an assessment of the relative merits of the solution and
a judgement of feasibility. Even if at a conceptual level, the first step must employ an analytical approach in which
the equations of motion are linearized based on the assumption that both angular displacements of the Freedom
and the libations of the tether system/s are low enough.

As a second sttp, an ad hoc model has been developed. Thus, some reasonable simplifying hypotheses have
been adopted, in order to gradually gain insight into several aspects of the problem:

* the S.S. Freedom is a rigid asymmetric body rotating on a circular unperturbed orbit;

* the S.S. Freedom is also equipped with control mon,.nt gyros; the only external torques taken into account
are those originated by the gravity gradient;

* the actions of the tethered masses are simulated as external forces. This is actually quite restrictive because
it means ignoring the libratious of the tethers. On the other hand, just the coupling of the tether dynamics
and the Freedom's stability substantially expands the dimensions of the simulation system.

* the tethers are rigid and massless
* the c.o.m. of the whole structure is coincident with the c.o.m. of the Freedom which is reasonably true in the

case of the double-tethered system.
Referring to Fig. 1('), let (0, Z,-2., F3) be the orbital reference frame with its origin at the Freedom's c.o.m.,_ci

parallel to ascending local vertical, Z2 along the orbital velocity and E3 toward the pole of the orbit. Let (0,75 7all
3) also be the principal inertia system of the Freedom with principal moment of inc.rtia I, 12, 13. The rotation

sequence is shown in Fig. I where 01, 02, 03 are the yaw, roll and pitch angle respectively.
To describe the attitude of the station the equations of motion used are those commonly employed for a simple

gyrostat consisting of a rigid body and an axisymmetric rotor whose axis and mass center are fixed in the rigid body
frame.

A series of simplifying assumptions have been adopted for the scope of this preliminary assessment:

* because the axis of minimum inertia moment of the main truss is directed toward the orbit normal, it has
been assumed that the rotor axis is dfrcctcd along the same direction;

* the angular velocity of the rotor has been assumed constant, based on its being motor-driven ( or);
zt.hc cxcral torque 1 tihe iutn of iwo parts, the gravity gradient torque and the control torque provided by

the tethered systems. Therefore, in our ease, the equation- of motion are:

() See Figures and Tables at end of paper

--- -- - -



I

27-3

11 1  (I 2 -I 3 )W 2 wk)3 -Jotw2 +Ml + Mt,

12(' =(2 a-)131 (IW 3+ JoW I + M V2 +M2 ()

1 3 W3 _( - 12)( 0W 2 + M, 3 + M( 3

where c is the angular v--tor of the station and Mg and Mt arc respectively the gravity gradient torque and the
torque provided by the tethered system. The components of the gravity gradient torque are:

Mg, =3a 2 (12 -1 3 )cos0 2sin03 sin0 2

Mu2 = -3n 2 (13 - I, )cos0 2 cosO sin 02 (2)

M, 3 
= 31z 2 (I1 - 12 )cos 20 2 cosO3 sin03

Considering that the tether attachment points arc far from the c.o.m., both direction and magnitude of the
gravity gradient forces acting on the displaced masses must be determined. Referring to Fig. 2, the component
along the local vertical is:

F a-- = 3n 2 zm (3)

where z is the relative displacement. The component along the out-of-plane direction is:

F y = -n 2 ym (4)

y being the relative displacement. The component along the in-plane direction is zero. The equilibrium
condition for the tethered mass is:

F - + F 0 (5)

or:

3 n2(z + d)sin -n 2 (b-Isin 0)cos (6)

where I is the tether length, 4 is the tilt angle, b the offset along the truss and d the lever arm length. It can be
pointed out that the tilt angle 4p is very small due to the ratio between b and I.

Summing up, the force acting on the station can be written as:



27-4

F = mn2[3( 1coso+ )( I - (b- Isin O)ea] (7)

The in-plane offset of the tether attachment point does not affect the gravity gradient torque.
In order to asses the correct expression of the torque applied to the station by the tethered masses, a

distinction between single or double tethered systems is necessary.

As mentioned before, the one-tether solution imposes the requirement of having the attachment point on the
same local vertical of the c.o.m. of the station. Moreover, a boom is essential to exploit the force produced by the
gravity gradient as restoring torque. This torque ;s:

=-3mna 2d(d + 1)(02+ 03a 3 ) (8)

The two-tether configuration offers more flexibility. The advaitages are evident: the torque is zero in the
configuration of equilibrium and no static acceleration is induced. The attachment points can be moved anywhere
on the space station. Even if locations around the end of the main truss seem to be the best, at least in terms of
simplicity, no particular a pri,-; reacon inhibits the moving of the attachment points along the roll axis.

In principle, the transversal dimension of the main truss could provide the required lever arm, but a previous
assessment (2) shows that a longer external boom (about 10 m) allows the stability goal to be achieved with a
relatively short tether and a sufficiently light ballast mass. If the two tethered systems are assumed to be located in
proximity to the joint (at distance b from the c.o.m.) the expression for the applied torque is:

Mi=2mnn ,(3/4-b zO I + [3/ 4-b 2-3d (ci' O)]8 2 a 2 -3d (d + Ol)8 '}

(9)

(9) can be reduced to (8) if the conditions b - 0 and d < < I are applied.

PRELIMINARY STABILITY ANALYSIS

Linearizing the equations (2) and introducing (9) in the (1) the equations of angular motion of the station,
become:

2+[r.( 1-K )-JI 2 OI '+ {4K r2 +J // ?IOa -6rn 2/2 [b /4--d. (d + L) 0=0

03 + 3n 2 [-K 3 + 2/I 3Mde(1I+ d)]03 = 0 (10)

where:

K, (12 - 13) / I I; K2 = Ula 3 1) 2;K = 3 , U 1 l2)/ 3n

-f101 -- n.--on s d red ,o g.,nv ! app!;s :^ On, oof ct . . . n.. .. t gyro.san... d .-C

double tethered configuration effects. For simplicity of notation, system (10) can be rewritten as:

[
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I 101 + a1262= 0

02 
+ a 22 02 + a2 1 6O = 0 (12)

03 + a 3303 = 0

where the known features of the gravity gradient stabilization can be recognized. In fact, pitch is uncoupled
with roll-yaw. The condition for stability in pitch is:

2md(I+ d)> (I I-2) (13)

If one keeps in mind the truss configuration where ly is more or less equal to Ir, it is easy to satisfy this
condition using a relatively short tether and/or small masses.

Roll-yaw stability requires that the roots of the characteristic equation:

S 4 + (aI + a 22 -a 12 a 2 1 )+ s 2 + Z1 1 C2 2  
= 0 (14)

where s is a complex number, have to be negative. In turn, the following inequalities must be satisfied:

Ci I a 22 > 0
(15)

a I aI 2 2 a 2 1 > 2(a 1  C122)
1 /2

For an initial analytical approach, some simplifying assumptions are sufficient:

1 2 IZ' II13 << I -4K, 1 ,K2---
(16)

b << 1 , d << 1-"4 d (d + 1 ) d l

and then terms depending on b2 are ignored.

If the control moment gyros are not active, the first of (15) gives:

mcil < 21/3 (17)

whereas the second gives the further condition:

mdl> I/2 (18)

Thus, the final roll-yaw stability condition is:

I < 2mdt < 4/31 (19)

An equivalent expression for the one-tether configuration can be found, simply using a double value of the
product m d 1.
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Based on NASA data, a possible strategy for station assembly was hypothesized in order to have sonic figures
for the major parameters needed to verify the stability of the station. Table 1 summarizes them for three different
configurations after, respectively, the 2nd, the 6th and the 11th dedicated Shuttle flight. Based on this table, it is
evident that condition (16) was a reasonable assumption. Quantitatively, assuming an average value for these two
principal moments of inertia, the conditions of stability capable of satisfying (13) and (19) can be found. They are
summarized in the last column of Table 1, where the range of the tether lengths which satisfy, in particular, (19) are
shown. In fact (19) and (13) demonstrate that stability depends on the value of the product model not on its
individual factors, thus increasing the system flexibility. In principle, once the boom length has been fixed, it is
conceivable to change both m and I, but it seems more practical to increase I. Following this rationale, the values of
the last column of Table 1 have been obtained assuming, respectively, for the three Shuttle flights:

2nd :I=3.1 107 kgm>>
6th I = 3.65 107 kgm >>
1lth :I 9.8 1O kgm >>

Moreover, the tethered mass value and the boom length have been assumed to be, respectively, 1000 kg and
10 in.

Looking at the results of the analytical approach it seems that the following conclusion can be stated: the same
tether length can satisfy the stability condition for quite a long period.

Unfortunately, the results obtained with the computer program utilized change this scenario a little. In fact,
with the same assumption, the tether length has been used parametrically in the range of stability, in accordance
with (19). It has been assumed that the system was out of nominal condition due to an angular displacement in roll

of 1 degree. The results obtained are shown in Fig.'s 3 and 4. When the tether length is around the lower bounds of
the range (1500 m) a certain further angular displacement has to be reached before the tether systems begin to act
as restoring components. On the contrary, when the tether length is around the upper limit the reaction is
practically immediate and the phenomenon results bounded within the initial value of the disturbance. It is
worthwhile to point out that no dumping effects have been taken into account, so the obtained results are, in this
respect, conservative. In the same figures the behavior of the tethered system, in both the in-plane and out-of-plane
components, are shown and their weak coupling with the station attitude is understandable.

On the other hand, a high level of accordance with the results of the analytical approach were found in terms
of the identified stability range. Fig.'s 5 and 6 show that for length higher or lower than that previously shown in the
table, the dynamic behavior of the system is unstable.

The asses,.ment of the roll-yaw frequencies can be given too, by using an analytical approach. With the same
above-adopted assumptions, (15) can be rewritten as:

Sw
4  R2 ([,- 1)( 4 -a 4( 3-4) =0 (20)

where:

W 2 =-S 2  = 6mcl/I (21)

The condition (19) now has the form:

3 < P < 4 (22)

The roots of the equation (20) are coincident and equal to the mean motion n (in case 13 = 3) or one drops to
zero while the other is equal to N/3 n (in case of 3 = 4). In the intermediate cases, one of the frequencies is less
than the mean motion, while the others range from n to V3 n. As a quantitative example, if the value of p is 7/2 the
two characteristic periods are:

T1 = 11900 see and T2 = 3700 see

The oumerical approach has completely confirmed these results, For a cost/benefit analysis, the amount of

angular momentum that must be stored in the c.m.g.'s must be assessed. (20) is rewritten dropping the components
due to the tethered system. In this case the coefficients of (15) are:
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all - a

t 12 = -2n+ an
(23)

a 2 1 = -a 1 2

=t2 -4n2 + an'

where:

a= (J )/(n) (24)

The characteristic equation is again (.3) and both (16) must be satisfied. The first condition expressed by (16)

is satisfied if:

a<I or a>4 (25)

while the second corresponds to:
2

11 +a 2 2 "I( 2 >0

(26)

(a a121 aZ2)> 4a 22

The first of (26) gives:

a>l+V2 or a< 1-V2 (27)

while the second implies the solution of the fourth order algebraic equation:

P(a) = a 4 -4 a 3 -2ct 2 + 24CL- 15>0 (28)

which is positive for

a <-2.35 or a > 0.72 (29)

Thus, the stability conditions are:

a < - 7/3 a > 4  (30)

or:

Jo < -7/3 In or lo > In (31)

In regard to the value of Table 1, this means that, after, for example, the 11th Shuttle mission the amount of the
angular momentum that has to be stored in the c.m.g.'s must be larger than about 2.6 105 kgfsec.
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ATMOSPHERIC DRAG TORQUE

The biggest continuous external disturbance exerted on the space station is the torque due to atmospheric
drag. The drag force has the form:

Fo= - 1/2CDAU I v I = F eo 2  (32)

where V is the velocity along the flight direction. If P(xy,z) ;s the center of pressure in the principal system of
inertia of the space station, the drag force is:

M _F el X.I[Xa I + y C +; Z ]-a +Oy) cc , I 0, I + e3-)cx t+ co'y- e']a;

(33)

and the new dynamic equations are similar to (10) plus the terms which come from (33). In the configuration
of static equilibrium the angles are:

01 =-FOz/(-KIn2 J + Jon- FoY)

02 _F.(xO1 + zO,)/(4K 2 n + Jon+ 6mn dl) (34)

03 = -F 0 X/(-3K 3 n"1 + 6mn2 d I- FoY)

A preliminary assessment of the involved parameters is summarized in Table 2, where a double tether system
has been analyzed with the above-used x,y,z parameter values obtained from a NASA source. The values of the
angles were obtained without inclusion of inertial wheel effects. They appear well within the dead band of the
Freedom's attitude control system.

The role played by the tethered masses can be seen as follows: 01 is not affected by the tethered system and
the main restoring yaw torque is provided by the Freedom's gravity gradient. 02 is negligibly small and depends on
the other two angles. 03 depends on the other two angles. 03 is small enough, as can be seen in Table 2, due to the
tether effect. In fact, the first term of the denominator of the last of (34) is low due to the above discussed low value
of the term:

K !3 1 - (35)

and thus 03 can be reduced to the desired value "timing" the terms due to the tethered masses gravity gradient.

Fig. 7 shows the behavior of the station in roll-yaw when the terms due to atmospheric drag are included.

A number of out-of-nominal conditions have been analyzed: Shuttle docking, tether imbalance and sudden
configuration change due to tether cut. These conditions do not appear to be particularly critical for the system.
E v.*¥ 16 0I1. wlma 6 iu by mikruziuawi ut kbi6 (tawp Inubdbi.y ul E-1s uultell Car be rceduced. by
properly sizing the tether diameter), the time available to intervene by means of a backup control system is quite
long (see Fig. 8).
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CONCLUSIONS

In the paper, attention has been focused on the attitude stability of the S.S. Freedom by means of tethered
systems. The results of the analysis of the linearized equation system demonstrate that the concept deserves further
attention. Proper values of the product m.d.l. can ensure the stability of the station attitude both in pitch and in
roll-yaw. The basic model simulates a rigid station subject to a number of external torques, the actions of the
tethers being one of them.

Preliminary analytical results are encouraging and a preliminary assessment, done by means of an ad hoc
program, confirm the usefullness in continuing the investigation of the concept. The results can be summarized as
follows:

a) Tethered systems can stabilize the angular degrees of freedom of the space station if properly sized
b) The impact on space station operations is acceptable if the configuration with two tethers is adopted.
c) Tether breakage, which can cause extreme shifts in the station's attitude, impose the need for an active

control system aboard as backup.
d) Perturbing effects are wel! within the attitude requirements.
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Shuttle M I y It lp Al

Flight kg * 103 kg .m2 * 10
7  kg .m2 * 10

7  kg .m2 
* 107 km

2 31.5 3.05 3.14 0.18 1.55 2.07

6 90.5 3.65 3.65 0.41 1.82 + 2.43

11 149.8 9.98 9.60 1.32 4.9 6 8.53

Table 1

Flight A1, (m2)  x (m) y (M) z (n,) A, (n) 81 (deg) 02 (deg) 03 (deg)[ 2 1287 2 3 1 20 -0.8 0 -0.4
6 1388 3.5 1.5 1 20 -0.8 0 -0.7

Table 2
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DEPLOYMENT OF
LARGE FLEXIBLE SPACE STRUCTURES

M. Ggradin ' A. Cardona *" D. Granville
L.T.A.S. - Dynamique des Constructions Mdcaniques

University of Li~ge
Rue Ernest Solvay, 21

B-4000 Liege, BELGIUM

Summary

The paper describes a fairly general methodology developed to simulate the deployment of large
flexible space structures using the finite element concept. Three simulations of structural deployment
are presented to demonstrate the effectiveness of the method: an elementary cell of astromast, an
elementary cell of the ERA structure and a 3-D antenna.

1. Introduction

The difficulties associated with the simulation on earth of the deployment of large space structures
has motivated the devvlopment of adequate numerical tools to complement the experimental set-ups
that can be designed and tested.

Kinematics and dynamics of multibody systems is the engineering discipline which allows to per-
form computer simulation of such systems. It has evolved extensively during the last ten years, and
computer codes now exist such as ADAMS and DADS [8], mainly based on the cartesian coordinate
approach, which allow to simulate the motion of systems made of a relatively large number of inter-
connected rigid bodies. However, these codes do not address in its whole generality the problem raised
by the large flexibility effects and possibly, the geometric nonlinearities which characterize the large
structures to be deployed in space.

The present paper focuses on an alternative of the cartesian coordinate approach which relies upon
the finite element concept and therefore, incorporates in the most natural way the elastic effects which
may play an essential role in the deployment of large space structures. The finite element concept
together with an appropriate description of finite rotation allows arriving at a methodology where rigid
bodies and elastic members, mechanical joints, active and passive mechanical devices are just elements
vf a large library of mechanical components which may be assembled according to an arbitrary topology
to represent a complex multibody system.

This methodology has been applied with much success to the analysis and simulation of many
flexible articulated systems, including existing space structure projects.

The first example to be presented is the deployment of an elementary cell of astromast (K-beam
design). it is an over constrained design whose deployment is rendered possible by the elastic deformation
of the members. It will be shown how effectively the deployment of the experimental set-up may be
simulated numerically using the proposed methodology.

The second example is the deployment of one cell of the ER'A structure designed by Arospatiale
in the framework of the french participation to the MIR project. Emphasis is put on the difficulties
raised by the simulation of the nonlinear springs providing the deployment energy to the system.

The third application is the deployment of a 3-D antenna, for which emphasis is put on the
effectiveness of substructuring methods to incorporate properly the dynamirs of sarge, flexible panels.

2. Finite rotation description

Numerous techniques exist to represent a finite rotation in space which have each their respective
advantages and drawbacks. The main criteria to be considered for selecting an appropriate formalism

fv Il

Professor, University of Lifge, Belgium
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- their physical meaning;

- the number of parameters involved (3 or 4);

- their algebraic properties;

- the treatment of singularities;

- the associated composition law for successive rotations.

According to these criteria, the system of parameters that we have selected is the set of 3 parameters
formed by the cartesian components of the rotation vector

= n q (1)
where n represents the instantaneous rotation axis (figure 1), and T is the rotation amplitude about it.

Y

n.

Figure 1: Rotational vector.

Let us recall that the exponential form
12!i, + .... exp( ) (2)

allows constructing the rotation operator R in terms of the vector (1), were 4' is the skew-symmetr!

matrix made of the components of q ( ;i = -cjiAki.k) . If one denotes by 0 the material rotation
increment, i.e. expressed in a referential frame attached to the moving and/or deforming body, the
incremental rotation is then expressed by the matrix

8R = it 66 (3)
and the material rotation increments are themselves related to the finite rotation parameters by a linear
relationship of type

60 = T(9) 6T (4)
Equation (4), which forms the basis of the adopted formalism, allows computing the angular velocities
with a similar relationship

0 = T(f) (5)

3. Beam representation of elastic members [2,31]

The appropriate description of flexible truss-like members during a development phase requires in
many cases the use of a beam formalism which incorporates properly the geometric nonlinear effects
such as geometric stiffening. It is therefore essential to rely upon a true nonlinear beam theory. The
basic kinematic assumption adopted is summarized by the following equation

x=xo+Xt, I=2,3 (6)
where xo(t) represents the position of the beam neutral axis in the global reference frame. The base
vectors ti are attached to the beam cross section and therefore, give 'he instantaneous orientation of
the material frame R. Note that the shear deformation is implicitly allowed by eqn (6). The bending
and twisting deformations are obtained by calculating the curvature tensor R in terms of the current
parameter s along the beam neutral axis (observe the similarity with the angular velocity expression).
The cartesian components (KC,K 2 , K 3) of the associated vector K have then the meaning of twist and
bcn=dg Sfr,.tio* . S.vnly the axial and shear strains are obtained by calculating the deformation
of the centroidal line

r = (TX -E,) (7)rdxo

The variations of both expressions are given respectively by

6K° +KX60 (8)ds
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and

:r= d(6xo) + (R X)X6e (9)

Both expressions are then used to construct the virtual work expression

L ,',= (N . 6r +m.- K) das (10)

where M et N are respectively the twisting and bending moments, the axial and shear stresses on the
current cross section. Similarly, the kinetic energy contribution of the beam is

T = j (r(s) *o -o + 0. 1I(s)f) (11)

where r(s) is the mass per unit length, and I is the inertia tensor of the cross section. From (11)
it is obvious that the main contribution to the inertia matrix of the system, which comes from the
translational part, is expressed in terms of global coordinates and therefore, provides a time-independent
contribution to the mass matrix of the assembled system. The finite element discretization of eqns
(10,11) is then based on a linear interpolation of both displacements and rotation parameters

xo(s) = N (s)xoi (12)

T(s) = NJ(s)q,
where xot, T'i are the nodal values of position and rotation parameters, Ni (s) is the linear interpolation
function corresponding to node I , and summation is extended to the two nodes of the element.

4. Kinematic constraints [4]

The formulation of kinematic constraints and their appropriate numerical treatment is one of the
key issues for dynamic analysis of multibody systems.

In classical dynamics, it is usual to distinguish between two classes of constraints, namely holonomic
and non-holonomic constraints.

Every constraint which can be expressed as an implicit function of the generalized degrees of
freedom of the system, and possibly of time, is of holonomic type

$(q,t) 0 (13)
Most kinematic constraints which describe mechanical joints and transmissions fall into this category.

Among the non-holoncmic constraints, further distinction between two subclasses has to be made:

- The bilateral constraints which involve further dependence with respect to velocities
P(4,q,t) = 0 (14)

It can be shown that such constraints are behavior constraints, since they do not reduce the number
of possible configurations of the system but merely restrain the possible ways to arrive to them.
The rolling constraint is certainly the most popular constraint of this type.

- The unilateral constraints which are generated by mechanical contact:

4)(q,t) > 0 (15)

They are mainly characterized by the fact that the number of degrees of freedom of the system
may vary during motion as it generally occurs in the deployment of space structures.

IHolonomic constraints of type (13), which are the most frequent ones, may be included in the func-
tional of the problem using the augmented lagrangian method. It consists of expressing the stationarity
of the functional

7'(q) = F(q) - A - + p/2 ll1ll1 (16)
where I(q) is the functional describing the behavior of the unconstrained system, A is a set of lagrangian
multipliers and p is a penalty factor. The only role of the penalty term is to improve the numerical
conditioning of the system.

In a Newton-Raphson context, both terms involving the constraint generate contributions to the
out-of-balance forces and the tangent stiffness matrix of the system

,,, ={B(p-kAN fnnT -1
SI _k T ~j(17)

where B is the jacobian matrix of the constraints.

The bilateral nonholonomic constraints of type (14) may be treated in a somewhat similar manner.
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As a consequence of the fact that they involve relations between velocities, they generate a pseudo-
dissipation function in the system and therefore, contribute to the damping matrix.

The library developed so far in the MECANO software allows modeling kinematic constraints of
various types:

- hinge, prismatic, screw, cylindrical, spherical and planar joints which are often classified as lower
pairs according to their common property of generating surface contact between members.

- higher pairs such as the universal joint and a curvilinear slider.

- rolling contact.
(AMI)

Figure 2: Iinge joint.

For example, the hinge joint (figure 2) is expressed by the following relationships

I'1,2,3 = XA-XD = 0

(P4 = A11 .13 = (RAMU1) -(RD 6,) =0 (8

4 = A2' .3] = (RAAJ)-(RD e,) = 0
,D,,2,3 express the fact that displacements on both members are the same at the point of contact. in a
finite element context, they are handled in straightforward manner through finite element assembly d'N
and 4s express the orthogonality of two axes attached to the members at the point of contact. They
have to be incorporated using the augmented lagrangian technique.

5. Dynamic substructuring for articulated flexible bodies [5]

Let us consider the case of a single flexible body for which the small displacement assumption
holds in a dynamic (e.g. body attached) frame. Then, the complex geometry of the body can easily
be handled through dynamic substructuring by making use of the modeling capabilities of any linear
dynamic finite element package, and the resulting model integrated next in the model of the multibody
system.

The underlying hypotheses are the following. Let us express the positions and rotations at any
node of the model as the superposition of the arbitrary motion of a reference node on the body with a
local, small deformation field:

Xi} {x, +R(X+u)}(19)Tio To 0 O j
where xo is the position of the master node on the body; Re, qTo is the rotation at the master node;
Xi is the relative position of node i with respect to node 0 ; u, is the displacement of node i in the
local frame ; 0; is the angular displacement of node i in the local frame. The symbol o expresses the
composition of two successive rotations.

The deformation of the body is restrained next to a finite series of assumed modes which may be
computed in various ways, giving rise to several possible methods for dynamic substructuring. In what
follows one will assume without loss of generality that constrained vibration modes are used, just as
proposed by Craig and Lampton [6] in their component mode method for linear systems.{ xi} X0 { OX ' (20),oi ( O ,,,0 O .) o (¢,y)
where (Pi are the shape functions evaluated at node i ; y is the vector of generalized amplitudes.

Thc.cctor of genermiizcd anpiiudes is then partitioned into boundary and internal degrees of
freedom

(21 ()
yI
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The strain energy of the flexible body can be expressed in the form

7,.nt= y.Sy (22)

where the reduced stiffness matrix S is obtained through projection of the original matrix on the modal
basis adopted

oPsq '§D B (23)

The variation of the flexible body parameters 6y is calculated in terms of the superelement generalized
displacements q by

6y = T 6q (24)with q' (X'o Tl. x'D i..y 1 )

The strain energy is derived next with respect to the q to obtain the expressions of internal forces
and stiffness matrix

T- (25)
S(,, = TST

A very simple approximation to the inertia forces is constructed on the basis of a lumped mass
assumption

N

= BTmui,

where summation is performed on the N nodes of the body; the matrix 3, is a function of the current
configuration; m, represents the concentrated mass at node i; R, is the acceleration at node i, and is
calculated by making the small displacement assumption in the local frame

x, = Ro + Ro(5O +Ao)X, + 2Rol0 x, + Ri, (26)
where , the velocities and accelerations of node i in the local frame, are given by

fl = (27)

Finally, the mass matrix of the superelement may be expressed in the form
N

M.p= E3TmBi (28)
i= I

6. Simulation examples

6.1 Quasi-static deployment phase of an astromast cell

The system considered is an elementary cell of astromast of triangular cross-section, and designed
as an articulated flexible system. Each cell of the astromast (fig. 3-a) has three longerons and three
diagonals; No successive cells are interconnected through a triangular batten. At each vertex of the
batten is attached a rigid body to which the longerons and diagonals of two adjacent cells are intercon-
nected. The members of the battens are rigidly connected to the corner bodies while the longerons and
diagonals are hinged to them.

In order to permit folding, the diagonals are also hinged at their mid-length. The design is such that
the folded and unfolded configurations are nearly stress-free, while the system structural hyperelasticity
is such that significant axial twisting and bending stresses are observed during deployment. A slight
initial prestressing is imposed to stiffen the deployed configuration by appropriate shortening of the
diagonals.

A videotape exists which displays the deployment of a two-bay experimental setup. It will be used
at the oral presentation to hdlp at understanding the mechanical behavior of the system and compare
it with the simulated one.

The system symmetry has been used to limit the simulation to one cell. The model numbers 72
finite elements (51 beam elements, 6 rigid bodies, 15 hinge joints) to model the physical components
and 7 additional constraints to control the motion of the system. The model numbers a total of 391
DOF.

Figure 3-a displays the reference configuration (dashed line) and the prestressed initial configura-
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Figure S. Kineto-elasto-static of a deployable astromast cell.
(a) initial and reference configurations

(b), (c) et (d) unlocking, intermediate and final configurations
(e) top view of fihnal configuration

(f) bending and twisting moments in vertical longerons

tion obtained after mechanical assembly. The unfolding phase is tlier simulated in two displacement-
controlled steps:

a. In order to unlock the mechanism, the mid-diagonal nodes are moved inwards and normally to the
lateral faces (fig. 3-b).

b. The vertical displacement of the upper batten is controlled next up to complete folding (fig. 3-b,
3-c, 3-d). Figure 3-c displays a vertical projection of the final1 configuration. Figure 3-f Shows an
example of stress results. It displays the evolution of bending and twisting stresses in the longerons
during folding.

This kineto-elasto-static simulation has been performe'd intrn 9A 'mcro.mind2, WHI --- :rrCo
5.8 iterations per increment. It demonstrates the ability of the IMCANO softwatre to simulate the
deployment of 3-D flexible multibody systems with complicated kinematics.

0.2 Dynamic analysis of the deployment of a large space structure

The system to be analyzed is one cell of a deployable space structure: the BRA platform designed
by A6rospatiale deployed on the MiR space station. The cell has a triangular cross-section with three
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longerons and six diagonals. Battens are articulated at the middle length to permit folding. The battens
and diagonals are hinged to the corner bodies, while the longerons are rigidly attached to them. The
total structure is composed by 24 modules like the one displayed in figure 4 disposed side by side forming

an hexagon (figure 5).

Figure 4: One cell model of the deployable structure (final configuration).

Figure 5: Global view of the ERA structure (scheme of deployed configuration).

The motorisation for deployment is provided by the elastic energy stored at rotation springs located
at the hinges in the middle of the battens. They release energy through a nonlinear torque/angle law
and provide a locking device which is activated at the final angle of deployment.

Figure 6: successive configurations from 0. to 1.2s.

The analysis was conducted supposing that the structure is acting in a 0-g field first, and next
submitted to a small amount of gravity (0.01g) acting in the vertical direction. Figures 6 displays six
successive configurations computed for the one cell model in O-g environment, up to complete deployment
and locking occurring at time t = 1.2s.

I
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Figure 7: time evolution of a motored hinge angle

Figure 7 displays the time evolution of the rotation angle at one of the six motorized hinges of the
system. The time of locking appears very clearly on this diagram.

This simplified model has 612 DOF and mean bandwidth of 79 ; 74 time steps are used to integrate
in time the equations of motion. The CPU time consumption is 2 hours 20 minutes on an APOLLO
DN-4000 workstation. Some experiences were done on a IBM 3090 ; the CPU time consumption for a
similar simulation was 2.5 minutes without vectorization. Experiences with partial vectorization of the
code evidenced a factor 2 of improvement on the CPU time.

The final mesh will have an order of 8000 DOF, with a mean bandwidth of 240. The estimated
computational effort to time integrate the complete model is 150 times greater than the effort necessary
to solve the one cell model.

We remark that the computational effort is largely influenced by the strategy adopted to solve
impacts at the joints, since the time step is restricted by convergence at the shock instants. The
approach currently adopted to solve shocks is based on the hypothesis of momentum conservation. This
approach provides excellent computational efficiency since the discontinuity of velocities during impact
is explicitly computed. Unlike a shock capturing algorithm in which the stop and locking device is
represented as a high stiffness component, it allows to pursue the simulation beyond complete locking
of the structure. In our example, one can see on figure 6 that the Oscillatory motion of the diagonals
remaining after complete deployment is well represented. At the same time, this approach leaves the
integration scheme unperturbed and therefore allows to increment the time step to reasonable values.

6.3 Dynamic analysis of the deployment of a 3-D satellite antenna

Figure 8: geometry of 3-D satellite antenna.

The 3-D anenna under consideration is made of five similar panels hinged together a shown
by figure 8. In the numerical model (figure 9), each rectangular panel is visualized by the lcsange
creting thc mid-cd& pvilt. The deployment is provided by the nonlinear springs acting at the
hinges and providing the torque versus rotation angle law displayed by figure 10.

This curve exhibits hysteresis in the vicinity of the locking angle. The first peak corresponds to
the locking value of the torque, while the second one is generated by the hysteresis effect occurring in
a locking/unlocking phase.
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Figure 9: Simulation model of 3-D satellite antenna.

Figure 
10: Torqueangle 

law at the hinges.

The effective stiffness properties of the panels have been taken into account using the substructuring
technique described in section 5. Each panel of the real structure is a stiffened sandwich plate made
of composite material. It has thus been modeled as a sandwich flat shell with orthotropic stiffness
properties and local reinforcements. An idea of the finite element model is given by figure 11 which
shows the decomposition of the structure into 4 zones with different elastic properties. A complete
description of the model is given in (7]. Each substructure has 584 DOF initially and is reduced to the
four connecting nodes and 4 internal modes, giving a total of 28 DOF per panel.NI

Figure 11: Finite element model and elastic properties of satellite antenna.

The resulting mechanism model used to predict the dynamics of the deployment has 230 DOF, with
admcar, ...... , v 32. The Lime integration of the response has been performed on a time interval

of 47s. As shown by figure 12, the structure is initially partially folded and complete deployment has
occurred at time T = 47s. This time evolution has been obtained in 151 time steps and an average
number of 5.1 equilibrium iterations per time step. giving a CPU consumption of 6 hours 15 minutes
on an Apollo DN4000.
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figure 12: successive configurations of antenna during deployment (0. to 47s.)

Figure 13 displays half the rotation angle versus time in the three active hinges. It increases
regrlarly up to locking and then oscillates about the locking value. T-e corresponding torque in hinge
2 is displayed by figure 14. The hinge locks at time T= 41 s and never unlocks afte; wards.

0o

Figure 13: Rotation angles of active hinges.

Sol*

01

Figure 14:' Torque versus time in hinge 2.

The elastic behavior of the panel cap be predicted with much detail through appropriate postpro-
cessing of the substructures.

For example, figure 15 shows at a given time (t=47s) the isovalues of bending deflection on one
hand, and 0f upper skin equivaient stress on the other hand.
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Figure 15: Isovalues of bending deflections and upper skin equivalent stresses in central panel.
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The Dynamics of Orbital Maneuvering:
Design and Evaluation of a visual display aid for human controllers
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Summary
An interactive proximity operations planning system, which allows on-ste planning of fuel-efficient, multi-burn
maneuvers in a potential multi-spacecraft environment has been developed and tested. Though this display sys-
tem most directly atsists planning by provicing visual feedback to lid visualization of the trajectories and con-
straints, its most significant features include 1) an "inverse dynamics" algorithm that removes control nonlineari-
ties facing the operator and 2) a trajectory planning technique that reduces the order of contro, 'nd creates, through
a "geometric spread-sheet," the illusion of an inertially stable environment. This synthetic eivironment pro-
vides the user with control of relevant static and dynamic properties of way-points during small orbital changes
allowing independent solutions to the normally coupled problems of orbital maneuvering. An experiment has
been carried out in which experienced operators were required to plan a trajectory to retrieve an object accidently
separated from a dual-keel space station. The time required to plan these maneuvers was found to be predicted by
the direction of the insertion thrust and did not depend on the point of separation from the space station.

Introduction

1.1 Control of the Hand
The insights of paleontology reveal the human hand to be a unique end product of millions of years of ver-

tebrate and primate evolution. Indeed, it itself may have been an essential contributor to the development of the
human capacity for abstract insight. The hand is a highly dextrous, general purpose manipulator capable of the fine
touch needed to thread a pin and the more coarse control and force needed to lift an object heavier than the weight
of its owner However, like telerobotic effectors at the end of multilink robotic arms, control of the position and
orientation of the hand in space can be computationally complex. The kinematics of the links that make tip the
arm complicate the relationship between the muscles which control eacn of them and the resulting po,ition of the
hand in space. Though cerebellar and other neuro-muscular diseasns can reduce their victims to the necessity of
conscious joint-angle control, in normal health our neurological control systems unburdened us of conscious con-
trol of the limb positions that determine our hand positions.

The unconscious case of normal movement arises from the unique hierarchical control system that has
evolved in association with the gross morphology of the hand. This system computationally separates lower order
motor coordination functions from higher order commands concerning what to coordinate. One may think about
some of the aspects of the lower order motor coordination as the inverse kinematics and dynamics that translate
the higher order movement commands from egocentric coordinate space into a series of link movements in joint
coordinate space [1] . Thi's transformation greatly simplifies the planning task confronting the higher order motor
centers It also reinforces the functional and spatial separation of task planning from muscle coordination and pro-
vides us at a conscious level with position control over our hands We command a position and orientation and
our hand effortlessly assumes it.

1.2 Kinematic Complications of Control: Telerobotic Arms
In light of the characteristics of the neurological control of hand position, it is not surprising that for

generalized telerobotic manipulation tasks some form of resolved control of teleoperators is found to be easier for
operators to control than control of the joint angles and positions of the various links of the arm (3]. This resolved
control is achieved computationally by inverting the transformation matrix describing the arm's forward kinemat-
ics However, due to computational singularities and physical constraints on joint motion an inverse motion may
not be unique, and indeed it may not be computable for some positions. Accordingly, implementation of resolved
control over an arm requires the addition of information This information may take the form of arbitrary limits
on the movement parameters but more usefully may be in the form of kinematic or dynamic optimization criteria
such as time optimality, minimum energy, or minimal path length [21 [4] These criteria allow the resolution sys-
tem to select one of the many possible patterns of joint movement that would result in the same movement or
position.

1.3 Dynamic Complications of Control: Order of Control
In kinematically simple situations such as those that arise when a subject is engaged in a simple cross and

square display tracking task using a two-dimensional joystick, factors other than kinematics determine the success
of the tracking e.g. I) the dynamic characteristics of the joystick itself, 2) the stimulus response compatibility of the
control and display coordinate systems, 3) concurrent other tasks, and 4) the disturbance function and the dy-
namics of the controlled element. Large bodies of literature concerning the effects of these factors on tracking per-
formance have been developed [51 [6]. Performance is generally best when the operator is provided with the lowest
order of control possible subject to plant and disturbance characteristics.
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The difficulties subjects encounter in higher order control environments, e.g. 2nd order or acceleration con-
trol, arise from the difficulties they encounter in estimating velocity and acceleration from position and the addi-
tional control movements needed for changing final position. Thus, Poulton's (5, p3601 recommendation for the
design of a manual control system is to design an order of control as low as possible. This goal may be achieved
within the control system itself, for example, by introducing an exponential lag that delays the full effect of the
control input and reduces the likelihood that the operator of a higher order system will overshoot his target [5).
Higher order control situations also can be assisted by provision of displays using predictors that integrate the time
derivatives of position and remove the need for the operator to perceive these rates directly [7] (8]. As will be dis-
cussed below, simple provision of a predictor is not, however, a sufficient display enhancement if control inputs
interact in complex nonlinear ways.
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2. Proximity Operations Planning Display

2.1. The Orbital Environment
The proximate orbiial environment of future spacecraft may include a variety of spacecraft co-orbiting in

close vicinity Most of these spacecraft will be "parked" in a stable location with respect to each other, i. e. they will
be on the same circular orbit. However, some missions will require repositioning or transfers among them as in
the case of the retrieval of an accidentally released object. In this case complex maneuvers are anticipated which
involve a variety of spacecraft which are not necessarily located at stable locations and thus have refative motion
between each other.

This multi-vehicle environment poses new requirements for control and display of their relative positions.
Conventional scenarios involve proximity operations between two vehicles only. In these two-spacecraft mis-
sions, the maneuver may be optimized and precomputed in advance of the time of the actual mission. However,
since the variety of possible scenarios in a multi-vehicle environment is large, a future spacecraft environment
could require astronauts to execute maneuvers that may not have been precomputed. This demand will require an
on-site planning tool which allows, fast, interactive, informal creation of fuel-efficient maneuvers meeting all
constraints set by safety rules.

The difficulties encountered in planning and executing orbital maneuvers originate from several causes (9]
(10) (11], The first one is the counter-intuitive character of orbital motions as experienced in a relative reference
frame. The orbital motions are expressed and tend to be perceived in a coordinate frame attached to a large
proximate vehicle such as a space-station and, thus, represent relative rather than absolute motions. From ex-
perience in iiiertially fixed environments, it would be intuitively assumed that a thrust in the "forward" direction
towards a target vehicle ahead but in the same orbit, i. e. in the direction of the orbital velocity vector, would result
in a forward motion However, after several minutes, orbital mechanics forces will dominate the motion pattern
and move the chaser spacecraft "upwards", i. e. to a higher orbit. This will result in a backwards relative motion,
since objects in a higher orbit have a slower orbital rate. Thus, a forward thrust ultimately has the opposite effect
from that intended. The effect of this unexpected movement is compounded by the fact that a completed maneu-
ver, which essentially is a timed orbital change, involves a potentially third order or higher order control process
with both departing, maneuvering and braking thrusts. Even without the counter-intuitive dynamics such a
process is difficult to control! 16). Furthermore, corrective thrusts produce significant nonlinear effects on spacecraft
positions complicating iterative, manual efforts to drive a spacecraft to a desired stable position.
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fc A second cause of the difficulty is the different and unusual way in which orbital maneuvering control

forces are applied In atmospheric flight control forces are applied continuously in a way to correct for randomly
appearing atmospheric disturbances, or to compensate for atmospheric drag. In contrast, space-flight in the absence
of atmospheric disturbances,has a near deterministic character. Therefore, space-flight is mainly unpowered and
undamped along a section of an orbit with certain characteristics. By applying impulse-type maneuvering forces at
a given way-point, the characteristics of the orbit are altered. After application of the maneuvering force the space-
craft will roast aiong on the revised orbit until reaching the next intermediate way-point along its planned trajec-
tory Once it is positioned at a way point; however, it will not generally be at a stable relative position, but will tend
to drift under the inf"kience of orbital mechanics unless corrective thrusts are continually applied.

Third, multi-vehicle orbital missions are subject to safety constraints, such as clearance from existing struc-
tures, allowable approach velocities, angles of departure and arrival and maneuvering burn restrictions due to
plume impingement or payload characteristics. Design of a fuel-efficient trajectory which satisfies these constraints
is a non-trivial task.

It is clear that visualization of the relative trajectories and control forces in an easily inte-nretable graphical
format, will greatly improve the feel for orbital motions and control forces and will provide direct feedback of the
operators control actions. Furthermore,visualization of the constraints in a pictorial format will enable an inter-
active, graphical trajectory planning in which the design may be iteratively modified until all constraints are satis-
fied. Typical in-plane maneuvers are the V-bar bum, along the orbital velocity vector, and R-bar burn, along the
orbital radius vector.

Consider a spacecraft located at the V-bar and thus at a stationary position relative to the space station. A
small maneuvering burn in the direction of the R-bar will cause a small component v which will result in a small
change in the direction of the orbital velocity vector. This will alter the parameters of the orbit. The orbit will be-
come elliptical and after the burn the maneuvering spacecraft will be 90 deg. of orbital travel past the perigee of the
new orbit. In Figure 1 the shape of the orbit and the corresponding relative motion trajectory is shown. The iela-
tive trajectory has a "closed" elliptical shape and after one orbit the spacecraft will return to its original location.
The reason for this is that the radial burn did not significantly alter the magnitude of the velocity V0 , and thus the
total energy and mean motion did not change.

In contrast to the R-burn, a maneuvering burn along the V-bar, will alter the magnitude of the Vo by the
amount iy land will therefore alter the total energy. Figures 2ab show the shape of the orbit and the corresponding
relative motion trajectory. For a burn in positive V-bar direction, the spacecraft will initially move forward but
later on gain altitude and fall behind. The opposite is the case for a burn in negative V-bar direction. Here the
spacecraft will initially move backwards but later on drop altitude and pull ahead. For a positive burn the spacecraft
is initially at perigee and for a negative burn at apogee.

In general, a chasing vehicle's maneuvers in the orbital plane need not have solely V-bar or R-bar compo-
nents but components of both. In addition it may also have out-of-plane components. Furthermore, its initial po-
sition may not be stable, i. e. offset with respect to its target's V-bar, and the desired flight time may be a fraction of
an orbital period, i e 10 - 20 minutes. Under these circumstances the full effects of orbital dynamics are not given
sufficient time to completely manifest themselves and are experienced as a kind of "variable orbital wind" blowing
the controlled vehicle off a desired straight path. Figures 3 and 4 illustraze the kind of deflections the "orbital
wind" may produce for more generic maneuvers. In particular Figure 3 shows how the deflections caused by
orbital dynamics can be partially overcome by using stronger thrusts, but this brute force technique can be very
costly due to the fuel required both for departure and braking on arrival.
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Figure 4. Rendezvous initiated by control of thrust and
direction of a maneuvering burn, i.e. the foward method.
Using a planning tool that provides a forward predictor of
the effects of a planned maneuvering burn, a subject can
find by trial and error a combination of thrust and inser-
tion angle that will produce a trajectory to return to the
space station from an offset position. Planning for a par-
ticular arrival time or selecting a fuel optimal maneuver
is, however, manually very difficult with only a forward
predictor to assist the operator.



29-5

2.2 Limitations of Present Techniques.
The present maneuvering techniques are well established and rely ir. most cases on visual contact and the

use of a V-bar or R-bar reference in a Crewman Optical Alignment Sight (COAS), [9] (10 [12. In a V-bar approach to-
wards a target in positive V-bar direction, the initial burn is made in a direction slightly depressed downwards with
respect to the V-bar. After a short while, the spacecraft will "ascend" and cross the V-bar. At the V-bar crossing a
small downward R-burn is initiated which again "depresses" the spacecraft below the V-bar. This process is re-
peated several times. The spacecraft thus proceeds along the V-bar in small "hops" until the target is reached.
However, this technique is highly restricted, is not fuel-optimal, and may not conveniently satisfy other opera-
tional constraints of a multi-vehicle environment

But it is clear from the previous examples that orbital motion can be complex, highly counter intuitive, and
involve tightly interacting parameters A burn towards the target might have an unintended opposite result.
Relative motion Is, in particular, difficult to visualize for a combined R-bar '/-bar burn at a non-stationary location.
It is therefore very useful to graphically visualize the relative motion trajectories. Providing predictors on plan-
ning displays which foretell the final consequences of a maneuvering burn is, however, not sufficient symbolic
enhancement to enable an operator to plan a timed maneuver The nonlinear interaction between thrust magni-
tude and direction of thrust with time of arrival and final relative position preclude tractable manual control over
the position and time of the predictor's endpoint.

2.3 Design of a Pictorial Orbital Maneuvers Planning System
The purpose of the interactive orbital planning system -s to enable the operator to design an efficient com-

plex multi-burn maneuver, subject to the stringent safety constraints of a future space-station traffic environment,
The constraints include clearances from structures, relative velocities between spacecraft, angles of departure and
arrival, approach velocity and plume impingement. The basic idea underlying the system is to present the maneu-
ver as well as the relevant constraints in an easily interpretable pictotial format. This format does not just provide
the operator with immediate visual feedback on the results of his design actions to enable him to meet the con-
straints on his flight path, but goes beyond conventional approaches by introducing geometric, symbolic, and dy-
namic enhancements that bring the intellectual demands of the design process within normal human capacity[8] (9
113] [141 [151. The specific methods for enabling interactive trajectory design and visualization of constraints have
been discussed in detail elsewhere and will not be repeated here [161 117]. Though the display also can handle plan-
ning r.ut-of-plane maneuvers, the discussion will be limited to maneuvers in the orbital plane.

2.4 Example of a three-bum maneuver.
An illustrative example of a three-burn maneuver is shown schematically in Figure 5. The trajectory origi-

nates from relative position A at time t = to, and is composed of two way-points B and C which specify the loca-
tion in space station coordinates at which the chaser spacecraft will pass at a given time At a way-point the orbital
maneuvering system or other reaction control system can be activated, creating a thrust vector of given magnitude
for a given duration in a given direction in or out of the orbital plane. The duration of the burn is considerea to be
very short in comparison with the total duration of the mi',sion. In the orbital dynamics computations this means
that a maneuvering burn can be considered as a velocity impulse which alters the direction and magnitude ot the
instantaneous orbital velocity vector of the spacecraft, inserting it into a new orbit.
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Figure 5. Example of a three burn maneuver.

Since the initial location A is not necessarily a stationary point, the magnitude and direction cA ilte relative
velocity of the chaser at point A is determined by the parameters of its orbit. If no maneuvc.mng burn were ini-
tiated at t = to, the chaser would continue to follow the relative trajectory I , subject to the parameters of its origi-
nal orbit, see dotted linp in Fig, 5r , ' n a; to will aher the originai orbit bo that the
chaser will follow the relative trajectory 2, subject to the parameters of this new orbit.

In Figure 5 yl and y2 indicate the relative velocity vector of the chaser just before and after the maneuvering
burn, respectively, where Mt and y2 are tangential to the relative trajectories 1 and 2, respectively. The vector
difference between t aid v_2, va, is the velocity change initiated by the burn, and corresponds with the direction
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and magnitude or duration at which the orbital maneuvering ystem is activated. Likewise, at way-point B the
burn yb alters the orbit to orbit 3.

Location C is the terminal way-point and is in this case the location where the target will arrive at t = tf.
Since the target has an orbit of its own, orbit 4, it will have a terminal relative velocity of 4 at t = tf. The relative
velocity between target and chaser is the vector difference between y3 and X4, Mc. This vector determines the retro-
burn that is needed at the target location, in order to bring the relative velocity between chaser and target to the
minimum required for the docking operation.

2.5 Inverse method of solving orbital motion.
Interactive trajectory design demands that the operator be given free control over the positioning of way-

p ints. However, the usual input variables of the equations of orbital motion are the magnitude and direction of
th burn, rather than the time and relative position of way-points. Therefore an "inverse method" is required to
compute the values of a burn necessary to arrive at a given way-point positioned by the operator. This method is
outlined hereiafter.

The equations of orbital motion caii be computed from its momentary position and velocities, relative to a
reference spacecraft witt . known circular orbit [12J [16] [171 [18] [19]. Thus, for a given initial relative position A
with (to) and an initial reatve velocity y (to), the relative position and velocities of a way-point at time t = ti can
be computed. However, a maneuviering burn at t = to will cause a change in the direction and magnitude of the
relative velocity vector v (to). As a oqult of this maneuvering burn, the position of the way-point at time t1, will
change as well.

Consider va and a to be the magnitude and direction of the velocity change due to the maneuvering burn
Then the relative position and velocity at t = ti, (ti), will be a complex non-linear function of va and aa. f 161 [17]
[171 (Grunwald and Ellis, 1988) Consider now that the opei.tnr is given direct control over va and na, by slaving
these variables respectively to the x and y motions of a cuatroller such as a mouse. A displacement of the mouse in
either x or y direction will result in a complex non-linear motion pattern of (tp). (See Appendix). Furthermore,
this motion pattern will change with the initial conditions. This arrangement is highly undesirable in an interac-
tive trajectory design process, in which the operator must have dirert and i:nconstrained control over the
positioning of way-points.
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It is therefore essential to give the operator direct control over the position and relative time of way-points
rather than over the magnitude and direction of the burn. The inverse method by which this is accomplished
computes the magnitude and direction of the burn required to bring the spacecraft from initial location x(to)to the
way-point x (ti) at t = (ti). This inverse technique contrasts with conventional display aids for proximity operations
whicb are generally forward looking and provide a predictor [131 [141. While forv' ard looking displays are probably
well suited as flying aids for real-time, out-the-window control, a planning system need not conform to this style of
aiding.
2.6 The Active Way-point Concept

Althoug" a trajectory may be composed of several way-points, only one way-point at a time, the active way-
point, is controlled by the operator. While the position and time-of-arrival of the active way-point can be varied,
the position and time-of-arrival of all other way-points remains unchanged. However, variations in the active
way-point will cause changes in the trajectory sections and way-point maneuvering burns just preceding and justfollowing the active way-point. The on-line solution of the inverse algorithm enables these changes to be visual-ized almost instantaneously and provides the operator with on-line feedback on his design actions.

2.7 Way-point editing.
The trajectory design process involves changes in existing way-points, addition of new points or deletion ofexisting undesired points. An illustrative example of this way-point 'eiting process shown in Figure 6. In the

program the way-points are managed by a way-point stack, which inludes an up-to-date sequential list of the posi-
tion a the tine-of-arrival t and the relative velocity just after initiating the burn, of all way-points.

Figure 6a shows two way-points, the initial point in0 and the terminal point x. The initial way-point is de-
fined by the initial conditions of the situation and cannot be activated or changed by the operator. The terminalway-point de is thus the the active way-point which 'an be changed and placed at a required location. The cor-
responding way-point stack is shown on the right. The active way-point box is drawn in bold. The relative velocity
stack shows only the velocity v _ vhich is the relative velocity just after the burn at way-point 0, computed by the
inverse algorithm, and required to reach point i at time t h.

Figure he b sho s addition of a new way-point. Though its time of occurrence may be manually adjusted
later, the new way-point is added half-way in time on the trajectory section just preceding the active way-point.
Thus its time-of-arrival is chosen to be t = 0. 5 (th + t e), where i is in this case I and relates to the stack before
modification The new losition v. and relative velocity js are computed by a conventional "forward"method, by
computing the orbital position at the new time t, using the existing orbital parameters previously computed with

g u and t The newly computed way-point position, time and relative velocity are inserted between points 0
and 1 of the stack before modification and the new way-point is chosen to be the active one. The dotted lines in
Figure 6 indicate variables which are transferred without modification and the encircled variables are the newly
computed ones It is important to note that since the relative velocities o and mi are matched to the required way-
points t and , respectively, the inverse algorithm does not need to make any adjustments.

Figure 6c shows the results of changes in the newly created way-point on the way-point stack. Since xj and t
are varied, the relative velocity at way-point 0, anwill be readjusted by the inverse algorithm and likewise the rela-

tive velocity Y_.

Figure 6d shows the creation of an additional new way-point. Since the active way-point prior to the addi-
tion was point 1, the new point is added half-way between point 0 and 1 and its position and relative velocity are
computed with the forward method. The new values are inserted between points 0 and I of the stack before modi-
fication and the new way-point is again set to be the active one.

In Figure 6e way-point 2 is activated Apart from the shift in active way-point, the stack remains unchanged.
The dotted line shows the direct-path section between point I and point 3 without the intermediate burn at point 2
Deletion of the way-point 2 will remove this point from the stack and after that close the gap, see Figure 7f. low-
ever MI has to be readjusted to fit the new direct-path section. This adjustment is made on-line by the inverse
algorithm.

The repetitive use of the inverse algorithm to calculate the trajectories linking each pair of way-points pre-
sents the planner with a kind of "geometric spread-sheet" that preserves certain relationships between point in
space, namely that they are connected by fuel-minimum trajectories for their particular separation in time, while
their other properties, namely their relative position in space, may be freely varied. To our knowledge this appli-
cation of inverse dynamics to this kind of display problem is new and has some very helpful side-effects. The con-
stant background computation to preserve the relative position and time of each way-point creates an illusion of
an inertially stable space that assists planning of relative movements about a target spacecraft. Additionally, this
technique assists planning by allowing separable solutions to dhe plume impingement, velocity limit, and traffic
conflict problems. Once a way-point has been positioned to bring an aspect of a maneuver within prescribed
limits, e g. relative velocity, the adjustment can be isolated from the effects of earlier adjustment such those to
satisfy a plume impingement constraint. This isolation of the solutions of the separate problems is an essential
characteristic since without it, the solution to one maneuver problem would undo a solution to another.

2.6 Operaiiulai tuiiirainib
The multi-spacecraft environment will require strict safety rules regarding the clearance from existing struc-

tures. Thus, spatial"envelopes" can be defined, through which the spacecraft is not allowed to pass. These spatial
constraints can be visualized as volumes on the display.
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Figure 7. Screen image of the proximity operations planning tool. The upper right window shows
the soft buttons for the viewpoint control mode. The out-of-plane display is shown in the middle
right window. The lower right window shows the fuel display. The main viewport shows an
incompletely planned mission for which three burns have been selected. The velocity vector or +V-
bar is shown by the arrow pointing to the right on the central grid line. Note that the relative
velocity vector on arrival, shown by the arrow in the lower right of the viewport, is outside of the
entry arc indicating the acceptable range of relative velocity on arrival with the target craft.

Restrictions on angles of departure and arrival may originate from structural constraints at the departure
gate or the orientation of the docking gate or grapple device at the target craft. Limits for the allowable angles of
departure or arrival can be visualized as cones on the display. In addition the terminal approach velocity at the
target might be limited by the target characteristics. Limits for the allowable start and end velocities can be visual-
ized as limit arcs associated with the approach or departure cones (See Figure 7). The limit arc symbols on the dis-
play graphically show allowable ranges of magnitude and direction for thrusts and relative velocities.

Way-point maneuvering burns are subject to plume impingement constraints. Hot exhaust gasses of the or-
bital maneuvering systems may damage the reflecting surfaces of sensitive optical equipment such as telescopes or
infra-red sensors. Even cold nitrogen jets might disturb the attitude of the target satellite. Maneuvering burns to-
wards this equipment are restricted in direction and magnitude, where limits for the allowable direction and mag-
nitude are a function of the distance to the equipment and plume characteristics. These limits can be visualized as
limit arcs on the display.

Flight safety requires that the relative velocity between spacecraft is subject to approach velocity limits. In
conventional docking procedures this limit was proportional to the range, [9] [10]. A commonly used rule-of-
thumb is to limit the relative approach velocity to 0. 1 percent of the range. This conventional rule is quite
conservative and originates from visual procedures in which large safety margins are taken into account to correct
for human or system errors. Although the future traffic environment will be more complex, and will therefore de-
mand larger safety margins, more advanced and reliable measurement and control systems may somewhat relax
these demands.

In this display the relative approach velocity is defined as the component of the relative approach velocity
vector between the two spacecraft along their mutual line-of-sight. The limit on this relative approach velocity is a
function of the range between the spacecraft. This function will depend on the environment, the task and the
reliability of measurement and control equipment and can not be determined at this stage. For this display a sim-
ple proportional relation has been chosen. The approach velocity limit is visualized on the display as a circle
drawn around the chaser indicating the minimum range between the two spacecraft allowed for th. prpopm

rpprac ,vc!,Ocy If te iariget craft appears within this circle, the approach limit has been violated.

2.9 General Comments
The proposed interactive orbital planning system should be seen as a step in determining a display format

which may be useful in a future dense spacecraft traffic environment. The examples shown here deal with the
most general situation, which involves departures from or arrival at non-stationary locations. Such missions
with spacecraft at non-stationary positions and substantial out-of-plane motion may represent worst-case situations
but these are the ones most likely to require customized maneuvering.
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It is hard to predict whether the constraints used here will be relevant and realistic in the future spacecraft
environment. However, they encompass in a broad sense the general type of restrictions which are expected in the
multi-vehicle environment, a g limitations on approach rates, plume impingement and clearance from struc-
tures.

A final restriction of the present display relates to the way the orbital maneuvering system is activated. Only
pure impulse maneuvering burns are considered, in which the duration of the burn is negligible with respect to
the duration of the mission and in which these burn cause major changes in the relative trajectories. Station
keeping or fly-by missions however, require a more sustained type of activation, such as periodic small burns with
several seconds intervals over a time-span of several minutes. A more "distributed"way of activating the orbital
maneuveing system could be introduced in which the operator has control over the frequency and time-span of
the activation.

A last comment relates to the way the spatial trajectory is visualized. The perspective main view shows the
projection of the actual trajectory on the orbital plane, rather than the trajectory itself. The reason for this is two-
fold. The orbital trajectory, with its typical cycloidal shape,when shown without lines projecting onto the orbital
reference plane, is ambiguous and might seem to come out of the orbital plane. This illusion may result from the
viewers familiarity with common objects such as a coil spring and has been first reported earlier [16] [17] (20] (Ellis
and Grunwald, 1987). Therefore, the trajectory can not be clearly shown without its projection on the orbital plane
However, since the symbolic enhancements and bum vectors relate to the in-plane motion and match with the
trajectory projection on the orbital plane, both the trajectory and its projection should be visualized. However, for
most views of a 3D display,both the trajectory and its projection on the orbital plane will show up as separate
curves, a fact that may cause confusion. Therefore, a compromise has been sought, in which the projection is
shown together with"pedestals" placed at the way-points orthogonal to the orbital plane, which mark the actual
trajectory at the way-points. In spite of these restrictions the proposed display illustrates the usefulness of interac-
tive giaphical trajectory design.

3. Experimental Study

An experiment has been conducted with the above planning tool to determine the time required to plan a
variety of rendezvous missions for which the target's orbital insertion parameters were systematically varied. In
particular, we attempt to develop a regression predictive of the time required to plan a rendezvous with a vehicle
simulating an inadvertently released objects from a variety of positions along the main structures of a dual-keel
space station configuration. The space-station is modeled in a 48C km circular orbit inclined 28. 5 deg. with respect
to the equator. This corresponds to a Vo orbital velocity of 7,623 m/sec or an orbital angular rate 0.0011 rad/sec.
The chasing vehicle for the maneuver departed from a +V-bar location on the station and may be thought of as a
craft attempting to recover an astronaut or small object such as a wrench accidently released with either 0 or
moderate (1.0 m/sec) delta v and which is drifting away under the influence of orbital mechanics. Out of plane
components of the target were randomly selected to be ±0.25 or ±0 5 m/sec. The direction of the adcted delta y at
insertion was systematically varied in 8 equal directions about the +V-bar. The 10 orbital insertion points for the
targets were distributed along the port keel of the Space Station from 200 in above the center of mass to 150 m
below itand randomly selected to produce 90 different recovery scenarios The plarned I way flight time was 20
minutes and the maneuver took place during orbital daylight. The scenario5 simulate the rendezvous phase of a
rendez, cus and retrieval mission.

3.1 Task
The subject's task was to expeditiously plan a feasible in and out-of-plane trajectory from a Space Station +V-

bar departure port to rendezvous with the target subject to plume impingement constraints on the station, avoid-
ance of the station's structure, and alignment of the relative velocity vector on rendezvous to fit within the 30 deg.
entrance cone. All subjects were told to complete their planning task quickly, much as they would wish to walk
across a room without wasting time and not to worry about minimizing overall fuel use, though they were limited
to 12 m/sec delta v of maneuvering fuel. Figure 9 illustrates a three burn partial solution to one of the experimen-
tal scenarios in which the relative velocity on rendezvous has not yet been adjusted to fit within the approach con-
straint shown by the approach cone.

Effect of insertion Angle on Planning Time

o.'0 . .. . ... . .

0 .5 00 635 1;0 25 270 30
in.,rtion .Inie (deg)

Figure 8. The mean plaming time from each of three
subjects shows a marked peak for target insertion angles
around 200 degrees. The error bars are ±1 standard error.
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3.2 Subjects
Three highly practiced subjects very familiar with the operation of the planning tool planned rendezvous

for the set of initial conditions which were generally novel io them.

3.3 Procedure and Design
Before beginning the experiment the subjects reviewed a training manual describing the display's controls

and practiced their operation on a sample rendezvous. Thereafter, subjects were automatically presented through a
UNIX C-shell script with the 90 rendezvous problems in four approximately equal groups of randomly ordered
conditions. Data collection took about 6 hours and was generally spread across two days. Descriptive statistics were
collected automatically by the IRIS computer to summarize planning time, fuel use, number of way-points used,
and a large number of other detailed characteristics of the mission planning process.

3.4 Results
The planning time required for the selected missions was highly dependent upon the angle of the insertion

delta -. (Figure 8) Analysis of variance on time (F=7.968 df=7,14 p < .001) showed that the effects of insertion angle
were large, statistically reliable, and dominated effects due to the point of insertion. Planning time was not signifi-
cantly affected by the selection of an insertion point. (F= 0.584 df=9,18 ns) and there was no statistical interaction
between the insertion angle and the insertion point. (F=O 870 df=63,126 ns).

3.5 Discussion
In earlier experiments differences in planning time appeared mainly due to the misalignment of the ap-

proach cone axis with the relative velocity resulting from a two burn fuel-minimum intercept trajectory. These
differences were reduced by practice, but maintained a rough proportionality 121] (Ellis and Grunwald, 1988). Thus,
a rendezvous that took twice as long as another approximately maintained this proportion as practice reduced the
times for both of them. Thus, the differences observed in the present experiment with highly practiced subjects
probably reflect genuine differences in planning difficulty arising from the interaction of orbital dynamics and the
mission constraints. For the particular conditions used, insertion angles near 135 degrees are particularly hard. Ac-
cordingly, potential chase vehicles should be positioned at several ports, V-bar and R-bar, to facilitate capture of in-
advertently separated objects.

The results of the present and previous experiments make clear that experienced human operators can
manually, quickly plan complex orbital maneuvers when their planning tool is adapted to their capabilities. It is,
none the less, also clear that automatic systems could Also plan these maneuvers. These results can help set per-
formance criteria for these automatic systems since they should at least be capable of producing feasible plans in less
than two minutes to beat a manually determined plan. Incorporation of all the mission constrairts, however, can
greatly complicate and lengthen an automatic search since these constraints may be arbitrary placed in space and in
some cases may be discrete. The development of useable search algorithms is a current direction of research and
certainly constrained random search strategies could be adopted if more efficient analytic method, do not work
well f221 (Soller, Grunwald, and Ellis, 1989).

But is it also clear that however the maneuver is planned, any astronaut who would be flying the mission
would want to foresee what the system has planned for him and be able to visualize his trajectory, if for no other
reason to monitor its unfolding as it is flown. Automatically generated trajectories will only be as good as the de-
signer's hindsight in selecting optimization criteria and mission constraints. Unique mission features or failures
may arise that require the custom-tailoring of a trajectory. Significantly, the mission planning interface described in
this paper also can serve as an interface to an mission "editor" that would allow an astronaut to visualize the
planned trajectories and edit them if necessary to suit his special requirements.
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Figure 9. In-plne orbital situation showing the difference
in phase angles (Do and 0 for the space station and another
spacecraft. Note that the bold solid line represents the ab-
solute spacecraft orbit and the dotted line represents its
trajectory relative to the space station. The ratio of r to R0
has been greatly exaggerated.

Appendix

Relative motion in space-station coordinates

The relative position and velocity of a co-orbiting spacecraft in space station coordinates are x0 ( xo, yO, z01

and _ {, O, Y0} and are obtained from space station based measurement equipment where- x0 = dx0 (t)/dt etc. de-
notes the time derivative.

Since the displacements and velocities in the out-of-orbital-plane direction yo are usually much smaller
than the ones in the orbital plane, in x° and zo direction, and since out-of-plane maneuvering burn does not
significantly alter the total orbital energy, the out-of-plane motion can be decoupled from the in-plane motion.
Hence, the in-plane motion will be analyzed first.

At the initial time t = to the radius of the space station orbit R0 is given by: Ro = RE + i, where RE =
6,378,140 m is the equatorial earth radius and h = 480,000 m is the altitude of the space-station orbit above the earth
surface. The absolute orbital velocity of the space-station is then given by: Vo = (GM /R0 )1/2, where GM = 3.986005
x 1014 m3/sec 2 is the geocentric gravitational constant. For simplicity the curvature of the V-bar is assumed the to be
negligible, so that

S-x
r - -Z

0

(labc) v s + r

c = tani'(:/;) ;;0

(2ab) ai = tan'it/s)+ 180, ; < 0

where s is the distance measured along the V-bar between the space station and the spacecraft's R-bar, r the dis-
tance of the spacecraft above the V-bar, measured along the R-bar, v the magnitude of the relative velocity and a
its direction, measured from the V-bar in upwards direction (positive rotation in the right-hand system). The rela-
tive velocity reflects the situation just after the activation of a maneuvering burn.
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Although the general solution for orbital motion is fairly complex and non-linear, the relative motion be-
tween two co-orbiting spacecraft in close proximity, can be simplified by a first order approximation. This is known
as the Euler-Hill solution which allows both the "forward" solution and the "inverse" solution. The forward
solution computes at a given final time tg and for a given relative initial position and initial velocity vector, the
final relative position and velocity. On the other hand, the inverse solution computes for given tf and given ini-
tial location, the required initial velocity vector to reach a given desired final location. The linearized Euler-Hill
solution is derived as follows.

The in-orbital-plane motion of a spacecraft orbiting the earth is described by two degrees of freedom: the ra-

dius R and the orbital angle, D, with respect to an arbitrary fixed reference (see Fig. 9). Making use of Newton's first
law and his law of gravity, the equations of motion of the spacecraft in the absence of external forces are given by:

(t) R(t) + 2(b(t) R(t) = 0

2 + GM
Rw-(4)(t) RRt)) -M

(3a,b) R(t)

The motion of the Space Station is described by Ro(t) and 4 0(t) R(t) and 0(t), can now be expressed as:

R(t) = R0 + r(t)

(4ab) 1)(t) = (DO + (t)

Since the spacecraft is in close proximity to the Space Station r and are relatively very small in comparison
to R0 and (o. Since the Space Station is in circular orbit, it follows that

Rdt) = Ro= constant and

(Sa,b) cOdt) = n0 = constant

where no is the mean motion or angular orbital rate of the Space Station in radians/sec.

ol Differentiating Eqs (4a,b) and using Eqs.(Sa,b) yields:

hR(t)-":i(t); R(t = rOt

(6a-d) I(t) =no+ ; 4=,

Substituting Eqs.(6a-d) in Eqs.(3ab), neglecting products of r and 0 and of their derivatives, using Keppler's third
law:

n0

and using the definitions:

;(t) Ro(t); (t) - Ro(t)
(Sa,b)

yields the linearized equations for the relative motion of a spacecraft with respect to the Space Station (Euler-Hill
equations).

s(t) + 2n 0 (t) = 0
2

(9a,b) r(t) - 3 nor(t) - 2 no;(t) = 0
(9a~b)
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For given initial conditions r0, io, so, ;o where r0 = r(to) etc. , the solution for r(t) and s(t) written in matrix
form is:

o]. , [ - 1 J r

(10) 1s(t)J Laa.J[soJ +Lb 1 so

where

a= sin(nt)

a;= 2.[1._ cos(not)}
az, = -av

av= nI [4sin(not)- 3 not]

bj = 4 -3cos(n0 t)
(11a-f) bu = 6[sin(not) - not]

and the solution for the velocity v, ,!r components ?(t) and (t) is:

+ ,(t) jr [, 0 ][e,

(12) L(t)J - [dziduJJ Lez, 0 Isj

where
d, = cos(not)
d= 2 sin(n 0 t)
dzi -d,2

d= [4 cos (no t)- 3]
e 3nsin (nt)

(13a-)e, 6 ncos (nt)- 1]

Eqs.(l0-13) constitute the "forward" solution. For a given final time or time-of-arrival t = tf first the coeffi-
cients of Eqs.(11) and (13) are computed and after that with Eqs(10) and (12) the final position rf, sf and final velocity
;(, ;f, are found, where rf = r(tf) With the "inverse" solution, the initial velocities o and s0 have to be computed
for given -e-of-arrival tf and given initial position r0, so and final position rf, sf . These velocities are easily
obtained from Eq.(10) according to'

- aa)jj r,- 1,,ro
(14) o [a,:aj s- b ro - so

where

[a0, a,, 1  rau-aI
(a, 1a j ta0, az2 + a -) ',a,'J

and then may be used to compute the angle and magnitude of of relative velocity, a and v from Eq.(1) and Eq.(2).
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SMMARY

The introduction gives a short review of the effects that onboard liquid may have on the dynamics of
the spacecraft. A distinction is made between arbitrarily moving craft and spin-stabilized vehicles. The
modelling of rotating liquid behaviour is very complicated and generally allows only to make predictions
on the stability behaviour of a spinning spacecraft.

A flight experiment with a model satellite, with liquid in an annular tank, during parabolic
aircraft flight is described. From a filmed record of the unconstrained motion, the attitude of the
satellite is reconstructed. Details of the image processing scheme are given.

The numerical simulation of tile motion of the model satellite is explained. The liquid is inviscid
and is assumed to move in the tank in two directions only, i.e. radial motion is neglected. Surface
tension effects are important and are fully accounted for. The angular rates of the model following a
short-duration torque, are presented. Plots of tile liquid motion are included.

INTRODUCTION

Spacecraft attitude control is only one of tle disciplines that are concerned with tile dynamics of a
solid body with a liquid reservoir. Terrestrial problem areas are represented by sloshing liquid in
vehicles like trucks, ships or rockets but there are also dynamic problems governed by rotation of the

tank such as spinning liquid-filled projectiles. In the sequel tile tank will denote the solid part of the
body with liquid. It is characterized by mass, moments of inertia, internal geometry and location and
orientation of the void with respect to its center of mass. Although the elastic properties of the tank
are important for some types of problems, these will be disregarded In the present paper, i.e. the tank

is assumed to be rigid.

For spacecraft the effects of gravity on the liquid configuration in a partially-filled tank can be
disregarded. This condition may also apply on earth; when the transient or centrifugal accelerations of
the tank are much larger than g. However, in space the tank accelerations could be sufficiently low that
the surface tension of the liquid has a considerable Influence on its behaviour (Ref. 1). The order-of-

aL.
2

magnitude relation between these two effects is expressed by the Bond number Bo = -- where

a - acceleration, 8 - kinematic surface tension and L is a characteristic dimension. Low Bond number
conditions on earth can be achieved only by reduction of L, commonly to submillimeter dimensions
(capillarity, porous media), or in a static configuration of two isopycnic immi3cible liquids.

A further consequence of the space environment is the absence of supporting forces and thus, at

least for some spacecraft, conservation of angular and linear momentum. This is of importance for the
stability behaviour of spinning spacecraft; reference 2 illustrates how internal (viscous) dissipation
destabilizes a top with constant angular momentum as compared to a top acted on by external friction. It
is noted that this effect complicates the testing on earth of the attitude behaviour of spacecraft even
with full tanks, i.e. without excursions of the center of mass (Ref. 3,4).

There have been meetings devoted to the dynamics of spacecraft with liquid (Ref. 5,6,7), although
recent presentations were given at more universal conferences. A general opinion is that most real
problems are intractable and can be solved only by numerical simulation. The behaviour of liquid as
forced by surface tension in a tank with prescribed motion can be modelled satisfactorily (Ref. 8-11) but
at a cost of long run times even on a supercomputer. The simulation of the coupled problem, where the
rigid body moves under liquid forces, is less well developed (Ref. 12-14). The present paper applies and
extends the method developed at NLR to a configuration that can be analysed by approximate methods.

Building blocks for a comprehensive body of knowledge exist. The basic thbory is elaborated in tle
standard book of Moiscyev and Rumyantsev (Ref.15) and developed considerably since. The pure hydrodynamic
apenrtt of eApMl1lsy 14,l,. Tntj,", etarr±,g fron :: !,ydrc. t-c j... .. r... conf.,Jta., , lpud
in reference 16. For spinning tanks a variety of stability criteria have been derived (Ref. 17,18) and
detailed analyses for idealized liquid configurations are available (Ref. 19,23). Experiments with moving
tanks in microgravity have been conducted and are reported in the literature (Ref. 21-26). The data
generally consist of measurements of liquid response to a forced motion of the tank, as recorded by a
dynamometer. Observations of coupled motions, reported in the sequel, are less common (Ref. 25; see also
ONERA contribution in Ref. 7) but somecines give data on actual spacecraft behaviour (Ref. 25,27). For
early work the bibliography of reference 28 could be consulted.
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The experiments and tests are, with exceptions, not performed on full-size spacecraft but on scale
models. There are two types of objectives for such programs: 1) to test a crucial phase in the mission of
the actual spacecraft (Ref. 24,25), or 2) to determine experimental values for parameters that figure in
lumped parameter models of spacecraft behaviour (Ref. 29-32). The modelling laws are not very well known
and so the scaled model experiments are not truly reliable. Progress in this area is most wanted.

BACKGROUND OF THE INVESTIGATION

At NLR, research on the effects of liquid on spacecraft motions started in connection with the IRAS
satellite. This spacecraft was equipped with a large dewar with superfluid helium and had a manoeuvering
capability in order to train a telescope at a desirable location on the celestial sphere. Over the years
experiments on forced liquid behaviour in containers with simple geometric shapes have been conducted
(Ref. 33,34). The present investigation has been conducted with a free-floating Lank with annular
cylindrical void. The article is denoted by Wet Satellite Model, or WS. A sketch of its cross-section is
given in figure 1.

The tank possesses inertial axisymmetry; its moment of inertia about the axis of symmetry is I., the
(principal) moment normal to the axis is I . The liquid inside the tank cannot move swiftly in the radial
direction, i.e. normal to the cylinder surfaces. This feature allows to model the liquid behaviour with
only two velocity components, i.e. neglect the radial velocity. A further important simplification
results if the liquid is assumed to be inviscid. In that case the liquid cannot exert a torque about the
axis of symmetry since the forces from liquid pressure are either parallel to or intersect this axis.
During a transient motion the forces at a stuck contact line could possible result in such a torque but
this remains to be investigated. First order corrections to the inviscid case 4ith no radial flow can be
obtained from solutions of the linear perturbation equations.
Although the previous discussion has considered the wall pressures as the coupling between the liquid and
the tank, it is more convenient to formulate the problem as If the liquid were solidified and correct for
liquid motions by additional forces (Ref. 12,35,36).

The equations for the dynamics of the tank and the liquid are:

MR + co x r* -w x (w x m ) f JPadV -2 f Pu x vdV + K (1)
liquid liquid

- xom+ IJ -0 x I.w- P xadV- 2 Pfrx (x X)dV+ M (2)liquid liquid

V.v - 0 (3)

+ 1 Vp-v - - -wx ( x) - r -2 w xv + F (4)

where a superposed dot indicates the rate of change it, an inertial coordinate system. The body-fixed
coordinate system Oxyz is at position R in this inertial system and has angular velocity w. The other
variables are:

m - total mass of tank with liquid

; - position of center of mass in Oxyz in general time-dependent for a
I inertia tensor of frozen system about 0 partially filled tank
r - position of liquid element in Oxyz
X - liquid velocity with respect to Oxyz
a - liquid acceleration with respect to Oxyz
K - sum of all forces on the system
M- sum of all torques on the system
F - sum of body force accelerations on the liquid
p - liquid pressure
P - liquid density
V - kinematic viscosity

The solution of equation 4 requires boundary conditions (Ref. 15):

at the liquid-solid interface v - 0

af
at the liquid-ullage Interface T+ (Y.V)f - 0

G(V'29) " P Pullagc

at contact line n n 1 1 osO (roving contact line)

where f - coast, describes the free surface of the liquid

- " - normal to the free surface

o- surface tenslon
-* contact angle

Other conditions may be imposed at the contact line, depending on the physical properties of the material
phases. Initial conditions complete the requirements for a solution of the ecuations. Equation 4
identifies at least three timescales, related to w (spin), 6 (nutation) and R (slosh). For spinning
liquids, additional time scale:t result from inertial or Rossbywaves (Ref. 37)? Parametric resonances
could occur when the timescales of different phenomena get it tune. The various frequencies are present
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in the pressure field and thus also in the liquid force that acts on the tank. Identification oL these
frequencies is an important means of diagnosis of liquid behaviour. High frequency components are
generally damped quickly in small geometries (by viscous friction) and so one may expect scale models for
large spacecraft to represent fundamental modes behaviour only.

PARABOLIC FLIGHT EXPERIMENT

The experimental data have been collected during free-fall generated in an aircraft in parabolic
flight (Ref. 38). The flight opportunity was provided by ESA during a campaign in August 1988 with NASA's
KC-135 aircraft (Ref. 39).

Hardware
A sketch of the WSM is given in figure 1. The tank void has a hoight of 250 mm, between two

cylindrical surfaces of radii rI - 128 = and r2 - 144 mm. The weight of the empty WSH is 4510 gr, its
principal moments of inertia are I - 0.0686 kgm' about the axis of symmetry and I - 0.0631 kgm

5 
normal

to that axis. The moments have beeR determined by calculation and from experiment ttorsional pendulum
method).

Some stickers with Jharacteristic shapes were glued to the WSM in order to establish its attitude on
pictures. The contained liquid, water, was coloured with food colouring for better identification. A
picture of the SM in weightlessness is given in figure 2. The colouring did not affect the surface
tension, as evidenced by measurement.

The momentum device and brake assembly (Fig. 1) consists of a gyroscope with 0.12 kgm's
-
1 of stored

angular momentum and a mechanical brake. Upon release of the WSM, this brake is automatically applied
and, within approx. I second, brings the rotor to a complete stop and so accomplishes the transfer of the
angular momentum to the whole WSM. The performance of the brake has been measured. The results show that
the transfer of momentum is reasonal .y constant, after a fast rise and before a steep decrease at the end
of the braking period.

The momentum device can be affixed in two positions. The first option has the rotor axis aligned
with the axis of syrmetry of the WSM, the second has the rotor with an angle of s/4 with this axis at the
center of the WSM.

Scenario
For the execution of an experiment, the opetator holds the WSM steady at a central location in the

aircraft. When the parabola is well-initiated, he releases the WSM. This action removes a power plug that
provides the board electricity to the runnirg gyro, and thereby also releases a spring that activates the
mechanical brake on the gyro-rotor. The operator observes the WSM and recaptures it before it hits the
wall or bottom of the cabin.

The behaviour of the WSM is recorded on 16 mm film, at 24 fps, by a cameraman who remains steady in
the aircraft. From this filmed record the kinematics of the motion are to be reconstituted.

The dimensions of the WSM, for a given gyroscope, are selected such that surface tension effects can
be expected to be important. In addition, the nutation frequency and the fundamental slosh frequency
should be of comparable magnitude. This last requirement may be expected to produce a clearly different
behaviour of the WSM as compared to a completely solid spacecraft.

I

The nutation frequency 0 a w where w is the rate of spin, C ICosa 5
and a - nutation angle. The value for c as listed is for an empty, solid WS,. However c is not expected

to change much from liquid loading and will be about 1.1-1.2. Thus, for small nutation angles, 0 " w.

The fundamental slosh frequency in the annulus can be related to the frequency in a cylinder as a
function of Bond number (acceleration) (Ref. 40). If one assumes that a comparable relation holds for
centrifugal fields, i.e. with a Weber nuber rather than a Bond number, the slosh frequency in the
annulus can be related to the results for a rotating cylinder. Such data have been obtained during a D-I
experiment (Ref. 34). Substitution of the pertinent paraneters produces a formula

2 - 25 10 .2

where w is the fundamental slosh frequency in a spinning annulus, 8 - kinematic surface tension and
R - outer radius of the annular void. The formula is expected to hold good only for high annulus ratios,
i.e. r1/r 0.6. Evidently w > w and no interference between slosh and nutation frequencies may be
expected for small nutation a

n
gles! Increase of c could bring about such occurrence but thi? is

undesirable since the consequent WSM motion would be very stable. If ws - 0, wA - 0.72 s , possibly of
importance during spin-up.

The initial spin-rate a of the WSHI may be estimated from the transfer of angular momentum from the
gyro-rotor to the empty WSM. Then

H - 0.12 kg
m

2s
" I  

Iwo - 0.0686 we

or we - 1.75 s " 
1 16 rpm

This value will decrease corresponding to a tranyfer of angular momentum to the carried liquid. A
reasonable order-of-magnitude value for w - I s . Then the motion is characterized by a rotational Weber
number We:
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We - centrifugal pressure . wrr2tWe- surface tension r 4.0

where t is the width of the annulus and r the average radius. As a consequence one may conclude that
capillary effects will have a strong influence on the motion. If a free-float time of 6 seconds is
assumed (Ref. 24), only 1-2 full revolutions of the WSM will be accomplished, much too short for
development of rotational flow.

Results
Although many test runs with the WSM were performed, only nine have been recorded for evaluation. Of

these, two had the momentum device angled at the axis of symmetry and images of there runs have been
analyzed.

It soon turned out that the manual release of a WNSM of this size did not sufficiently guard against
g-jitter disturbances on the contained liquid. As a consequence, the liquid was moving already prior to
release and, moreover, was srmetimem fairly arbitrary distributed over the tank. Therefore the comparison
with the numerical simulation results, that start from well-defined initial conditions, can only be
qualitative.

Image Processing
The flight film has been transcripted to 24 mm format in order to fit available image processing

hardware. After some trials, a semi-automatic procedure was established for the extraction of WS
attitude data. Each film frame in sequence is digitized via a CCD camera and the image presented to the
operator at an IRIS workstation. The operator controls a wire figure with the same outline as the WSM.
Via a mouse the best coincidence of the wire frame with the WSM is generated. The attitude angles of the
wire frame are taken as the WSM data.

quantitative Data
Although the image translates with respect to the camera, the effect on the reconstitution of the

attitude motion is slight, as confirmed by some tests. Rotational errors are much more influential; if
the aircraft goes over the top of the parabola during the recording, a rotation of up to 90

° 
in pitch

could be superposed on the WSM. No corrections for this effect have been made and the camera is taken to
fix an inertial coordinate frame.

The body-fixed coordinate system of the WSM is related to the inertial frame of the camera by three
consecutive rotations. The relation between the two coordinate systems is given in figure 3. The unit
vectors of the camera system have subscript a, those of the WSM system 3. Then

_3 cosC 2 cosv3  s pI sik 2 cosO3 + cos 0 siC 1 siV 3 - cosa I si92 cosa 3

131 '-cosY 2 s 3  cos I cscosP3 i 2  o3  cslP 2 siP3  sP.I cosv 3  eosvI siv2 sPP3

k3 i si1p, - si01 coca 2  cos I eosk2
3 c i 2 3 cossi2

where 01, 02 and P3 are the magnitudes of the successive rotations in figure 3. These quantities are
sometimes referred to as Tait-Bryan angles.
The WSM axis of symmetry is along k3. The plane wherein the canted gyroscope axis is contained has to be
determined a posteriori since no record was kept of the initial alignment of the WSX with the camera. The
camera view direction is along-k.

The recovered attitudes from 76 consecutive frames of film are plotted in figure 4. The ordinate
(Row index) represents time steps of 1/24 seconds. The data could be smoothed in order to obtain angular
rates in other coordinate systems, e.g.

Il 0 +9 s IV
1 1 3 2

2 
•  2 1 - 93 silP cos';2

I-9 siC' + 0 coa1P cosP
3 2 1 3 1 2

represents the rates in the inertial system as a function of the Tait-Bryan angle rates.

NUMERICAL SIMULATION

Concept of the Mathematical Model
The theoretical investigation that complements the experiments is focused on the numerical

simulation of the motion of the WSM. At NLR, a (Fortran-77) simulation envionment has been developed
that can efficiently be used to investigate numerous aspects of spacecraft aotions. This simulation
environment includes models for the liquid/solid-body dynamics, sensors, actuators, external
disturbances, satellite trajectory generation and satellite control (see Fig. 5). Each model can be
replaced by a substitute one that performs the same function. Thence, a sLulation environment can be
refined or coarsened where appropriate.

In this particular case study, only the models for the liquid/solid-body dynamics and the actuator
are relevant. The gyro-and-brake assembly in the WSM has been modelled such that the total momentum of
momentum is transferred, once the brake is applied, to the whole WSM within one second. In the simulation
the gyro-axis and the tank-axis meet at an angle of 45".

The model for the liquid/solid-body motion is based on the computer program ANVOF that has been
developed at NLR to simulate narrow annular cylindrical tanks partially filled with liquid. In this
model, two sets of equations may be distinguished. tank equations and liquid equations. In the tank
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equations (1) and (2), the velocities w , and the accelerations , are the unknown variables. In the
liquid equations (3) and (4), however, ?he velocities and acceleratons in the liquid are the unknown
variables. The two sets of equations and their coupling is depicted in figure 6. The coupled equations
are integrated explicitly. This means that, when a time step from time t to time t+At is simulated, the
two sets of equations are integrated in parallel (see figure 7). The tank model controls the time
integration. At the new time level t+At, tile two models exchange information which will be used in the
integration of the next time step. The information transfer of the tank model to the liquid model
consists of the parameters R , R , w and 6, whereas the reverse information transfer consists of tile
contribution of the liquid to the position vector of the system center of mass, to the moment of inertia
tensor and the integrals in the righthandside of (1) and (2).

Since the tank model needs information from the liquid model at time intervals At, the integration
of the equations of motion of the liquid w.r.t. the tank may take several internal (smaller) time steps.
This is the major advantage of the partitioning: time step restrictions in the liquid model have no
effect on the time steps in the tank model. The numerical stability aspect of the method of partitioning
is described in reference 12.

Numerical Results
In order to illustrate the influence of the liquid motion on the motion of the tank, first the tank

without liquid is considered. The characteristic quantities of the tank are given in table 1. A torque
about the center of mass and at an angle of 45' with the tank axis of symmetry is 5pplied during one
second. After the one second period, the simulation is concerned with a torque-free attitude motion only.

The results from the simulation program are shown in figure 8. As can be seen, the tank is given,
almost instantaneously, a rotation along an axis in the x-z plane, with components of approximately
.72 rod/sec and .84 rad/sec along the axis of symmetry and the x-axis, respectively. In the torque-free
motion, the tank keeps its angular velocity of about .72 rod/sec around its axis of symmetry for the
remaining part of the simulation.

The values of the angular velocity components along the body-fixed x-axis and y-axis, however, are
changing as the simulation goes on. In fact, the value of W varies harmonically between (-.84 rad/sec,
+.84 rad/seci, while the value of w simultaneously changes such that W

2 
+ -2 _ (.84)2. Thus, the angular

velocity vector 2 keeps its constanY value during the whole simulation: onlyythe direction of its
projection onto the x-y plane varies continuously as time progresses. The periodicity of this motion is
approximately 47 seconds. Two cones can be used to describe the motion: a space cone that i5 attached to
the angular momentum vector fixed in inertial space, and a body cone that is attached to the body-fixed
coordinate system and aligned with the tank axis of symmetry. The motion can be visualized by the rolling
of the body cone on the space cone, with w corresponding to the line of tangency (Fig. 9).

The second simulation has the tank partially filled with an inviscid liquid. The characteristic
quantities of the system are given in table 2. Again a torque H at an angle of 450 with the axis of
symmetry is applied during one second. After the one second period, the system is allowed to move freely.

The time step in the liquid model is chosen to be .01 second. The time step in the tank model equals
the time interval between consecutive information exchanges of the tank model and the liquid model:
At - .1 second. In the initial configuration the liquid height is constant. The liquid sass is
approximately 36% of the total mass. The calculations are performed for a surface tension of 70 mN/m and
a contact angle of 70*.

In figure 10, the angular velocities around the body-fixed coordinate axes are shown. As in the
first simulation, the tank is given, almost instantaneously, a rotation along an axis with components
along the axis of symmetry and the x-axis. Again, the angular velocity around the first axis is
practically constant during the whole simulation, only a moderate change of its value can be observed as
time progresses. This could be due to the action of surface tension at the contact line.

The near equality of the principal moments of inertia of the tank makes the growth of the W
component very slow. It is apparent that the (Inviscid) liquid is not very effective in couplingYthe
rotation rate components. However, it is interesting to note that the values of W x and Wy start with
opposite sign, in distinction to the behaviour in figure 8.

In the figures 11 and 12, the tank has been cut lengthwise and subsequently unfolded. On the
horizontal axis, the location at the tank periphery can be read. The liquid height is displayed
vertically. In figure II, it can be seen that, already in an early phase of the simulation (i.e. after
2.6 seconds), a particular column of liquid reaches the top of the tank. When the contact area of the
liquid with the top of the tank, has increased to a certain extent, the liquid height at the "right" side
of the contact area starts to decrease, while the contact area is expanding to the "left". The location
of the contact area at different points of time is clearly displayed in figure 12.

The variation of the liquid height as function of the time is displayed in figure 13 for 4 different
positions at the tank periphery. The positions are chosen such that they divide the tank cross-section in
four equal parts. It may be noted that a more smoothly varying fukction will be obtained by using a finer
spatial grid for solving the Navier-Stokes equations.

CONCLUSIONS

The presented results are preliminary. They constitute a first test of an experimental system and
its numerical simulation. Various improvements and extensions of methods can be identified for additional
work.

The experiments showed that microgee times of about 6 seconds are feasible for free-floating
articles on an aircraft like the KC-135. Filmed records of 30-cm objects are sufficiently clear that they
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can be reduced to numerical sequences of attitude angles vii. a non-dedicated image processing tystem.
The aircraft environment does not allow to start with well-defined initial conditiont in the tank unless
special measures are introduced.

The numerical simulation of the combined liquid-tank motions has been accomplished for large,
unconstrained amplitudes of these motions. Several difficulties have been surmounted, notably the
modelling of the liquid behaviour upon contact of a confining wall.

After a closer comparison of experimental and numerical results, extension of the investigation is
considered in the following areas:
- modify the WSM in order to start with known initial conditions of the liquid
- incorporate accelerometers on the WSM for direct recording of the motions ("ballistometry")
- introduce viscosity in the liquid model
- improve modelling of liquid behaviour, guided by the experimental data
- prepare for longer duration experiments.
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iABLI: I TABLE 2

TANK TANK
inner radius (cm) 12.8 inner radius (cm) 12.8
outer radius (cm) 14.4 outer radius (cm) 14.4
height (cm) 28 height (cm) 28
maqs (gr) 7247 mass (gr) 4507
center of mass (cm) 0 0 0 center of mass (cm) 0 0 0
inertia ter.sor 996000 0 0 inertia tensor 637000 0 0

(grcm
2
) 0 996000 0 (grcm

2
) 0 637000 0

0 0 I1S000 0 0 675000

LIQUID
height (cm) 20
mass (gr) 2740
density (gr/cm

3
) I

inertia tensor in 359000 0 0
equilibrium position 0 359000 0

(grcm
2
) 0 0 506000

NUMF 'AL DATA
numbr of points in liquid model 132
time step In liqulid -d (.C, .XA

time step in tank model (scc) .1
time between information exchanges(sec) .1
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FLEXIBLE SPACE-BASED ROBOT

MODELLING AND REAL-TIME SIMULATION

J.J.M. Prins, P. Dieleman and P.Th.L.M. van Woerkom
National Aerospace Laboratory (NLR)

P.O. Box 153,
8300 AD Emmeloord,
The Netherlands

SUMMARY
The Hermes manipulation system (HERA) is a sophisticated space
manipulator system, which has to perform tasks ranging from
berthing to tool operation in various operational modes from
fully automatic tc purely manual.
Development and qualification of such a space-based manipulator
must be supported by computer simulation facilities.
The HERA system main contractor is Fokker Space & Systems B.V.
(FSS). The National Aerospace Laboratory (NLR) in the Netherlands
is responsible for the development of the so-called HERA Simula-
tion Facilities (HSF).
The paper will focus on the HSF-P*: a first 'pilot' real-time
simulation facility. Design concept, simulation models and
%upport tools are discussed in some detail.

1. INTRODUCTION

When the Hermes space plane has to perform external servicing of the Columbus Free Flying
Laboratory, Europe's autonomous space station, a manipulator arm will be required. The
Hermes manipulation system (HERA) is a sophisticated space manipulator system, which has
to perform tasks ranging from berthing to tool operation in various operational modes
from fully automatic to purely manual.

Development and qualification of such a space-based manipulator must be supported exten-
sively by computer simulation facilities (Ref. 1). The HERA Simulation Facility Pilot
(HSF-P) is the first ('pilot') facility in a series of simulators, both real-time and
non-real-time, that is developed to support this in-orbit operations technology.

The simulation capability of the HSF-P offers:
- the basic operational environment required for research and development of the HERA

manipulator system, allowing:
- evaluation of operator-in-the-loop support software;
- visualisation of manipulator operations;
- analysis of operational aspects (e.g. time-lining);
- feasibility experiments on manipulator operations;
- development of hands-on experience with HERA-operations by HERA design engineers.

- a simulated environment with sufficient fidelity to allow experimental evaluation of
real-world (shirt-sleeve) teleoperator station requirements.

This paper gives a concise description of the Hermes manipulation system to be simulated,
the HERA simulation facilities involved and focuses on the pilot simulation facility
HSF-P.

2. HERMES MANIPULATION SYSTEM

According to the present concept (Ref. 2) HERA is a manipulator with 6 degrees of free-
dom, i.e. during operational use the arm has six controllable joints. An additional
degree of freedom is contained in the deployment mechanism which is fixed during normal
operation and is used to move the arm to its initial operational position. Another
additional degree of freedom is used to allow for relocation of the arm, e.g. move the
arm from the Hermes space plane to the Columbus Free Flying Laboratory.

Operational functions to be carried out by HERA are at least:
- inspection;
- replacement and exchange of Orbit Replaceable Units;
- transfer ot objects (spacecrart or tool);
- support of Extra Vehicular Activities (EVA);
- relocation of itself.
Tasks may also include (re-)berthing and capture of free flyers.

kSFP Is devotoped fr Europem Space Ageorcy ESA "lnd Fokker Space & Systemos FSS wder citract 72Z2/87NL by the Natio|aL Aeropace Laboratory NLR
(Ataterdam) Kid OS5/8orO vo0r Systee fwlikktt1ig (Utrtcht). The project has beeen nooer. d by the Nothrtanft Agency for Aerospace ProgrW NIVR.
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The manipulator, with a total length of approximately 10 m and a total weight of approxi-
mately 200 kg, will be capable of handling payloads of more than 20.000 kg. Appropriate
control of the movements of the manipulator requires special attention for the following
aspects related with system dynamics:
- effects due to flexibility of the long and slender beams;
- effects caused by elasticity of the gears used in the joints;
- effect due to the location of the manipulator at a moving base (e.g. Hermes) and

effects caused by control interaction.

The arm will be provided with exterioceptive sensors to enable both man-in-the-loop and
automatic control of the manipulations. These sensors are:
- camera's located on the elbow and on the end-effector, Hermes and the Free Flyer;
- torque/force sensor located in the end-effector to control operations in which inter-

action with the environment is involved (e.g. insertion and extraction operations).

The arm will be controlled from the Hermes co-pilot station by means of two
handcontrollers, having three degrees of freedom each, a keyboard, a cursor positioning
device, four video displays and an emergency switch board.

3. HERA SIMULATION FACILITIES

The HERA Simulation Facility (HSF) consists of three distinct facilities (Ref. 3):
- the HSF Pilot (HSF-P), a first 'pilot' real-time simulation facility;
- the Non-Real-Time HSF (HSF-NRT), the main HERA simulation tool for detail-4 design,

analysis and verification. It will feature the highest model fidelity of all three
facilities;

- the Real-Time HSF (HSF-RT), an extensive real-time facility to provide high fidelity
real-time "hardware-in-the-loop" and "man-in-the-loop" simulation capabilities.

HSF-P was identified to be the first facility needed by the HERA system developer FSS.
This facility has been developed and built by NLR and BSO during the last two years and
passed its acceptance test in September 1989.

4. HSF-P DESIGN CONCEPT

HSF-P design has led to an architecture that contains as main components:
- the Flight Teleoperation Facility test bed, which is basically a mock-up of the Hermes

cockpit (See figures 1 and 2) and comprises all hardware elements that form the
astronauts direct environment and allow the monitoring and control of the manipulator;

- Test Engineer Stations for preparation and evaluation of simulation runs;
- an Instructor Station for supervisory control and monitoring of a simulation run;
- the On-Board Software, being a (simulated) subset of the software used to control the

manipulator, including the software used for interaction with the astronaut;
- the Dynamics Model Software for simulating the kinematic and dynamic behaviour of the

electro-mechanical system, i.e. Hermes, HERA, payloads, tools, cameras, Free Flyer and
the environment;

- the Image Generation Software, containing geometry models of Hermes, HERA, payloads,
tools, Free Flyer and a star background, and software to generate two simultaneous
simulated camera images;

- the Real-Time Simulation Tool Software which provides all supporting tools prior to,
during and after a simulation run to allow for an appropriate and efficient use of the
facility and building of new simulators.

Based on above architecture, the distribution of components has led to the following set
of main HSF-P hardware elements (see figure 3):
- a (host) simulation computer for test control and real-time simulation of dynamics,

kinematics and execution of on-board software (GOULD/SEL 32/6742 D, dual processor
system);

- a graphics workstation for visualisation of the camera images in real-time (Silicon
Graphics IRIS 4D/50GT);

- a Flight Teleoperation Facility test bed including two three degree of freedom
handcontrollers, a keyboard, a tracker ball and a man-machine interface computer (SUN
3/50);

- an instructor station for simulator control, and
- two test-engineer stations for test preparation and processing of results.

The software as developed for HSF-P is split into model software and tool software. The
HSF-P models are organised along a model tree. The HSF-P main-model consists of a number
of sub-models (dynamics, on-board software), each built up of further sub-models. Each
model can have several representations, having a different level of detail or a different
method of implementation.
Model software includes:

-real-time dynamics models;
- On-board Software model in four levels;
- visualisation models.
Tool software allows the following functions:
- composition of models into simulators (model composition);
- preparation of simulations (pre-processing);
- execution of simulation runs (real-time executive, test control, image generation);
- preparation for result interpretation (post-processing, visualisation replay, video

recording and collision detection).
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The software has been fully documented according to the European Space Agency's (ESA)
Software Engineering Standards (Ref. 4).

5. HSF-P MODELS

HSF-P model software includes real-time kinematics and dynamics models of the relevant
flight elements, a model of the simulated on-board software and geometry models needed
for visualisation and collision detection. Each of these will be elaborated in the
subsections below.

5.1 Dynamics Models

The HSF-P dynamics simulation models include models of:
- the Hermes space plane;
- the Columbus Free Flying Laboratory, either free-flying or docked with Hermes;
- the HERA manipulator, located at Hermes;
- Payloads and tools , which may be attached to:

- Hermes,
- the Free-Flyer, or
- the HERA End-Effector;

- camera pan and tilt kinematics.

A side view of the Hermes-HERA configuration as used for HSF-P is shown in figure 4.

Note: this is not the current configuration.

The Hermes space plane is modelled dynamically as a 6 degrees of freedom rigid body and
is equipped with an Attitude Control System.

The Columbus Free Flying Laboratory is modelled kinematically according to a prescribed
trajectory. This mode is used to simulate capture operations. When docked the Free Flyer
dynamics characteristics are combined with those of Hermes resulting in a single 6
degrees of freedom rigid body. When captured the Free Flyer dynamics characteristics are
combined with those of the End-Effector.

The HERA manipulator is modelled as a dynastic multi-body system which consists of:
- 6 joints, 3 of which include gearbox flexibility.
- 6 links, including the End-Effector attached to the last link. The two long limbs are

modelled as flexible containing two orthogonal bending modes and one (not yet inple-
mented) torsion mode each.

Joint model
Each joint contains a motor model, gear flexibility, non-linear friction models
(stiction, Coulomb friction and viscous friction, both on motor axis and joint output
axis) , a brake model and position encoder and tachometer models.
The joint model is illustrated in figure 5. Input is the commanded actuator motor current
given by the joint control software; outputs are the actual motor axis and joint output
axis angular position, angular velocity and torque.
During a simulation, one or more joints may temporarily be locked due to joint output
axis stiction. When this occurs the system dynamics equations are reconfigured according-
ly.
Link model
Limb flexibility is modelled through the introduction of fictitious joints, one for each
of the clamped-free mode shapes of each of the flexible limbs. The elastic restoring
torque and structural damping torque are represented by a fictitious linear spring and
damper in that joint. A key advantage of this well-known modelling technique is that it
allows re-use of existing rigid-manipulator software for the simulation of the dynamics
of a flexible manipulator.
Although the fictitious joint technique allows qualitative representation of flexibility
effects, its use introduces quantitative errors. These errors can in principle be sup-
pressed through the introduction of additional fictitious torques and forces on the limb,
according to a limb-based linear feedback law derived from the theory of Equivalent
Flexibility Modelling (Ref. 5). This requires further modification of the rigid-manipula-
tor simulation software. Work to validate the concept of Equivalent Flexibility Modelling
(EFM) is currently under way.
The basic rigid-manipulator simulation software, then, uses an algorithm of the recursive
type. It exploits the chain topology of the spacecraft-manipulator system. It constitutes
a further development (Ref. 6) of the recursive algorithm proposed in Ref. 7 (method 3).
Due to its recursive nature, the algorithm can be programmed easily, and execution times
are comparatively short.
For HSF-P execution time is shortened further through the introduction of a multi-rate
simulation scheme, in which the system inertia matrix and the Coriolis/centrifugal vector
are evaluated at a low rate compared to the evaluation rate for the acceleration vector.

Tools and payloads ot several types can ne used. btandard availeble pdylUddU, Mudeiied ab
rigid bodies, are:
- inspection tool;
- capture tool;
- Orbit Replaceable Units.
Once a payload is attached to the manipulator's End-Effector its dynamics characteristics
are combined with those of the last link of the arm forming a new last link with the
corresponding dynamic behaviour.
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The resulting dynamics model of the Hermes-HERA system as currently modelled in HSF-P has
a state vector of dimension 38. The model consists of a set of non-linear state-dependent
differential equations (Ref. 6 and 8). The state-dependent coefficients of the equations
are computed recursively, while the behaviour in time is computed by means of numerical
integration. During the development of the dynamics models special attention was paid to
numerical stability of the simulated model under the restrictions caused by the real-time
demand for the given computer hardware. Stability is affected by the frequencies present
in the system due to structural flexibility as well as by non-linearities in the manipu-
lator and joint models. The model was implemented on a single processor of the target
computer using:
- an update frequency of the state vector of 100 Hz;
- an update frequency of stiction statuses and mass matrix reduction and factorisation

of 50 Hz;
- an update frequency of the mass matrix and Coriolis/centrifugal vector of 1 Hz;
- a Runge-Kutta scheme for numerical integration.

The reconfiguration process required in case of capture operations or grapple/release of
payloads and tools is carried out automatically by the simulator in real-time, based on
control commands generated by the human operator (e.g. grapple command). The required
transition is performed by freezing the simulation process, followed by a re-initiali-
sation of kinematics and dynamics variables and parameters and an automatic re-start of
the simulation process. This re-initialisation is made transparent to the operator.
contact dynamics is not implemented. However, contact strain built up in the arm is part
of the re-initialisation algorithms and becomes visible after payload/tool de-latch.

5.2 On-Board Software Models

The On-Board Software is a simulated subset of the software used to control the HERA
manipulator and consists of four hierarchical layers:
- the Man-Machine Interface software,
- the Teleoperation Supervisory System software,
- the Teleoperation Executive Control software, and
- the Manipulator Arm Resident Software.
The relation between these On-board Software layers as implemented in HSF-P as well as
the relation with the Hermes-HERA dynamics and kinematics elements is depicted in figure
6.

The Man-Machine Interface software provides:
- acceptance of keyboard and tracker ball inputs (control of: control reference frames,

manipulator control modes, Attitude Control System, tools, camera selection, camera
pan and tilt, brakes, etc.);

- acceptance of handcontroller inputs;
- display of numerical data on the Flight Teleoperatlon Facility test bed data display,

in windows for e.g.:
- Mission information;
- Warnings and alarms;
- Status information;
- Functional information;

Main functions of the Teleoperation Supervisory System are to facilitate:
- payload data inspection and control;
- relay of Hermes Attitude Control System signals;
- relay and check of simulated switch board inputs;
- camera control;
- supervision of and interaction with lower level onboard Software.
and allow selection of inspection tool in/out state.

The Teleoperation Executive Control provides the following main functions:
- acceptance and scaling of rate commands in the selected reference frame in operator

controlled mode;
- acceptance and scaling of rate commands in single joint mode;
- limitation and vectorial scaling of rates at several levels;
- interfacing with sensors;
- singularity avoidance;
- computation of manipulator inertia matrix (for On-board Software use);
- calculation of joint rate commands and joint controller gains;
- joint commanding during brake activation.
eeleoperation Executive Control is executed with 10 Iz.

manipulator A'm Resident Software functions are:
- acceptance of rate commands from Teleoperation Executive Control and extrapolation to

Manipulator Arm Resident Software control frequency;
- limitation of joint rate commands, positions and torques;
- acceptance and procesging sf Eensor data (tachometer ana pouizi unudcr);
- computation of feedback control;
- switching of joint brakes;
- relay of end effector and tool commanding;
- relay of end effectcr sensor data.
Manipulator Arm Resident Software is executed with 50 and 100 Hz.
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5.3 Visualisation Models

For visualisation of the scene as seen via the camera's, and used by the human operator
to monitor and control the system, the Image Generation System is used. A geometry model
of the system was composed of the following main elements:
- the Hermes spacecraft;
- HERA with 6 links, 6 joints and the End-Effector;
- the Columbus Free Flying Laboratory, docked to Hermes or free-flying;
- capture Tool;

inspection Tool (retracted or extended);
- payloads (Orbit Replaceable Units);
- environment consisting of star fields;
- grapple and capture fixtures and vision targets.

Based on these geometry models, the act .l state of the system as computed by the dynam-
ics models and the camera's selected I, the human operator (2 out of 5), a simultaneous
visualisation of two camera images is ;.%formed in real-time with an image refresh rate
of at least 5 Hz. Each of the two displays, realised as windows on the IRIS display, has
a resolution of 600x600 pixels. The image is generated using solid surface modelling,
Gouraud and flat shading and hidden surface removal based on z-buffering.

Two examples of images as visualised by the Image Generation System are shown in figure
7. These images show the manipulator during a servicing operation, while Hermes and the
Free Flyer are docked.

6. HSF-P TOOLS

The HSF-P simulation process is divided in a number of steps, that are supported by the
HSF-P tool software (see figure 8):
- the composition of a simulator by integrating the model software in the simulator

run-time system (simulator composition);
- preparation of a simulation (pre-processing);
- simulation execution (real-time execution, test-control, image generation);
- presentation of simulation results (post-processing, visualisation replay and colli-

sion detection).

During simulator composition a specific model is selected for each aspect of the system
to be simulated. A simulator consists of a single representation of the real-world system
to be modelled, and of tool software that controls the simulation process. All simulator
parameters and variables are entered via the Simulation Data Document (see figure 8).
This document includes a description, default value, minimum value, maximum value, unit,
type and local name for each parameter and variable.

Specification of the simulation is supported by the pre-processing system. This system
1presents the contents of the simulator to the user, organised along the model tree. The

pre-processing system translates the user-representation (model-tree) of the simulator to
the internal representation and organisation of the simulator.
To prepare a simulator for simulation execution, the following information is to be
specified:
- a list of deviations of parameters and variables from the default values given in the

Simulation Data Document (simulation settings);
- a list of event definitions (scenario), either state driven, time driven, human

operator action driven or instructor action driven;
- the sequence and frequency of activation of the simulator modules for generally n

processors of the host computer tscheduling scheme), for HSF-P two processors are
used;

- a selection of simulation variables that are to be stored during simulation execution
in the simulation results file for post-run analysis and a selection of simulation
variables for on-line data display.

The tool software that controls the simulation real-time execution performs the following
functions:
- initialisation of the simulator state as specified during simulation preparation;
- activation of the simulator modules as specified in the scheduling scheme:
- visualisation;
- providing an interface to the instructor for simulator control (see figure 9) and

on-line data presentation.

After simulation execution the simulation zesults are prepared for interpretation and
analysis. The simulation results are presented by the post-processing system in plotted
or printed form, or are converted to be processed by external engineering-database-man-
agement systems.
The Replay and Collision Detection System provides a post-run visualisation of a simula-
tion run. During replay, the simulation can be run forth or back with various speeds, can
be frozen, and the simulated system can be observed from ditferent viewpoints (e.g. see
figure 7). The visualisation results can be recorded on video tape.
During replay any number of objects can be checked for collision with any other object.
Such objects are selected prior to the replay run. When a collision is detected the
replay halts and provides a collision report.

All HSF-P tool software has been developed for machine-independence as much as possible.
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The tool software is also completely separated from the HSF-P model software. This
ensures possible exchange of x,.odel software during HSF-P operational life, but also
between different projects (e.g. real-time Rendez-Vous and Docking simulation) or
different system configurations. Using the HSF-P tool software, the emphasis can be
placed on the only real issue: modelling the physical reality of dynamic multi-body
systems.

7. CONCLUSIONS

Acceptance tests and preliminary usage of the facility have shown that HSF-P can be
regarded a very useful tool for HERA development.

Design and architecture of the facility, especially its flexibility in software structure
(modularity) and software portability, facilitate the re-use of both software tools and
model elements as present in the HSF-P. Re-use is already considered for the Europe.an
Real-time Operations Simulator (EUROSIM) prototype development, the European Proximity
Operations Simulation facility (EPOS) and the HERA Simulation Facilities (HSF-NRT and
HSF-RT).
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ABSTRACT

Since the 1974 proposal by Giuseppe Colombo to fly a tethered subsatellite from the Shuttle Orbiter, the
creative thinkkg of many scientists and engineers from Italy and U.S. has generated a broad range of potential
tether applications in space. Many of these applications have promise for enabling innovative research and
operational activities relating to flight mechanics in earth orbit and at suborbital altitudes.

From a flight mechanics standpoint the most interesting of the currently proposed flight demonstrations are:
1. the second Tethered Satellite System experiment which offers both the potential for aerothermodynamics

and hypersonics research and for atmospheric science research;
2. the Tether Initiated Space Recovery System which would enable orbital deboost and recovery of a re-entry

vehicle and waste removal from a space station; and
3. the Tether Elevator/Crawler System which could provide a variable microgravity environment and space

station centre of mass management.
This paper describes the outer atmospheric and orbital flight mechanics characteristics of these proposed

tether flight demonstrations.

The second Tethered Satellite System mission will deploy the tethered satellite earthward and will bring it as
low as 130 km from ground and thus into the transition region between the atmosphere (non-ionized) and the
partially ionized ionosphere. The atmospheric flight mechar.ics of the tethered satellite is discussed and simulation
results are presented.

The Tether Initiated Space Recovery System experiment will demonstrate the ability of a simple tether system
to deboost and recover a reentry vehicle. The main feature of this demonstration is the utilization of a Small
Expendable Deployer System (SEDS) and the low-tension deployment assumed to separate the reentry vehicle
from the Shuttle. This low-tension deployment manoeuvre is discussed and its criticalities Are outlined.

The Tether Elevator/Crawler System is a new space element able to move in a controlled way between the
ends of a deployed tethered system. A Shuttle test of an Elevator model is planned in order to demonstrate the
unique capability of this element as a microgravity facility and to test the transfer motion control. The basic
dynamical features of the Elevator system are presented and a preliminary assessment of the Elevator-induced
tether vibrations is discussed.

1. INTRODUCTION

Through the cooperative efforts of the National Aeronautics and Space Administration of the United States
and the Piano Spaziale Nazionale (PSN) of Italy, and its successor the Agenzia Spaziale Italiana (ASI), the tether
concept has moved beyond study and analysis to in-space demonstration programs for several applications. These
cooperative programs of course are in addition to other non-tether cooperative space flight programs within the
two countries.

Two joint agreements have permitted this progress. In particular, the "Memorandum of Understanding for
Development of tie Tethered Satellite System" became effective in March 1984. Its purpose was to enable joint
planning and implementing of an initial TSS mission (TSS-1), a 20 km tether clectrodynamics experiment from the
Space Shuttle. This MOU also provides for the joint planning of two subsequent TSS missions. The TSS-2 mission
to deploy a tethered research satellite 100 km downward from the shuttle into the outer atmosphere at about 130
km altitude is now in planning and could fly in mid-1995. Such an experiment could he the forerunner of a
significant aerothermodynamics and hypersonic flight research capability at altitudes between 150 and 90 km.

A "Letter of Agreement for Conduct of Tether Applications in Space Studies" became effective in October
1984. Its purpose is to prepare NASA and ASI for undertaking future joint flight experiment and development
programs. From studies under this LOA, technology demonstrations, special emphasis tasks, and potential system
level development programs are being identified by both parties. The LOA also contains a provision for planning
and developing specific joint flight demonstrations.
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Three flight demonstrations have been planned and are currently funded:
" the Tethered Satellite System (first mission),
" the Small Expendable Deployer System, and
" the Plasma Motor Generator.

Four other possible demonstrations have had substantial definition and are capable of being flown in the next
4-7 years. From a flight mechanics standpoint the most interesting of the currently proposed flight demonstrations
are:

1. the second Tethered Satellite System experiment (TSS-2)
2. the Tether Initiated Space Recovery System (TISRS)
3. the Tether Elevator/Crawler System (TECS)

2. SECOND TETHERED SATELLITE SYSTEM MISSION (TSS-2)

Scientific measurements of the upper atmosphere are needed to understand the causes of weather,
atmospheric physics, chemistry, and dynamics, Sun-Earth interactions such as atmospheric diurnal bulges,
ecosystem interactions, radio communications, and to comprehend in general the "upper atmosphere", between
about 60 and 130 kin, that is almost unexplored and unmeasured.

To properly design future space vehicles such as aeroassisted OTV, aerospace plane, re-entry vehicle, it is
necessary to investigate within the upper atmosphere itself aerothermodynamic energy and momentum transfer by
measuring free-stream and boundary-layer gas densities and composition, both at the shock layer and very near the
vehicle surface.

A promising way of doing all this is to use the Tethered Satellite System (TSS) being proposed in a joint
U.S.-Italian program to tow a craft at hypersonic velocities through the upper atmosphere at altitudes above about
120 km. Carried by the Shuttle, TSS has three major elements (see Figure 1): the Tethered Satellite, the Deployer
and the Tether.

r I

.Ve p -4, C.

W,

,/.4

Fig. 1 - The TSS-2 Atmospheric Mission
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The Satellite, a 1.6-m-diam. sphere, would carry scientific experiments to be performed up to 100 km from the
Orbiter. The Deployer will deploy, operate, and retrieve the satellite and maintain it at selected orbital altitudes.
The Tether, connecting satellite and deployer, must withstand high drag and temperature.

Operation of tethered systems subjected to high drag makes their control very important. Tether dynamics and
control laws need to be defined and computer models formulated for simulation and definition of mission and
tether requirements.

For the purpose of this work, we shall consider the Shuttle in a circular, 28.5 inclined orbit at 230 km altitude
with a 100 km tether connecting the Shuttle with the 500 kg TSS satellite.

We first shall look at the equilibrium configuration of the system and then we shall examine the main features
of the system dynamics in presence of drag forces due to the rotating atmosphere above 130 km.

We have to say that for TSS-2 mission an equilibrium configuration does not exist. In fact, for a non uqnatorial
orbit, the combined effects of atmosphere rotation with Earth and density variations due to the oblate earth will
cause, if the system is properly controlled, more stable librations than equilibrium of the system.

For the purpose of understanding the tether medium equilibrium shape during the atmospheric mission we
shall consider a constant atmospheric density at given altitude, i.e., we shall consider a spherical Earth. In the first
approximation, the elastic deformation of the tether is neglected and the Shuttle maintains the circular orbit.

The linearized equations of relative motion of the tether element with unit length can be written in a reference
system centered on Shuttle center of mass with the Z axis along the vertical oriented toward Earth and the X axis in
the velocity direction. The equations in the orbital plane, where the drag mainly acts, are:

a 2 x z zI Z Z '2l(S'' s ;' +31(s)-g(a)=O
at l~s at +as as j + 1()ag(a =0

Ox ~ z X)_ CD02n.(S)- -1 I - - (z)A (s)v(z)-- 0
dLt ds~ s T 2s

(az \2 (x~-1 1 -l (1)
as ,I \asj

where:
s = tether length from origin to the center of the generic element ds of the tether
n = mean motion of Shuttle
v = absolute velocity of the tether element
a = Orbit radius
g(a) = Earth's gravitational acceleration
CD = tether drag coefficient
A(s) = tether cross section per unit length
IL(s) = tether mass per unit length
ir(s) = tether tension
8(z) = atmospheric density at Z distance from Shuttle

The boundary conditions have to be imposed and the equations of relative equilibrium can be easily found.
The final equations have been numerically integrated and the result is shown in figure 2 (see pg. 4).

Two cases have been studied: one with atmospheric density (1000 K Exospheric Temperature) relative to the
Equator crossing and representing the maximum drag experienced by the ;stem during its orbit, and a second with
the minimum drag experienced at 28.5' latitude.

From figure 2 we can evaluate the strong influence of air drag on the TSS-2 mission. The satellite displacement
from local vertical is shown to vary from 3.5 to 4.8 km and the tether curvature, essentially present in the last 15 km
near the satellite, is an evident sign of the tether drag area impact on the equilibrium configuration. In fact, the air
drag force on the tether is an order of magnitude greater than the force on the satellite.

We have already said that for low altitude steady-state operation, the geometric effects of orbit shape on air
drag produce libration perturbations. When the tether length is constant, the bask. motion is composed of two
librations with different periods. The periods are independent of tether length and their values are 2ir 1 /3 n for;n-piane iibramon and .-: ! n for ou'.-of-planc mcficr..

Computer simulations have been performed to investigate the dynamics of the system in presence of drag
perturbations due to orbit inclination, Earth rotation and Earth shape.
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Fig. 2 - TSS-2 Atmospheric Displacement (130 km)
CM Orbit (H = 230 km; I = 28.50)

Tether (Diameter = 2.2 mm; Unit Mass = 5.2 kg/km)

A first simulation has been performed without any tether control maintaining the tether length constant.
Figure 3a (see pg. 5) shows tie in-plane librations of the satellite. They are characterized by the coupling between
natural in-plane frequency (V3 n / 2 r) and drag perturbation frequency (in / i) . Large in-plane libration is
present (50 amplitude) and the motion is stable. Figure 3b (see pg. 5) shows the out-of-plane librations. They are
characterized by the natural out-of-plane frequency (n / r) and drag out-of-plane orbital frequency (n / 27r). Stable
librations are shown for a circular orbit, but in an inclined elliptical orbit, density variations can cause an unstable
growth in the out-of-plane libration.

A second simulation has been performed utilizing a "yo-yo" damping control for the in-plane libration. Figure
4a (see pg. 5) shows the controlled in-plane libration that presents a twice orbit rate libration of reduced amplitude
(1.40) obtained by a same rate sinusoidal length variation and utilizing reasonable tether tension and rates. Figure
4b (see pg. 5) shows the in-plane trajectory of the satellite depicting the "yo-yo" control procedure.

The purpose here is Just to show the main dynamic-s fe-ahreo,, f S T 2C o m.. 5. ::. ''T.^ ..C .. i-- ' -
Th pun se h r is...... ....... . . III /I91 IIOUI .l.k ' I

control concept must be improved to control the decay rate of the system (not considered) and the out-of-plane
potential instability.

For the mission considered the main effects caused by the unusually large system drag have been described
and as a general conclusion we can say that proper time-varying length control has to be used to dramatically
improve the steady-state performances of the second Shuttle/Tethered Satellite System mission.
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mass is in true gravitational equilibrium. All of the other points are subjected to a force tending to align the system
along the local vertical since the outcr mass moves at a velocity greater than the local circular velocity and the inner
mass at a smaller velocity. Moreover, in the event that the end bodies have velocities relative to the rotating orbital
system, there can be additional forces.

This additional effect can be achieved by effecting a low tension deployment v'hich causes a large libration to
the tether system. If the tether line is severed, both bodies are injected into elliptical orbits. The previous locations
of the inner and outer masses become respectively apogee and perigee of the new orbits.

This mechanism can be exploited to transfer momentum from the downward deployed body to the upward
deployed body. In the case of a deorbit maneuver, the momentum subtracted from the downward body must be
such to put it in a re-entry trajectory.

The ASI/NASA Joint Task Group for Tether Flight Demonstration has given high priority to a demonstration
which validates the concept of a tethered system used for a deorbit maneuver to re-enterldispose of material from
an orbiting infrastructure (e.g., the Space Station). This demonstration is called TISRS (Tether Initiated Space
Recovery System). The idea is to use the existing hardware as much as possible to limit the cost and time to develop
an Orbiter-based demonstration to be performed in 1992.

int uidcr" . t,, pf., , ... he... O.,- !qrhirha.d TISRS demonstration, the following systems will be util~zed:
* The Small Expendable Deployer System (SEDS) which is a simple, compact systeli.l i ,t !y pasiVe

and uses an expendable tether;
• h re-entry vehicle (SRV) that will be used is an existing General Electric (G.E.) capsule. This is a simple

ballistic capsule design which has flown several times and in which there is a high degree of confidence;
* A proper Instrumentation, Data and Communication System to measure and to monitor the mission

Fperformance that has to be developed by Aritalia and integrated into the G.E. capsule.

3. TEHRIIITDSAEREOEYSSE TSS
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Fig. 5 - TISRS Deorbit Concept

Figure 5 shows the assumed deorbit concept. The re-entry mission starts when the capsule is removed from
Payload bay accommodation by means of the RMS (Remote Manipulator System) and placed at some meters from
the Orbiter. At this point a Shuttle orbit that moves it away from the capsule is set up by RCS (Reaction Control
System) firing.

A slight tension in maintained on the tether and the capsule moves forward till the desired tether length is
deployed. The tension is then gradually increased until the Iether lengthening ceases. At this point the capsule
starts swinging in pendulum fashion below the orbiter and is released into the re-entry trajectory when the system
swings through the local vertical.

The objective of the TISRS flight is to demonstrate the capability of a tether system as a deorbit means. The
demonstration is also intended to exploit the benefits offered by a dynamic release together with the use of a
"passive" subsatellite. The word 'passive" means in this context the lack of actuatois onboard the subsatellite for
controlling the tethered maneuver.

The dynamic or swinging release provides higher thrust capability than a static release but complicates the
maneuver. While in the case of static release, the deployment can be effected earlier in order to have the tether
aligned along the local vertical with a margin of time for an accurate timing of the iclease, in a swinging release, the
timing of the maneuver and the momentum exchangeable are coupled.

The deorbit maneuver must guarantee:
- re-entry conditions compatible with the existing SRV which has been certified to fly in a certain range of

re-entry velocities and angles;
- combination of deboost and instant of release which allows the reaching of the desired landing site.

The control of this maneuver (passive subsatellite for this demonstration' can be effected by:
- the tether tension;
- the Shuttle maneuvering;
- ihe lstalli, oi eICde.
The SEDS can only modulate the tension, therefore, the ejection velocity which initiates the deployment has to

be provided otherwise. The current dea is to accomplish the ejection by firing the Shuttle. This deployment is then
controlled by regulating the tension in the tether. The base control of the SEDS is to sense the length unwound
(deriving the length rate) and use it as input to a control algorithm which modulates the braking. The tension is
opportunely modulated to obtain the swing effect when a desired length has been deployed. In order to have the
highest deboost, the tether should be cut when the system swings through the local vertical.
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At this point, it is necessary to consider the errors accumulated during the ejection/deploymcnt phase. For a
vehicle which doesn't make use of aerodynamic forces to steer its trajectory inside the atmosphere (as the ballistic
SRV used for this demonstration) the range to be 'flown" between the instant of release till the landing impact
depends only on the conditions at the instant of release. Therefore, the errors due to position and velocity must be
reduced during the tethered phase. (The use of a steering parachute makes it possible to recover a few miles;
however, other dispersions resulting from atmospheric flight will occur.)

The target landing site can be reached with different deboosts imparted to the SRV but at different times
provided that the following atmospheric heating is manageable by the SRV. The simplest way to control the landing
site is by controlling the instant of release. Another way is by controlling deployment entirely using as feedback the
relative position of the SRV. In any case, the relative position of SRV has to be known.

Another aspect is related to the release of the tether at both the Shuttle and SRV ends. The tether should be
released from the SRV a finite time after it has been released from the SEDS in order to allow the free-floating
tether to distance itself from the Orbiter and to avoid recoil and tangling on the Orbiter appendages as well as on
the SRV. Moreover, as long as the tether re-nains attached to the SRV it affects the trajectory of the SRV because
it is the compound system tether plus SRV which receives the deboost.

A low tether tension deployment (typically tension less than 0.1 N) is mainly characterized by the payload
separation nearly horizontally with a braking at the end of the deployment that causes a large libration.

The deorbit momentum obtainable is this way (if the tether is severed near the vertical) is approximately 85%
greater than if the same system is deployed nearly vertically. This means that to obtain the same deorbit effect a
vertically deployed tether must be 85% longer than a swinging tether. This is a first -dvantage of this low-tension
maneuver. A second advantage is that an horizontal deployment radically reduces the amount of braking required
during the maneuver. A same deorbit performance vertical deployment requires approx. 50 times higher braking
energy dissipation. The main drawback of low-tension deployment is that it requires a very accurate timing of the
maneuver if precise re-entry is required.

Figure 6 shows the results of simulations performed to investigate this critical aspect. A nominal maneuver has
been assumed with initial separation velocity of 0.76 m/s and minimum initial tether tension of 0.072 N. We have to

VERTICAL DISPLACEMENT (KM)

SRVMASS i60KG

INITIAL VELOCITY - 0.76 M/S

2

3

TEN = 0065N

TEN = 0.072 N
TEN 0.08 N

20 is 10 5

HORIZONTAL DISPLACEMENT (KM)

Fig. 6 - SRV Displacement vs Min Tether Tension
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outline that a very low tension is required and tension control errors could be high. The nominal maneuver deploys
after 5800 sec. 16982 m of tether. In the same time, 15655 m of tether are deployed if we consider a -10% error on
nominal tension and 18228 m are deployed with a + 10% error.

An interesting point is that increasing the tension accelerates the deployment and decreasing the tension
retards it due to the tethered system dynamics.

The success of TISRS demonstration depends on the accuracy of the deorbit maneuver. System dynamics has
to be well understood and proper control has to be devised in order to limit the strong impact of tension errors on
the re-entry performances. The SRV motion during deployment has to be determined by a proper instrumentation
system. Probably the relative SRV position must be known by the flight controller. This would allow the very
accurate timing required. Moreover, the data could be used as a feedback in the control loop of the deploycr(braking tension).

4. TETHER ELEVATOR/CRAWLER SY 3TEM

A tethered microgravity facility seems to be a very promising concept. In fact, the microgravity scientists have
considered this concept very intriguing because of the unique capabilities that it allows. In addition to cleanliness
and high power, the requirements of microgravity applications call for a very stable dynamical environment with
residual acceleration smaller than 10.5, as well as the possibility of modulating the gravity level or of obtaining
differential measurement at locations with different gravity levels. This has led to the consideration of a moving
Elevator along a tether deployed t a fixed length.

The most promising feature offered by the Elevator is the unique capability to control with time the gravity
acceleration level. In fact, since radial acceleration changes with position along the tether, the Elevator would be
able to attain a continuous range and a desired profile vs-time of residual gravity level by the control of the Elevator
motion.

Moreover, the utilization of the Space Elevator as a transportation facility, able to move along the tether
providing easy access between the two tethered bodies, could be the tool for tethered systems evolution.

The demonstration of an Elevator model capability to provide the suitable microgravity environment and to
control the transfer motion seems necessary due to the complexity of phenomena involved, essential to allow the
development of new capabilities for microgravity applications and valuable to the assessment of the feasibility of
this new concept.

Regarding the microgravity application, one is mainly concerned with perturbing accelerations propagating
along the tether. The disturbances are originated mainly by the Space Station and by the Elevator motion.

Disturbances coming from these sources excite vibrations with a rate of damping increasing with frequency,
but also a series of resonances with peaks not easily modelled because of the complexity of phenomena involved.
Another unknown in the problem is the magnitude of the expected natural damping and what methods could be
used for actively attenuating the disturbances.

Concerning the transportation application, the main problem is to cont-ol the transfer motion maintaining the
dynamics disturbances within acceptable limits.

Controlled transfer motion is stable and tether deflection is bounded, but depending on the velocity profile
perturbing oscillations can be excited. Tether lateral vibrations are induced by the Coriolis force acting on the
Elevator as it moves along the tether. Longitudinal vibrations are induced by Elevator control forces to maintain
the desired velocity profile.

The complexity of such phenomena advises an in-flight test of an Elevator model to evaluate the system
dynamics response and to test the transfer control techniques.

The system proposed for a Shuttle flight test of the Elevator concept is made up of three major elements: a
deployer system, a tethered satellite and the Elevator model (Fig. 7 see pg. 9).

As a general guideline it has to be considered that both cost and schedule constraints impose a necessity to
reuse to the maximum possible extent the hardware under development. In particular, the capability to control and
to measure the system dynamics is required for the objectives of this mission.

The Tethered Satellite System (TSS), constituted by the TSS-deployer and TSS-satellite, seems to be the
unique existing system able to perform this demonstration without the need for any significant design change. The
only new hardware development required would be the Elevator model.

The realization of :i small Elevator model whose main fe,,urc iz te ebili'y te be hockeJ ori the tlecr after
TSS-sateliite deployment, appears feasible from the analyses performed, although several technical problems need
to be analyzed in further detail.

A theoretical analysis has been approached and, in particular, an attempt made to establish a control strategy
for the Elevator motion and a preliminary assessment of the tether vibrations induced by the Elevator motion have
been performed.
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Fig. 7 - Tethered Elevator Test Flight

Here and in the following 'the motion of the Elevator" has to be intended as the complete transfer from the
Space Shuttle to the TSS Satellite, the utilization of the Elevator as transportation vehicle being the most severe
situation from a dynamical point of view.

Because of the known weak coupling between tether elasticity and the general dynamics of the system, two
different models have been developed.

The basic dynamics have been modelled by means of a 5 d.o.f. ( degree of freedom) system composed (with
reference to Fig. 8) of the TSS-satellite (m2) and the Orbiter (io) connected by a rigid tether on which is moving
the Elevator model (nil).
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Fig. 8 - Reference System
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Fig. 9 - Elevator Controlled Motion - System variables behaviour as function of the travelled distance

The following notations are adopted:

c = angle between thle local vertical and the first tether segment from mo to ml (deg)
S = parameter of thle decelerating phase of the control law (-)

d = travelled distance from STS to Elevator (m)
= instantaneous velocity of the Elevator (m/sec)

t = parameter of the accelerating phase of the control law (-)
) = angle between the first and the second tether segment, from mI to m2 (deg)

= total tether length (m)
Vo = steady state velocity (m/see)

Due to the smallness of the physical dimensions of the space ve.hicles (few meters) with respect to the assumed
tether length (10 kin), all masses have been considered p)oint masses. The effects deriving from the environment,
i.e., residual atmosphere, Earth's oblateness etc. have been disregarded and only the components of the motion
lying in the orbital plane have been taken into account.

As long as the positions of each system component and their derivatives can be utilized to write, as usual, the
kinetic and potential energy expressions, the derivation of the Lagrangian is straightforward and the equations of
motion can be found 161. For brevity, these equations have not been reported and only the results of the numerical
simulation are discussed in the following.

Some runs have been initially done to explore what happens when free motion of the Elevator is simulated. As
a result, the excessively high value (about 75*) of the angle a (due to the Coriolis force) at the end of maneuvre
forces a need for a control strategy. In this view, the following aspects which influence the system behaviour must be
accounted for:

* the Coriolis force depending on the magnitude of d (the system is as controllable as the velocity of the
Elevator is small);

" the transients near both the ends of the tether have to be rigorously controlled in order to avoid dangerous
induced libralions of the short "equivalent pendulum".

So a three phase control has been identified (Fig. 9). a first one of acceleration, a second one at d constant and
a third one of deceleration. Several control laws have been simulated, all using d as a control variable.
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About the central phase a d = 2 n/sec has been identified as a reasonable maximum value in order to bound
both ct and 4, (less than 10). Good results have been obtained utiizing a simple law of the following form:

= V0 tgh (yd) (2)

for the initial phase, from d = 1 m to about the c.o.m.(center of mass) of the system, and

d = Votgh(6(l - d)) (3)

for the final phase, from about d = 9000 n to the end.
The maneuver is performed in about one hour and a half, the displacement of the TSS Satellite (Ax) with

respect to the local vertical is relatively small (< 100 in) and it is noted that this displacement causes a natural
residual oscillation at the end of the maneuvre, which has to be actively damped; the perturbation induced on the
STS orbit by the displacement of the center of mass is of about 50 m. In view of these results, one could say that the
system is potentially controllable.

An independent mathematical model has been developed to investigate the tethered taut string vibration
induced by the motion of the Elevator.

The following simplifying assumptions have been adopted:
* tether equilibrium configuration is a straight line;
* Elevator velocity is anywhere constant and low enough to apply the linear theory at the tether induced

vibrations;
" tension along the tether is assumed constant, disregarding the small contribution arising from the tether

mass.
" Reference Notations:

E = elongation module (kg/i 2)
A = cross sectional area of the tether (m)
p. linear mass density of the tether (kg/m)
T = tether tension (N)
y = transversal coordinate of the tether displacement (in)
x = longitudinal coordinate of the tether displacement (in)

The interaction between Elevator and tether has been simulated by means of external forces in the analysis of
both the transversal and the longitudinal vibrations. The equation of motion used to model the transversal ones is:

y T-)2 r ,Von6 (x -xo) (4)

where the forcing term has been written as a Coriolis force generated by a point mass (ml) travelhng at
constant velocity (Vo) and distributed as a Dirac function centered on the Elevator instantaneous position (xo).

Using essentially the same model the motion equation for the longitudinal vibration is:

32y Yy 2
.tl- -= EA-T 8rnn(x0 -X 6)6(x-Vet) (5)

where the forcing term is now modelling the force necessary to nullify the acceleration induced by the gravity
gradient.

The transversal vibrations appear consistent quantitatively and qualitatively with the results of the basic
dynamics, as it can be observed looking at Fig. 10 (see pg. 12).

Tie maximum lateral displacement of a specified point of the tether is reached just immediately after the
Elevator has travelled on it. The short periods of longitudinal modes in comparison with the total time required for
a complete transfer of t!e Elevator results in a very low disturbance in the axial directions: when the Elevator
reaches the attac:nmen point mrah d isac-'me-c 6s-abut70c r , th c

In conclusion, although a more refined level of modelling is necessary, the preliminary results make us optimist
about the dynamical aspects of the Elevator motion.
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Fig. 10 - Tether lateral vibrations caused by the Elevator motion (vel. = 2 m/sec)

5. CONCLUSIONS

U.S. National Commission on Space has specifically suggested more attention be directed towards application
of "Tethers" in space, particularly for Space Station missions.

Most of these applications give rise to very interesting and new problems of flight mechanics. Here the
attention was focused on some intriguing topics characterizing three proposed tether flight demonstrations.

Continuing the cooperative effort of the U.S. and Italy on "'Tethers" in space, the next step toward operational
reality of tethered systems is already underway for the purpose of validating the dynamics and operating principles
of this ,ew space capability.
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ABSTRACT

The advent of military space systems in the 1960's challenged the nation's test
capabilities and demanded creation of new techniques and concepts to deai with the
state-of-the-art complexities inherent in expensive, Vital national assets. As the
national dependence upon space systems increased over the past two decades, so
too has the complexity of the hardware and software components needed to perform
the assigned missions. This increasing complexity has required ever increasing
sophistication and modernization of the Department of Defense test and evaluation
capabilities, however, current concepts for new military space systems outstrip the
present test capabilities. New test and evaluation techniques, concepts and
capabilities are required to meet these new challenges. This paper reviews the
challenges of testing military space systems and presents some of the new testing
concepts and modernization initiatives being pursued.

TEST AND EVALUATION PROCESS

Test and evaluation (T&E) is an exacting process even for relatively sirple
designs and articles. The complexity and challenges involved with testi.ig of
a modern military system and the rapidly changing technical environment make
the subject difficult to address effectively in a summary form. To help bound
the discussion, the very term "test" deserves some discussion. The definition
contained in The Glossary: Defense Acquisition Acronyms and Term, Defense
Systems Management College, July, 1987 is as follows:

A "test" is any program or procedure which is designed to obtain,
verify, or provide data for the evaluation of: research and
development (other than laboratory experiments); progress in
accomplishing development objectives; or performance and
operational capability of systems, subsystems, components, and
equipment items.

Therefore testing in the context of this paper includes the full spectrum
from early experimentation to validate system and design concepts through the
establishment and qualification of specific designs and hardware. It includes
prototype experiments whi-h provide sufficient corfidence to support major
management decision milestones, extends from concept validation through
operational evaluations to assess employment effectiveness and suitability, and
ends with production quality verification to insure adequate consistency.
Testing , however, is not an end unto itself. It is evaluation which
transforms test results into useful information. Therefore, inherent in our
use of the terms "test" and "testing" throughout this paper are the
considerations imposed by the evaluation process.

THE CHALLENGES OF TESTING IN SPACE

Since the early 1950's, the testing of military designs and nardware has
become very systematic for applications which have well established
methodologies, mature instrumentation and a long history of success. As shown
in Figure 1, the thought process for any system development follows a logical,
traditional, flow from establishment of requirements for the system through the
characteristics needed to satisfy the requirements, to the types of test
methodology needed to prove tho system and finally the testing and feedback
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process. Testing of U.S. space systems, like their earth-environment
counterparts, follow this thought process, but the implementation of test
methodologies and the actual testing must accommodate special challenges.

Two basic facts circumscribe the difficulty of testing any system in space
and are linked together in that the solutions to each are intrinsically
intertwined - 1) space is basically a hostile environment and 2) space is
inherently a distant place, very difficult to get to. The accommodation of
these two facts provide the foundation ztones of the challenges encompassing
testing in space. The advantages of being able to use space as the high
ground, however, more than offset the difficulties involved in producing and
fielding space assets and the attendant testing problems.

The fact that space is basically a hostile environment impacts everything
involved in the production of the test article - design, structure, materials,
lubricants, command and control devices and techniques, navigation, power,
communications, etc. Somewhat like autonomous, self-contained undersea test
articles, everything needed to survive, operate and carry out the test mission
must be taken on board and integrated into a single entity, but unlike the
undersea test articles, space equipment is rarely recovered for after test
evaluation.

The capability to survive and operate in space is considered as overhead to
the tester, that is, the price that must be paid just to be able to test the
article in the environment in which it is to operate. This overhead is not
trivial. A space vehicle must be able to accommodate the difficult thermal
environment, must contend with a variety of radiation effects, must deal with
contamination, must be able to operate in vacuum (or near vacuum), must be able
to exist for extended periods autonomously and must be able to reliably
communicate with a control center. The solution tc thse first order problems
requires complex electronics, exotic materials, and painstaking attention to
detail in design, fabrication, integration and on-orbit operational concept
development. These solutions also require a share of the limited on-orbit
available electrical power, weight and command And control capability. For
military systems these solutions require an even greater share of overhead
because the systems must have a robustness to survive not only the natural
environment, but projected hostile acts.

since all test information must be retrieved via telemetry (excepting those
rare occasions in which on-orbit test data is recorded on board and the test
article is brought back to earth for analysis), the necessity to achieve the
minimum fidelity and yet remain within the constraints of the telemetry system
(band width, power, data point limitations, and baud rate) generally leads to
a constrained design for the test capability. Any capability needed solely for
on-orbit testing will claim additional shares of the on-orbit power, weight and
control capabilities and further limits the amount of capability available for
operatians. Therefore it should come as no surprise that resources dedicated
to on-orbit testing are most begrudgingly allocated.

The second stone in the foundation of challenges impacting space testing lies
in the fact that space is remote, a distant place which is difficult to get to.
Today, nearly twenty years after we achieved "routine accessibility to space",
we face many of the same problems encountered by Columbus in his voyages of
discovery to the New World - the mode of transportation is precarious, limited
in its capacity and application, and very expensive in terms of expenditure of
national treasury. Not only does the price per unit mass to low earth orbit
approximate the price of a fine perfume, the environment imrised on the space
test article during the launch phase forces severe design penalties on the
space vehicle. High g-loading together with high vibrational, acoustical,
aerodynamical, and thermal loads encountered during assent impose shock and
stress into the booster and payload which must be accommodated with still more
"overhead" in order to survive the translation from 1-atmosphere and l-g to
near-vacuum and zero-g.

Practical difficulties are experienced in testing space articles simply by
the fact that once in orbit they are not easily accessible for any of the
common test activities such as reconnecting a connector, tightening screws,
replacing a blown fuse, rerouting a cable or simply kicking the tires. Further
the basic advantage of having a satellite in orbit, constantly changing its
position relative to a point on earth, becomes a distinct disadvantage in the
conduct of a test in that testing often must be limited to that time the test
article is in view of a ground control station, which fo. a low earth orbit
could be as little as 5 minutes every few days. Solutions to these practical
d.fficult~es !ncrcncc the conplaxlty of space teslsin usiurmuusiy by requiring
inclusion of additional circuitry and mechanical systems to provide
capabilities for autonomous operations, to record on board performance and to
monitor the health and status of the vehicle when not in direct ground control,
to enable space/ground and space/space communication systems for worldwide
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command and control and telemetry, etc., etc., etc. Eventually the point is
reached where the testing, check out and operation of the supporting equipment
and capabilities are as complex and expensive as the payload to be tested.

THE MILITARY CHALLENGE

The discussion to this point has been mostly generic, that is, it has been
generally descriptive of problems facing any space system, military or
civilian. What, then, are the added difficulties the military system demands
in its test and evaluation?

Military space systems, because of their role and importance in national
defense, have requirements for reliability and robustness which significantly
increase the complexity of the resulting systems. As previously discussed,
these complexities impact the entire design of the space asset requiring
additional power, structural components, electronics and command, control,
communications capabilities. The need to assess the performance of these
attributes and the impact upon the entire system (ground and space) translates
into increased performance and precision requirements for the supporting test
capabilities.

In the early days of space systems, the test techniques employed were logical
extensions of methodologies and technologies used in aircraft development, with
the wind tunnel replaced by the vacuum chamber to simulate the environment in
which the device would operate. As the understanding of the space environment
grew, primarily pushed by high failure rates, new techniques vere devised not
only for the design of the systems, but for testing as well. The basic premise
became over-design, over-build and over-test, as compared to traditional earth-
environment systems. The only concern was that the machine work once it was
in orbit, and under no circumstances could testing imperil the vehicle. Thus
testing on-orbit, in the traditional sense, was limited, and usually
constrained to determining the on-orbit performance characteristics of the
particular vehicle such as the offset of the gyros, command link margins and
antenna patterns, thermal balance, battery charging/discharging rates,
etcetera. The payload was not tested per se. It was turned on and, hopefully,
produced useful data. Whatever test data was actually produced was transported
by the telemetry system and suffered from the fidelity and extent of the total
data activity - the on-orbit measurement technique, conversion mechanism, data
handling system, transmitter, ground-based receivers, relay links, data
handling, and storage and processing systems The cause of many on-orbit
failures remained unresolved because of inadequate fidelity in the telemetry
and data systems.

As can be inferred from Figure 2, it was (and still is) extremely important
to develop a test and evaluation methodology which would detect problems at the
earliest possible point in the development process since the cost to rectify
a problem increases exponentially as the program maturity increases from
circuit board to the system level. Because testing in space required a
survivable, integrated platform and an extensive support system, development
testing on space systems was primarily conducted on the ground. Testing began
on qualification type components and subassemblies with the space environment
simulated to the best extent possible in thermal/vacuum chambers, on vibration
tables and in acoustical facilities. Electromagnetic interference could be
injected into circuitry and the effects measured by monitoring output signals.
Radiation effects were measured primarily on subsystems or components in
various above ground radiation facilities and occasionally during underground
nuclear tests. Unfortunately test facilities which effectively combine all of
these test environments did not exist, therefore the results from many tests
on many separate subsystems and components had to be combined through analysis
and simulation techniques. Following rigorous subsystem testing, the entire
space vehicle was assembled and usually underwent lengthy integrated systems
testing in the thermal/vacuum environment and limited power-on testing in an
acoustical facility.

Flight hardware generally was not (and still is not) tested to the
qualificetion limits but rather to less stringent acceptance levels. Again
driven by the premise that on-orbit failure must be avoided, acceptance levels
were designed to stress the hardware beyond the normally expected on-orbit
operational conditions, but well within the qualification points. Key in these
test programs, particularly at the integrated system level, was the
introduction of the technique of ucing prec cly the sa1e puus. anground
testing tor data sensing, data handling, transmission and ground processing as
would be used when the hardware reached orbit. For in this manner the analysis
and evaluation of on-orbit performance could be directly compared to the ground
test results without the need of inducing additional error through conversion
techniques or data translation.

5I
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Today, given our tremendous advances in materials, electronics and
computational capabilities, our test concepts are virtually the same! Ground
testing is still the primary means of testing space assets and in a reasonable,
disciplined test program, testing starts at the lowest component level and
progresses in complexity to the integrated vehicle and its interface with the
flight control and support elements. Given the large dependency on ground
testing, it becomes obvious that one of the greatest challenges in testing
military space assets has been to adequately model, replicate or simulate, on
the ground, the environment in which the space vehicle must operate.

To briefly summarize, the challenges of testing in space dictate the
necessity to have a complete, integrated system, both on the ground and in
space, just to gain a useful orbit and operate in the space environment. That
to arrive at a point of having a space ready system available for launch
requires extensive and complex ground testing. Both the space test article and
the supporting control systems are complex and extremely expensive in terms of
national treasury. In short, the acquisition of a space asset and the
supporting systems for on-orbit operation and testing have become so complex
and expensive, and the nation's dependence upon them so great, that failure on-
orbit cannot be accepted. This concept of insuring against the possibility of
failure tends to force the inclusion of additional risk reducing elements,
systems and circuits, which in turn further drive the complexity and cost of
the total system.

With this background, the space system tester finds himself in an interesting
dilemma. Space systems have become so complex that exhaustive testing is
required for validation and proof, but because of the great expense and
national dependence, rigorous testing to the point of over-stressing flight
hardware or to the point of possible failure cannot be tolerated! The paradox
is that because of the great complexity failure is unavoidable without
rigorous, unambiguous testing! The result is that the distinction between
testing and operations blur for space systems. This is particularly true when
one thinks of testing in the traditional sense, meaning to gain data for use
in assessing the ability of the test article to attain a specified performance
and/or defining the extremes of the performance envelope. Often in the push
to find the absolute performance edge failure results in the test article and
test support equipment. In operational activities the extreme margins of
performance are usually avoided to prevent the loss of the asset, except in an
emergency situation. Thus we find with space systems. because of the limited
number of assets and the tremendous cost involved in getting a system designed,
fabricated and into orbit, there is extreme reluctance to press any part of the
system to approach the point of failure, even if the test data is needed. This
pressure not to induce a failure translates the tester into more of an operator
and space testing more towards operational check out than true testing with
respect to the earth-environment systems.

THE INCREASING CHALLENGE

Up until this point, we have limited our treatment of testing basically to
space systems of limited or singular application. This is to say that space
assets, while extremely complex, are generally .reated as a single entity. For
example, a single meteorological satellite, while it may be part of a
constellation of satcllites, cdn provide meteorological observations to ground
controllers by itself without reliance on other similar satellites in the
constellation. Thus testing the space asset, while still difficult and
demanding, is limited to the stimulation and response of a single satellite and
its interface with the ground control network. Additional space assets, e.g.,
more meteorological satellites, needed to make up the total on-orbit capacity
are tested singularly and integrated into the constellation through the ground
control network. When a satellite fails in orbit, the performance of the
entire system is degraded, but the specific or individual performance of eacn
of the other space assets is unaffected. This is not the case with the new,
integrated, multi-platform, spaced based systems and concepts in which an
individual space asset essentially has no independent mission, but must
function as an integral part of the whole.

As the contributions from today's space systems are becoming increasing
integrated into military operations at all levels, the interdependence among
other aaq- d systens i! incrcacdngly Using th i
envisioned space based US Strategic Defense Initiative architecture as an
example (currently perhaps the most extreme example) of this interdependence
in new, evolving military concepts, we find that the total system is built upon
information and data flow between possibly hundreds of space and ground assets.
Figure 3 attempts, in a limited sense, to illustrate some of this
interdependence. Sensors in very high orbits detect enemy launches and provide
early warning. Other sensors in lower orbits continue development of the
attack corridors and establish the threat clouds. Still other functions
determine the specific target points and assign engagement instructions, and
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pass hand-off coordinates, state vectors and target object maps to specific,
individual weapons. Assuming that not all of the enema' ICBMs would be launched
at precisely the same instant, but staggered in order to effect the greatest
offensive advantage, then uany of the platform.s which are in position at the
initiation of the battle will soon be beyoind the active battle space as they
continue in their orbits. As more defensive assets orbit into the battle
space, as more ICBMs are launched into the battle and as attrition eliminates
both rud and blue systems, more and more information r.ust be exchanged between
the defensive system components in order to continuu with the defense. Each
layer of the defense as well as each element is depndent upon the others, and
each space asset cannot be thought of as an entity, but as a part of the whole.

From the tester's perspective, the earlier challenges and difficulties with
testing military space systems pale in comparison with the challenges facing
developing effective testing techniques for the multi-platform, highly
interdependent system. The challenge becomes how to "test" a system which is
comprised of many other systems.

MEETING THE CHALLENGE

Meeting the challenge of testing in space begins with the recognition that
testing is not a separate entity or function which is added on like an
appendage. Testing is an integral part of the development process and as such
must be a carefully planned, disciplined process frcm the very beginning of a
program. It begins on the drawing board with the design concept, is perfected
on the ground during fabrication and buildup, and continues through to the
orbital phase, with only that portion of the test and evaluation plan
absolutely necessary executed in space. A key feature of any successful test
program is the effective use of the feedback process (shown in Figure 1), for
the critical use of all new information either builds confidence in previous
assumptions or provides the basis to challenge and update these assumptions,
follow on test tools, techniques and simulations. Test planning must describe
the test methodologies ard criteria at the top, or system level, then allocate
requirements downward to the constituent element systems which will make up the
aggregate system. The constituents within their development programs must
jefine a test and evaluation process designed to bring that portion of the
system on line in consonance with the top level system. In other words, a top
level test philosophy must be established to bring proven elements into the
system level and to test the ability of the aggregate system to perform to the
top level specifications. This approach allows each element to be developed
as much as a single entity as possible within the given allocations from the
top level. Test data from the development testing of each of the constituent
systems must be used to validate the top level system model prior to the
delivery of the system components. This top down integration, bottom up
validation technique provides flexibility in the development process to permit
exploitation of technology advances during the dever' Vm.t onase while at the
same time providing some measurement of isolatie:j to the aggz.;?'%, system in
the event of problems in a constituent level e,velopment. The use of models
and simulations of the aggregate system allows top level development work on
the overall concept as well as operational, both strategic and tactical,
considerations in parallel with the development of the constituent elements.

Figure 4 illustrates the top down integration, bottom up validation
interrelationship between the test flow of aggregate system and constituent
levels for sensor systems needed to detect and track the boost phase, the mid
course and the terminal portions of an ICBh trajectory. Similar relationships
would be developed for all of the other system functions, e.g., discrimination,
engagement, battle management, etc. The ability to conduct a test program with
this philosophy is totally dependent upon the capability to conduct lorge
simulations with provisions to connect hardware into the loop. If we continue
to use the spaced based defensive system as our example, it becomes readily
obvious that in order to make a system out of the multitude of space platforms
needed to conduct a defense in space, some mechanism is required to orchestrate
and integrate the parts into a whole. This mechanism is the battle management
function with its attendant command, control and communication capabilities.
Thusm the key t-o usng larc a a ast.,.
technique becomes the ability to model ci,.' integrating management function (the
battle management/C3 function in our exam1.le) together with the capability to
connect battle scenarios and environment models and models and/or real
hardware from the constituent elements into the aggregate system simulation.

The existence of a simulation capability of this magnitude permits the option
to connect various portions of the system together for early (primitive)
integrated testing long before the components of the system reach prototype
maturity. This technique permits insight into ,agpregate system level problems
early enough to impact the designs of the consti.tuents or opelational concepts,
if necessary, thus saving cost and timo in the overall development (per Figure
2). If the program must wait until each of th? constituents has been developed
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to the point of prototype or space flight before integrating the pieces into
a system, tremendous expense will be incurred for problem resolution. This
testing concept, in a sense the use of a highly capable test bed for early
integration, is virtually mandatory for development of the new large,
distributed software systems.

Figure 5 illustrates a simple early integrated test conducted between a
sensor, battle management and a weapon early in their development. The figure
shows a case in which the output of a sensor in a development test (being
stimulated by a scene generator) is routed to a simulation center where the
data is manipulated and operated upon by battle management algorithms and the
output fed as an input to a development test of a weapon guidance and control
unit. In this simple scenario, important gains are realized in normal
development testing of various components as well as in the entire system
without waiting for the completion of other than basically breadboard level
hardware and early integrated software. Additionally, decision makers can be
given system level insight far earlier than is usually the case.

Using the concept defined above requires that the test and evaluation program
be developed and managed as vigorously and with as much discipline as the
weapon development itself. Figure 6 shows that the integration test envelope
can be expanded as the maturity of the hardware and software increases to the
point that ground testing can accomplish no further gains in the overall test
plan and the system must be taken to space, which returns us to the
difficulties of testing in space!

ADDED CHALLENGES AND DIFFICULTIES

Unfortunately, or perhaps predictably, as our ability to build and
successfully test military space systems has improved the requirements for new
systems continues to outstrip test capabilities and techniques. Many of the
new requirements physically cannot be tested in the earth-environment, while
others require new testing concepts and techniques. For example:

a. The requirement to acquire, track, discriminate and engage targets at
unprecedented (intercontinental) ranges.

b. The near instantaneous transition from long periods of dormancy or
limited, standby modes to a war fighting status upon command.

c. The inability to adequately approximate the zero-g structural dynamics
of large space structures in an one-g environment.

d. The inability to effectively determine and simulate the extent of the
battle environment/threat, e.g., the nuclear nhenroed environment,
debris effects, direct energy weapon effects, etc.

e. The growing interdependence between multi-particlpants.

The expansion of these examples provides excellent insight into the
additional space testing problems which must be faced for military systems.

EXTENDED RANGE

The requirement for space based defensive systems to acquire, track,
discriminate and potentially engage hostile targets at extreme ranges (greater
than 3000 km) dictates pointing accuracies and platform stability
specifications in the sub-micro radien class. Put in terms which most of us
can begin to comprehend, some requirements will dictate not only the ability
to look from New York and acquire a car's headlights in Los Angles, but to be
able to distinguish which headlight, the right or the left, has been acquired
and is being tracked. The ability to conduct this type of test does not exist
in the earth-environment, nor does a suitable reference system exist in space
from which to measure the various deviations or errors in pointing angles or
to truth or calibrate resulting test data. Related flight mechanics issues
(platform attitude control, space, time position indications, pointing and
tracking, structural modes, etc.) have been estimated to drive new
instrumentation requirements in gyros and accelerometers 3-5 orders of
magnitude beyond current state of the art. The testing requirements for this
instrumentation of course imposes even more precision, perhaps exceeding the
limits set by seismic stability nf any ground tstijjv £acility.

Aside from difficulties in testing pointing and tracking, testing the
engagement of a terget by an interceptor presents a host of particularly
difficult problems such as simultaneous, positive control of multiple
platforms, measurement of miss-distance between interceptor and target, and
debris containment. These problems increase exponentially when directed energy
systems enter the equation. The traditional test safety methodologies which



33-11

0
U 00

1-o

Icrz

00

,- 040

z w 2 Ii t'0
0 U

w

0.

2 z

> w

0.



33-12

z U

0

z
LLu

U,)

ww
0

0 tc LL
LLI V

I-- -l11

CLu

w
04t

Lu
2'.

00

wQ -I



I

33-13

constrain earx.1-environment testing to specific well defined geographical areas
now must expand t', -. aicr jic!al extent and the resulting international
considerations.

DORMANCY

A system which may undergo long periods of minimal activity or dormancy prior
to near instantaneous full war fighting operation will require designs based
upon an exacting knowledge of the aging effects of materials in the space
environment. To date very little work has been done in long dormancy effects
nor in the techniques for testing these effects. The changes brought on after
long exposure to atomic oxygen, zero-g, solar rad4.ation, x-rays, ionized
particle impingement, etcetera, must be determined. Currently here on earth,
there are not facilities which can impose the total space environment for the
long periods needed to test the effects of aging in space nor are there known,
valid techniques for accelerating the aging progress. Hopefully the Long
Duration Exposure Facility experiment (LDEF) can be retrieved by the space
shuttle before it catastrophically reenters the atmosphere in the very near
future. This experiment, launched several years ago for a one year mission,
has been stranded in orbit ;ince 1986 waiting for the resumption of space
shuttle operations. It has a wide variety of materials on board which should
provide a wealth of insight to the space aging question if it can be retrieved.
But in any case, much work appears to be required into the physics of material
aging and test techniques and methodologies needed for evaluation of the aging
process.

STRUCTURAL EFFECT9S

The ability to adequately test large space structures does not exist in the
one-g environment. Various techniques are used to reduce friction and the
effects of gravity during ground testing of dzloyable rnmponents of a space
vehi~le such as solar arrays, antennas, gravity booms, aizs covers with varying
degrees of effectiveness. Much analyses Pnd guess work remains to translate
the ground test results to expected perfornence once in orbit, and yet these
components are almost trivial in comparison with the structures envisioned for
large (30 meter class) directed ,nergy mirrors or space station sized
structures. Active and passive damping techniques as well as structural
dynamics measurements demand ir, riti space testing capabilities.

SIMULATION

Military space systems cannot be tested in the hostile environment in which
they may have to operate. Treaties and common sense prevent it. Hardening
such systems against hostile Literfe:ence or attack and providing the needed
robustness is a criticai concern. As we have discussed earlier, any measures
added to enhance the survivability also dd weight and require additional
shares of the on-orbit available power and command and control capabilities.
TheLefore it becomes critical to understand the extent of the potential threat
so that adequate ,ounter7.elures and protection can be built into the space
system and still ramain within the useful e..7ineering margins for the on-orbit
capabilities. The ability to UlAnimally test the integrated survivability
attributes of a system depend almost qntirely upon the capabilities to model
and simulate the potential hostile actions and environment. This modeling and
simulation, t3 have credit-bility, is dependent upon data gained through
phenomenology measA:ements of the space environment and blast/thermal/radiation
testing oe various :oystems and subsystems for validation. Currently, there are
neither L-afficient grand scale space environment phenomenological data nor
facilities with the raquisite blast/thermal/radiation spectra suitable for
obtaining sufficient data which oan be scaled to provide unquestioned
creditability to large scale simulations and models. Further, improvement in
computer systems are needed to provide the capacity and speed required for the
increasingly comple. simulatiohc and the ability to provide verification and
validation of the simulation as a creditable test tool.

MULTI-PART191RAT

Evolving military s -tems are )rcoming i'-ireasing complex and have a large
intttedependence between not only Ppace assoes, but also airborne, groind and
sea components. The growing integrat4on and interdependency is manifested in
increasingly complex softwar- and cossunication systems. Even with today's
systems there are insufficLent "flight hours" to fully test operational
software in the operatkonal environment, ard the situation is becoring worse.
Currently, using our best techniques on the fastest computers, some estimates

to adequately, but not exhoaustively, test some of the near term military
applications. The introduction of extenrive use of artificial intelligence
techniques into the operational and test software systems will exacerbate the
test problem by orders of magnitude.
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INITIATIVES

In response to the increasing battle space, complexity and interdependence
of virtually all classes of weapon systems, earth-environment as well as ..'ace,
the Department of Defense has initiated a multi-billion dollar investment
program to improve and modernize the U.S. national test capabilities base.
This program is-being implemented -through a more encompassing coordination and
validation process which will provided an enhanced, integrated approach to-test
capabilities investment through the individual service budgets. Additionally,
Department funding has been earmarked for investment in joint or multi -service
use facilities not normally contained within a single service or agency budget.
Two of these initiatives bear directly upon-improving the ability to test space
systems-and deserve discussion:

a. A large, state-of-the-art computational and simulation facility known
as the National Test Facility is being pursued under the Strategic
Defense Initiative Organization to develop a capability to provide large
scale simulations of the multi-platform space based defense concept.
The facility -will have the necessary computational power to conduct
truly global scale simulations as well as the communications
capabilities to tie many geographically separated test centers together
in real time to conduct hardware-in-the-loop testing. In addition to
weapons system testing, this test bed capability is essential in the
development and testing of the "testing" concepts and techniques needed
for testing future highly integrated and interdependent systems.

b. The DoD Space Test Capability is a joint service initiative managed by
the United States Air Force's new Consolidated Space Test Center to
develop a space test range capability. This concept is structured much
along the -lines of a traditional test range, but will provide for the
ability to schedule and internet existing space test assets, as
required, into a long term global capability for those testing missions
which require such an extended test envelop. Inherent in this
initiative- is the development of an ability to provide continuous
command and control, data collection, tracking and test safety functions
necessary for the space testing of advanced systems, including the
application of the Global Positioning System to help solve time, space,
position indication problems.

Several other initiatives, which have direct application to space testing,
as well as earth-environment systems, are structured to improve specific
instrumentation and test capability shortfalls such as milti-object tracking
radar, hypervelocity test chambers, optical and infra.,ed scene generation
techniques, blast/thermal/radiation effects facilities, and potential new,
effective testing techniques. However, as ambitious and expensive as these
initiatives are, many shortfalls remain in areas such as large scale software
integration and test capabilities, large space structure test capabilities,
precise spaceborne instrumentation capable of sub-micro radian measurement, and
missed distance measurement techniques and instrumentation. With the ever
increasing dependence upon large software systems, perhaps the most near term,
pressing issue is that of the ability to effectively test and validate massive
software systems. Everything done in space today is dependant upon software,
from the generation of a command on the ground to the uplink of that command,
the receipt, processing and execution of the command, the measurement of the
performance or reactions to that command, the processing of the response into
a data stream, the transmission of the data to the ground, the reception,
decryption and shredout of the data bit and the processing and display to the
ground controller. At any point an error introduced by software can completely
mask, or even generate false, failures or anomalous performance. This testing
shortfall condition exists today, and is becoming exponentially wors as we
begin to depend on multi-million lines of code simulations and on-board
software systems. The development of effectie test techniques to test and
validate incorporation of artificial intelligence capabilities on a large
scale will be a difficult and expensive process, a testing nightmare and one
which has had relatively little exposure within the general test community.

SUMMARY

In summary, the national dependence-and complexity of military systems have
driven the costs to the point that failure caused by on-orbit testing is
unacceptable. In most cases actual testing in space is more attuned to
operational check out than testing in the traditional-sense. As a result, the
exhaustive testing required for a major space system is accomplished on the
ground -with only that portion of the -test program absolutely necessary
conducted in space. Howevor, the ever increasing dependence upon -the "high
ground" of space and interdependence of multiple space and ground based
components dictate improved test techniques and new capabilities both for the
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ground testing and in the space environment. Large scale simulation with
hardyare-in-the-loop can be successfully used as the top level, critical method
of ts.st if the program is determined early in the concept development phase and
is managed with as equal zeal as the weapon development activities. Increasing
requirements for precision and ever enlarging envelopes of performance and
battle space will force more of the test program to be conducted in the space
environment.

Shortfalls in the ability to conduct the necessary space system testing are
beginning to be addressed in a new, bold process within the U.S. Department of
Defense which attacks the problem on two fronts - 1) a new investment policy
for acquisition of specialized test capabilities and major modernization
projects for existing activities and facilities, and 2) investigation of new
test and evaluation concepts using large scale computer aided techniques.

While unfortunately advances in military space systems will continue to
outpace the test and evaluation capabilities in the near term, the first major
steps towards resolution have been taken by recognizing that shortfalls exist
and their effects upon the decision process. This recognition will set free
the creative process in the human mind from which solutions to the insolvable
will flow.

?
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