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An Analysis
of Input/Output Paradigms
for Real-Time Systems

N

Abstract: The correctness of a real-time system with hard deadline requirements
depends both on the logical correctness and on the timing correctness of the sys-
tem. The principies of rate monotonic scheduling have proven to be very useful in
providing a framework for designing, analyzing, and modifying the timing and con-
currency aspects of real-time systems. This paper illustrates how to build a math-
ematical modetl of the schedulability of a real-time system, taking into considera-
tion such factors as preemption, synchronization, non-preemptibility, interrupts.
and process idle time. In particular, this paper llustrates how these principles can
be applied to input/output interfaces (e.g., to devices or local area networks) to
predict the timing behavior of various design alternatives.

1. Introduction

The primary characteristic that distinguishes real-time systems from non-real-time systems
is the importance of time. The correctness of a real-time system depends not cnly upon its
logical correctness but also its timing correctnessift1,-15}" System complexity tends to com-
promise correctness unless there are techniques and methods for managing the complexity.
Basic software engineering principles such as abstraction. encapsulation, and information
hiding form the basis of rnethods and techniques that are used to manage logical complexity
- -{13]. Rate monotonic scheduling theory offers a set of engineering principics for managing

timing complexity [11]. : .

A real-time program may be ccmprised of many processes (i.e.. threads of execution) and
the timing ruiaticnshipe between processes may be complex. The responsibility for im-
plementing a set of processes may be held by one individual or, more likely, by many in-
dividuals possibly in different organizations. Further, the set of processes may change dur-
ing the course of the development effort. Ultimately, the set of processes must be inte-
gratea to form a program that satisfies a set of real-time pertarmance requirements.

A cuitral focus of the Real-Time Scheduling in Ada (RTSIA) Project at the Software Engi-
neering Institute (SEI) is to explore the use of rate monotonic scheduling theory for manag-
ing timing complexity and for understanding the timing behavior of realistic real-time prob-
lems. Input/output (//O) processing plays an important role in real-time systems and, at the
same time, poses several interesting problems for rate monotonic scheduling theory. The
purpose of this report is to illustrate how to apply rate monotonic principles systematically to
commonly used )/O paradigms.

CMU/SEI-90-TR-19 1




1.1. An Analytical Framework

The rcuon of rate monotonic scheduling was first introduced by Liu and Layiand in 1973 [5].
The lerm rate monotonic derives from a method of assigning priorities to a set of processes:
assigning priorities as a monotonic function of the rate of a (periodic) process. Given this
simple rule for assigning priorities, rate monotonic scheduling theory provides a simple
inequality—comparing total processor utilization to a theoretically determined bound—that
serves as a sufficient condition to ensure that all processes will complete their work by the
end of their periods.

This fundamental theoretical result is the underpinning of a fairly comprehensive theory for
analyzing the timing behavior and designing the concurrency structure of a real-time cystem.
Liu and Layland's original result applied only to a set of nen-interacting periodic processes.
Subseguent work oxtended the applicability of rate monotonic scheduling to processes that
synchranize to share data {10], to systems with aperiodic processing [4, 14), and to systems
with mode change reqguirements [12]. As a result, the theory can be used to build a math
ematical mode! that describes the ability of a system to meet its timing requirements. We
refer to this as a schedulability model.

1.2. Considerations for input/Output

Cne of the benefits of develcging a scheduiability model is that it requires a precise charac-
terization of the execution timing behavior of a set of processes in terms of the parameters
needed by the model. For example, to build a schedulability model that includes the eftects
of sharing data between processes, we must understand the circumstances under which
lower priority processes can block higher priority processes by requiring exclusive access to
the cata. In order to build schedulability models for 1 O paradigms we musi precisely
charactenze inputoutput processing, explore relevant theoretical results. and then in-
crementally use the theory to understand how to model various aspects of ditterent 1O
paradigms.

In Chapter 2 we define a general model of processing that basically divides a process’s
work into three stages: input, processing, and output. We also define a classification of 'O
devices. Two parameters are used to differentiate between device types: whether or not
the device can handle more than one client process at a time and whether or not the device
reguires that the CPU participate in data movement. In Section 2.3 we develop nctation that
will be useful in performing analyses in the remainder of the paper. The theoretical results
relevant to this paper are then summarized in Chapter 3.

Chapter 4 forms the heart of the paper. In this section we demonstrate how to apply the
principles of rate monotonic scheduling theory to the general model of processing outlined
earlier in the paper. First, we consider synchronous IO paradigms. When synchronous /O
paradigms are used, contro! is not returned to the calling process until the operation 1s com-
plete. Therefore, a process that uses synchronous /O will perform one I/O operation at a

2 CMU/SEI-90-TR-19




time; 170 operations do not overlap in time. On the other hand, asynchronous /O operations
may overlap since the calling process may start other work concurrent with the initiated 1.O.
We will explore the schedulability tradeoffs between these two paradigms by comparing
their schedulability models. We will also explore other issues that impact the timing be-
havior of a set of processes including non-preemptible sections, interrupt processing. and
process idle time (depending on the device, a process may be inactive dunng an 1'O
operation). Throughout Chapter 4 we develop a schedulability analysis of each situation
that is presented.

CMU/SEI-90-TR-19 3




CMU/SEI-90-TR-19




2. Processing Model

The context of the discussion in this paper is real-time systems with hard deadlines. A hard
deadline is a deadline that must be met; the software is considered to be malfunctioning if
such a deadline is missed. We confine our discussion to uni-processor systems that employ
logical concurrency. The term process will denote a unit of concurrency. We will further
restrict our attention to periodic processes.! By periodic we mean that a process is initiated
at regular intervals (periods) and has a deadline that is one period after it is initiated.

2.1. Input/Output Paradigms

We assume a general processing model that endlessly cycles through the following three
stages as shown in Figure 2-1:
1. Input: Read data from one or more sources of input, which may be devices
and/or data in main memory.

2. Processing: Compute output values, which are functions of all of the
gathered input values.

3. Output: Write the results of the computations to one or more sinks, which may
be devices and/or main rmemory.

The input and output resources (devices and/or memory storage) may be shared between
processes in the system, and in that case will require mutually exclusive access.

A Input Processing | Output

~——

Figure 2-1: General Model for a Process

The input (output) stage of a process is simply a sequence of individual input (output) opera-
tions. We model an individual input (output) operation as occurring in three phases as il-
lustrated in Figure 2-2.2

1. Start I/O (St): The time interval in which device interactions necessary to start
an /O operation are performed.

2. /O Service (Srv): The time inten 1l in which the data is actually manipulated
and/or moved.

'It may seem overly restrictive to focus on periodic processing. Howaver, much of the analysis is applicable to
aperiodic processing. See [14] for a description of how to use the sporadic server algorithm to guarantee hard
deadlines for aperiodic processes.

?Note that the ideas presented in this report are not limited to this particular model of processing. Arbitrary
sequences of input operations, processing, and output operations can also be analyzed using the principles of
rate monotonic sc."aduling theory.
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3. /O Completion (Cpt): The time inierval which starts when the device signals
that /O has completed and ends when control is returned to the initiating proc-
ess.

When considering shared data in main memory as the resource, the I/O service phase is the
only relevant phase. In this case, this phase reflects the amount of time it takes to perform
an operation on the shared data. When considering devices, the /O service phase reflects
the amount of time it takes to move data between main memory and another destination.

- Input Stage >
Input Input Input
Operation 1 | Operation 2 | Operation 3

Cpt

RN Srv N Cpt {Cpt
A {cp

Figure 2-2: Input Stage in Detail

We will consider variations of two common /O paradigms: synchronous and asynchro-
nous. When a synchronous I/O operation is performed, control is returned to the calling
process only after the entire /O operation is complete. A process that employs synchro-
nous /O completes all phases of an I/O operation before it starts the next 1/O operation.
When asynchronous I/Q is performed, control is returned to the calling process immediately
after the operation is started, enabling the calling process to perform other work concurrent
with the I/0. In particular, the asynchronous paradigms perform the Start-IO phase of sev-
eral distinct /O operations, allowing the I/O-service phase of several I/O operations to
proceed concurrently. The characteristics of the /O device and the software interface to the
device are factors to be considered when choosing between synchronous and asynchre-
nous paradigms.

We frequently refer to a process that makes I/O requests as the client process. We will
assume that /O capabilities are provided to the client via a software interface. The syntactic
details of the I/O interface are not of concern to us; instead, we are interested in the seman-
tics of the interaction between the client and the device. The following issues have an im-
pact upon the analysis of various paradigms:

e Non-preemptible sections. Is any portion of the /O operation non-
preemptible?

» Non-interruptible sections. Are interrupts disabled for any portion of the 1/O
operation?

6 CMU/SEI-90-TR-19




« Idle time. Is the client process inactive3 for any portion of the /O operation?
e Mutual exclusion. Does the /O operation provide mutually exclusive access to
the device?

o Interrupts. Is the device operating in an interrupt-driven mode or in a polling
mode?

The properties of the I/O service will have an impact on the client’s ability to satisfy its timing
constraints and may impact other processes as well. Characteristics of the device naturally
determine the nature of the client's interaction with the device. Thus, it is important to un-
derstand certain aspects of a device's behavior in order to understand the timing behavior of
an /O process.

2.2. Models of Device Interactions

To be clear about the assumptions that we are making concerning device behavior, several
classes of devices are described below.

e CPU Dependent. This class of device requires the CPU to be active in moving
the data. The Motorola 28530 [6] serial interface, commonly used on Motorola
single board computers, falils into this class.

» Single Request. This class of device does not require the CPU to be active in
moving the data. The I/O device operates physically concurrent with the CPU.
Devices in this class only support one outstanding /O request at a time. Most
direct memory access (DMA) controllers falf into this class.

» Multiple Request. This class of device does not require the CPU for data
movement and also operates physically concurrent with the CPU. However,
devices in this class support multiple outstanding /O requests. Some local
area network adapters fit into this class.

Performing an /O operation using a device in any of the above classes involves the use of
many resources. Cognizance of and planning for resource contention is important in deter-
mining whether or not a process will be able to meet its deadline. For example, before a
process can perform an I/O operation it must acquire the CPU. The process may then need
to acquire several I/O buffers. If memory is a scarce resource, this may cause the process
to wait. The I/O device itself may be a shared resource. If the device is being used by a
lower priority process, a higher priority process may be delayed. A common backplane bus
may be used to facilitate communication between the CPU and devices. Bus arbitration
protocols may have an impact on a process's ability to meet its deadline. For exampie, bus
cycles may be lost to DMA devices in the presence of /O activity. This effectively reduces
the number of cycles available to a process that also needs access to the bus and con-
sequently introduces delays in the process's I/O stages. (See [8] for a comprehensive dis-
cussion of "cycle stealing.") For multiple-request devices, scheduling of requests within the

3An idling (or inactive) process in this context is waiting tor an /O service to be completed. Lower pricrity
tasks have an opportunity to execute when the client is inactive.
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device itself is also an issue. Additionally, multiple-request devices are likely to have a limit
for the number of outstanding I/0 requests. Another factor when considering the timing be-
havior of processes performing I/O is the interrupt control logic of the processor. In this
paper we focus on issues concerning the use of devices and memory-resident data by one
or more processes. We assume that there is no contention for the other resources men-
tioned above (i.e., /O buffers are readily available, cycle stealing is negligible, and muiti-
request devices support a large number of outstanding requests).

Section 2.3 introduces some notation and terminology.

2.3. Notation and Terminology

[n general, we assume that there are n processes on a uni-processor. One or more of these
processes may be a process that performs /O as described in the previous section. Any
given process / will be denoted by ;.

The term schedulability means the ability of a process or a set of processes to meet dead-
lines. We explore later how various characteristics of a client process’s interactions with
different types of resources affect its schedulability.

There are several parameters of a process that we refer to many times in later sections. C,
and T, represent the execution time and period, respectively, associated with process 1.
Assume that the numbering of the processes is such that the following relationship holds:

The CPU utilization of process 1; is the ratio of a process’s execution time to its period. The
CPU utilization of a set of processes is the sum of the utilizations of the individual proc-
esses.
CPU Utilization of a Set of Processes = — + ——+ - - - + —
Tl T2 Tn
Let Res(t) be the set of resources that process 1, uses (which includes both devices and
shared data) and let Dev(t)) be the subset of those resources that are devices. The follow-

ing expression summarizes this relationship:
Dev(t;) C Res(t))
Devices may be used in the input and/or output stages. Therefore, let the set of devices

that are used for input and output by process t; be denoted by InpDev(t;) and OutDev(t))
respectively.4 The following expression summarizes this relationship:

InpDev(t) U OutDev(T) = Dev(t)

“Note that an individual device may be used for both input and output. In this case the device would be a
member of both InpDev(t,) and OutDev(t).

8 CMU/SEI-90-TR-19




As previously stated, the execution time of process t; is represented by C;. There are also
subcomponents of execution time that are of interest. Let re Res(t,) denote a resource that
is used by t;. The amount of time that process T, spends performing an I/O operation with
resource ris C;. Additionally, C;, is the amount of time that t; spends in its processing
stage. Therefore, we have the following relationship:®

C; = C[.*p + z C,.',
r € Res(T)
This expression states that the total execution time for t; is the sum of the execution times
associated with performing I/O with all resources used by 1;, plus the execution time associ-
ated with the /s processing stage. Note that process 1, may use the same resource more
than once per period and may use it for input and output. If it is necessary to distinguish
between muitiple uses of the same resource, we will let C; . . denote the K'th use of resource

rby process t;during any given period. Otherwise, the third subscript will be omitted.

In the previous section, we subdivided a client process’s interaction with a device into
phases: start /O, /O service, and /O completion. Let d € Dev(t,) denote a device that is
used by T,

. St(C,'d'k) denotes the amount of time process t; spends in the start I/O phase of
an individual /O operation using device d.

* Srv(C, 4,) denotes the amount of time process t; spends in the 1/O service
phase of an individual /O operation using device d.

» CpY(C, 4,) denotes the amount of time process T; spends in the /O completion
phase of an individual I/O operation using device d.

When certain paradigms are used, the client process will not actually be executing during
the service time phase; execution will be suspended and the client will be inactive while the
device is performing /0. We will refer to this time as idle or inactive time. If a process is
inactive, it will be inactive during the I/O service phase of I/O operations. Therefore, if an
individual I/0 operation is not inactive, the execution time associated with the operation is:

Ciah =SUC; 41 ) + S(C 4 ) + Cp(Cy y 1)

On the other hand, if an individual I/0 operation is inactive during its /O service phase then:
C[.d.k = S[(Ci,d,/() + Cpt(c’i,d,/()

Finally, let LowRes(t,) denote the set of resources that are used by processes with priorities
less than 1;'s priority and HiRes(t;) denote the set of resources used by processes that have
a priority which is greater than or equal to t;'s priority.

5We will assume that the amount of computation that a process performs between individual /O operations is
negligible.
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3. Review of Rate Monotonic Theory

The analysis of the schedulability of various I/O paradigms will be performed by using a
theory of real-time systems which is based on rate monotonic scheduling theory. Rate
monotonic scheduling theory prevides analytical mechanisms for understanding and predict-
ing the execution timing behavior of reai-time systems. The basic theory, introduced in a
seminal paper written by Liu and Layland [5], gives us a rule for assigning priorities to peri-
odic processes and a formuia for determining if a set of periodic processes will meet all of
their deadlines. A large body of work resulting from the Advanced Real-Time Technology®
and the Real-Time Scheduling in Ada’ Projects at Carnegie Mellon University extends this
basic result so that the theory addresses process synchronization, aperiodic processing,
mode change, and other practical issues that contribute to the complexity of the timing be-
havior of real-time systems [3, 4, 10, 14]. This section reviews some of the relevant results
that are used later in the paper.

3.1. Basic Results of Rate Monotonic Scheduling

Our examination of the schedulability of various I/O paradigms addresses the tollowing two
questions about a process that performs 1/O:

1. How do other processes affect the schedulability of the process?
2. How does the process affect the schedulability of other processes?

These questions serve as a starting point to introduce rate monotonic theory.

First, note that we assume a priority-based preemptive scheduling discipline.8 Initially, con-
sider a set of independent periodic processes, where independent means that the proc-
esses do not have synchronization requirements and periodic means the processes are in-
itiated at regular periods and have deadlines at the end of the period. Under these assump-
tions, only higher priority processes can affect the schedulability of a particular process.
Higher priority processes delay a process's completion time by preempting it. This is
reflected in the following theorem [5].

Theorem 1: The rate monotonic algorithm assumes priority-based preemptive
scheduiing, where a process's priority is based on its period; processes with
shorter periods (i.e., higher frequencies) are assigned higher priorities. A setof n
independent periodic processes scheduled by the rate monotonic algorithm will
always meet their deadlines, for all task phasings, if
C C
?_‘+ o+ S UM) = n2Yn-1)
1

n

5A project in Carnegie Mellon University’s School of Computer Science.
A project in Carnegie Mellon University’s Software Engineering Institute.

8Rate monotonic principles have been used to analyze non-preemptive scheduling disciplines as well.
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Basically, if the utilization of the process set is less than a theoretically determined bound,
then the set of processes is guaranteed to meet all ¢, ... deadlines.
Coarollary 2: Given a set of n independent periodic processes scheduled by the
rate monotonic aigorithm, a particular process, T, k<n, will always meet its
deadline if:

C C

e vt = k1

T Ty
From this result we can see that the only factors that determine the schedulability of process
- are the utilization of higher priority tasks and the utilization of the process 1, itself.

As indicated above, there is a set of assumptions that are prerequisites for this result (see
{1

e Process switching is instantaneous.

« Processes account for all execution time (i.e., the operating system does not

usurp the CPU to perform functions such as time management, memory man-
agement, or 1/0).

¢ Process interactions are not allowed.
¢ Processes become ready to execute precisely at the beginning of their periods.
e Process deadlines are always the start of the next period.

« Processes with shorter periods are assigned higher priorities; the criticality of
processes is not considered.

The following set of results allows us to relax these assumptions and thus apply the
scheduling theory to a wide class of realistic real-time problems, such as the analysis of
various /O paradigms.

Corollary 3: Let worst-case context switching time between processes be
denoted by C.. Also, define C, = C;+2C,. A setof nindependent periodic proc-
esses with worst-case context switching time of Cg that is scheduled by the rate
monotonic algorithm will always meet its deadlines, for all task phasings, if:
C, c.
_t == S”(zl/n_l)

rl n
The execution time of process T, is effectively being inflated to include context switching
overhead. As described in [1], when a process preempts a lower priority process, the ex-
ecution state of the lower priority process is saved and the execution state of the higher
priority process is established. When the higher priority process completes its processing
and relinquishes the CPU to a lcwer priority process, its execution state is saved and the
state of the lower priority process is reestablished. The context switches for (1) preemption
of the lower priority process and subsequent (2) resumption of its execution account for the
2C added to the execution time of the preempting process.

The discussion up to this point assumes that a process's execution is always consistent with
its rate monotonic priority. Consider the following example:

12 CMU/SEI-90-TR-19




Example 1: Two processes have been assigned rate monotonic priorities with
process T4 the highest priority. Process 1, starts to execute and calls a system
service, a portion of which involves a non-preemptible section of code. Immedi-
ately after this call, T, becomes ready to execute but cannot preempt 1, while it is
in this non-preemptible section. Thus, the higher priority process has to wait until
the system service completes before it can preempt the lower priority process.

This example illustrates one way in which a process that has been assigned a higher rate-
monotonic priority can be delayed by a lower priority process. This delay time is known as
priority inversion or blocking. Interrupts represent another potential source of blocking. The
following result generalizes the previous results to include the effects of blocking.
Corollary 4: Given a set of n independent periodic processes scheduled by the
rate monotonic algorithm, let B, be the worst-case total amount of blocking that
process 1, can incur during any period. Process 1, will always meet its deadline if:
C, C. B, .
—+ T+ S A(2VR—])
T, T, T,
The following lemma is a generalization of the above corollary.
Lemma 5: Given a set of n independent periodic processes scheduled by the rate
monotonic algorithm, let B; be the worst-case total amount of blocking that proc-
ess t; can incur during any period. The set of processes will meet all deadlines for
all phasings if:

Cll Bl ,

— 4+ <12V =1) and

T

C, C. By
S+ <L202 1)y and

T, T, T,

Cl C: Ck Bk (9 Uk
—_— =+ + =+ —+ <k(Q2V*=1) and
T, T Ty Ty
£l+€.3+ +2+ < n2n-1)
T, T,

n
The inequalities explicitly show how blocking affects the schedulability of a set of processes
and why it is desirable to minimize blocking.

Process synchronization is another common source of blocking. When more than one proc-
ess requires mutually exclusive access to a resource, processes must synchronize. |If a
lower priority process has locked a resource and is then preempted by a higher priority proc-
ess which executes until it needs to access the resource but is then forced to wait, the
higher priority process is blocked. The priority ceiling protocol (PCP), first described in [10],
is one of a class of inheritance protocols; PCP reduces the effects of blocking and prevents
mutual deadlock.
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The PCP employs two concepts: pricrity inheritance and the priority ceiling. When a high
priority process is waiting for a lower priority process to relinquish access to a shared
resource, priority inheritance comes into play. Priority inheritance prohibits a medium prior-
ity process from prolonging the actual amount of time a resource is locked by a lower pricrity
process. Without priority inheritance, a medium priority process can preempt the fower pri-
ority critical section and prolong the pericd of blocking. To prevent this, priority inheritance
allows the lower priority process to inherit the blocked process’s higher priority for the dura-
tion of the critical section. Thus, priority inheritance prevents the medium priority process
from preempting the critical section, which is now executing at a high priority. The basic
priority inheritance protocol is described in [10]. Priority inheritance leads to the following
result [10]:

Theorem 6: Under the basic priority inheritance protocol, if a process shares m

resources with lower priority processes, then it can be blocked at most m times

per period due to process synchronization (provided that the process does not
become inactive).

it is not hard to imagine that a high priority process requires data from several resources
that are all locked at the time it preempts and tries to acquire the data. The low priority
process locks a resource, is then preempted by a slightly higher priority process that locks
another resource, and so on. The high priority process will execute until it needs data from
the first resource and then it will be blocked. The blocking process will inherit the blocked
process's priority and, after its critical section, relinquish the resource. The high priority
process will use the resource and then be forced to wait for access to the second resource
that it needs and so on. The PCP reduces this blocking time [10].

Theorem 7: Under the priority ceiling protocol, a process which shares resources

with lower priority processes can be blocked only once per period (provided it

does not become inactive when it is not accessing a resource) for the duration of
a single critical section.

One can get an intuitive understanding of this property by cxamining the sources of blocking
tor any process, 1, Process t; can be blocked by any lower priority process with which it
shares a resource (this is referred to as direct blocking). 1t can also be blocked by any lower
priority process that shares a resource with a higher priority process. The lower priority
process can inherit a higher priority when it is blocking a higher priority process, thereby
delaying process 1; (this is known as push-through blocking). We will call the set of proc-
esses that can block process 1; its blocking set. The PCP allows only one process in t;'s
blocking set to be locking resources at any given time. Therefore, when t; preempts a lower
priority process it can only be blocked once due to process synchronization. The concept of
a priority ceiling is used to accomplish this.

Associated with every semaphore or monitor that protects a shared resource is an attribute
known as the priority ceiling. The priority ceiling is the highest priority at which a critical
section associated with the resource can be executed, which is also the priority of the
highest priority process that uses the resource. The priority ceiling rule of the priority ceiling
protocol prohibits a process from locking a resource unless the process's priority is strictly
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greater than the priority ceiling of all semaphores locked by other processes. The blocking
set of any process is the set of processes that use semaphores (or monitors) that have a
priority ceiling greater than or equal to the process’s priority. Effectively, the priority ceiling
rule allows only one process in the blocking set to have locks at any given time.

Lemma 8: One can emulate the priority ceiling protocol by ensuring that critical
sections are executed at the ceiling priority.

If a critical section is executed (without becoming inactive) at the priority of the priority ceil-
ing of the protected resource. then no other processes in the blocking set will be permitted
to preempt the critical section. This effectively emulates the pricrity ceiling rule.

Another phenomenon that affects the schedulability of a process is idle time. Clearly when
a process becomes inactive this has a direct impact on the schedulability of this process
{see Figure 3-1). Another term is needed in the scheduling inequality for this process to
account for the idle time. A much less cbvious effect is that idle time can also reduce the
schedulability of lower priority processes. This is known as the deferred execution effect,
since execution is deferred for the duration of the idle time. This is discussed in [9. 4].
When a higher priority process’'s execution is deferred, there is a window of time where a
lower priority process experiences more preemption than is normally permitted under rate
monotonic scheduling. Cne can imagine that all of the higher priority process’s execution s
deferred so that the process completes its execution at ine end of its period and then imme-
diately resumes execution at the beginning of its next period (see Figure 3-2).

Lemma 9: The deferred execution effect caused by a higher priority process can

be accounted for by adding a blocking term to the inequalities of lower priority

processes. This term is the minimum between the duration of idle tme and the

amount of execution time that has been deferred [9].

Consider, for example, Figure 3-2(a). Without idle time, process 1, has 5 units of execution
time available that it can use without missing a deadline. In this case. the minimum between
the duration of idle time (4 units) and the amount of execution time that was deferred (1 unit)
is 1 unit. Figure 3-2(a) illustrates that process t, has only 4 units of available execution time
(a schedulability penalty of 1 unit) when the higher priority process idles. Figure 3-2(b) aiso
illustrates a deferred execution penalty. In this case, the penalty is equal to the duration of
execution, whereas in Figure 3-2(a) the penalty is equal to the amount of execution time that
is deferred.

3.2. Schedulability Models

The following set of inequalities can be thought of as a mathematical model of the timing
behavior of a set of n periodic processes.
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(A)
J ldle time = 0
I Units available = 5
T 1 idle time = 4
Units available = 4
T, | Penaity = 1
(B)
T, dle time = 0
T 2 Units available = 4
- T1—>
| 1 ~
T 1 | | R R | RS J Idle time = 2
- T, > Units available = 2
T, | 12 | Penalty = 2

Figure 3-2: Deferred Execution Effect

X, 1s a term that contains all of the process-specific effects for process 1, which include
blocking time (due to synchronization, interrupts, and other sources), idle time, and the
deferred execution penalty. It is a model in the sense that it predicts the schedulability of
the set of processes given a set of parameters, namely execution times, periods, and
process-specific effects. Building a schedulability model for a set of processes necessitates
understanding how to address the two questions at the beginning of Section 3.1 for each
process, which allows one to build the set of inequalities one process at a time.
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3.3. Example Problem

In order to illustrate the application of rate monotonic theaory to several IY'O paradigms, we
use an example set of five processes. A data-flow diagram is shown in Figure 3-3. Devices
are denoted as d; and data stores as s; Table 3-1 shows the resources that are used by
each process.? The example as a whole involves five different devices and four different
data stores. Recall that we assume that the numbering of the processes is such that 1, has
the shortest period and consequently has been assigned the highest priority. In general, the
priority of process 1; is higher than the priority of process 1, . Assume that the priority ceil-
ing protocol is in effect unless otherwise stated.

i. Process 1, does rot use any resources. tven though it is an independent
periodic process, there are circumstances under which its ability to meet its
deadline is affected by lower priority processes.

2. Process 1, gathers data first from a device (dy) and then from a data store
(s.). processes the data, and then writes the results to s,.

3. Process 15 gathers data from the three resources: s, d,, and then d,. It then
performs calculations on the data and writes results to s, and sends output to
device d;. Note that this process shares data stores with processes 1, and 15
and shares a device with process 1.

4. Process 1, gathers data from two data stores that are not shared with any
other processes in this example and writes to device d,, which it shares with
‘C3.

5. Process 15 gathers data from two data stores that are shared with higher pri-
ority processes and sen2c output to device dg, which is dedicated to this proc-
ess.

*Since 1t will be useful to be able to lock at the figure and the table while reading the examples later in the
paper, the table and the figure have been duplicated in Appendix B.
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Table 3-1: Process/Resource Relationships in the Example Problem
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4. Input/Output Paradigms

This chapter shows how to apply the theoretical results of the previous section to a set of
processes, a subset of which perform 1/O. Additionally, we hope to illustrate how the theory
can be used to elucidate the tradeoffs between using various /O paradigms. Basically, we
will present variations of synchronous and asynchronous /O paradigms.

When considering the variety of cases presented in this section, we always focus on a
single period of a single I/O process, 1,. We then strive to answer two fundamental ques-
tions:
1. How do other processes affect the schedulability of the performing 1/O process
77
2. How does the performing /O process 1, affect the schedulability of other proc-
esses?

In effect, answering these two questions is like specifying a schedulability interface for proc-
ess t,: importing the information needed to determine its schedulability and exporting the
information needed to determine the schedulability of o:her processes. This approach facili-
tates a separation of concerns, allowing us to focus our attention on a single process as we
vary different aspects of its execution.

4.1. Synchronous /O

4.1.1. Preemptible Service

In this first case the client process (i.e., the process making /O requests) employs synchro-
nous 1/O (i.e., the client process waits for completion of the I/O operation). Moreover, the
client process does not experience idle time (i.e., lower priority processes are not given an
opportunity to execute) and the process is completely preemptible. Each resource is locked
for the entire duration of the /O request. Figure 4-1 illustrates an implementation
paradigm '€ for this type of 1/0 service using Ada pseudo-code.

‘OBy implementation paradigm we mean a specification for the characteristics of an implementation but not the
implementation per se.
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package IO _Services is
procadura Read( <Buffer> );
procedurae Write( <Buffer> );
end IO Services;

package body IO_Servicas is
procadure Read( <Buffer> ) is
begin
IO Monitor.Read( <Buffer> }:
end Read;

procadure Write( <Buffer> ) is
begin

IO Monitor.Write( <Buffer> )’
and Write;

end TIO_Services:

task body IO Monitor is
bagin
loop
selact
accept Read( <Buffer> ) do
Start I0;
Poli device for I/0 Completion;
I1/0 Completion;
end Read:
or
accept Write( <Buffar> ) do
Start I0;
Poll device for ;O Completion;
I/0 Complation:
and Write:
and salect;
end loop:
end IO Monitor;

Figure 4-1:

Synchrongus Service with No Idle Time
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One situation where this model applies is when the CPU polls the device to determine when
the device has completed an /O request (i.e., completed its /O service phase). This is
illustrated in Figure 4-1. The three phases are explicitly shown for the Read and Write
operations. Reguisite buffer manipulation and device control are implicit in the Start-lO and
I/O-completion phases of the Read and Write operations. This example assumes a
single-request device where both I/O operations poll to determine when the device has
finished moving data from an external source to processor memory or vice versa. This I/O
paradigm is also applicable in the case where the device is CPU dependent (i.e., the CPU is
involved in the movement of data), as described in Section 2.2. Under these circumstances,
a request to acquire data from a device has the same schedulability properties as a request
to read/write memory-resident shared data. In the previous section we explained that the
following generic inequality is used to model the schedulability of a particular process:

&+ R Cot +95+X_ksk(2”"—-l)

T, T,., T, T,

Assuming that the priority ceiling protocol has been implemented or is being emulated fcr all
processes, then

X,=B,=max(C;, 1j=k+l, .. ,nire DB(t,) U PTB(z,))
where
DB(t}) = Res(ty) N LowRes(t,)

PTB(ty) = { r\reRes(t)) AreHiRes(t) A r € LowRes(t;) |
This means that the process-specific (X, ) term in the inequality is solely comprised of block-
ing time. Blocking time may be direct blocking and/or push-through blocking (see page 14).

The set DB(t,) is the set of resources that may cause direct blocking and PTB(t,) is the set
of resources that may cause push-through blocking.
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Example 2: Referring to the example problem introduced in Section 3.3, we will
focus on process t;. Recall that the general set of inequalities that models this
set of processes is:

C, X

—+=<12Y'-1) and

Tl 1

c C, X

e 202220221 and

T, T, T,

c C, C, X

e 2 34 2<30218-1) and

T, T, T; Ts

c. C, C. C, X

e 230 a0 o and
T, T, T3 T; T,

6,6.6% &+E+_5§5(‘>1/‘—1)
T, T, T; T, Ts Ts

In this example, processes are affected only by preemption and blocking due to
shared resources. Process 1, shares resources with both lower and higher prior-

ity processes.
Res(t3) M LowRes(t3) = {dy, 5;. 521
Res(ty) M HiRes(t3) = {5 }

Since we are assuming that the PCP is in effect, 74 can be blocked for at most the
duration of a single critical section of a lower priority process. Therefore, the
blocking incurred by 14 is:

83 = max( C4,d4’ Cs,slv C5.52 )

The contribution of 14 to the blocking of higher priority processes is C, ¢4; process
T5's contribution must be combined with other sources of blocking. The entire set
of blocking terms for this example is:

Xl = B] = O

Xy =By =max(C3 . Cs )

X3=B3=max( Cy 44, Cs 51, C5 20

XJ = B4 = ln(l.\f( CS,SI’ CS,SZ)

XS = BS = 0
Notice that the source of blocking for process 1,4 is push-through blocking.

4.1.2. Considerations for Non-Preemptibility

Non-preemptible sections can resuit in blocking. Consider the case where 1/O service is
not only performed in a mutually exclusive manner, but is also non-preemptible. Perhaps
the service is non-preemptible because of device requirements or merely because the /O
service was implemented in this manner. All other assumptions remain the same. As we
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illustrated in Section 3.1, non-preemptible sections represent a source of blocking to higher
priority tasks. The following example illustrates the analysis for this case.

Example 3: Assume that 1/O service for all devices is non-preemptible. Once
again, we first consider 1,.

In addition to the blocking term in the previous example there is another source of
blocking for 15; 15 accesses dg in a non-preemptible section. Non-preemptibility is
similar, in effect, to PCP. When a client is accessing a resource in a non-
preemptible section, higher priority processes are prevented from executing and
thus are prevented from locking other resources. The same effect would be
achievea if we priority ceiling associated with the resource was set to be the
highest priority in the system (independent of the clients that use the resource).’
Of course, this causes blocking not caused by PCP; however, PCP’s "blocked at
most once" property is preserved. Therefore, the blocking term for process 14 is:

By = mm‘( max( Cy 445 Cs.51 Cs 52), CS,dS))

Since 15 accesses devices dy, dy, and d4 in a non-preemptible manner, it be-
comes a source of blocking to higher priority processes. Its contribution to block-
ing resulting from non-preemptibility is max(Cy 4, C3 g3, C5 44)- The entire set of
blocking terms for this example becomes:

By =max(Cy g1 C3 42 C3 430 C3 44 Ca - Cs a5 )
By = max( max( Cs1. Cs 31 ). 3,0 Cagse Ca i Cagn Cs a5 )
83 = ITI(L!( mCLK'( C-l,d-l’ CS,XI’ CS.Sz)' CS(lj))

By= max( max( Cs1- Cs50), Cs_dj)
=0

™

35

Notice that in two of the blocking terms nested max functions were used. This is
to emphasize the different sources of blocking and the composition of those differ-
ent sources of blocking.

4.1.3. Considerations for Idle Time

The single-request and multiple-request devices (described in Section 2.2) allow for physical
concurrency between the CPU and the device. This allows the client to relinquish the CPU
to lower priority processes white awaiting /O completion. Recall that this period of time
when the client is not executing is referred to as idle time or inactive time. This section
addresses the schedulability ramifications of process idle time.

Assume that /O completion is signalied by a device interrupt which terminates the period of
client inactivity and eventually results in control being returned to the client. Additionally,
assume that the CPU is non-preemptible from the time the interrupt occurs until control is

Y*Actually, the effect is identical to using PCP emulation but setting the server's priority to be higher than any
clients in the system. (Recall, when PCP emulation is used the critical section is executed at a priority which is
equal to the prin-ity reiling of the semaphore )
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returned to the client process (i.e., the client is non-preemptible during the /O completion
phase of the /O request). Figure 4-2 illustrates an implementation paradigm for the
IO_Monitor for this case. Notice that this monitor waits for an interrupt to signal the comple-
tion of the /O service phase, whereas the monitor illustrated in Figure 4-1 polls the device.
Now consider the schedulability characteristics of this type of interaction with a device.

task body IO Monitor is
begin
loop
selact
accept Read( <Buffer> ) do
Start IO;
Walit for I/O Interrupt;
I/O Complation;
and Read:;
or
accapt Write( <Buffer> ) do
Start IO;
Wait for /0O Interrupt;
I/0 Completion;
end Write;
end salact:
and loop;
end IO Monitor:;

Figure 4-2: Synchronous Service with Idle Time

Idie time will have a direct impact on the client process’s ability to meet its deadline.
The idle time must be accounted for in the process's inequality in the same manner as
blocking. Additionally, each time the client process becomes idle and then resumes execu-
tion, it incurs two additional context switches (2C, ), which must be accounted for.

Example 4: Assume that all of the devices that 4 uses (i.e., dy, dj, and d,) are

single-request devices and that the /O service for these devices is synchronous.
Also assume that the client process becomes idie for the duration of the 1/O ser-
vice phase (i.e., interrupts are used to signal I/O completion).

The components of execution for the input, processing, and output stages are:
(C351 + C3p+2C + C3 3420 ) + O3, + (C3 5 + C3 14 +2C) + 2C;

There are threc devices which cause process idle time and potentially two context
switches for each. Thus, the execution time component of the inequality is
(C4+6C ). The inequality for this process is:

C, C, (C,+6C) X

h R S B e P Tl I

T, T, Ty T
Note that X, includes components from the I/O service phase of each device that
process 15 uses. In the previous example, this component of time was included in
the execution time term. (See page 9 for difference between the components of
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execution time for /O operations with and without idle time.) Basically, the net
effect of idle time on the schedulability of process 14 is additional context switch-
ing overhead.

Idle time has an effect on the blocking time components of higher priority processes.
If lower priority processes become idle and use interrupts as means of signalling I/O com-
pletion, then the period of non-preemptibility that starts with the interrupt is treated as block-
ing time for higher priority processes.

ldle time may also affect the blocking properties of the process that experiences
inactivity. The priority ceiling protocol’'s "blocked at most once" property is preserved if a
process is idle while a resource is locked. When the resource is locked, another process
must have a priority that is strictly greater than the priority ceiling of all other locked
resources in order to lock any resource. Consequently, lower priority processes will not be
allowed to lock other resources while the client is idle. 12

Idle time also affects the properties of PCP emulation (discussed in Section 3.1). Since
clients use one resource at a time and then reiease it, there is no hold and wait condition
and consequently deadlock is not a problem [7]. However, inactivity can allow queues to
form. If queues are FIFO rather than prioritized, blocking time for higher priority processes
will be increased.

Example 5: This example is the same as the previous one except that in addition
to devices d,, dj, and d,, the /O service to device dg also involves idle time.
Once again we are faced with two problems in calculating the blocking term for
14. finding the various sources of blocking and determining the right function for
combining the various forms of blocking.

121f, howevaer, the client has not locked a resource when it becomes idle, the client is no longer protected by
the priority ceiling protocol and a lower priority process may lock a resource that the inactive client will eventually
need. In this case, the client may be blocked once for each time it idles, in addition to being blocked once before
it idles. This situation may arise when the process is using a dedicated single-request device. Since the device
is dedicated, mutual exclusion is not needed and thus the PCP does not come into play. One might entertain
protecting the resource with a semaphore or monitor so that the PCP could be used to avu.d mitinle blocking.
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One source of blocking to 1, is due to resource sharing:

max( C.l pag C5 sl» CS.xZ )

Another source of blocking is due to the interrupt associated with device dg:

Recall that Cpt(Cs 45) is the non-preemptible duration of the I/O-completion phase
of process 15's /O operation using device dg. In order for this interrupt to cause
blocking, ds must be locked by 15 when 1,5 preempts. Since the use of the syn-
chronous paradigm implies that only one device is locked by any given client at
one time, we know that s; and s, are not locked when dg is locked. For this
reason, simply adding together the above two blocking terms is overly pessimistic.
For example, if we set the blocking term to be:

B3 =max(Cs ;1. Cs 2. Cy g3) + Cpr(Cs 4s)

and

max( Cy - Cs 41 Cs0) = Cs
then

33 = CS.Sl + CPI(CSJS)

However, since s, and dg cannot be simultaneously locked, the blocking contribu-
tions are not additive.

On the other hand, ccnsider the following case: 15 locks ds; 15 is then preempted
by 1, which locks d,; d, is in turn preempted by t5. At this point, d; completes,
resulting in an interrupt and consequently blocking time for 5. When 15 resumes
it attempts to lock d4 and is blocked again. The blocking term for this scenario is:

Cp(Cs 45) + Ca s
Therefore, the blocking term for 1, is:

By = max(max(Cy g4, Cs 51 Cs 1), (CpUCs 4s) + Cy y1)
which can be reduced to:

By = max(Cs 1. Cs 2. (CpU(Cs 45) + Cy 43)

The point of the exercise is to explicate the factors that contribute to blocking and
to show how to reason about combining the various factors.

Idie time can also affect lower priority processes. The idle time of a higher priority proc-
ess offers a lower priority process an opportunity to execute. However, additional context-
switching overhead due to this inactivity is one cost that weighs against the benefit of less
preemption time. A more subtle cost is the cost due to deferred execution. The deferred
execution effect due to the inactivity of the higher priority process must be accounted for in
the schedulability inequality of lower priority processes.
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Example 6: In this example let device d, be the only resource that involves idle
time. The purpose of this example is to analyze the tradeoffs in determining the
schedulable utilization of process 15 when a higher priority process becomes in-
active.

Process 1, is the only process that uses device dy. The inequality for process 1,
has to account for idle time and hence X, will include a term Srv(C, 4y). The
inequality for process 13 does not have to include Srv(C, 4;) as preemption time,
but additional context switching must be accounted for, and the effects of deferred
execution must be included. The inequality that models this situation is:

C, (Cy+2C) C, By+D
—_—, L+ 4 <321
T, T 3 T

D is the additional term that is needed to model the deferred execution effect due
to process t,. By is blocking due to lower priority processes. Recall from Section
3.1 that the deferred execution effect can be modeled by adding a term to lower
priority processes to account for the effect. The term is the minimum of the
amount of execution time that is deferred and the duration of the period of in-
activity. Referring to Figure 4-3, it can be seen that the term in this case is:

D = min(SriCy ), (Cy+2C,) = (SHCy ) +2C,) )
which reduces to

D = nzln(Srv(Cldl). C;—S‘I(CQ‘(il))

|+ Ty +

Cs Cas1,1] C2p [C261,2Cs

s
Srv(Cz, d1) |
St(C2, d1) Cpt(Cz2, d1)

Figure 4-3: Deferred Execution

Now we will assess the schedulability benefits of process 1,'s idle time for proc-
€ss 1,.
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First assume that the idle time is relatively short compared to the deferred execu-
tion time:

’Ill'n(SI"V\/C:““). C,:“S[(/CZ‘(“)) = Sl’\'(CZ'd])
Without idle time (i.e., if polling is used), the inequality for process 15 is:
C’z ( Cl: +Srv(C, ) Clx B
+ L+

— —+ <321
T, T, Ty Ty

- 3

With idle time, the inequality for process 15 is:

(.‘,1 ( C; + 2(‘\‘) Cvz B;+Sl’\'(C1 L“) .
— e+ T <32

Tl T‘\ T1 T}

- 3 3
From the above inequalities we can see that if the following inequality is satistied.
then the schedulable utilization of process 1y has improved due to idle time of
process .

Sl’\'(C: /l) - ZC‘ SI‘\'(C« {1 )
wd S it
T f;

Basically the inequality tells us that if context switching is small relative to idle
time, then idle time 1s beneticial to the lower priority process.

Now assume that the idle time is large relative to the execution time that is
deferred:

ml’n(Sn'(C:_(” ) C':—SI(CL“ )) = C;—SI(C:_LII )
The following inequality governs the tradeoft in this case:

Sr(Cy 1= 2C,  Co=SUCa 4y
. s GdHGs
T, T,

The inequality tells us that it idle time is significantly greater than the deferred
execution time (i.e., idle time minus context switching overhead is greater than
deferred execution time), then idling is beneficial to the lower priority process. in
both cases. analysis confirms intuition.

CMU/SEI-90-TR-19




4.2. Asynchronous I/O

The previous sections analyze the effects of non-preemptibility and idle tine. In particular,
the circumstances under which lower priority processes could increase their schedulable
utilization by taking advantage of idle time in higher pricrity processes are examined. The
essence of this section is to explore how a process can take advantage of its own idle time
to increase its schedulable utilization. We first investigate asynchronous /O in the context
of devices that can only handle one /O request at a time, the so-called single-request de-
vices.

4.2.1. Single-Request Devices

Total process idle time can be reduced by allowing the process to perform other work
while the 1/O service is in progress, thus effectively increasing its own schedulable
utilization. Consider Figures 4-4 and 4-5 for an illustration of the differences between syn-
chronous and asynchronous idle time. First notice that in the synchronous case, all idie
times contribute in an additive manner to execution time. The idle time component in the
process 1,.'s inequality is:

Ldle Time = % Sr(Cy )

roz [evity
i

Consider the asynchronous paradigm (Figure 4-5). Idle time for the input stage cannot be
any longer than the maximum idle time tor all of the input operations. The same is true for
the output stage. Therefore, the worst-case idle time for the asynchronous paradigm is:

Worsi=Cuse ldle Time = max( Srn(Cy Y re InpDevit) +
maxt SrviCy ) tre Oubevity))

ldle time can be further reduced by placing /O requests involving CPU-dependent devices
and/or shared data after 1.0 requests that involve idle time. The idea is to attain maximaj
CPU utilization during idle time.

Also notice that the asynchronous paradigm offers the opportunity to totally eliminate idle
time from the output stage. Effectively, the 1/O-completion phase of all output operations
can be viewed as a check for successful I/O completion. This could easily be checked at
the beginning of the following period as shown in Figure 4-6. An implementation paradigm
for the client process pertorming synchronous I/O is shown in Figure 4-7 and for the two
asynchronous aiternatives in Sigures 4-8 and 4-9.
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While asyhchranous I/0 paradigms allow total idle time to be reduced (when com-
pared with synchronous paradigms), the blocking that the process causes to higher
priority processes due to interrupts is worse for the asynchronous paradigms than
for the synchronous paradigms. Consider the synchronous case for a moment. A lower
priority process employing synchronous /O will only have one outstanding /O request at
any given time. A higher priority process suffers blocking when it preempts the lower priority
process while an I/O request is outstanding, since the device interrupts the CPU to signal
the completion of the lower priority I/O operation while the higher priority process is still ex-
ecuting. Theretore, in the synchronous case the blocking contribution for higher priority
processes due to interrupts related to process 1, 's /O is:

max( Cpi(Cy ;) 1 d e Dev(ty))

In the asynchronous case there can b= multiple outstanding I/O requests when a higher
priority process preempts. The worst case occurs when the lower pricrity process is
preempted after it has issued all of its requests for input or all of it. requests for output. The
equivalent blocking contribution for higher priority processes in this case is:

mcu‘( 2 ECpt(Ck',J) , z 2C{71(Ck‘,‘[))

re Inplieviv | re Quwle(t)y
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task bedy Client is

begin
10 Services Devica _a.Read; ~-- Input Stage
I0_Services Devicae b.Read;
I0_Services_Device_ c.Read;

Procassing_Stage; -- Processing Stage

IO _Saervices_Device l.Write; -- Output Stage
iv_Services Device_2.Write;
I0_Sarvicas_Davica_3.Writa:

and Client:

Figure 4-7: Synchronous I/O: Client

(ﬁ task body Client is

begin
IO _Services Device_a.Asyn_Read:; ~-- Input Stage
I0_Services Device b.Asyn_Read;
IO_Servicas Devicae_c.Asyn Read;

IO_Services_Davice_n.Wait_Read( <Buffer> };
IO_Sarvices_Devica_b.Wait_Raad( <Buffer> )
IQ_Services_Device_a.Wait_ Read({ <Buffer> )

Processing_Stage; ~- Procassing Stage

-~ Output Stage
IO_Services Davice_l.Asyn _Write( <Buffer> }:
IO_Services_Device_2.Asyn Write( <Buffer> ):
I0_Services_Device_3.Asyn Writae( <Buffer> ):

I0_Services _Device_3.Wait Write;
I0_Services_Device_2.Wait_Writa;

IO_Services Device_l.Wait_Write;

aend Client;

Figure 4-8: Asynchronous l/O: Client

Implementation paradigms for asynchronous /O require careful consideration to en-
sure that the benefits of the priority ceiling protocol are preserved.13 Given the imple-
mentation paradigms for client processes for the synchronous and asynchronous cases as
shown Figures 4-7 and 4-8 respectively, we now turn to the associated implementation
paradigms for the monitor processes.

'3n general, the implementation paradigms are illustrated using an Ada-like syntax but are not meant to be
Ada-specific. However, in this section we couch our discussion specifically in terms ot Ada, since the application
of the priority ceiling protocol to Ada has already been defined in [2].
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task body Client is

baegin
IO_Services_Davice_3.Wait Write; -- Finish Output Stage
IO_Sarvices Device 2.Wait_Write; -- from praevious period

IO_Services Davica_l.Wait Write;

IO_Services Device_a.Asyn Read; -- Input Stage
IO_Services Daevica_b.Asyn Read:
IO_Sarvices_Davice_c.Asyn_ Read:

IO_Services_Devica_c.Wait_Read( <Buffer> ) ;
I0_Services_Davice_b.Wait_Read( <Buffer> ):
IO_Services_Device_a.Wait_Raad( <Buffar> )

Processing Stage; -- Procassing Stage

-~ Qutput Stage
IO_Sarvices_Device l.Asyn Write({ <Buffer> ):
IO_Services Device 2.Asyn Write( <Buffer> );
I0_Services Device 3.Asyn Write( <Buffer> );
end Client;

Figure 4-9: Optimized Asynchronous I/O: Client

Recall that we are assuming the devices are single-request devices and ihus can handle
only one outstanding request. Hence, the devices require mutually exclusive access. The
I _Menitors in Figures 4-1 and 4-2 enforce mutually exclusive access in the synchronous
case. Notice that the PCP rules, as applied to monitor processes [2], will ensure the
"blocked at most once property” in this case.

Asynchronous /O requires an implementation paradigm that facilitates mutual exclusion in a
manner similar to that shown via the synchronous monitor (Figure 4-2), but must allow the
client process to start the I/O operation and then have control returned to perform other
work. One option for an implementation paradigm is shown in Figures 4-10 and 4-11. How-
ever, this structure violates Ada coding restrictions for server tasks outlined in[2]. The
coding restrictions developed in [2] were motivated by the need to preserve the desirable
properties of the priority ceiling protocol, which was originally defined in terms of rules for
locking binary semaphores [10]. In order to use asynchronous /O and continue to benefit
from the desirable properties of the PCP, the asynchronous /O services must be imple-
mented in a manner that is consistent with the PCP. One approach is to incorporate a
semaphore into the asynchronous /O services. Specifically, implemer.t the Asyn_ Read
(Asyn_Write) so that P operation is performed in addition to the Start /O request and
implement Wait Read (Wait_Write) sothata V operation is performed during I/O Com-
pletion. The semaphore operations that are embedded in the I/O services must conform to
the semaphore locking rules of the PCP.
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package IO_Services_Device _n is
procedura Asyn_Read;
procedura Wait Read( <Buffar> );

procaedure Asyn_Writa( <Buffar> };
procedure Wait_ Writa;
end IO_Sarvices;

package body IO Services_Davice n is
procedura Asyn Read is
begin
IO_Monitor.Asyn_Read;
and Asyn Read;

procedure Wait_Read( <Buffer> ) is
begin

IO Monitor.Wait Read( <Buffaer> )’
end Wait_ Read;

! procedure Asyn Write( <Buffer> ) is
bagin

IO_Monitor.Writa( <Buffaer> );
end Asyn_ Write;

procadure Wait Write is
bagin

IO Monitor.Wait Write;
end Wait_Write;

end IO Servicas:

Figure 4-10: Asynchronous I/O: Interface

4.2.2. Considerations for Multi-Request Devices

There are several noteworthy considerations for devices that support multiple outstanding
requests. One consideration is that the implementation paradigm for supporting this type of
device is slightly more complicated. This is discussed Appendix A.

it is also important to know the mechanism the device uses to manage multiple
requests. A simple model of this type of device involves a simple processor and a queue
manager. The device queues requests from the CPU and works to empty the queue. The
issue of concern is the queuing discipline. if the queue is a FIFO queue, low priority re-
quests may be serviced before higher priority requests and consequently the device has
introduced another source of blocking. FIFO queues in devices can be a serious bottleneck
for high priority tasks.
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task body IO Monitor is

bagin
loop
salact
accapt Read do
Start IO;
end Read:

Wait for I/O Interrupt;

accept Wait Read( <Buffer> ) do
Data movement or pointer manipulation;
and Wait Read;

or
accapt Write( <Buffer> ) do
Data movaement or pointar manipulation;
Sstart IO;
and Write;

Wait for I/O Interrupt;
accapt Wait Writa:
end selact:;

end loop;
and IO _Monitor;

Figure 4-11: Asynchronous {/O: Monitor

4.2.3. Considerations for Emulating Multi-Request Devices

Blocking time associated with accessing a single-request device can be reduced by
emulating a multi-request device. Consider the client process illustrated in Figure 4-8 and
the associated monitor process in Figure 4-11. Once this client process issues its request to
start the first read operation using device a, the device is locked until both the data has been
moved and the client process issues a call to wait Read for device a. The worst-case
blocking time for a higher priority client process that shares the device is the duration of time
from the Asyn_ Read to the Wait_Read. However, the device may have completed data
movement before the lower priority client gets to the point in its processing where it can
execute the call to wait Read. If this is the case, the higher priority client is blocked longer
than necessary. This points out a fundamental difference between using devices and
memoiy-resident shared resources. When using devices that operate physically concurrent
with the CPU, the resource may be ready for the next client before the current client is ready
for the results of the /O operation. Emutating a multi-request device by creating a queue of
I/O requests allows the high priority client to use the single-request device as soon as data
movement is completed.

In this case, an application can submit multiple asynchronous requests for I/O without
having to lock the device (i.e., only having to the lock the device for the duration of the
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request, as opposed to the duration of the I/O service). This abstraction also requires a
queue of outstanding 1/O requests. However, in this case the queue is managed by the
executive. This raises two important corcens:

¢ Once again, a FIFO queuing discipline will result in blocking.

o Even if a priority queue is used, queue management may result in blocking if it
is performed within the executive at effectively a higher priority.

4.2.4. Pipelining of /0 Requests

Pipelining is used to take maximal advantage of idle time at the cost of introducing
latency in the results. The seguential paradigms require that the input stage complete
before the processing stage commences and that the processing stage complete before the
output stage commences. Pipelining allows these stages to overlap. For example, the
processing stage can take advantage of idle time in the input stage.

In order to allow the processing stage to capitalize on the idle time in the input stage, proc-
essing must commence before input is completed. This means that the processing per-
formed during a given period must use input collected during the previous period, as shown
in Figure 4-12. This is known as double-buffered input.
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Figure 4-12: Pipelining
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A consequence of this paradigm is latency. The output generated during any given period
reflects the input from one period before it. This is illustrated in Figure 4-13. The input from
period i-1, denoted as (Inp i-1), is processed in period i, denoted as (Proc i-1), and is output
during period i, denoted as (QOut i-1). Notice that even thcugh the data thal s culput is
essentially one period old, new output is generated every period. Therefore (if the latency
can be tolerated), this paradigm is suitable for generating periodic output.

Period
i-1

v

Period
i

4"-_-

Inp
i-1

Proc
i-2

Out inp JProc | Out
i-2 i i-1 fi-1

Figure 4-13: Latency Due to Pipelining
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This paradigm effectively reduces the deferred execution effects of service time to zero; all
of the idle time occurs after all of the non-idle time. If one avoids waiting for I/O completions
at the end of the period and instead checks for comgletion at the beginning of the following
period, this paradigm avoids the context switching genalty tiat olher paradigms pay for idle
iime. This is iltustrated in the sample client in Figure 4-14. Since there is no idle time, there
also is no deferred execution penaity for lower priority tasks.

task body Client is
begin
-~ Assuming this is period i:

-~ Gather data from Asyn Read initiated in paeriod i-1
IO_Services_Device_a.Wait_Read(<Inp i-1>);
IO_Services_pevica_p.Wait_gead(<1np i-1>);
I0_Services Devica_c.Wait Read(<Inp i-1>};

~- Confirm completion of Asyn _Write initiated in period i-1
IO _Services Device_3.Wait_Write;
IO0_Services_Davice_2.Wait Write;

IO_Servicaes Davice_l.Wait Writa;

-- Initiate Asyn Read for period i
IO_Services Device_a.Asyn_Read;
I0_Services_Davice_b.Asyn_Read;
IO_Services_Davice_c.Asyn_Read;

-- Initiate processing using data gathaer above
Processing Staga({ <Inp I-1>, <Out I-1>);

~- Initiate Asyn Write using data from above processing
IO_Services_Device_l.Asyn Write(<Out I-1>);
I0_Services_Device_2.Asyn Write(<Out I-1>):
I0_Services Device_3.Asyn Write(<Out I-1>);

and Client;

Figure 4-14: Asynchronous /O with Pipelining: Client

This paradigm also results in a blocking penalty that is due to interrupts. Recall that
the blocking time for the asynchronous-sequential paradigm was:

max( z ZCpt(Ck.,‘z) . Z ZCpt(Ck',J))

re InpDeviz) | re OuDev(t,)

The blocking penalty for higher priority tasks in this case is:
E:Cyn(CkJJ)

re Device(t,) |
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5. Summary and Conclusion

This report illustrates how the orincinles of rate manntonic ccheduling theory can be
methodically applied to variations of synchronous and asynchronous /O paradigms. We
have varied the characteristics of synchronous 1/0 operations to explore:

1. Effects of non-preemptibility. Non-preemptibility is a source of blocking.
When calculating worst-case ulocking effects due to non-preemptibility, one
can use a "blocked at most once" ruic like that used for the priority ceiling
protocol.

2. Effects of idle time. Idle time potentially affects the schedulability of tha id-
ling process as well as higher and lower priority processes. The scheculing
inequality for the process itself must include a term to account for this gap in
execution and additional context switching. Higher priority processes will be
affected by interrupts that signal /O completion. Interrupts on behalf of an
idling process represent blocking time to higher priority processes. Lower pri-
ority processes must account for the deferred execution effect. A lower prior-
ity process benefits from a higher prionty process's idle time if one of the fol-
lowing conditions is true:

e ldle time is small relative to the execution time that is deferred and con-
text switching time is small relative to the idle time.

* Idle time is significantly larger than the execution time that is deferred.

Asynchronous I/0 was then introduced as a means of reducing a process's idle time. We
explored asynchronous I/O in the context of:

1. Single-request devices. We explored two paradigms for implementing
mutual exclusion for this type of device. The first mechanism was very similar
to a semaphore and required locking rules that adhered to the priority ceiling
protocol. This paradigm requires that the client process retain the lock for the
duration of the I/0O operation. However, it is possible for the 1/0 operation to
complete before the client process can reach the point in its execution where it
can release the lock, thus locking out other potential clients longer than is nec-
essary. Emulating multi-request devices represents a paradigm that avoids
this problem.

2. Multi-request devices. One must be aware of the discipline used to queue
multiple requests. FIFO queues in software and in devices can be a serious
bottleneck.

3. Pipelining. This technique further reduces idle time at the cost of introducing
latency into the results. Also, a price paid for reducing idle time using asyn-
chronous paradigms is increased blocking to higher priority process due to in-
terrupts.

We have also explored the notion of incrementally constructing a schedulability model of a
real-time system, where the schedulability mode! is a mathematical mode! of the timing and
concurrency structure of the system. A schedulability model can be built incrementally by
considering each process and determining all of the factors that influence its schedulability
and how it influences the schedulability of other processes.
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There are several areas that were not discussed. We assumed all processes were periodic.
Extending the general model of I/O-related processing to incorporate aperiodic events is
natural. We also feel that the techniques presented in this report are naturally extensible to
the situation where the piucessing siage 1s dispersed throughout a process’s execution.

We encourage the reader to apply the presented analysis techniques to problems not ex-
plicitly addressed in this report.
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Appendix A: Implementation Paradigm for
Multi-Request Devices

Multi-request devices, by definition, support multiple outstanding /O requests. Since there
can be multiple outstanding I/O requests, a mechanism is needed tor associating an 1L,O
completion with the corresponding client process that started the 1/O operation. The mecha-
nism uscd is similar to the mechanism used by a pizza shop. The customer (analogous to
the client process) places his or her order (analogous io making an /O request) and
receives a ticket with a number (analogous to the I/O identification number returned to the
client process), which is called when the pizza is ready. The customer either waits for his or
her number to be called or leaves the pizza shop for a short period of time and then returns
to present his or her number and ask if the pizza is ready.

A procedural interface for this type of /O paradigm is shown in Figure A-1. When
Asyn Pead and Asyn Wrice are called to request an /O operation, they return to the
client an 'O identification number (ID). When wait Read and wWait ¥Wrize are called ‘o
wait for completion of an I/0O operation, they reguire use of the /0O ID.

| package IC_Sarvices is
i subtype ID type is range 1..Max IDs:
type Buffer Typae is ...

| procedure Asyn Read(ID: out ID type ):
procedure Asyn Write(ID: out ID_type: Buffer: out Buffer Typae ):

' procedure Wait Read(ID: in ID t ; Buffer: in Buffer Type )
i o _type __LYP

| procedure Wait Write (ID: in ID_type):

I end IO_Services:

Figure A-1: Multi-Request Interface

Figure A-2 illustrates that procedures Asyn_&ead and Asyn _writ~ are simply procedural
interfaces to the associated entries of the monitor process shown in Figure A-3.

The monitor reserves the ;O ID through a call to Reserwe Complesicon 1D and starts the
I'O operation in a critical section. Since multi-request devices do not require mutually ex-
clusive access for the entire duration of an I/O operation, mutual exclusion is provided for
only the start /O phase. This is illustrated in Figure A-3.

keserve Tompleticn ID searches the I0_Waiter array shown in Figure A-4 for an ele-
ment that satisties 10 _Waiter (ID) .Reserved = FALSE. The I/O ID is simply an index
into an array of records. There is a one-to-one relationship between tickets in the above
analogy, /O ID's, and elements in the array of records.
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procaedure Asyn_Read(ID: out ID_type ) is

bagin

IO _Monitor.Read( ID );
end Asyn_Read;

procadure Asyn Write(ID: out ID_type ) is

bagin

I0_Monitor.Write( ID );
end Asyn Write;

procedure Wait_Read(ID: in ID_type; Buffer: out Buffer Type ) is

begin

IO Waitar(ID) .Wait_For IO Completicn( Buffer Pointer ):

Release Completion_ ID( ID )
end Wait Read’

procaedure Wait Write(ID: in ID_type ) is

begin

IO_Waiter(ID).Wait_For_IO_Completion( Buffer_ Pointer }:

Release_Complation_ID( ID ):
end Wait Write;

Figure A-2: Multi-Request Procedural Interface

task IO Monitior is
bagin
loop
salact
accept Read( ID: out ID type ) do
Reserve Complation_ID( ID );
Start_IO_for_Read:
end Read;
or

accept Write( ID: out ID type ) do

Reserve_Completion_IB( ID ):
Start_IO _For Write:
end Write:;
end selaect;
end loop:
end IO Monitor:

!
!
|

Figure A-3: Multi-Request Monitor for Requesting /O
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fhe I/O ID is then used by wWwait Read and Wait_Write, as shown in Figure A-2, as a
means to indicate the 1/O operation for which it is waiting. An interrupt service routine

shown in Figure A-5 also uses the /O ID to notify the right client of I/O completion, as shown
in Figure A-4.

Before returning to the client process, Wait Reaa and Wait Wr

Wrize call
Release Completion_ ID torelease the identifier for subsequent use. 4

““Note that if this paradigm were implemented as part of the executive or runtime system, information such as
process-ID would be readily available, obviating the need to explicitly pass an D back to the client process.
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package body IO Services is
type Buffer Pointer_ Type is

task type IO Wait_Task_Type is
entry IO_Completa
( Buffer Pointer: in Buffer Pointer Type):
entry Wait for IO_Completion
( Buffer Pointer: out Buffer Pointer_Typa):
end IO Wait_Task_Type

task body IO_Wait_Task_Type is
begin
loop
accept IO _Completa
( Buffer Pointer: in Buffer Pointer Type):

accept Wait_For_ IO_Completion
( Buffer Pointer: out Buffer Pointer Type ) do
end loop:
end IO Wait_Type’

type IO_Wait Type is
racord
Raesarved : BOOLEAN:
IO Wait_Task : IO_Wait_Task_Type:
end record;

type IO_Wait Array Type is array(ID_type) of IO _Wait_Type;
IO _Waiter : IO_Wait Array_ Type:

procedure Reserve_Completion_ ID(ID: out ID_type) is
begin

Find a Complation_ID:

I0_Waiter(ID) .Reservad := TRUE;
end Resarve_Completion_ID:

procedure Release _Complation ID(ID: in ID_type) is
begin

IO_Waiter(ID).Raserved := FALSE;
and Raelease_Completion_ID;

-- See Figure A-2 for other procedures.
-- See Figure A-3 for the monitor task.
-- See Figure A-5 for the interrupt service routine.

end IO Servicas;

Figure A-4: Multi-Request Completion_ID Management
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task body Intarrupt_Service Routina is
begin
loop
accept Interrupt do
Determine ID and Buffer_Pointer of completed /0.
end Interrupt’

IO_Waiter(ID) .IO_Complete( Buffer Pointer );
and loop;
and Interrupt_Service_Routine;

Figure A-5: Interrupt Service Routine
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Appendix B: Figures for Example Problem
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Figure B-1: Process/Resource Relationships in the Example Problem
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Table B-1: Process/Resource Relationships iin the Example Problem
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