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FOREWORD

NK

These Proceedings contain the papers presented at the Twenty First Annual Precision
Time and Time Interval Applications and Planning Meeting. -.The meeting was held at the
Sheraton Hotel in Redondo Baech, California this year. A good atendance at the meetings
and the banquet was an indication of the continuing interest in the field. We had a number
of invited papers, some of which are included in this proceedings. 'Some papers are missing
because they were not received in time for publication or were withdrawn from publication
by sponsors. The question and answer periods following each talk are included, but they
are marred this year by the lack of cooperation among the questioners in not speaking
with the microphones. - , Xt"

We had for the first time this year a Poster Session. Acceptance of this session was
uniformly positive, both by attendees and by presenters. The advantage of this session is
the one-on-one interaction between the presenter and the attendee.

There were 254 registered attendees (up from 205 last year).

The objective of these meetings is to provide an opportunity for program planners to meet
those who are engaged in research and development and to keep abreast of the state-
of-the-art and latest technological developments. At the same time, they provide an
opportunity for engineers to meet program planners.

The success of these meetings depends on the efforts of the Program Chairman and the
individual Session Chairmen and the organization of the entire meeting by the Chairman
of the Executive Committee. Without their unstinting labor, such meetings could not be
held.
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KEYNOTE ADDRESS
SYNCHRONIZATION OF CLOCKS

David W. Allan*
Time and Frequency Division

National Institute of Standards and Technology
Boulder, Colorado 80303

Abstract

Time metrology has moved from milliseconds to picoseconds in the last four decades,
and frequency metrology from nine significant digits to sixteen. The ability to syn-
chronize remote clocks has improved dramatically as well. With implementation of
GPS (Global Positioning System,) the full long-term frequency stability as well as the
frequency accuracy of the best atomic clocks can now be transferred to remote sites.
GPS's selective availability, an intentional degradation of system performance, will
adversely affect the accuracy and stability of GPS time and frequency for the average
civilian user.

In this paper we define terms of reference, discuss various alternatives for clock
synchronization and syntonization, and make some comparisons between various tech-
niques used in synchronizing and syntonizing clocks. In the process we review the
concepts of t.ue stability and accuracy, frequency stability and accuracy.

INTRODUCTION

The synchronization of clocks is a subject which has been widely treated throughout the years. With
the development of very accurate means for satellite time transfer, the subject has gained substantially
in importance. This paper provides a discussion of the relevant issues surrounding clock comparisons
and of the various means of comparing them when they are a significant distance apart.

Time transfer systems (or clock synchronization systems) are often characterized by a single number,
designating a precision or an accuracy of some number of microseconds or nanoseconds. This is often
ambiguous and it is the intent of this work to clarify the characterization of clock synchronization or
comparison systems. We will apply these techniques to some current comparison systems for clocks
located some distance apart, and project some of our future opportunities - given these techniques,
constraints and guidelines.

BACKGROUND

We are not here generally concerned with measurement noise, that is divider or counter noise - though
this can be problematic in some instances. As clocks continue to improve, more attention must be

*Contributions of the U.S. Government; not subject to copyright.
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paid to the characterization of measurement systems, that is the systems which read the output of
clocks. This is especially true if the clocks are remotely located from each other. Characterizing the
measurement system is essential if a remote (slave) clock is intended to be optimally synchronized or
syntonized to a master clock. In this latter situation, optimum design of the servo system, locking the
slave to the master clock, requires a characterization of all of the contributing elements.

A free-running clock can almost always be characterized better than one whose output is servo con-
trolled to another clock. Hence, a computed output or an external micro-phase stepper is useful in
providing a synchronized or syntonized output which does not perturb the free-running clocklil. A
local set of clocks can be better characterized if there are at least three of them of about the same
quality2]. Once a set of clocks is available, then algorithms can be employed to intelligently combine
their readings so that the algorithm-computed time and/or frequency can be more stable than that of
the best clock in the set. In addition, algorithms can be designed to test for abnormal clock behavior
and to desensitize the computed time to any abnormal behavior as well as to failuresi31.

If the clocks, as well as the comparison system, are well characterized, then an ensemble of clocks, can
be constructed from a set of remotely located clocks. With full characterization of all components, the
system of clocks and its associated comparison can be optimized for overall performance. As far as I
know, while often applied to local ensembles, this concept has not yet been applied to clock ensembles
whose member clocks are in different locations. There are some long-term plans to do this for GPS.
We feel that there are potentially significant gains available in the proper application of this concept.

Figure 1 illustrates a straightforward comparison system which measures the time and frequency dif-
ferences between Clock 1 and Clock 2. Our concern is the characterization of the full noise in the
comparison including measurement noise, clock noise and noise introduced in the comparison path
and system. In figure 2 we illustrate an additional concern which arises in designing a servo-loop to
slave a remote clock to a master clock. The data from the comparison may not be available imme-
diately; hence, in the feedback loop, the measurement noise, path deviations, the delay in acquiring
the comparison data will effect the servo design very fundamentally. Practical delays in acquiring
comparison data range from milliseconds to times longer than a month. For example, the delay time
(data acquisition time) for servo controlling Coordinated Universal Time at NIST (UTC(NIST)) to
the international UTC scale is more than a month. Though we will not go into the servo-design theory
in this paper, we want to stress that the measurement noise and path noise characteristics and the
delay in acquiring comparison data play very important roles in servo design.

Appendix A gives some relevant definitions of words (precision, accuracy, stability) that will be used
in this paper. In characterizing systems for comparing clocks which are remotely located to each
other, it is important to consider concepts such as: time accuracy, time stability, time prediction
error, frequency accuracy, and frequency stability. Each of these has a unique interpretation.

Conceptually, time accuracy is the time difference between the readings of two clocks at some time
in a given reference frame. We often define one of the clocks as perfect so that we are assessing the
accuracy of a clock relative to some "ideal" clock. One can imagine the transport of a perfect portable
clock to accomplish this time difference measurement. Time accuracy is often limited by systematic
errors in the comparison system, such as uncertainties in cable delays, and propagation-path-length
uncertainties, and is often very hard to measure or assess. In addition, systematic differences between
the clocks will contribute to the time inaccuracy. The time accuracy can never be better than time
stability and is often much worse.

One of the best ways to observe the time stability is to plot the time residuals, often denoted x(t),
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between two clocks after the systematics have been subtracted. Time stability is, often affected by
environmental variations (which affect clock and comparison system performance), in addition to the
usual kinds of random variations. People commonly measure time stability as the rms deviation of
the time residuals from a linear regression to the time deviations. This practice, which can be very
misleading, will be discussed in some detail in the body of the paper. If there are periodic terms
affecting a time comparison system, then measuring the spectral density of the time or the phase
fluctuations may be a very good measure. One may also measure the effect of these periodic terms
using ar(r) (see ref. 2). We will show that for time stability there is often a - (averaging-time)
dependence. This is an important consideration which will be discussed later. We also show that
r * moda (r) is a useful measure of the time stability of a comparison system.

The quantity Kroay(r) is a useful measure for estimating the time prediction error in a comparison. We
often have a particular power-law spectral density process which is the dominate model for the signal
variations from the clocks and/or the comparison system. The value of K is I/V3 for white-noise PM,
1 for white-noise FM and for random-walk FM, and 1.2 for flicker-noise FM under the assumption
of optimum prediction. Sometimes white noise phase modulation is the predominant noise model, in
which case the quantity r * moda(r)//3 is the optimum rms time prediction error for an average
over r of x(t) measurements.

Frequency accuracy for a given primary standard is not a function of integration time and is properly
stated as a single number. But the ability of a comparison system, to determine absolute frequency
difference between two.standards is often a function of the sampling or integration time, r. We will
show that the frequency accuracy of a comparison system is also a function of the data processing
method. This leads to the idea that there is an optimum method for estimating the absolute frequency
difference between two remote clocks or for controlling the frequency of a remote clock.

Frequency stability, similar to time stability, is observed by looking at a plot of the fractional frequency
offset, y(t), where y(t) = v(t) - vo)/vo with v(t) being the time varying frequency output of a clock
and vO is the clock's nominal frequency. In practice, measured values of y(t) are observed over some
averaging time, r. It is often very useful to observe a y(t) plot at different averaging times. The
frequency stability of a comparison system can be quantified in the same way clocks are characterized,
using a ay (r) or modoal(r) plot. It is sometimes useful to measure the spectral density of the frequency
fluctuations to supplement the above time-domain methods, in order to ascertain the presence of
different kinds of noise. The kind of noise observed in comparisons between two clocks, and that which
may be added by the comparison system, will determine how to optimize estimates of characterization
parameters (both systematic and noise) for the clocks and the comparison system. One important
example of a characterization parameter is the frequency drift between two clocks.

There are of course important relationships among time accuracy, time stability, time prediction error,
frequency accuracy, and frequency stability. These will be discussed later.

CHARACTERIZATION OF COMPARISONS SYSTEMS

Figure 3 shows the improvement in the U.S. primary frequency standard since the advent of cesium
beam technology. The trend line shows an improvement of about a factor of 10 every seven years.
We expect to see further improvement, but extrapolations from data such as this are dangerous.
There are now good indications that standards based on trapped and cooled ions will yield dramatic
improvements. The ultimate potential for these devices is an accuracy of about one part in 1018, but
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practical considerations will make this limit difficult to achieve.

In the past, the accuracy of operational comparisons between primary standards fell behind the accu-
racy of the standards. Further improvements in primary standard accuracy were thus of limited use.
However, during the last decade the development and application of two-way satellite and GPS time
transfer dramatically changed the picture. With the excellent comparison accuracy available with
GPS common-view technique, comparison accuracy is now ahead of clock accuracy. This was a major
breakthrough for international time and frequency comparisons, and the GPS technique become the
de-facto international standard for comparisons5l]. A decision by GPS system operators to intention-
ally degrade performance as observed by civilian users, the so-called process of selective availability,
raises questions which are important in time transfer applications. These will be discussed shortly.

Time transfer using the two-way satellite technique now looks to be a very attractive alternate available
to primary timing centers. More information is needed on the accuracy and long-term time stability of
this comparison technique as early work has not focussed on theseM6b1 7]. Most of the published results
are on short-term time stability.

Important factors for all of these comparison systems include cost and simplicity of use and means
for accurately assessing comparison accuracy. The ideal comparison system is one which provides the
time difference, the frequency difference, and the relative time and frequency stability of the clocks
along with the uncertainties associated with the comparison system. If the comparison system is to be
widely used, the cost should be low. Of course, there is no single system which now meets this ideal.
Figure 4 shows a plot of some of the more common comparison techniques now being used. We have
used both ao(r) and modoer(r) to characterize the frequency stability of these comparison systems,
because, in some cases, white-noise phase modulation (PM) is the limiting random process and oay(r)
characterization is ambiguous for that process.

When white-noise phase modulation is the predominant noise in a comparison system, some important
equations for optimal estimation of time and frequency between the clocks are:

(i) =ao+ al.i and (1)

s= =(( x , - iCi))2 (2)

Here the (i) is the optimal estimate of the time difference between the clocks at the measurement
point i. The "ao" and the "a," coefficients are determined by minimizing the variance around the
linear regression line, so the meaning of optimum is for a minimum variance. The x(i)'s are the
measured time difference over the N measurements. The confidence on the estimate of the intercept
Cao is s0:

= 2s/V (3)

and the confidence of the estimate of the mean value = Ej x(i) is Smean:

smean = S/lyK. (4)

The confidence of the estimate of the slope, ("al" the frequency difference) is sl:
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= 2moday(r) (5)
-roN3/ 2  oc~r

Equation 1 is the classical equation for a linear regression, which is often computed as a fit to the time
residuals. The application of this equation is optimal only for white noise processes. We assume there
are N values each ro apart. In this case, the standard deviation (given by Equation 2) is a measure
of the time stability at the data sampling rate - sometimes called the time of the time difference
measurements. The N - 2 expression in the denominator shows that two degrees of freedom have been
removed with the estimation of the aG, al terms of Equation 1. The mean value confidence interval in
Equation 4 is half that of the intercept, and is the optimum estimate of the time difference between
the clocks at the mid-point time. The solution to equat'on 1 at the midpoint is equal to the mean
value. Equation 5 shows the value of using modory(r) to determine the confidence of the estimate of
the frequency difference, a,. If the residuals are not white, then the r dependence will not be r-3/2,

and the linear regression will not give the optimum estimate of the time and frequency difference of
the clocks. If the residuals are white, the value of moda (r) gives the proper value of the confidence
for any averaging time, r. The rapid improvement (r-3/2) gained in estimating the absolute frequency
difference by increasing the averaging time is clearly illustrated by the use of moda ().

Linear regression analysis is often used to model processes which do not have a white spectrum for
the residuals. In this case, the linear regression coefficients and their confidences can often be very
misleading. A moda (r) diagram will indicate if one is or is not legitimate in using linear regression
analysis, and if not then it gives a measure of the effects of the degradation caused by the actual
random processes on the estimate of the frequency difference between the two remote clocks.

Figure 5 is a plot of the rms time prediction error seen in currently available clocks and oscillators.
The data has been used in an optimum fashion to predict into the future over an interval, rp. The
rms time deviation can be defined in many ways. This is one useful approach. The next four Figures,
6, 7, 8, and 9, are plotted with exactly the same ordinate and abscissa as Figure 5. They can then be
overlaid to see the effects of various systematic effects, either in the clocks or in the comparison system.
Figure 6 has the ordinate labeled with both the white PM level (usually arising from the comparison
system) and the time accuracy. The time accuracy number provides a hard limit in comparing the
time difference between two clocks. In contrast, the white PM level is a function of integration time,
and if other processes are not limiting, knowledge of the time difference improves as the square root of
the number of measurements averaged - consistent with equation 4. If the residuals are white PM,
one may also write from the concept of time averaging of measurements the following equation:

p3/2

srm (r0) = 3/ modor), (6)

where "s" denotes the classical standard deviation of the x(i) taken r, apart (r = nro) as in Equation
(2). Since the numerator in Equation 6 is constant for white PM, the improvement in srms(ro) is
proportional to ro1/2. This is not surprising since r0 is the window over which the phase (or the time)
has been averaged. If rO becomes the full data length, then, as expected, Equation 6 is the standard
deviation of the mean. Here again, a moday(r) diagram provides a good visualization of the estimate
Uf the time difference estimate uncertainty and of the time stability (as limited by the clocks and/or
the comparison system).

Figure 7, 8 and 9 are included for the readers convenience. Figure 7 shows the accumulated time
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difference as a function of time for two clocks whose frequencies differ by various fixed amounts. In
this case the abscissa could also be the prediction interval. Figure 8 shows the rms time deviation as
a function of the prediction interval as caused by flicker noise frequency modulation (FM) (a common
noise in clocks). Notice that the slope is the same as for frequency offset. The factor 1.2 is the K factor
for flicker noise where optimum prediction has been assumed. Figure 9 shows the large time deviation
error that results from frequency drift. The labels for the different lines are fractional frequency drift
per day expressed as powers of 10. The quadratic nature of the time deviation resulting from frequency
drift often causes this kind of error to be the predominate long-term systematic error.

Figure 10 is a plot of Tmoday(r) as a function of r. With r = nTO, this shows whether or not one
benefits from averaging n values of the x(i) time-difference measurements. One of the advantages
of this new approach is that it illustrates the benefit of averaging the time difference measurements,
whether or not the instabilities are in the comparison system or in the clocks. If the measurement
noise residuals are a white PM process, then the time stability will improve as the square root of r.
If it is a flicker PM process there will be no improvement with averaging. If the plot degrades with
increasing r (slope greater than 0), then there are probably non-stationary processes perturbing the
comparison system. In the case of Loran-C, we see a double hump at one-half day and at one-half
year caused by diurnal variations and annual variations. We have longer-term common-view data

using GPS than are plotted, and know that the time stability does not continue to improve as square
root of r. In this case, the nonstationary processes are probably related to ionospheric modeling errors
and errors in the Kalman estimates of the satellites' ephemerides. Multipath distortion effects at the
antenna can sometimes cause several nanoseconds of bias in the time inaccuracy, but do not change
the slope in this type of plot, if the bias is constant.

For two-way-satellite time transfer, the noise limit does not continue decreasing as indicated by
the short-term results in Figure 10. Daily deviations of the order of a few nanoseconds have been
observed, but'these will likely be reduced as the systems are improved and better characterized. This
characterization of the two-way satellite time transfer technique will be very important for the future

- especially for averaging of one day and longer. A determination of the time accuracy of this
technique will be very important as well. Theoretically, both the time stability and the time accuracy
of two-way time transfer should provide an excellent means for comparing widely separated clocks.
The primary drawback to this technique is the need for broadcasting from each station, a requirement
which adds cost and involves licensing with government agencies.

THE FUTURE OF COMPARISON SYSTEMS

It is clear that the best means for comparing widely separated clocks involves satellite techniques. For
clocks in close proximity (that is, within a modest number of kilometers) perhaps optical fibers will
provide the best comparisons9l. As we develop higher accuracy and more stable clocks, we will need
to use higher frequencies to achieve better phase resolution for the comparisons.

It appears that the GPS system could be pushed to a time accuracy approaching a few nanoseconds.
For short-baseline comparisons, studies suggest that one might achieve accuracies as low as 0.1 ns[91 .
Time stabilities for GPS common-view comparisons yield rmoduv(r) of about 1 nanosecond times

-1/2, where r is in days. At r = 1 day, this product actually ranges from 0.8 to 8 ns for the many
international time stability measurements which use the GPS common view method. With ionospheric
calibrators and more-exact, a post-ephemeris data for the satellites, the GPS common-view technique
could yield a comparison limit for frequency accuracy approaching 10-17. This would require about



three months of integration under the assumption of ideal white-noise phase modulation. Codeless
ionospheric calibrators, which measure the real ionospheric delay, are now becoming available for GPS.
There is also the promise that precise post-measurement ephemer'des will be made available to the
civilian sector (the non-PPS user). With these advances the GPS common-view method for time and
frequency transfer could be even better than it has been, but the price for this would be additional
processing along with a significant delay in access to data needed to calculate all errors. The following
table summarizes the anticipated compensation for using GPS in the common-view mode.

TABLE

GPS COMMON-VIEW TIME-TRANSFER ERROR SOURCES

(WITH SELECTIVE AVAILABILITY ON)

SOURCE COMMENTS RMS TIME ACCURACY (us)

CLOCK DITHER CANCELS IN C-V MODE
EPSILON DEPENDS ON THE BASE-LINE 30 to 50
IONOSPHERE (BDCST) DEPENDS ON TOD AND COORD. 5 to 40
TROPOSPHERE DEPENDS ON ELEV. AND WEATHER 2 to 5
MULTIPATH DEPENDS ON GROUND PLANE AND REFLECTION 4 to 8
RECEIVER DEPENDS ON THE MAKE AND MODEL 1 to 100

C-V TIME TRANSFER ERRORS (NO COMPENSATION) 31 to 120

(WITH SELECTIVE AVAILABILITY ON AND WITH COMPENSATION)

SOURCE COMMENTS RMS TIME ACCURACY (ns)

CLOCK DITHER CANCELS IN C-V MODE
EPSILON COMPUTED EPHEMERIS (Some Days After) 3 to 5
IONOSPHERE WITH IONOSPHERIC CALIBRATOR 2 to 3
TROPOSPHERE DEPENDS ON ELEV. AND WEATHER 2 to 5
MULTIPATH WITH CHOKE-RING ANTENNA GND. PLANE 2 to 4
RECEIVER DEPENDS ON MAKE AND MODEL 1 to 100

C-V TIME TRANSFER ERRORS (WITH COMPENSATION) 5 to 100

The right column lists rms estimates for each of the time accuracy error elements with the sum at
the end of each column being the square root of the sum of the squares. EPSILON is the intentional
insertion of errors in the broadcast ephemeris. The meanings of other terms in the table are:

C-V - GPS common-view mode Elev. - Elevation
TOD - Time of Day Refl. - Reflections
GND - Ground BDCST - As Broadcast

How well the systematics of the two way satellite timing technique can be understood is yet to be
determined. From a theoretical point of view this technique should be better, in both time stability
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and time accuracy, than the GPS common-view technique. The method could provide about an order
of magnitude of improvement.

An often overlooked experiment which could lead to time transfer improvement is the Scout Rocket
Experiment which involved flight of a hydrogen maserl.I11J. This experiment used a microwave
Doppler cancellation method and an ionospheric calibration system. From the published data it is
estimated that time stability, rmoday (r) over several hours was about ten picoseconds. With this level
of stability available from a satellite-born hydrogen maser, cycle ambiguity of the clocks microwave
signal could be resolved from pass to pass or from day to day. This could yield frequency comparisons
over 24 hours of 10-16. If the residuals for the comparison process were white PM from day to day, it
would take only a few weeks to measure frequency difference at the 10- 18 level. At this level, relativity
considerations become very important, and they well be very difficult to calculate. But, with bigger
and better computers coming in the future, perhaps the relativity issues would be solvable.

CONCLUSION

In order to synchronize (or syntonize) a system of clocks in an optimum way, it is necessary to
know both the stability characteristics of the clocks as well as those of the comparison system. The
characterization the random variations in clocks is pretty well understood, but that of comparison
systems is not. It is often the case that the standard deviation of the time residuals is non-convergent
for both clocks and comparison systems, in which case it is not a useful measure. In this paper we have
presented some reasonable ways to describe and to characterize comparison systems. These allow us
to better specify time and frequency comparisons. This issue is becoming more important as system
synchronization and syntonization requirements become more stringent.

We have explained how time accuracy, time stability, time predictability, frequency accuracy and
frequency stability are separate and distinct concepts. Important relationships between these concepts
were presented. These have implications for accurate time comparisons. For example, knowing the
kinds of random instabilities in the clocks and in the comparison system allows one to optimally
estimate the absolute time and frequency differences between widely separated clocks. As we anticipate
more accurate frequency standards, very careful design as well as characterization of comparison
systems will be required to take advantage of the improved standards. Even at current time comparison
levels, there is a need for better specification of the performance of comparison systems. We have
presented one reasonable approach with the hope that this will stimulate discussion and even adoption
of a standard method for characterizing the accuracy and stability of the comparison process.
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APPENDIX

DEFINITIONS

* ACCURACY
The degree of conformity of a measured or calculated value to its definition (see Uncertainty).

* PRECISION
The degree of mutual agreement among a series of individual measurements; often, but not
necessarily, expressed by the standard deviation.

" UNCERTAINTY
The limits of the confidence interval of a measured or calculated quantity.

" FREQUENCY INSTABILITY
The spontaneous and/or environmentally caused frequency change within a given time interval.

" REPRODUCIBILITY

A) With respect to a set of independent devices of the same design, the ability of these devices
to produce the same value.

B) With respect to a single device, put into operation repeatedly without adjustments, the
ability to produce the same value.

* ERROR
The difference of a value from its assumed correct value.

" DRIFT
The systematic change in frequency of an oscillator with time.

" AGING
The systematic change in frequency with time caused by internal changes in the oscillator.
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Comparison

Clock 1 Noise;I Measurement' Clock 2 Noise
& Systematics Noise & Path &Systematics

Perturbations. .

Figure 1. This figure shows two clocks, some arbitrary distance apart, beingcompared by some generic comparison system. In
principle, the comparison system can be co-located with either or both of the clocks or with neither of the clocks. In general, the
measured values coming from the comparison system will have variability due to the clocks noise, delay variations in the connecting
links, and variations in the comparison system itself. Characterizing the performance of the links and the comparison system is
important. Otherwise, understanding what variations come from the clocks and what comes from the comparison system and the
links would be impossible.

"C===== jComparison.

Master Clock Measurement Slave ClockNoise & Noise & Path Noise &
S ystmati c s Perturbations SystmaticJ

Figure 2. This figure is similar to Figure 1. Again, we are measuring the time and frequency difference between two clocks
located some distance apart. In this case we wish to servo control the time and/or frequency of the slave to the master A proper
characterization of the links between the clocks in con.:Ination with the comparison system is essential for the proper design of a
feedback system to control the slave clock. Another important parameter for the feedback design is the delay associated with the
comparison system.
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Figure 3. Depicted here is the continual improvement in atomic frequency standards of the U.S. The overall trend is a factor of 10

improvement every seven years. If this trend line continues, and there is good indication that it may, then more careful attention

is needed both on the design as well as on the proper characterization of comparison systems for these standards. Note. one

nanosecond per day corresponds to a fractional frequency of about a part in 1011.
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Figure 4 This plot gives nominal frequency stability of several important comparison systems. The stabilities are characterized
using o5 (r) except where indicated by an "*. Modo 5 (r) was used in those cases where white noise PM was predominant for some
range of sample times r, and an asterisk '* denotes those. The 'Tel. Reciprocity* data were analyzed under the assumption
of reciprocity of the path (measure the round trip time and divide by two to calibrate the path delay). The short-term data
were measured locally and the long-term data were measured between Colorado and Hawaii via communication satellite. We
often found that telephone modems contributed more noise than the path. What is plotted is the composite. The WWV and
WWVH time-and-frequency transmissions at 2.5, 5, 10 and 15 MHz (WWV also broadcasts at 20 MHz) are limited in their
stabilities by sky-wave-path variations. GOES East and GOES West are NOA.A weather satellites broadcasting UTC(NIST) on
two slightly different frequencies near 468 MHz. Here, the stability is limited by the knowledge of the satellites' ephemerides.
WWVB is NIST's 60 kHz time-and-frequency broadcast service; in this case the propagation path stability is limited by the
fluctuations in the earth-ionosphere waveguide. The TV Line-10 method involves line of sight transmissions in the TV band. It
can operate with an atomic clock at the transmitter or with two clock sites receiving the TV Line-10 arrival times concurrently and
subtracting one set of numbers from the other. Stability limitations here are often caused by the receiving equipment. Loran-C
is a ground-wave navigation signal (at 100 kHz) operated by the U.S. Coast Guard. The time is monitored and controlled with
respect to UTC(USNO). The stability is limited by propagation path variations. Two-way satellite time transfer uses spread-
spectrum modems operating with different up-link and down-link carrier frequencies in one of several different bands (C, Ku, and
K). The short-term stability for two-way satellite time transfer i. basically limited by signal to noise and bandwidth considerations.
Currently, the long-term performance seems to be limited by equipment instabilities. One can only extract frequency information
from the 'GPS Carrier Phase' measurements, and the stability seems to be limited by the GPS on board clocks. Time and
frequency stability of directly received GPS signals is limited mainly by variations in the GPS Kalman state estimates for the
system. If one is using an LI GPS timing receiver only, then the ionospheric modeling errors can contribute additional instabilitie.
In some cases, signal multipath errors and/or receiver instabilities can also contribute significant instabilities. Using GPS in the
common-view mode cancels out the clock instabilities of the GPS satellites and cancels some of the broadcast satellite-ephemeris
instabilities. The stability limits for the common-view mode arise from the same mechanisms as for GPS direct measurements
except that some of the mechanisms are reduced by common-mode cancellation.
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Figures 6, 7, 8 and 9 The ordinates and abscissas of these four plots are the same as those for Figure 5. Figure 6 can represent
either the time accuracy or the white noise PM level. The time accuracy is often limited by systematic effects and averaging values
does not improve it. The white noise PM is well represented by the standard deviation of the measurements, and, if this noise is the
limiting noise, then averaging values will improve the knowledge of the time as the square root of the number of values averaged.
Figure 7 is the time accumulation over some interval, rp, due to a systematic frequency difference (or offset) between the two clocks
being compared. Figure 8 is the rms time deviation resulting from a random flicker FM process - often observed in long-term
clock comparisons. The 1.2 (1/NAi'n) factor is the K factor for flicker noise FM. "Flicker Floor" means the value of a,(r) where
there is a r° dependence, that is, where there is no further improvement in stability with increasing r. The curves in Figures 7 and
8 have the same slope (+1) even though they arise from different mechanisms. Figure 9 demonstrates the long-term significance
of time deviation errors resulting from a linear frequency drift in a clock. The plus-two (+2) slope corresponds to the quadratic
departure of the time of the drifting clock. If frequency drift exists in a clock, this error along with environmental perturbations is
often the main cause of long-term time deviations.
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Figure 10. This type of plot can be used to determine whether or not smoothing or averaging the data is beneficial. We have here
defined the time stability as the product rmoday(r). For flicker noise PM, white noise FM, flicker noise FM and random-walk
noise FM the standard deviation of the time residuals grow without bound as the data length increases. Hence, it is not a good
measure. The above product is a good measure, is convergent and is data-length independent. This measure can also show the
effects of systematic effects, of environmental perturbations as well as the different kinds of noise processes that may be driving the
instabilities in the comparison system and/or in the clocks. The different comparison methods plotted are explained in Figure 4.
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QUESTIONS AND ANSWERS

GERNOT WINKLER, USNO: I have two comments. First; the telephone capability was not
invented here, unfortunately. The Japanese reported in 1984, tests made over a 400 kilometer range between
Mitsusaba and Tokyo. They reported noise of approximately 100 microseconds over that range. The second
thing is maybe more important; that is we expound the virtues of efficient statistical measures, with the
average over sufficient points, in the case of phase noise. This is, of course, precisely accurate, but what is
good and necessary for laboratory conditions is not the best for actual field operations. If we have a system
where you must make robust measurements of clock differences, the robustness is what has to be observed.
You have to remember that efficiency and robustness are opposite extremes. For that reason, it is much
easier to recognize outliers if you make direct fits, even though it is a far less efficient measure of the offset.

MR. ALLAN: In response to that I guess that I would say two things. First, I agree that one has to
take the robust statistical approach, there is a lot of power in that. The only slight exception that I would
make is that if one does optimum estimation, then you are more efficiently able to see outliers. There are
different ways to use robust statistics, I believe. I do fully agree with the concern in these issues, because in
field operation you have to deal with abnormal behavior.
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TIMING IN SWISSNET
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AND OPERATIONAL EXPERIENCE
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Abstract

This is a report on a team effort started in 1974. During the past 15 years

two generations of frequency control and timing equipment have been developed.

The installation of the second generation equipment started in 1985. The prin-
ciples of the clock hierarchy is recalled and compared to more recent propos-
als. The Swiss Integrated Services Digital Network (SWISSNET) derives its
timing from its own three geographically separated primary reference clocks.
It is designed to comply with the relevant CCITT Recommendations at the second
highest level of hierarchy, consisting of about sixty timing nodes. These in
turn control the clock units of all digital switches. The switching equipment
is supplied by three different vendors which all have been able to satisfy the
specifications imposed on their timing equipment. Some examples of problems
and how they were solved will be reported and offered for discussion.

1. Introduction

SWISSNET is the name of the evolving Integrated Services Digital Network
(ISDN) in Switzerland. The country has a surface of 40'OO square kilome-
ters, 6.3 million inhabitants and 3.6 million telephone subscribers. The
telecommunications network is operated by the Swiss Post and Telecom Enter-
prise (PTT), owned by the Swiss Federal Government. PTT has a staff of
60'000, 40'000 in the Postal Department and 20'000 in the Telecom Depart-
ment. The ratio of staff to customers served has been kept stable at about
5 per 1'000 during the last years through continuous high effort in manage-
ment, planning and organization. The first ISDN version, SWISSNET 1, has
started operating on a trial basis with a group of selected business cus-
tomers in Summer 1988 and became a commercial service in Summer 1989 [1].

Further steps are following rapidly. Moreover, broadband switched services
are being introduced at a rapid pace. On the international level, major
efforts in standardization of new concepts are underway in the CCITT, this

work being based on proposals from regional bodies such as the ANSI Ti
committee in the U.S., the European Telecommunications Standards Institute
(ETSI), created early in 1988 and from national telecom operators.
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The history and current state of digital network timing developments are
well documented in the April 1989 issue of the IEEE Communications magazine
[2, 3] which contains five interesting review papers on network performance
aspects. A few remarks on terminology are necessary at this point with the
hope to reduce confusion among the many authors (and readers) in this
field.

The term digital Network timing is used here in a general sense comprising
other more restricted terms such as clock signal distribution, synchroniza-
tion, frequency control etc. On the other hand, the current timing systems
do not distribute time in the meaning of date on a time scale. They only
perform frequency control on all clocks in the network in order to keep the
clock rates within the limits required for acceptable performance of the
transmission, storage and switching operations in the network.

2. Specification and development

2.1 General

There is a voluminous and\, volving set of rules in the Swiss PTT for
specification, development .nd procurement of hardware and software. Since
we cover a period of over 15 years, space does not allow to discuss all
aspects of this process. We lim ,t the discussion to some key elements
which illustrate the way of operation, some changes and possible future
trends.

Being a public service/network operator the Swiss PTT does not manufacture
any equipment. Compared to the larger European PTT's it is a small organi-
zation. The R + D laboratory with a staff of about 300 is in charge of
much non - R + D work such specification, testing and consulting work.
Therefore only about 60 of our Engineers are actively engaged in R + D
work. The team working on the subject described here never exceeded 6 PTT
engineers and was smaller during most of the timi, some changes occurred
due to promotion or shift to other activities.

We however had the advantage of being flexible, in close contact and not
impeded by administrative barriers. Last but not least we started early
and had the time required to get into the subject.

The classical cycle:

- setting specifications
- call for proposal
- development contract
- testing of prototype
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- review and correction
- retesting
- quotation for procurement
- prototype approval testing
- production order
- delivery and installation
- acceptance test
- correction of faults if any

was followed, not only once but several times in an iterative manner. We
did not have any legal problems concerning calls for proposals and con-
tract awards. In each case, the amounts involved were far below the limit
requiring a public "call for tender".

Whatever the type of contract, i.e. single source or competitive bidding,
the prospective supplier must quote in detail. All offers are scrutinized
by a special office in the material procurement division.

The invoices are checked again and all accounting operations are audited
by an office called "Financial Inspectorate" (FISP) which is independent
of PTT management but reports directly to the Government and can even be
called to hearings before parliamentary committees. FISP can become very
active in cases of real trouble with a project. Normally it also consti-
tutes a safeguard and often helps the management in the choice of correct
procedures. During the developments described in the following sections no
problem ever occurred concerning these controlling offices.

2.2 First generation

The first informal talks concerning new developments of frequency generat-
ing equipment started early in 1973 between Engineers of the PTT Research
Laboratory in Bern and the Oscilloquartz Company (OSA) in Neuchatel. This
company founded in 1949 as a small affitiate to a major watch manufacturer
had supplied carrier frequency generating equipment for the PTT telephone
transmission network since 1952. 20 years experience and an excellent rec-
ord of performance and reliability had then already put it ahead of pos-
sible competitors. It was therefore logical that the PTT continued working
with OSA.

The key technical persons participating in the initial contacts were
Walter Neu, Hans Karl Pfyffer, Christian Stager and the author all from
the PTT R&D division and Erhard Graf and Bernard Walther from OSA.
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Two problem areas were identified at that time. One concerned data trans-
missions using modems and analog Frequency Division Multiplex transmission
systems. The existing carrier frequency generating equipment installed
between 1962 and 1966 was designed for voice transmission (carrier tele-
phony) with maximum carrier frequencies of 12 MHz, using master crystal
oscillators on 124 kHz. Very reliable and aging less than 1 part in 1010
per day, these sources had too high phase noise for the operation of
planned transmission systems with a bandwidth extended to 60 MHz.

The other, more long term problem was how to deal with the future switched
digital networks. Here the situation as known from the then published
literature and from contributions to the CCITT Special Study Group D (now
known as CCITT SG XVIII) was confusing at best.

The time available to agree on specifications and develop prototype equip-
ment was limited. Two major network capacity extension projects had
already started:

- 60 MHz main coaxial cable trunk network
- PCM trunk Zurich-Berne-Geneva for leased data lines, gross bit rate

140 Mbit/s.

Early tests for these systems were then planned to start late in 1975.
However, these large projects slipped towards 1977, so that the frequency
generating equipment was ready in time.

The first rough specifications were drafted in 1974. The principal objec-
tives were:

Frequency offset: less than 1 part in 10-9/6 months
Spectral purity: So(f) less than -105 dB for 50 Hz < f 4 4 kHz
MTBF: minimum 30 years for the master oscillator unit.

All other specifications, electrical, mechanical and environmental were to
be conformal to all the other transmission line equipment, based on inter-
nal standards established in 1972.

Figure 1 shows a block diagram of a frequency generator unit proposed [4]
in February 1974 to the internal expert team. Two Rubidium and one crystal
oscillator generate each a 10 MHz signal. The oscillator frequencies are
controlled in order to keep the three signals in phase. These signals can
thus be combined on a common bus. The control unit contains phase compara-
tors, amplitude monitors, D/A converters for step frequency control of the
oscillators and an externed reference frequency input. This proposal was
thoroughly discussed in the team and then abandoned. The decision to pro-
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ceed with another design [5], shown in Fig. 2, was unanimous and based on
a cautious assessment of the risks in its development. We would not have
been able to meet the deadline. Keeping the pace of the evolution in the
CCITT Recommendations would have been very difficult.

The Frequency generator rack developed during 1975/77 comprised two crys-
tal oscillator units (OSA B5400) locked to each other and feeding two de-
coupled 5 MHz reference bus lines. These in turn feed up to 2x9 PLL syn-
thesizer units generating the required output signals at 4, 12, 124, 2108,
2200 kHz for FDM analog systems and 2048, 4096 kHz for PCM systems.

The outputs are 75 ohm coaxial with a sinusoidal signal level of 0 dBm.
Each equipment rack can have up to 440 output connectors; installed in the
upper part of the rack. Each reference frequency signal is supplied twice
over two independent outputs to the multiplexer racks. Switchover in case
of failure is done on the receiving end.

The technical basis of the requirements of the specifications and the main
features of the equipment have been presented in June 1977 at the 31st An-
nual Frequency Control Symposium [6, 7]. Compared to the 1974 specifica-
tions mentioned above two major enhancements were introduced:

Frequency uncertainty : less than ± 1.10-11
Spectral purity for the FDM outputs : Sg (f) less than -117dB/Hz for

50 Hz < f < 4 kHz

The increased accuracy to be referred to the UTC timescale was a result
obtained in the CCITT, contained in the then new Recommendation G.811.
This feature was required only in the nodes along the PCM data line which
at that time constituted only a few nodes of a total of about 60.

All other nodes having FDM systems only were installed with only the two
crystal oscillators and without the cesium unit.

The increased spectral purity requirement was based on studies made by
H.K. Pfyffer and reported in [6]. We were able to test this performance in
the field with phase noise measuring equipment developed by Kurt Hilty
[8].

During the two years design phase, the main effort was concentrated on re-
liability rather than highest technical performance. Therefore, a large
part of the engineering man-hours spent at PTT and at OSA were devoted to
subjects such as redundant power supplies, monitoring and alarm circuits,
signal cut-off circuitry in out-of-lock states of the PLL's, minimizing
the number of common elements (only passive elements allowed).
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The contributions to this work by Max Suremann who edited and revised the
specifications and by Ren6 Payern who brought in the experience from net-
work operations are to be acknowledged.

2.3 Second generation

The first generation equipment installed and operating from 1977 onwards
was satisfactory with respect to time of delivery and reliability. The
short time available did however not allow to solve many problems recog-
nized during this first phase. The team members which all had many other
often more urgent tasks to do, felt that additional help was required.
W. Neu, one of the initiators had moved to ISDN research. H.K. Pfyffer was
even more drawn into Digital Network planning and standardisation activi-
ties which culminated in his election as Chairman of CCITT SG XVIII in
1983 and promotion to Deputy Director of Research at PTT in 1985.
C. StAger had returned to his microwave research already in 1974. On the
OSA side, B. Walther left the company for a teaching position in an engi-
neering college. Those who stayed on received help. On the research side,
Pierre Andr6 Probst and Paul Vbrs joined the team.

From the engineering division came Hans Ulrich Stettler and Hans Friederich.

The problem in 1977 was that, although we had clock units and all the as-
sociated equipment of superb quality and good reliability, we had no good
network timing control concept. Academic research as known from the pub-
lished literature was, in quantity and scientific quality biased towards
sophisticated system theory using mutual synchronization. On the other
hand all colleagues we knew that were already building networks used
master-slave synchronization. As we had to build a network and be sure it
works we followed this way.

One important conce.,n was to introduce new concepts in an organic and evo-
lutive process, well coordinated with the much larger effort devoted to
the transition from the conventional telephone network to the future dig-
ital network.

One possibility for reference clock distribution was created in the period
1975-78 when an old standard frequency distribution system dating back to
the fifties was replaced by new equipment. An accurate pilot signal at
4300 MHz is distributed over the coaxial cable trunk network to all nodes.
Various standard frequency signals, including 5 MHz are derived at each
node and used e.g. for periodic manual readjustment of the FDM carrier
generators within the margin of ± 1 part in 108. This could have offered
a temporary relief in case of urgency but would have left the new digital
network dependent on a obsolescent infrastructure.
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The solution to be developed was to use the 30 channel PCM multiplex with
a bit rate of 2048 kbit/s from which a 2048 KHz reference frequency could
be derived at any place in the network.

The main effort in the studies leading to the hierarchy depicted in Fig. 3
was carried by P.A. Probst and P. Vrbs, with assistance from the other
team members.

Results of these investigations were published in 1982 [9]. In the mean-
time revised specifications were introduced and discussed with OSA. The
main problem was the definition of optimum filter characteristics of the
slave osillator control system in order to reduce the effects of jitter
present at the receiving end of the transmission system [10]. The PLL cir-
cuits of the first generation master oscillators had not been designed for
this purpose and could not absorb the level of jitter encountered in prac-
tice. Another major difficulty was the impossibility of dealing with some
states of oscillator failure locally when you have only two oscillators.
If an abnormal phase excursion is detected, there is no arbiter to unam-
biguously and quickly decide which unit is in trouble. Finally, after
lengthy deliberations and sometimes protracted discussions we came to the
conclusion that there was only one safe way out, at the additional cost of
a third unit. We thus introduced the triad principle with majority deci-
sion in the first and second order centers.

Figure 4 shows the first order center arrangement. A careful observer will
notice that if all three cesium units, located in different places, simul-
taneously fail, the first level falls back into a mutual mode. Based on
current experience and supposing proper maintenance, such an event may oc-
cur once in a thousand years.

The second order centers of which now 66 units are operating have three
identical master oscillator units, as shown in Fig 5. The network concept
and the design features of the second generation clock signal generator
units have been described and presented at the 17th PTTI meeting in 1985
[11, 12).

The revised specifications for the development of the second generation
concerned the following main items:

- Timing extractor. Input: PCM 2048 kbit/s, HDB3 Code, as in CCITT Rec
G703, option 75 ohm, level attenuated to range 226...946 mVpp.
Output: 2048 kHz sinusoidal, level to be fixed by the manufacturer of
the system.
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Alarms: Signal below minimum and detection of AIS (Alarm Indicator

Signal sent on the PCM line).

- Jitter Transfer Function (see Ref [12]).

- Holdover: Frequency offset less than 5 parts in 10-10 during 18 hours.

- Out of lock: VCXO control voltage below 10 % or above 90 % of control
range.

- Frequency Offset Detection: The unit which drifts away more than 4 parts
in 1011 from either of the two others is disconnected from the bus and a
non urgent alarm is generated.

As shown in the figures 4 and 5 the first and second order equipment racks
are identical except that in Fig 4 the PLL B is replaced by a cesium stand-
ard and the reference signals for PLL A and C are derived from other
first order clock generators.

3. I.plementation

The first and second order clock signal generating equipment has been de-
signed as a part of the digital trunk transmission network. All switching
equipment is in the third order level of hierarchy. In this and the lower
levels of hierarchy the PTT is dealing with several vendors and a large
variety of customers. Until 1983 there was a project to develop a Swiss
digital switch family. In June 1983 this project was abandoned. Specifica-
tions based on the then existing CCITT and CEPT recommendations were pub-
lished and three vendors were selected:

Company Type Swiss representative
- Siemens EWSD Siemens-Albis
- Ericsson AXE Ascom
- Alcatel (ex-ITT) S12 Standard Telephone

and Radio

as suppliers for public digital switches.

For the third order clock units the minimum configuration principle is
shown in Figure 6. The specifications are a very small part of the books
containing the general switch specifications [13]. They are limited to
standard (CCITT and CEPT) input and output signal levels, impedance and
matching, jitter transfer function (CCITT Rec. G742, Chapter 6.1), Hold-
over (CCITT G.811, Table 2, Red Book 1984) specifications. One transit and
one local switch of each Type were tested during 1988. These clock units

26



contain oven controlled crystal oscillators with memory for holdover. The
problems encountered during these tests were mostly non-technical. The
people on site were not competent in our special field and usually had
strict instruction not to touch these precious devices. Our engineers al-
ways succeeded finally to get hold of the right persons through the head-
quarters of the companies by using many telephone calls to find the way
through the maze of organizational layers and divisional frontiers. Once a
unit refused to lock. It was delivered with a gross misadjustment and our
engineer's screwdriver solved the problem.

One important detail on which we had to fight a little bit with one sup-
plier was the absence of a test point for getting at the VCXO output sig-
nal. The requirement was in the specifications but had been ignored.

Since we were not sure how the switch clocks would be made and behave, the
hierarchy of Figure 3 was strictly adhered to. All reference links between
the three first order centers and the second order centers do not pass
through the switches but are sections of the fixed network constituted of
PCM lines leased to large customers. The ensemble of the first and second
order centers thus form a permanently connected network covering the whole
country and bringing the high performance timing reference signal rela-
tively close to the customer.

Slow path delay variations on the reference links have been investigated
by means of a measurement system developed by K. Hilty and J.P. Mellana
and described at the 19th PTTI Meeting in 1987 [14].

The first second order equipment rack of the second generation was in-
stalled at an Intelsat Business Service Satellite Earth Station in Vernier
near Geneva in June 1986. It was locked to a PCM Signal from the Transmis-
sion Center of Rue du Mt. Blanc in Geneva, a few kilometers away, where a
cesium controlled first generation rack was installed several years
before.

The three new second generation first order reference sources were deliv-
ered in December 1986 and provisionnally installed in Berne for a burn-in
and acceptance test period of ten months. The three units were dispatched
to their final locations and became operational in December 1987.

In October 1989, 60 second order centers have become operational. Due to
restructuring and extension of the digital trunk network the number of
second order centers will be increased to 70 during the coming two years.

The maximum length of a time reference link is currently about 100 km, the
average being about 50 km. The excellent stability of the links on those
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sections and nodes where there is no construction work in course, has
allowed the network management to introduce some crossover links, i.e.
these three reference lines entering each 2nd order unit do not all come
from the same primary center. On the lower (3rd and 4th) levels, the net-
work is still in an early state of implementation but has reached its
maximum annual growth in order to reach total ISDN coverage in a few
years. Many subscribers already receive their timing reference via
2048 kbit/s PCM lines or 64 kbit/s through synchronous demultiplexers.

4. Operational experience

During the first phase, from 1977 to beyond 1986, since first generation
equipment is still operating now and during the coming years, the expe-
rience regarding reliability and performance, has been very satisfactory.

Especially the cesium units have shown better reliability than predicted
from a worldwide survey made by the CCIR on commercial units [15]. Based
on about 200 unit years of operation, the mean time before failure is
about 6 years. Most of the first generation cesium tubes go down after
8 years, the cesium oven being exhausted. The repair records show that the
most sensitive parts concerning outages are the monitoring and alarm cir-
cuits rather than the oscillators and amplifiers.

During this first phase, no remote controlled oscillators were used in the
data network. The nodes were fed by free running cesium units. At the
maximum we had 14 such sources in operation. One of the most important
effects, not technical but psychological, was the demystification of the
cesium unit. The term "atomic clock" was deliberately not used. The per-
sonnel now has gained good confidence in the equipment.

The second generation equipment still has a relatively short record of
life but looks very good. The ten month burn-in and testing period of the
three primary units has allowed to correct some bugs remaining in the
hard- and software.

In the 150 PLL-Units during about 2 years we had 4 failures. Thus a first
extimate of the MTBF is 75 years for one unit, however, the narrow stat-
istical base indicates that the real meaning of such an estimate is doubt-
ful.

On the other hand, we have lived two examples of the effect of failures.

Once a 5 MHz/2048 kHz synthetiser module went out of lock without sig-
naling the alarm on the central panel. This module fed a multiplexer in
the data lines in a local district near Lausanne. The usual second redun-
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dant line was not operative since the signal with a few ppm offset fre-
quency was still on. The data traffic of a few banks, insurance and some
other companies broke down until the culprit was found and removed from
the rack.

The other case occurred a few months after the IBS satellite earth station
mentioned above went into service. Some important businessmen had been
invited to one of the first videoconferences between Geneva and the U.S.
It was a flop because one intermediate network operating company apparent-
ly ignored the synchronization requirement. The next time, a few weeks
later it worked since everybody involved had learnt the lesson.

The three 1st order master centers have currently been adjusted to within
a few parts in 1013 by the operators. Otherwise they are free running.

Currently, the standard frequency distribution network mentioned before is
being used for occasional checks. Its reference is derived from one of the
cesium standards in our Research Laboratory, where the connection to UTC
is provided.

We use TV time comparisons to the Swiss Federal Office of Metrology which
also has a GPS-receiver, and directly to the LPTF in Paris via the French
TV-Network. Finally, we still use LORAN-C and monitor two LF transmitters,
HBG and DCF 77.

For special cases we still use portable units, one cesium and two rubidium
devices. The latter are very convenient for short time operations and
appear to be less sensitive to magnetic fields than some of the portable
cesium units.

5. Conclusions and Outlook

When the concept was presented four years ago [11] the prototype devel-
opment of the second generation timing reference generation and distribu-
tion equipment was just finished. Now it is operating very well. Even with
only a part of the digital network already built, the investment in this
equipment is a minute fraction of the many billions of dollars already
invested in the optical fiber and radio relay network, the multiplexers
and switches.

The backbone, i.e. the upper part of Figure 3, is characterized by a fea-
ture which I would like to call the Triad Principle, i.e. use three units
not just for signal availability but for rapid failure detection. As far
as we know at this time, no other network operator has yet followed this
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concept. It had its price but we feel very comfortable with it, now and
for the foreseeable future.

The introduction of the new Synchronous Digital Hierarchy (SDH) by the
CCITT, based on the SONET concept proposed by the U.S., will require only
the development of synthetizer modules to generate the new frequencies.
Starting with 5 MHz with the highest spectral purity now available, multi-
plication into the GHz range is feasible.

The work reported in this paper was not always easy but we had a few ad-
vantages. We are in a relatively small organization, are only a few indi-
viduals but with the background required: Digital transmission, frequency
standards, reliability statistics, network planning and practical expe-
rience in transmission systems management. Finally we had the advantage of
starting early, working out a preliminary solution under healthy pressure
and improving it in the second phase.
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Abstract

This paper presents the results of a survey of some time and frequency manufac-
turers on "industry opinion" as to what can be done to improve the specifications and
procurement of time and frequency instrumentation and systems.

Of prime importance in this discussion is the Statement of Work (SOW) and the
item specifications which are the heart of any request for proposal and resulting con-
tract. The SOW and specification must adequately spell out exactly what needs to be
done, how, when and where. The SOW and specifications should be written simply,
thoroughly, logically, accurately, concisely and precisely, all of which makes it a real
challenge to write. The writer should have a basic understanding of the legal implica-
tions of contract language as it relates to the SOW and specifications of a request for
proposal which will result in a binding contract.

INTRODUCTION

When requested to present this paper I saw it as a means of providing positive feedback to the
equipment end user in his efforts to specify and ultimately procure hardware or services to satisfy his
requirement.

Since i was tasked to present this as an "industry opinion", I formulated a letter soliciting comments
and sent it to 37 selected individuals associated with the time and frequency industry. Selections were
made from the PTTI and Frequency Control Symposium mailing lists. Written responses were not
received but we did receive several informative telephone calls. Generally, comments were similar in
that all agreed that there was need for improvement, but no one volunteered a specific example since
their customers might think they were being singled out. Therefore, the comments for this paper were
sourced from a wide range and were not limited to the time and frequency community. I do believe
that most are germane to this community although they apply to other areas as well.

Since 1982 Congress has enacted eight major reforms of the defense procurement system, generating a
multitude of new rules and regulations that business concerns of all sizes are required to comply with
These reforms were written to protect the government from "wrongdoers", but instead have created
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a complexity of rules and regulations that make it possible to find a regulation that states one thing,
and another that, in fact, contradicts the first. This scenario has not helped to eliminate contract
abuses as intended, but in many cases has added cost to doing business with the government and in
some cases allowed unscrupulous suppliers to propose and deliver substandard equipment with virtual
immunity to government review or rejection.

Daily we hear of alleged abuses such as high cost hammers, toilet seats, coffee pots and defective
components in our missile systems. I am sure that at least some of you in attendance have at some
time experienced an anomaly that your procurement system did not allow you to remedy. To prevent
such occurrences, it is of utmost importance that each of you become personally involved in your
procurements to the extent that you write complete specifications and statements of work.

The following are major areas of the procurement process that you, the end user, should be familiar
with. Also note that if you will be writing specifications on a continuing basis, a dialog should be
maintained with your procurement group.

Source Selection:

You should understand what your procurement sections policies are on source selection, their orga-
nization and processes. Understand your role or what it can be in source selection. Become familiar
with the Federal Acquisition Regulations (FAR) on source selection.

Type of Procurement:

You should understand types of procurements and which type will most likely result from your sub-
mitted requisition. These are likely to be: Request for Quotation (RFQ); Request for Proposal (RFP);
or Invitation for Bid (IFB). Determine if you have any input in selecting the type of procurement.

Discussions and Negotiations:

You should understand the difference between discussions and negotiations. Who will be involved in
discussions and what are the limitations on discussions. Should discussions be limited to technical or
management or both? Changes as a result of discussion should be fully documented.

Award Decision:

How will the decision be made? Who will make the award decision? What are the important trade-offs.

" Technical

* Management

" Probable Cost
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" Best and Final Price

" Past Performance

* Experience

" Delivery

" Service

" Life Cycle

Below I have listed some of the problems we in industry see that seem to occur repeatedly in government
procurements. Some of those listed, you the end user writing the specification and statement of work
(SOW) have some direct control over. Understandably you the end user will not have control over
some of the items listed, but you can exert pressure on your procurement section to rectify these
problems as they will affect the ultimate procurement.

Problem

RFPs and IFBs are issued for commercial "off-the-shelf" or modified commercial "off-the-shelf"

equipment with numerous listings of MIL-type requirements imposed as a requirement of the speci-
fication and/or SOW. We in industry are unable to determine if you really desire commercial "off-
the-shelf" equipment that meets all of these MIL requirements and are in fact exposing ourselves to
a charge of non-compliance when bidding standard commercial equipment in response to the RFP or
IFB.

Possible Solution

Fully understand your requirement. Will commercial "off-the- shelf" equipment satisfy your require-
ment? Is commercial "off- the-shelf" or modified commercial "off-the-shelf" equipment available to
satisfy your requirement? Do a market survey or issue a draft RFP. Ninety percent of your require-
ments can probably be fulfilled with commercial equipment. Write your specification and SOW to
clearly reflect commercial specifications unless, of course, you need MIL-spec.

Problem

RFPs and IFBs are issued with TBDs and TBRs listed throughout the specification and SOW. These
create problems not only for the vendor bidding this requirement, but also for you the end user
evaluating the responses you may get to those TBDs or TBRs or, worse yet, not getting responses
and a contract being issued with several TBDs and TBRs remaining unresolved.

41



Possible Solution

If possible determine what your exact requirement is and eliminate TBDs or TBRs from your specifi-
cation or SOW. If you the end user are unclear in your requirements, how can the bidder be responsive.
Bidding to a government requirement should not be a guessing game, clearly state the requirement.
This protects you, the government.

Problem

RFPs and IFBs are issued with Section B Supplies or Services description for a brand name/model
number or equal, but with Section C Description/Specification/Work Statement equipment salient
characteristics which do not fully describe the brand name/model number. The brand name/model
number that you require will most likely not be what you will get on this procurement. The brand
name manufacturer will most likely bid to model number or face the possibility of an irate requisitioner.
The other name bidders can bid only per the salient characteristics even if they know that they will
not meet your requirements. Another example of what can occur is the procurement becomes a small
business set-a-side and the brand name manufacturer is large business making it impossible for the
brand name manufacturer to even offer a bid.

Possible Solution

Don't requisition by brand name or equal model number. If, for whatever reason you need a brand
name/model number equipment, then you should write a sole source justification. Nine times out of
ten you will not get the brand name unit.

If you do not have adequate salient characteristics specified, you will probably not receive the brand
name unit and you will most likely be totally surprised when the unit is delivered. The delivered
unit will probably not even accomplish the desired result. Write a specification to submit with your
requisition, it will save you time and ensure that what you procure does your job.

Problem

Negotiated RFPs have been handled as two-step procurements without the protection provided under
FAR regulations for a real two-step procurement.

Possible Solution

Procurement should follow the Federal Acquisition Regulation procedures.
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Problem

All of us at one time or another have been witness to an instrument or equipment being delivered
only to find it does not comply with the specification, is of substandard quality and in some cases
non-functioning. When we try to reject the unit we find the DD250 has been signed and often the
payment issued. Often after days or months of effort to rectify the problem we realize we are spinning
our wheels and are forced to try to use the unit or discard it and go out on a new procurement.

Possible Solution

Ask for Certificates of Performance or Factory Acceptance Testing. Don't hesitate on rejecting non-
functioning units or units that don't meet the specification. Make sure all procurements have quality
assurance provisions included. Most manufacturers will work with you to rectify any problems that
may exist even if they are not at fault.

There are many other problems you encounter in procuring equipment and/or services and in order
to minimize these you must at least maintain a familiarity of the acquisition process. I realize this
will be difficult, but feel it will help in the long run if you understand the process.

Part of the problems may be self-created as evidenced by the following story.

The procurement section receives a requisition for a very sophisticated item of instrumentation. At-
tached is a one-page specification describing the requirement and listing the salient characteristics of
the instrument.

That same procurement section receives a requisition for the procurement of chocolate chip cookies
with a seventeen page specification describing the requirements and listing the salient characteristics
of the chocolate chip cookie to include the circumference, the thickness, the minimum and maximum
number of chocolate chips and the shade of brownness when done.

Which procurement stands the best chance of being what the end user really wants?

We do not have to be like the chocolate chip cookie end user to get what we need, but I feel that most
of us are lax in writing specifications for the item we need to accomplish our job.
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QUESTIONS AND ANSWERS

HELMUT HELWIG, NIST: I wanted to make a comment. You touched on a very complex issue, just
the surface of it. There are peripheral issues that are very important relating to quality, quality audit, cost
accounting, cost audit, and so on which are very complex and confusing. I just want to comment that that
is well recognized in the government, particularly in the Department of Defense. It is not only a Department
of Defense issue when you talk about regulations and rules of the game, it is also the legislation which is
confusing. New legislation is passed, sometimes in an uncoordinated way, and that creates an increasingly
complex issue. I also wanted to mention that the document which describes the issues in general, especially
in Defense procurements, was issued by the last Undersecretary for (not clear on the tape). It is a beautifully
bound form called "Fostering U.S. Industrial Defense Readiness", or something like that. If anyone wants
copies of that, I think that I could make some available.

UNIDENTIFIABLE QUESTIONER, ROCKWELL: I can really sympathize with you, Don. We
had to write specs for the Block Two and the Block One satellites. As a little history, the rubidiums were
started early and we are on the twelfth iteration of that spec. On the cesiums we are only at the second or
third. Another thing that you have to worry about is the applicable documents. The customer will say that
(we are going to use 1540', when 1540 doesn't have anything to do with the environment that the clock is
going to see, or even how you are going to test it and that drives up the cost unrealistically. You have to
worry about the applicable documents.

MR. MITCHELL: My paper is longer than what I presented and I did include in the paper some of
the very important problem areas and the suggested solutions. If you do require a Mil-spec component, for
goodness sakes specify that, but if you can use an off the shelf component, don't have us, the manufacturer,
go through reams of documentation and taking exception to it. Write what you want. If you want commercial
off the shelf, then state that. Don't require us to do a lot of un-needed documentation because, in the long
run, it costs more to you, the customer.
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VALUE PROCUREMENT

C. Eric Youngberg
Hewlett Packard Company

5301 Stevens Creek Boulevard
Santa Clara, California 95052

Abstract

Like their commercial counterparts, military users expect the best value for their
purchase dollar. This value includes meeting specifications and price requirements, as
well as less quantified needs in product support and cost-of-ownership.

Reputable commercial suppliers are conscious of these needs with respect to their
markets. These needs must be fulfilled on a daily basis in order to survive. The
procurement process, which actually starts before any product is delivered, is tailored
in the commercial world to effectively match the requirements of suppliers and users.

This paper will discuss methods in which the procurement process which matches
the needs of commercial suppliers and military users may also be tailored to the
increased satisfaction of both groups.

INTRODUCTION

Planning and writing specifications is part of what Hewlett Packard considers to be the establishment
of mutual performance expectations and measures between supplier and buyer. This is the essence
of a "working" vs. "adversarial" relationship, and what we consider to be critical to procuring value
from our vendors.
We believe that any further clarification with regard to writing specifications which support procure-
ment of our products by our customers should be preceded by first establishing this same type of
procurement process; one which allows a buyer to truly purchase lasting value through the establish-
ment of mutually beneficial, long-term relationships with its vendors. This paper addresses, in outline
fashion, how HP is solving the problem of procuring value from its vendors, in the hope that the
concepts presented may assist our customers in doing the same.

TQRDC&F

Results HP seeks from its suppliers do not occur from random sourcing or selection of suppliers based
solely on specifications and competitive bid prices. They result from making the correct selection of
suppliers and then working closely with them to improve quality and productivity. Thus, the strategy
of establishing "working relationships" with suppliers involves the following general strategy:

1. establish mutual performance expectations and measures (of which specifications are a part),

2. feed back results,

3. initiate corrective actions to ensure continuous performance improvements, and
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4. continue to reward the best performers with more business.

By setting supplier expectations, we:

* maximize customer satisfaction,

* maximize profitability for all contributors in the system,

* maximize responsiveness to change,

* provide a framework for effective communications.

To accomplish these objectives, we set out to do the following with each vendor interested doing
business with us:

* establish and maintain long-term commitments,

* promote effective communications,

* obtain mutual agreement on expectations and goals,

* treat their processes as extensions of our own,

* utilize a team approach to achieve performance improvements in a proactive/cooperative manner.

The success of this program is rightfully shared with our suppliers who specifically contribute to
our commitment to excellence. Successful supplier performance is measured in the areas of technology,
quality/ reliability, responsiveness, delivery, cost of ownership, and financial stability, or TQRDC&F
as we call it, and will always have rewards of repeat business, increased sales, and profitable growth.

An effective procurement process, constructed using the strategy outlined above, enables the cus-
tomer to obtain far greater value from products than that obtained by purely meeting the "letter of
the law" specifications.

COMMON PROCUREMENT OBJECTIVE

"Maintain a competitive advantage by providing materials of the highest quality and lowest cost, with
the best delivery, responsiveness and technology available, by selecting fewer but better suppliers."

TQRDC&F MEASURES

TECHNOLOGY

Hewlett Packard competes on the basis of its strength in design and manufacturing technology. Like-
wise, HP expects its supplierc to be technological leaders in their respective fields of design and
manufacturing. Suppliers are expected to participate in mutual engineering throughout HP's prod-
ucts' life cycle to enable timely introductions and continuous quality and cost improvements. Suppliers
are graded on three key areas:

* New Technology - suppliers must be prepared to:

- * provide leading edge technology,

- * introduce new products in a timely fashion.
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* Mutual Engineering - participate with HP in continually redesigning for reduced cost, as well
a providing design and application assistance on existing and new products.

* Commitment to R&D - strength of management commitment to R&D funding is a prime
indicator of present technical innovation and capability to respond to change.

QUALITY/RELIABILITY

HP expects zero defective products for electrical, mechanical, cosmetic and administrative rea-
sons. Quality and Reliability are expected to be achieved through superior design, process
control and continuous process improvements. Suppliers are graded according to:

- Process Control - using HP-qualified processes and SQC (Statistical Quality Control)
methods to control/improve them, vendors will hold to the basic tenet in HP that quality is
a result of the suppliers internal process, not external quality control. Specifically, suppliers
must continually demonstrate:

* * that they can meet or exceed HP specification requirements,

. * Q/R improvements through application of SQC and TQC methods,

. * that outgoing quality verification is high enough make incoming inspection unneces-
sary.

- Demonstrated Product Reliability by Test - provide reliability data to HP when requested.

- Documentation - accurate manufacturing documentation, including tooling information,
is willingly supplied by vendors to HP, along with a commitment to give:

* * advance notice of major process & product changes
* * Responsive To Alerts And Corrective Action Requests - suppliers work quickly and

effectively with HP to resolve reported Q/R problems.

RESPONSIVENESS

Suppliers are expected to be responsive to swings in demand with short cycle time, appropri-
ate inventory managcment, while maintaining flexible capacity capabilities to successfully
resolve and improve worldwide service. Suppliers are graded in four areas:

High Level Management Commitment to HP - the suppliers management should
understand HP's expectations, develop strategic/tactical plans to address them, strive to
resolve problems quickly, and provide effective two-way communication of these needs in
the organization. Important parameters:

* * responsive to changing needs

* * initiate communication on potential problems

* * timely response and resolution to inquires

* * support of sole sourced parts

Effective Worldwide Factory and Field Support for All HP Entities - our suppli-
ers must understand the requirements of doing international business and HP's expectations
for equity, consistency and support.

Long Term Product Support - committed to supplying parts through the discontin-
uance phase of HP product sales and support life.
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Flexibility to Changes - HP views suppliers manufacturing process as an extension of
its own, and commits to minimizing operational problems by sharing forecasts of needs.

DELIVERY

HP expects deliveries to be 100% on time all the time with a window of -3/+0 days.
To achieve this expectation, there must be continuous improvement in overall delivery
performance and our suppliers must be prepared to meet commitments worldwide. Lead
times must be short by industry standards, reliable and decreasing over time.
On-Time Delivery - 100% on time delivery is expected. HP will assist with forecasts
and freight clusters where appropriate.
Lead Time - HP expects high performance with respect to lead times as well as continued
improvement, and provides forecast information to support this performance. Important
parameters:

* * stable lead times, decreasing over time

* * progressively shorter manufacturing cycle times
* * progressively shorter order processing times

* * assurance of material in market upturns

Packaging - must be done to HP expectations.
Backup Shipment Strategy - must have a mutually agreed upon plan.

COST OF OWNERSHIP

HP must have low-cost, high quality products on a worldwide basis. Supplier performance
is measured by how well cost reduction techniques and improvements are being put in place.
Cost Reduction - suppliers enter into cost analysis discussions with HP on specific
parts, with the purpose of establishing mutually beneficial prices. Programs to reduce cost
must also be implemented. Important parameters:

* * continuous price reductions through process improvements
* * two-way feedback on opportunities for improvement
* * leadership toward standard parts and processes

FINANCIAL STABILITY

Part of establishing long-term business relationships with suppliers is the verification of
financial stability, to ensure ability to grow financially as well as technically. Measures
include:

* * D&B credit ratings
* * financial questionnaires

* * output from financial stability models
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SUMMARY

Planning and writing specifications is an important part of setting supplier/buyer expecta-
tions. However, it is only a small part of the relationship which is formed in the procurement
process. Much more central to the issue is the establishment of a win-win working rela-
tionship through a whole set of mutual performance expectations and measures, including
specifications. The extent to which this is done and results are fed back, and corrective
actions are initiated, will ensure that continuous performance improvements will occur and
provide for the procurement of real value.

CREDIT

HEWLETT-PACKARD SUPPLIER PERFORMANCE EXPECTATIONS, June 1989

ELECTRONIC BUSINESS, October 16, 1989
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QUESTIONS AND ANSWERS

JOHN VIG, AETDL: How do you control improvements? I know that some people are very afraid
of having things change because that some innocent change that is supposedly an improvement can result
in nasty problems later on. How do you control these?

MR. YOUNGBERG: That does happen from time to time and what we will do is to go back to the
vendor, after we have made tests, and work with them on a solution to that particular problem. I am thinking
of one that we had recently, a connector, where we went back, since we have a long term relationship, and
try to help them understand their process and how they can change it and make it work for us.
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SPECIFICATION OF ATOMIC FREQUENCY
STANDARDS

FOR MILITARY AND SPACE APPLICATIONS

J. White, F. Danzy, E. Powers
U.S. Naval Research Laboratory (NRL)

4555 Overlook Avenue, S.W.
Washington, D.C. 20375-5000

Abstract

This paper provides a detailed review of a typical specification for a cesium clock to
be used in an orbiting satellite. Area of the specifications to be discussed include the
use of military standards and other government documents as references, performance
criteria, electrical and mechanical interface details, parts selection, quality assurance
standards, and reliability requirements. The relationship between the specifications,
the statement of work, and test procedures will also be discussed.

I INTRODUCTION

Specifying an atomic clock for use in a space environment requires an understanding of the require-
ments and environment not just in the sense of timekeeping or frequency stability, but also of the
highly specialized conditions required to be met for flight. In space applications, the ability of the
clock to survive and keep stable time over a number of environments at a very high reliability is usually
at least as important as exactly how stable it is. For example, since it is not generally practical to
recover a failed clock to repair it, satellite systems may carry several clocks just to assure that there
will be an operating clock available throughout the expected mission. Similarly, the vibration levels

encountered during a rocket launch are much more severe than a laboratory clock would ever see. The
transition from an existing laboratory or commercial device requires a broad understanding of what
is to be expected from the clock and under what conditions it must provide that performance.

The approach to be presented in this paper defines the steps that are necessary to specify a space
clock. Not all performance parameters will be covered, but attention will be given to those that are
unique to high precision clocks and also to items that have been found to be especially troublesome.

In addition, there are a number of applicable documents and standards available which can be cited
in clock specifications. Reliability is another key area where experience has shown difficulties due to
the low volume production of space clocks and the uniqueness of atomic resonator packages. Finally,
there is the question of what parameters need to be tested and to what extent it is practical to
test them to verify that the delivered item really has the desired characteristics. Our experience has
been that performance, reliability and acceptance criteria are the principal areas which must be given
consideration when developing clock specifications. Figure 1 depicts the relationship of the areas we
feel had the greatest influence in the development of the specifications. Table I provides a listing
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of the military handbooks and specifications we found to be particularly helpful when developing
specifications for atomic clocks intended for space applications. We recommend that one become at
least familiar with these documents when developing specifications for a militarized clock system. It
should be pointed out that table I is not intended to be all inclusive, other applicable documents may
be required including program specific reliability/quality documentation which could have been added
to this list.

II PERFORMANCE

Frequency standards performance specifications must be realistic and based on an appreciation of the
operating environment. For a given technology one can not expect to achieve the level of performance
with space hardware as one can get with a laboratory instrument of the same technology. Normally
sacrifices in performance must be made in order to reduce the clock's sensitivities to the operational
profile of the space mission. The base line performance requirements are generally a derivative of a
laboratory instruments capability tailored to conform with the host system's operational and environ-
mental requirements. Typically a performance hierarchy is established with adjustments being made
as the clock design become better defined. The following is a listing which illustrates the starting
order we used in establishing performance requirements.

Baseline Performance

* Long and Short Term Stability
* Accuracy
* Settability
* Phase Noise
* Spectral Purity

Environment

* Thermal
* Radiation
* Magnetic

Interface

* Output Signal Characteristics
* Diagnostic Monitors
• Electromagnetic Interference and Compatibility
* Telemetry Commands
* Power (turn-on and nominal)

• Warm-up time

It should be emphasized that a lower-order performance requirement can influence a higher-order re-
quirement. That is one might have to sacrifice on the settability requirements because of the spacecraft
telemetry capability. Stability or accuracy requirements may have to be reduced due to the thermal or
magnetic environment of the spacecraft. Our experience has been the higher the order the more likely
requirements sacrifices will be made. If the effort is structured to include a full development program,
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prototype, engineering and pre-production models, fewer performance sacrifices will be experienced in
the end product. It can not be stressed to strongly that the more effort devoted to the engineering and
pre-production stages the more likely one is to achieve the desired higher order performance goals.
The clocks developed by NRL with the more comprehensive efforts in the engineering development
stages have resulted in better demonstrated performance.

III RELIABILITY

Reliability requirements are generally based on the level of risk acceptable to meet mission require-
ments. If it is an economically reflyable mission, reliability requirements can be somewhat relaxed.
But if it is a high priority, minimum risk mission reliability requirements can be quite stringent. The
effort to develop clocks for the GPS program would be a good example of a program with a minimum
risk mission requirement. If the mission requires a highly reliable clock and the manufacturer doesn't
have extensive experience in building space qualified clocks for efforts which requiring high reliability
you can expect to experience considerable difficulty. Unfortunately our experience has shown there
is a flip side to this coin. Sometimes a manufacturer with space hardware experience has established
in-house production procedures based on what was considered acceptable for other programs. When
this is the case, one might experience difficulty in introducing program specific reliability and quality
program requirements. Specifications should include requirements for the manufacturer to provide a
detailed reliability/quality program plan, even for an engineering dev.opment effort. We feel that at
a minimum the program plans should include the items listed below in order their of priority:

" Parts, Materials and Processing program
" Vendor Performance Requirements
" Workmanship Standards
" Configuration Management
" Documentation Control
" Test Procedures
" Test system con'figurations

The hierarchy of this list should be modified as the program progresses. Test plans/procedures and
documentation control will eventually become the more critical. Reliability requirements must be
address at the very beginning of the effort. Attempts to introduce reliability practices after the
baseline design has been established is one mistake one does not want to make. If the host system has
stringent piece part quality requirements, specifications should cleariy reflect these requirements in
any effort above the level of prototype. If reliability predictions are to be required, the ground rules for
performing the predictions should be clearly stated in the specifications. Mechanical reliability is an
area often talen for granted in the early design stages. An attitude frequently encountered was "I can
al'vays make it strong enough to survive the launch environment". Our experience has been obtaining
the mechanical reliability which meets the launch, shock and vibration environment, was one of the
hardest to achieve and generally this 1equirement has zero room for sacrifice. As an aside one can
expect to become familiar with DOD-STD-480 (waivers and deviations) the degree will depend on
(a) experience of the manufacturer, (b) specification clarity/detail, and (c) adequacy of development
effort.
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IV ACCEPTANCE CRITERIA

Qualification requirements are generally used as the base line for the acceptance criteria. The qualifi-
cations requirements are generated from the host system operating environment and system specified
performance and survivability requirements. Requirements imposed by military standards influence
the acceptance criteria, but one must recognize that atomic clock technology is some what unique to
space applications and tailoring of some of the requirements imposed by military standards is neces-
sary. Verification that a given design will meet or exceed the minimum acceptance criteria can only
be accomplished from the results obtained through the qualification and acceptance testing programs.
Design analysis and predictions will only give a reasonable estimate of product performance. The
decision to fly a candidate unit will be based solely on the test results. It is therefore very important
that the qualification and acceptance test plans be carefully thought out to insure the data you get
from testing will provide the information you really need to know. To insure that the data packages
contained the right information the qualification and acceptance test plans are made part of our speci-
fications. The test plans include the basic format for data presentation, but variations to accommodate
a manufacturer's data collection schemes may be acceptable. The following is a list of some of the
areas we consider to require special attention in the specifications:

(1) Ambient or Thermal Vacuum Environment
(2) Magnetic field
(3) EMI/EMC
(4) Cyclic or Incremental Profiles
(5) Testing Sequence

Figure 2 is an example of what can result when test plans are not spelled out in detail. The man-
ufacturer's initial estimate of the unit's temperature coefficient was base on figure 2a. To verify the
unit's temperature coefficient the test was repeated at NRL with smaller temperature steps, the re-
sults are shown in figure 2b. Operationally the unit's nominal base plate temperature would be in
the range from 20 to 35 degrees celsius. In this range the unit exhibited a temperature coefficient
of approximately +1.55 X 10-13 per degrees celsius, significantly greater than the manufacturer's ini-
tial estimate of 4.0 x 10-5 per degree celsius. The task of developing the test procedures was left
to the manufacturer, but approval was required prior to their being instituted. The test procedures
submitted by the manufacturer for approval should include schematics of test system configurations.
Additionally pictorial drawings illustrating test article position and orientation should be included.
The test data required by the specifications does not have to be limited to the qualification or ac-
ceptance test results obtained from the clock system. Specifications might include data requirements
for subassemblies, especially parametric measurements made on the physic package. This information
can be used to measure product variability.

The recommendations for specifications preparations for space qualified atomic frequency standards
are base on our experience while developing cesium clock for GPS applications. Areas given special
emphasis were done so because of the major difficulties we encountered in achieving these requirements.
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TABLE I
Typical Reference Documents Encountered

(1) DOD-HDBK-248 Guide for Application and Tailoring of
Requirements for Defense Material Acquisitions

(2) DOD-HDBK-343 Design, Construction, and Testing Requirements
for One of a Kind Space Equipment

(3) DOD-HDBK-344 Environmental Stress Screening(ESS) of
Electronic Equipment

(4) MIL-STD-461 Electromagnetic Emission and Susceptibility
Requirements for the Control of Electromagnetic
Interference

(5) DOD-STD-480 Configuration Control-Engineering Changes,
Deviations and Wavers

(6) MIL-STD-490 Specification Practices
(7) MIL-STD-781 Reliability Design Qualification and Production

Acceptance Test: Exponential Distribution
(8) MIL-STD-785 Reliability Program for System and Equipment

Development and Production
(9) MIL-STD-1540 Test Requirements for Space Vehicle

(10) MIL-STD-1541 Electromagnetic Compatibility Requirements for
Space System

(11) MIL-STD-1543 Reliability Program Requirements for Space and
Missile System

(12) MIL-STD-1546 Part, Materials, and Processes Standardization,
Control and Management Program for Spacecraft
and Launch vehicles

(13) MIL-STD-1546 Part, Materials, and Processes for Space and
Launch Vehicles, Technical Requirements for

(14) DOD-E-8983C Electronic Equipment, Aerospace, Extended Space
Environment

(15) MIL-Q-9858 Quality Program Requirements
(16) MIL-F-28811a(EC) Frequency Standard, Cesium Beam Tube
(17) FED-STD-209 Clean Room and Work Station Requirements,

Controlled Environment
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Progress in transferring time using GLONASS satellites

P Daly & I D Kitching

Department of Electrical and Electronic Engineering
University of Leeds, Leeds LS2 9JT, United Kingdom

ABSTRACT

The Soviet Union's global navigation satellite system, GLONASS, currently has
nine pre-operational satellites with the full complement of twenty-four
satellites available possibly in two years at the present launch rate. Since
only a single satellite is required for time transfer to a known location, the
potential of Glonass as a disseminator of time and frequency can be evaluated in
this pre-operational phase.

This paper discusses the timing references available from Glonass and how they
are employed in a satellite-to-user time transfer link. Using the Glonass low
precision codes, and without making dual frequency cotrections, time transfer
with Glonass is obtainable to precisions of the order of 100 nanoseconds or
better. Data is presented showing the relationship between Glonass system time
and UTC(USNO) over an exte, ed period of time. Finally the linking of Glonass
system time to UTC(SU) is si.:wn to have been established since late 1988.

INTRODUCTION

Glonass provides worldwide time dissemination and time transfer services in the
same manner as the NAVSTAR CPS and exhibits the same advantages as Navstar does
over other existing timing services [1]. Time transfer is both efficient and
economic in the sense that direct clock comparisons can be achieved via Glonass
between widely separated sites without the use of portable clocks. Event time
tagging can be achieved with the minimum of effort and users can reacquire
Glonass time at any instant due to the continuous nature of time aboard the
satellites.

The first release from the Soviet Union of detailed Glonass informa-ion occurred
at the International Civil Aviation Organisation (ICAO) special committee
meeting on Future Air Navigation Systems (FANS) in Montreal in May 1988 [2].
The report contained nominal orbital information as well as detailed
descriptions of the Glonass C/A code structure and transmitted data message.
Most of this information had already been made available via other publications
[3], [4], [5]. The reader's attention is directed to the references at the end
of this paper for more general Glonass information. Currently nine Glcnass
satellites are in full operation giving single satellite coverage at most
locations almost 24 hours a day. These satellites are listed in Table 1 (Glonass
38 is included in the Table althovgh its health gives cause for concern).
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SAT ID COSMOS GLONASS CHN Ll/MHz

1988-43A 1946 34 12 1608.7500
1988-43B 1947 35 23 1614.9375
1988-43C 1948 36 24 1615.5000
1988-85A 1970 37 18 1612.1250
1988-85B 1971 38 7* 1605.9375
1988-85C 1972 39 10 1607.6250
1989- 1A 1987 40 9 1607.0625
1989- lB 1988 41 6 1605.3750
1989-39A 2022 42 16 1607.0625
1989-39B 2023 43 17 1605.3750

* health marginal

Current Active Glonass Satellites 1-11-89.
Table 1

TIME FROM GLONASS

Time transfer from Glonass is' achieved in a straightforward manner, Figure 1.
Each satellite transmits signals referenced to its own on board clock. The
Control Segment monitors the satellite clocks and determines their offsets from
the common Glonass system time. The clock offsets are then up loaded to the
satellites as part of the transmit data message. A user at a known location
receives signals from the satellite and by decoding the data stream modulated on
to the transmission is able to obtain the position of the satellite, as well as
the satellite's clock offset from the common system time, as a function of time.
Hence the signal propagation time can be calculated at any instant. The time at
which the signals are transmitted is also contained in the data message; by
combining this with the propagation time and correcting for the satellite clock
offset, the user can effect transfer to Glonass system time. Any other user who
has a satellite visible is also able to transfer to the same time scale.

Though this simplistic approach will provide time transfer to the Glonass system
time additional errors occur which must be corrected for or an allowance made
for them in the error budget.

1) Position errors. Both the transmitted satellite ephemeris and the user's
known location can contain errors which appear as biases in the
measurements. This is particularly relevant in the case of Glonass as the
co-ordinate system reference frame which is used is at present unknown and
thus it would prove more profitable to solve for user position as well as
time offset to remove position uncertainties.

2) Atmospheric delays. The transit time of the signals are affected by delays
in the troposphere and ionosphere. Tropospheric delay can be minimised by
selecting satellites at high elevation angles and can also be accurately
modelled. The ionospheric delay is usually the largest error in time
transfer. Models also exist for this, such as that used by the Navstar
GPS, but are generally less accurate. The Navstar model results in a rms
reduction in range error of 60 percent [6]. Ionospheric effects can be
removed most effectively by making dual frequency measurements.
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3) Errors may result in the calculation of signal propagation time if proper
account is not taken of delays due to the rotation of the earth during the
signal propagation time. This is a function of satellite position and user
latitude. For the worst case of a user at the equator and a satellite due

east or west on the horizon this effect can result in an error of

approximately 128 nanoseconds in the case of Glonass. The earth rotation
error can be easily calculated and removed.

4) Receiver noise and biases. Receiver noise with zero mean can be removed by
simple averaging, which can be readily applied for a stationary user.
Biases such as receiver delay can also be subtracted from the measurements.

5) Other errors exist such as imprecision in satellite clock correction

parameters and affects such as multipath.

SIGNAL TIMING REFERENCES

Timing references are contained in both the satelli-e code and transmitted data.
The Glonass C/A code is a 511 bit maximal length sequence transmitted at a rate
of 511 Kbits/s giving a code epoch every millisecond. The Glonass data message
is represented as 50 baud data modulated on to the satellite code. The data
transitions are co-incident with code epochs. The data is transmitted as 2.5
minute superframes; each superframe is divided into 5 half-minute frames and
each frame consists of 15 two-second lines of data. Each frame contains the
current time, satellite ephemeris, clock correction parameters and almanacs for
five other satellites. Hence five frames are required to obtain all the
almanacs. The 1 second epochs occur in the data at the beginning (even second)
and middle (odd second) of each line. Figure 2 shows the content of one data
frame.

GLONASS DATA MESSAGE

SATELLITE EPHEMERIS

Glonass ephemerides are represented by satellite ECEF position and velocity
vectors as well as acceleration correction components. In general the
ephemerides are updated half hourly giving a maximum ephemeris extrapolation
period of 15 minutes. To calculate the satellite position the equations of
motion of the satellite can be numerically integrated over the prediction
period.

k~ - + V (1)

Equation (1) gives the equation of motion of the satellite with a correction for
the second zonal harmonic ( J ) of the earth's oblateness which is by far the
largest perturbation on the lonass satellites over the ephemeris validity
period. Translation of position and velocity from the ECEF frame to the
inertial frame is necessary before integration. The equation of motion can be
expressed [7] in constituent components by equations (2) to (4).
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These equations can be integrated by any suitable technique (Runge-Kutta 4th
order for example) and with a suitable step size the satellite's position can be
easily calculated to within 3 metres over half an hour. The acceleration terms
in the data message correct for additional perturbations to the satellite's
motion which are predominantly luni-solar in origin.

SATELLITE CLOCK OFFSETS

The satellite clock offset from the common Glonass system time is represented by
two parameters [2].

1) n - the relative frequency offset between the nth. satellite navigation

signal frequency, fn and the nominal value, fhn' of the nth. satellite
frequency.

fn - fh
n hn (5)

n ~fhn

2) rn - the nth. satellite time scale shift relative to the Glonass time
scale.

The Glonass system time, t Sys' is related to the satellite time, tsv, by,

sys sv n n(t 0 (6)

Tn -n (7)

where t is the time of validity of r and In" In addition a third parameter r
representing the difference between Glonass system time and Moscow Time is
transmitted.
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Table 2 shows the range and resolution of the Glonass clock correction
parameters.

Glonass Bits Scale Range Resolution Units

22 2- 30 ±2xlO- 3  9x10 -1 0  sn 2_40 0-1

1n 24 ±90- 0  9x10 -1 3  s/s

T 28 227 ±1 7x10 9  s

MSB = sign bit.
Glonass clock correction parameters.

Table 2

GLONASS TIME TRANSFER MEASUREMENTS

A series of measurements have been conducted of the difference between UTC(USNO)
and Glonass system time. The arrangement of equipment to carry out these
measurements is shown in Figure 3. A prototype single channel Glonass/Navstar
GPS receiver has been constructed [8] which allows time comparisons between
Glnnass or Navstar system time and a 1 pps reference synchronised to UTC(USNO)
available from a commercial Navstar receiver specified to be within 100 nsec of
UTC(USNO) but in practice significantly better than this figure. The Navstar

system time / UTC(USNO) comparison is used as a calibration and confidence
measurement since the offset between GPS time and UTC(USNO) is known and
transmitted as part of the CPS data message. The measurements are conducted as
follows.

A time interval counter measures the interval between the UTC(USNO) 1 pps and
millisecond epochs decoded from the code generator of the test receiver. Whilst
tracking a satellite time interval measurements are thus made of UTC(USNO)
against the clock of the satellite currently being tracked but also including
the signal propagation time. This measurement is then related to UTC(USNO)
against system time by the following equations.

p - UTC(USNO) - t + t (8)sv p

where, p - counter reading.
t - satellite time.
sv
t - signal propagation time ( modulus 1 ms )
P

t - t - st (9)sv sys

where, tSys - system time.

St - difference in system time and satellite time.
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p - UTC(USNO) - t + 6t + t (10)sys p

UTC(USNO) - t S P - t - 6t (11)
sys p

The resolution on each measurement is 2 ns and the UTC(USNO) i pps is certainly
accurate to within 100 ns. Measurements are made once per second, averaged over
3 minutes; the data is then stored for off-line processing.

DATE SATELLITE READINGS AVERAGE STANDARD
(I/SEC) OFFSET/ns DEVIATION/ns

12/3/89 NAVSTAR 3 4320 -336 22
12/3/89 NAVSTAR 6 2520 -325 18
12/3/89 NAVSTAR 9 2340 -327 23
12/3/89 NAVSTAR 11 5580 -336 19
12/3/89 NAVSTAR 12 3420 -330 14
12/3/89 NAVSTAR 13 4990 -352 16

12/3/89 GLONASS 34 3960 29696 24
12/3/89 GLONASS 35 4860 29700 24
12/3/89 GLONASS 36 4320 29699 26
12/3/89 GLONASS 38 4320 29705 35
12/3/89 GLONASS 39 3780 29703 35
12/3/89 GLONASS 40 4140 29740 24
12/3/89 GLONASS 41 4680 29713 19

Navstar and Glonass system time off.et from UTC(USNO).
Table 3.

Table 3 shows a set of measurements over a typical 24 hour period. The data has
been corrected for tropospheric, relativistic and earth rotation effects but not
for ionospheric effects. Since the measurements are taken over one day then the
data is obtained from two passes of each satellite. An elevation mask of 10
degrees is used. The offset of UTC(USNO) from Navstar system time over this
period as transmitted by the Navstar data message is about -344 ns demonstrating
the effectiveness of the cross-calibration and lending confidence to the
measurements of Glonass system time. The results relating Glonass system time
to UTC(USNO) are very encouraging from the point of view of both consistency
from one Glonass satellite to another (maximum difference in offset of the order
of 50 nsecs) and of precision of the measurement (typically 20-30 nsecs). Since
the largest unaccounted error (ionospheric propagation) is also of the order of
30 nsecs), the measurement limits have been reached.

GLONASS TIME SCALES & UTC(SU)

Figure 2 shows a plot of UTC(USNO) against Glonass system time over a period of
about 12 months using an ensemble of available satellites. The plot shows
clearly two phases of operation, the change-over occurring in March 1989. The
first phase is characterised by a frequency offset of 0.18 ps/s and the second
by an offset of 0.64 ps/s clearly indicating a frequency adjustment of the
Glonass system time clock at the change-over point.
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An additional clock correction parameter is included in the Glonass data message
which relates the Glonass system time scale to the time scale at which ephemeris
and satellite clock offsets are calculated. We will call this time scale
Glonass ephemeris time; the offset between Glonass ephemeris time and Glonass
system time is denoted in the transmitted data message by the parameter c .
Observations of r over a period in excess of two years shows the offset between
the time scales always maintained within approximately ±30ps of each other.
Under normal circumstances application of this parameter in the calculation of
satellite location and clock offset is unnecessary since a nominal satellite
velocity of 4 km/s and clock frequency offset of the order of 10 ps/s will
provide insignificant corrections when changing from Glonass system time to
ephemeris time. Figure 3 shows a plot of r over the same time period as Figurec
2. It can be seen that r provides a somewhat less continuous time scale than
Glonass system time. There is clear evidence of frequency changes in the plot
and in addition a phase shift of about 3gs early in December 1988. The major
significance of this phase change in seen in Figure 4 which portrays how the
various Glonass time scales are linked. There are three separate traces on the
plot which are as follows:-

1) Measurements at the University of Leeds of UTC(USNO) against Glonass system
time as in Figure 2 but to a new time scale.

2) The same results as in 1) referred to Glonass ephemeris time by subtracting
the transmitted parameter r

3) BIPM data giving UTC(USNO) UTC(SU) as referred to the international
reference centre in Paris for coordination of universal time (UTC).

Before early December 1988 Glonass ephemeris time was not identical with UTC(SU)
but the phase reset at that time referred to earlier clearly initiated the
synchronism of the two scales. This move was probably planned to take place by
the start of 1989; during the whole of 1989 Glonass ephemeris time has been
identical to UTC(SU). Reference of UTC(SU) to the BIPM by conventional means
has been sporadic since July 1988. Clearly the time has arrived when
international time coordination will be carried out primarily by means of
navigation satellites, either those of the United States (Navstar CPS) or the

Soviet Union (Glonass). The implications for high-quality international time
transfer as well as acccurate and precise position-fixing on a continuous,
global basis are

CONGLUSIONS

It has been demonstrated that time transfer with Glonass to a static user can be
achieved to accuracies of the order of 100 ns or better while using the Glonass

low precision C/A code phase and without dual frequency measurements. Results
are repeatable cross-calibration with Navstar CPS provides a high confidence
level. Glonass system time provides a time scale which has reliability and
performance comparable to that of other international time scales and can be
used as an intermediate time scale for clock comparisons between widely
separated sites.
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A direct linking has now been confirmed between Glonass system time and UTC(SU)
as of late 1988. Previously Glonass system time had been referred to Moscow
Time which was clearly not the same as UTC(SU). Now that both Navstar GPS and
Glonass are both referred to their respective national time standards, UTC(USNO)
and UTC(SU) respectively, the prospects for international time transfer by
satellite are very encouraging.

Allan variance stability profiles of satellite system time as measured against
UTC(USNO) have been produced extending from 1 to 64 days indicating the use of
high-quality atomic oscillators, either Cesium or more likely Hydrogen Maser
clocks, as the fundamental reference for Glonass system time.

Clearly the time has arrived when international time coordination will be
carried out primarily by means of navigation satellites, either those of the
United States (Navstar GPS) or the Soviet Union (Glonass). The implications for
high-quality international time transfer as well as acccurate and precise
position-fixing on a continuous, global basis are extremely important.
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QUESTIONS AND ANSWERS

ROBERT VESSOT, SAO: Can you tell me, in your opinion, what is the species of clock that they
are most likely to have in orbit? I have heard reports of vastly improved rubidiums and ghastly cesiums,
etc. What is your professional opinion?

MR. DALEY: Somebody put you up to that, right? I really don't want to say a lot about it, except
that our evidence is that they are carrying atomic clocks. We have seen increasing performance of the on-
board clocks. Evidence is that the present clocks are probably every bit a good as the NAVSTAR clocks. I
say probably, because we have not finished our analyses yet. The early clocks were, as you say, representative
of poor or mediocre rubidiums. Those steps in performance have been made over the last three years a:d I
have no doubt that they will go on.

CARROLL ALLEY, U OF MARYLAND: Is there any evidence that the Soviet system itself is
degraded, or is it working at its maximum performance?

MR. DALEY: We have no evidence of any degradation in performance, deliberate or otherwise. That
doesn't say that it is not happening or couldn't happen. We look at the (edges ?) from GLONASS everyday,
probably several hours a day, and we have never seen any evidence of SA or any other form of degradation.
I believe that the Russians have announced that they can't do it even if they want to. Whether that is true
or not, I don't know.

MR. VESSOT, SAO: Have you seen any evidence of cross-linking, satellite-to-satellite, in order not
to wait for an orbit to send commands?

MR. DALEY: That one is easy-no, I don't know.

ROBERT VESSOT, SAO: What about corner reflectors? Do they have them? Professor Alley has,
for at least a decade, been pleading with our people to put a corner reflector on one of these to resolve the
clock vs. propagation and ephemeris issue. Do they have these?

MR. DALEY: My understanding is that some if not all of the GLONASS's do have corner reflectors
on them.

MR. VESSOT: Can we track them then? We should be able to.

MR. DALEY: There are people in the audience who can answer that question much better than I can.

PROFESSOR ALLEY:Let me respond to that. Bob, there is an (name not clear) satellite which is
totally covered with corner reflectors in the GLONASS orbits. It would be nice if there were corner reflectors
on the GLONASS satellites themselves.

MR. DALEY: It is only hearsay, I have been told that they do.

PROFESSOR Alley: The half hour changes in the ephemeris message, is that transmitted from the
groind to the satellites, or is it just a programmed change?

MR. DALEY: It is a programmed change.

PROFESSOR ALLEY: Do you have any idea how often they update the ephemeris?

MR. ALLEY: Almost certainly once a day.
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Abstract

As part of a system development the authors were required to select appropriate
standards and cost-effective techniques for time recovery and frequency control. It
quickly became apparent that GPS offered a good across-the-board solution to the
system requirements for:

" time recovery

" synchrony

* frequency control

* syntony

* precise positioning.

It was also apparent, with the advent of Block II, selective availability (SA) and
anti-spoofing (AS), that the performance of presently available time recovery receivers
would potentially be inadequate to meet our system requirements. It was further evi-
dent that readily available, cost-effective receivers were not in the near-term plans of
any of the contacted manufacturers. We therefore undertook to encourage the devel-
opment and competitive availability of "authorized user" receivers capable of achieving
the full time and frequency performance capabilities of GPS within the Block II envi-
ronment. As part of that effort we reviewed our requirements with a representative
set of receiver manufacturers. In additiva, we distributed a questionnaire to over 1300
projected "authorized users". This was an attempt to determine:

1. the range of user requirements;

2. the size o', the potential market; and

3. the degree of user interest in establishing an "authorized user" users group
(AUUG).

This paper presents the results of the survey, reports on our progress in organizing
the user/working group and briefly describes some of the concepts proposed to provide
cost-effective solutions to the problem.
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APPROACH

The initiative for the questionnaire was a direct result of an action item proposed at the May 11, 1989
USNO GPS Workshop.

The mailing list for the questionnaire was derived from the registration lists for the 1988 and 1989
Annual PTTI meetings, and the "Publication Series 4" mailing list provided by the USNO. The final
list of 1100 names was assembled and culled to remove duplicates, foreign addresses and blunders.

The questionnaire was designed to be as simple as possible and was provided with a cover letter
which contained essentially the same material as the above abstract. The seven questions posed in
the questionnaire asked the user to:

1. Compare the users requirements to the attainable accuracy estimates of Table I. Table I was
obtained from the USNO and is their estimate of the one sigma time recovery accuracy obtainable
with SA and AS in Block II;

2. Provide estimates of required time and frequency accuracies if "authorized user" performance
levels are required;

3. Estimate the number of "authorized user" GPS receivers required immediately and over the next
5 years;

4. Express interest in a "survey" option (probably a software option or addition) which would allow
the timing receiver to be used as the reference end of a relative positioning system;

5. Provide any comments regarding SA and AS;
6. Express interest in an "authorized user" users group; and
7. State any restrictions on use of the responses.

The questionnaire, which is presented in its entirety in the following section, suffered from at least
two major deficiencies. The three words "SPS (Standard Positioning Service) 'unauthorized user' "
were omitted from the first question in the first mailing. This caused some "authorized users" to
ignore the second question on specific requirements. Respondents in this category will be contacted
by telephone as time and resources permit. The second difficulty occurred in questions 2) and 3) in
that the time, frequency, and quantity categories were broken down into rather broad and unequal
ranges. This caused some difficulty in our analysis in assigning specific values to the responses.

RESULTS

At this writing (November 22, 1989) responses are still coming in. We have received a total of about
175 replies with several classified as "non-responsive". Non-responsive was defined as follows.

1. not in time/frequency business at all;
2. total lack of understanding - "what is GPS?"; and
3. not now using and/or no future plans to use GPS.

There seemed to be a significant secondary distribution in that we received more than 20 responses
from individuals in organizations who were not on our original mailing libt. We had restricted our
distribution to the USA and some of these came from other countries.

72



The data was entered into a simple data base and analyzed for "frequency of occurrence" in each of the
question areas. There was no attempt to project the results of the survey to the total user population.

The following section presents the questions exactly as stated and shows the actual number of responses
to each along with computed percentages from the 124 "responsive" questionnaires analyzed to date.

Q1. Will your (or your customers') time and frequency requirements be met by the projected Block
II GPS SPS "unauthorized user" performance levels as estimated in Table I?

Yes 34 27% No 90 73%

[All of the 90 negative responses were found to be at least potentially eligible for AU status.]
Q2. If the answer to Q1. above is No, please indicate the required performance level:

Time Frequency Number

< 100ns 19 lx 10-'0  3
< 50 ns 5 1 x 10- 11  4
< 25ns 15 1X10 - 12  25

Other (1 ns to 15 ns) 16 Other (1 X 10- 13 to 1 X 10-14) 10

Total 56 Total 42

[Of the 56 AU time requirement responses 31 (55%) need time recovery to 25 Ns or better. Of
the 42 frequency rcquirement responses 85 (83%) need frequency to a part in 1 x 10- 12 or better.

Note that not all of the 90 potential "authorized users" responded to one or both elements of the
requirements question.]

Q3. Please estimate the number of "authorized user" Block II GPS receivers equipped with security
modules (PPS-SM's) which would be necessary to satisfy your (or yuur customers) requirements.

Immediate Total over 5 years

> 100 5 >100 14
50-99 3 50-99 1
20-49 4 20-49 12
10-19 6 10-19 9
01-09 59 01-09 59

[For the 90 AU responses only:

1. Estimated immediate requirement = 800-1000 receivers; and

2. Estimated total requirement over 5 years = 1600-2000 receivers.]

Q4. Would you (o" your customers) be interested in a "survey" option % hich would alluw centimeter
level relative positioning?

Yes 63 /51% of all responses] No 49 [40% of all]

[Totals less than 100% because not all respondents replied to this question]

Q5. Please provide any other comments which you may have regarding SA-AS as it impacts your
time, frequency, and positioning requirements.
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[58% of all respondents provided comments. Several of these fell into 4 general areas as follows:

1. Hostility towards SA;

2. Questions and misconceptions regarding SA;

3. Questions and statements regarding alternative time recovery/time transfer methods includ-
ing LORAN-C, two way communications via commercial COMSAT using spread spectrum
modems, and similar schemes; and

4. Questions on the requirements for becoming an authorized user and participation in the
planned users group.

Q6. If you are an "authorized user" would you be interested in participating in an "authorized user"
users group (AUUG)?

Yes 66 /73% of the A U responses] No 24

Q7. Please detail any security, proprietary, or attribution restrictions you wish us to observe regarding
your responses.

[Less than 2% had any sort of restrictions.]

PLANS

Where do we go from here? The time and frequency standards and requirements mentioned in Section
I. have been determined and specified. The improvement of current systems and the development of
future systems will require a series of steps with the following specific activities underway:

1. Propose the implementation/development of time recovery/frequency control receivers equipped
with the necessary hardware (PPS-SM's and AOC's) to provide full access to GPS Block II
performance capabilities for AU. It will be suggested that the initial acquisition be conducted
such that 2 receivers are procured from each of 2 different manufacturers. The contracts could
be written such that procurement options for 20 - 50 more receivers can be exercised.

2. Authorized User Users Group. This activity has been somewhat overtaken by events in that there
is now an organized DoD PTTI AU Planning Group. They are in the first steps of planning,
requirements definition and generating a receiver specification. This group is established under
the auspices of the Superintendent of the USNO. The NRL will act as the technical coordinator.

3. Future activities with respect to this survey. We plan to analyze the remaining 40-50 responses
received after our cutoff date. We will then total the results and provide a summary to all the
respondents. We will further provide the survey in its entirety to the DoD PTTI AU Planning
Group.
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TABLE I
ESTIMATED ONE SIGMA TIME RECOVERY INCLUDING

THE EFFECTS OF S/A AND A/S

WITH A/S UNAUTHORIZED USER AUTHORIZED USER
NO KEYS KEYS

SPA 40 no. 40 n.

NO S/A

PPS ? 15 no.

SPS 300 n. 40 no.

S/A

PPS ? 15 ns.
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QUESTIONS AND ANSWERS

UNIDENTIFIED QUESTIONER: Did the questionnaire go to people who had geodetic require-
ments, or were they excluded in principle?

MR. BLOOR: No, they weren't excluded at all. The questionnaires went to people who had always
been on the PTTI mailing list or the PUB-4 mailing list. If there are geodetic users that were not surveyed,
we are certainly interested in their responses.

SAME PERSON: I think that there are people that are not currently using GPS for geodetic purposes
but who might benefit from it. I think that you have missed a significant number of folks. I am not not an
authorized user, in your sense of the word, but I think that you have missed a large number of people that
have a much stiffer requirement than you talked about.

MR. BLOOR: Stiffer time transfer requirements?

SAME PERSON: No, geodetic requirement.

MR. BLOOR: Yes, our geodetic requirements were very minor. I am mainly interested in time and
frequency control.

UNIDENTIFIED QUESTIONER AND INDECIPHERABLE QUESTION:

MR. BLOOR: No, I am not the right person to state DoD policy. The term 'authorized user' has
not been defined. Certainly, any military user could be an authorized user, however, that does not preclude
others from being authorized users. Even, under certain interpretations of the draft policy, members of the
civilian community. The keys are designed such that some keys are good for days and some are good for
years. There has been discussion that certain civilian users might be authorized access via short term keys.
I am not in the authorized user policy business.
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Abstract

Two automatic algorithms for synchronizing the GPS time standard to

the UTC time standard are evaluated. Both algorithms control GPS-UTC

offsets to within 10 nanoseconds, reduce operator workloads, and are

simple to implement and maintain.

INTRODUCTION

The Global Positioning System (GPS) is required to synchronize its

broadcast time standard to within one microsecond of the time standard

maintained by the US Naval Observatory (USNO), Coordinated Universal Time

(UTC) (Figure 1). (GPS will also broadcast the measured difference

between GPS and UTC standards with an error no larger than 10% of the

maximum allowed offset, allowing GPS users to synchronize to UTC time

within 100 nanoseconds.)

Currently, GPS-UTC offsets measured at USNO are relayed to the GPS

master control station at Falcon Air Force Base where master clock
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corrections are manually computed to "steer" the GPS time to UTC time

(Figure 2).

New ground software, developed by IBM Federal Systems Division, to

be implemented in early 1990 will automatically steer GPS clock states

under supervision by an operator. A modified bang-bang control law will

be used to compute steering commands. We analyzed this law and a

proportional phase-plus-frequency law to assess performance.

An automatic master-clock steering algorithm will improve

synchronization and reduce operator workloads. The steering law must not

exceed a GPS frequency-drift command limit of 1.5 nsec/day 2 , imposed to

maintain user accuracy. The steering law must also be robust

(insensitive to bad or missing data, human error, degraded clock

performance, etc.) and simple to implement and maintain.

SYSTEM MODELS

Figure 3 shows a highly-aggregated block diagram of the GPS clock-

steering process. The frequency-drift command is integrated twice

(GPS-steering block) to obtain a GPS-time correction. We ignore

satellite updating lags because the update process is fast compared to

the clock-steering response. Feedback drives compensated GPS time (GPS

physical clock output plus steering time correction) to UTC time.

GPS-UTC phase-offset measurements drive the steering law.

GPS clock phase is modeled as a two-stage integration process with

random walk phase and frequency components (Figure 4). Two types of

clocks are considered, a single Cesium clock and an ensemble of

hydrogen-maser (H-Maser) clocks.

GPS-UTC phase-offset measurements to different GPS satellites are

obtained at about 15-minute intervals. Our model assumes 20 nsec (la)
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white measurement noise, reflecting primarily satellite-clock and

ephemeris errors and assuming independence between satellites. USNO

phase-offset measurements are directly transmitted to Falcon and

processed by a two-state Kalman filter. (Currently, phase and frequency

offsets derived from least-squares-processing of measurements are

transmitted from USNO to Falcon.) The filter is supplied with the

steering-command time history and measurements are edited to remove

outliers.

STEERING CONTROL LAWS

Two automatic steering control laws have been proposed, one by the

GPS ground-system contractor (IBM) and the other by The Aerospace

Corporation.

IBM's modified bang-bang control law (Reference 1) attempts to null

phase and frequency offsets in minimum time subject to a frequency-drift

command limit of 1.5 nsec/day2 (Figure 5). The algorithm computes a

discriminant, D, every AT seconds which is used to determine the

frequency-drift command for that interval. Aerospace's proportional

phase-plus-frequency law (Figure 6) is a standard position-plus-rate

feedback law modified by the addition of a limiter on the frequency-drift

command.

LINEAR ANALYSIS OF AEROSPACE LAW

A covariance analysis of the proportional Aerospace law is possible

(see Appendix). (The nonlinear IBM law can only be evaluated by

simulation.) Figures 7-10 summarize predicted performance and parameter

sensitivities of the Aerospace law. The control gains can be selected to

minimize the phase-error covariance while keeping the maximum RMS
2frequency-drift command less than 1.5 nsec/day . The covariance

analysis predicts a steering error of about 7 nsec for the cesium clock
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(Figure 7) and 1.5 nsec for the H-Maser ensemble (Figure 8). Control

gains can be varied significantly about their optimal values without

significantly degrading steering performance, which allows the same gains

to be used for either cesium and H-Maser clock systems. The cesium clock

system is more sensitive than the H-Maser clock ensemble to clock noise

variations, however.

SIMULATION OF IBM AND AEROSPACE CONTROL LAWS

Typical time response of the two control laws is illustrated in

Figure 11. The IBM bang-bang law nulls the initial rate offset slightly

faster than the Aerospace proportional law. Averaged steady-state errors

are summarized for simulated cesium clock (Table 1) and H-Maser ensemble

(Table 2) systems. The performance of the Aerospace law agrees with

covariance analysis predictions. The performance of the IBM law is

comparable to the Aerospace law for 15-minute updates, but worse with

daily updates because its bang-bang action generates maximum RMS

frequency-drift commands.

CONCLUSION

Both the IBM and Aerospace laws control GPS-UTC offsets to within

10 nsec, significantly better than the one microsecond requirement and

the 100 nsec required broadcast accuracy. In fact, the residual steering

error will likely be dominated by unmodelled factors such as data

transmission errors between USNO and Falcon. The Aerospace law is

smoother; the bang-bang IBM law reduces large initial offsets more

quickly. Either law is straightforward to implement and maintain.
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APPENDIX

COVARIANCE ANALYSIS OF AEROSPACE STEERING LAW

The Aerospace clock-steering model in Figure 6 (neglecting the

limiter on the steering command) is described by:

x(k+]j= Ax(k) + Bw(k) cov[w] =Q (Al)

1 T 0 0

0 1 -K 1T -K2T

A=

G G -G 1  T(1-G 1)

G GT -G -K T 1-T(G +K)

T 0 0

0 T 0

GCT 0 G111

G 2T 0 G02

0(k) r w1(k) 1
x(k) =w(k) w(k) = w2(k)

9(k) L v(k)J
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where

O(k) = clock-phase offset

w(k) = clock-frequency offset
6(k) = estimated clock-phase offset

A
W(k) = estimated clock-frequency offset

KI = phase-control gain

K2 = frequency-control gain

T = time step

G1 = phase Kalman gain

G2 = frequency Kalman gain

wl(k) = phase clock noise

w2 (k) = frequency clock noise

v(k) = measurement noise

The covariance of x(k) is given by

P(k+l) = AP(k)A' + BQB' (A2)

The steady-state covariance was determined by the methods in References 2

and 3. The covariance of the frequency-drift command is given by

cov[Gc] = K1 2coV [3 + 2 K1K2cov [G, t ] + K2 2cov [CO] (A3)
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DEFINE DISCRIMINANT = D

D(b,f) = b + 2U

b = CURRENT GPS-UTC PHASE OFFSET (SEC)

f = CURRENT GPS-UTC FREQUENCY OFFSET (SEC/SEC)

COMPUTE FREQUENCY-DRIFT STEERING COMMAND = f

IF ID(b,f)i < TOL THEN f = - SGN(f)* MIN (U,IfI/AT)

IF ID(b,f)I > TOL

IF Ifi < f,,, or f. D(b,f) > 0

f= - U SGN(D(b,f))

OTHERWISE

f=o

PARAMETERS: U = 2xl0-19 SEC/SEC
2 

(MAXIMUM FREQUENCY DRIFT)

fmax = 5XI0-
1 4 SEC/SEC (MAXIMUM FREQUENCY)

TOL = 10
-9 

SEC (BIAS ERROR TOLERANCE)

AT , STEERING-LOOP UPDATE PERIOD (NOMINALLY 900 SECONDS)

FIGURE 5. IBM STEERING LAW
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FIGURE 6. AEROSPACE STEERING SYSTEM
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RMS PHASE ERROR VS CONTROL GAINS
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QUESTIONS AND ANSWERS

AL KIRK, JPL: Are you trying to steer all the clocks on the satellites, or only the master clock at
Falcon?

MS MCKENZIE: Currently, only the master clock is steered.

MR. KIRK: But you do plan to steer all the clocks eventually?

ANSWER FROM THE AUDIENCE, NOT INTO THE MICROPHONE, INDECIPHER-
ABLE

UNIDENTIFIED QUESTIONER: Since this is one of my favorite subjects at (unclear on the tape),
I couldi,'t resist making some comments here. One is that the current implementation, I believe there is a
requirement that there be a man in the loop to steer them rather than using an automatic control. We have
had a great deal of discussion with them on the installation of timing systems out there and they insist on
that. An automatic control would not be implemented in that case.

MS MCKENZIE: My understanding is there is automatic control under the supervision of an operator.

SAME PERSON: He would control it, input it or simply watch its operation? I am not sure about
that. Automatic control is what bothers me about that. The other comment is about orbital errors being
significantly less than clock errors. I would have to disagree about that. I think that the basic error of the
system shows the clock and orbital errors being about the same magnitude. It is not clear that they have
been separated out in the system so you can discount them in a steering mode like this.

ANSWER FROM THE AUDIENCE: The clocks that are in the current GPS are performing, most
of them at least, much better than specifications. The comments are related mostly to the specifications
than to actual achieved performance at this point in time. The original Block One clocks were specified at
2 x 1013. We are achieving much better than that, and therefor the clock performance is good. What we
are talking about in terms of clock performance is the ability to predict the clock, and the ability to predict
the ephemeris. Ephemeris predictions are pretty stable. They are more bounded, but pretty stable in the
prediction time, whereas the clocks randomly deviate from their upload values. For that reason we are saying
that the clocks themselves, in prediction, are worse than the ephemeris in prediction. In the analysis the
clock and ephemeris are part of the noise as received by USNO. In other words, when they receive time, it
is a summation of the two. That was modeled as noise in the simulation. As to the question of manual vs.
automatic: daily reports are received from USNO and are used for steering currently. Its a manual process
and maybe the steering commands are set up once a month, or something like that, because of stability of the
system and the requLements of the system don't dictate more frequent steering. This concept, and what is
going to be implemented shortly, is that daily things are received and are input manually, not automatically,
but still daily. The analysis included the time delay of one day in the steering.

UNIDENTIFIED QUESTIONER: You seemed to indicate that the proportional steering law re-
sulted in a smaller rms than the bang-bang steering law. Why are you implementing the bang-bang steering
law?

MS MCKENZIE: The bang-bang law does have . couple of advantages, one is that it is not necessary
to select control gains, it also has a slightly faster response to transients. On the other hand, the proportional
law gives a slightly better steady state rcsult. There is not enough evidence to push for the implementation of
the proportional law. IBM, the contraLtir, had experience with the bang-bang law and decided to implement
that one. The steady state error for both laws is much better than the requirements.

AL GUEVARA, MCS: I am one of the individuals involved in determining the steering for GPS.
One of my concerns with the bang-bang law-how often are you assuming the frequency and phase offsets
are being updated in the MCS?

MS MCKENZIE: Measurements are processed daily, but there is a fifteen minute interpolation loop,
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so the commands can change every fifteen minutes.

MR. GUEVARA: So every fifteen minutes they are supposedly going to be looking at the data base
inputs as the steering is implemented. Is that a correct assumption?

ANSWER FROM THE AUDIENCE, INDECIPHERABLE

GERNOT WINKLER, USNO: There is another point. That is the reliability and robustness of
operation. It is a weakness of the bang-bang method that, in the absence of steering information or severance
of the control loop, you are going to go off at maximum rate. I think that that is a mistake.

MS MCKENZIE: That is a good point.
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Abstract

The present technology of atomic clocks motivates time transfer techniques with
nanosecond accuracy. Global Positioning System (GPS), the most common means for
international time comparisons could achieve such accuracy over short distances (up
to 1000 km). Over intercontinental distances the accuracy of the GPS time transfer
ranges between 20 and 30 ns. Some of the principal error sources are the broadcast
ephemerides, the broadcast ionospheric model, and the local antenna coordinates.
This study investigates the quality of broadcast ephemerides by comparing them with
precise ephemerides and by using precise ephemerides for time transfer. Another
aspect of this work is to suggest a strategy to overcome the planned degradation of
GPS satellite messages via Selective Availability (SA).

INTRODUCTION

The use of the Global Positioning System (GPS) for international time comparisons is continuously im-
proved by adoption of more accurate antenna coordinates, introduction of double frequency ionospheric
calibrators, organization of differential calibrations of receivers and refinement of data processing. This
study examines the impact of the error in satellite position from the use of broadcast ephemerides on
common-view time transfer[].

Table 1 demonstrates the impact for the most unfavorable case, when a bias in satellite position is
parallel to the baseline between two timing centers. For a baseline of 9000 km (Europe-Japan) a bias
of 15 m will introduce an error of 43 ns in time transfer using a single common-view measurement. Of
course in practice a time comparison between two laboratories is realized by an averaging of a number
of common-view measurements and so this error is reduced.

The quality of broadcast ephemerides over a two month period was studied in two ways: a direct
comparative study of broadcast versus precise ephemerides, and a comparison of common view transfer
using broadcast versus precise ephemerides.
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The precise ephemerides used in this work were produced by the Naval Surface Warfare Center
(NSWC); the broadcast ephemerides were recorded in Wettzel (Federal Republic of Germany).

Error in satellite position can be a major problem during the future implementation of Selective
Availability (SA); the use of precise ephemerides and other possible ways of facing this challenge are
discussed.

BROADCAST EPHEMERIDES

The GPS broadcast ephemerides are computed by the Air Force Operational Control Segment (OCS).
The OCS has global tracking and monitor stations located at:

" -Falcon (U.S.A., Colorado Springs, Long.= 255.5 deg. E, Lat.= 38.5 deg. N),

" -Kwajaloin Island (U.S.A., Pacific Ocean, Long.= 167.3 deg. E, Lat.= 9.1 deg. N),

" -Ascension Island (Great Britain, Atlantic Ocean, Long.= 345.8 deg. E, Lat.= 7.6 deg. S),

" -Diego Garcia Island (Great Britain, Indian Ocean, Long.= 72.2 deg. E, Lat.= 6.3 deg. S),

" -Hawaii (U.S.A., Pacific Ocean, Long.= 202.5 deg. E, Lat.= 20.5 deg. N).

Multichannel double frequency receivers are deployed at each of these sites to allow all satellites in view
to be tracked simultaneously. Performed measurements are pseudo-range, Doppler, and ionospheric
delay.

Data are sent in real time to the master control station for use in the Kalman filter which estimates the
clock and orbit states for each satellite. These states are used to upload information to the satellites,
which they in turn transmit to users. The ephemerides are among these broadcast data.

The orbit states in the Kalman filter for a given satellite are estimated as corrections to a reference
orbit. The reference orbit is based on previous data and predicted once per week for the next week.
With a reference orbit thus established, the tracking data are used to improve the orbit, and compute
corrections to the reference orbit once every 15 min.

When an upload is required, the most recent corrections to the reference orbit are applied linearly to
predict the next two weeks of ephemerides. The information in the upload consists of fourteen days of
one-pages, though normally a new upload is done at least once a day. A satellite transmits a new page
of parameters during each hour. Each one-hour page is the first hour of a fit optimizing paramc ers
to four hours of estimates of the satellite orbit from the Kalman filter. The reference time for this fit
is in the center of the four hours. Thus, a satellite transmits the same parameters for an hour, and
these parameters are actually good for four hours.

The frequency of uploads is driven by a 6 meter User Range Error (URE). The actual time of an
upload is decided by a number of considerations such as URE, location of satellite, and availability of
the uplink. Currently the OCS is uploading the GPS satellites 1 to 3 times per day. It can happen
that an upload does not improve the URE, in which case it can be immediately followed by another.
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PRECISE EPHEMERIDES

The GPS precise ephemerides and clocks were computed at the Naval Surface Warfare Center (NSWC)
from the beginning of 1986 until the GPS week 498 ending July 29, 1989. Since GPS week 499, July
30, 1989, they have been computed at the Defense Mapping Agency (DMA). The block II satellites
are not yet included in the precise ephemerides computations.

The pseudo-range measurements used for the computations of precise ephemerides are performed at
ten tracking stations[8]. Five of the stations are the Air Force's OCS monitoring stations mentioned
in the previous paragraph. The other five stations are operated by DMA and are located in:

* - Australia (Long.= 138.7 deg. E, Lat.= 34.7 deg. S),

* - Argentina (Long.= 301.5 deg. E, Lat.= 34.6 deg. S),

* - England (Long.= 358.7 deg. E, Lat.= 51.5 deg. N),

* - Bahrain (Long.= 50.6 deg. E, Lat.= 26.2 deg. N),

* - Ecuador (Long.= 281.5 deg. E, Lat.= 0.2 deg. S).

A 4-channel double-frequency receiver is deployed at each of these stations. The receivers are driven
by high performance cesium frequency standards. The minimum observation angle for observation is 10
degrees. Temperature, pressure, and humidity are recorded at each site. The range measurements are
corrected for ionospheric delay (two-frequency first order correction), tropospheric refraction (Hopfield
model), periodic relativistic effects, offset between center of phase of antenna and center of mass
of satellite (about 1 meter), and station displacements due to earth tides. The range observations
collected at a 1.5 s rate are smoothed using carrier phase, in order to give 15 min of smoothed range
observations. An observation standard deviation of 75 cm is assigned to each smoothed pseudo-range.

The DMA and the OCS monitor stations use essentially identical procedures for data collection and
smoothing. These smoothed pseudo-range data are used as an input to the OMNIS Multisatellite
Filter/Smoother software using the Kalman filter["A°1. The computations are done in one hour batches
processing simultaneously eight days of data of all stations and all satellites. The eight days allow
one-half day overlaps with consecutive weeks.

Reference trajectories for all satellites are integrated using a truncated WGS 84 Earth Gravity Model
(degree 8, order 8), mass gravity fields for the Sun and Moon, solid Earth tides, the Rockwell Rock4
model of radiation pressure including acceleration perpendicular to the direction of the sun, nutation,
Earth rotation, UT1-UTC (using DMA initial values generated the week before the orbit fit), and a
5 min integration step.

Each weekly fit estimates:

" -for each satellite. orbital elements, radiation pressure modelled stochastically including accel-
eration perpendicular to the sun, and clock parameters,

" -for each monitor station, station clock parameters,

" -polar motion and UT1-UTC modelled as random constants.
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The above described procedure generates fitted trajectory and clock files containing:

" -for every 15 min the position of the center of mass of each satellite expressed in WGS 84
coordinate system (X, Y, Z in km, DX/DT, DY/DT, DZ/DT in km/s, GPS time in year,
month, day, hour, minute),

" -at one-hour intervals the time and frequency offsets between each satellite's clock and GPS
time and frequency.

The uncertainty of precise ephemerides ranges from 1 m to 5 m.

COMPARISON BETWEEN BROADCAST
AND PRECISE EPHEMERIDES

Although it is not the main purpose of this paper to examine differences between broadcast and precise
ephemerides, we present the results of a comparison study which are necessary for further analysis.
The sample of data we examine starts February 29, 1988 and ends April 23, 1989. The broadcast
ephemerides were provided by the National Geodetic Survey (NGS). They were recorded in Wettzel
(West Germany) as Keplerian parameters for each satellite for every hour of satellite visibility. The
precise ephemerides come from NSWC and are presented as described at the end of the previous
paiagraph.

The satellite positions expressed in precise and broadcast ephemerides are compared in radial, on-
track, and cross-track components at the time of the recording of the broadcast ephemerides. We
have about seven comparisons per day for each satellite. Comparisons are made for all 53 days of the
examined period in two intervals: Feb. 29 to March 31, 1988 and April 1-23, 1988. This L.'s been
done to separate the eclipse seasons.

During each year there are two periods when a given GPS satellite enters the Earth's shadow on every
revolution. During these eclipse seasons larger thermal variations occur within the spacecraft than
the rest of the year and accordingly may cause larger clock frequency variations. These variations are
removed during the production of precise ephemerides, but they are not removed during the generation
of broadcast ephemerides and may have a direct impact on their quality. In 1988 the eclipse seasons
were the following: February 18-March 31, August 14- September 25, for PRN6/NAV3, PRN9/NAV6
and PRN12/NAV10; January 10-February 6, July 5-August 6, for PRN3/NAVl1, PRN8/NAV4,
PRNll/NAV8 and PRN13/NAV9. Thus for the period we are studying three satellites were in eclipse
from Feb. 29 to March 31, 1988.

The results of this comparison are given in Table 2, in the form of quadratic means for radial, on-
track, and cross-track components. We can observe first that satellites equipped with cesium clocks
had broadcast ephemerides differing from precise by only a few meters, even for the eclipse period of
PRN12/NAV10. Second, satellites using rubi l:um clocks had much larger differences, mainly during
the eclipse periods. PRN6/NAV3 particularly, had very poor broadcast ephemerides during the eclipse
period. PRN9/NAV6 did not exhibit the same degradation of broadcast ephemerides during its eclipse.
PRN9/NAV6 had a cesium clock on board whereas PRN6/NAV3 did not. This cesium clock, though
not in use, may have provided thermal mass, thus decreasing daily thermal variations. The two
satellites were operating the same kind of rubidium clock. PRN8/NAV4 using a quartz oscillator has
ephemerides comparable to spacecrafts using rubidium clocks.
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Another study of the comparison of broadcast and precise ephemerides with an emphasis of geodetic
differential positioning can be found in[61.

BROADCAST EPHEMERIDES AS USED BY A
TYPICAL GPS TIME RECEIVER

There is an internationally agreed-upon format for the collection and transmission of GPS time data, as
used by the BIPM. A GPS time receiver collects data during its 13 min period. The received broadcast
message contains, among other information, Keplerian orbital parameters and their perturbations. The
13 min tracks are determined by a tracking schedule issued by the BIPM.

First the receiver processes short term raw pseudo-range measurements, smoothing them over a period
of seconds (typically 6 or 15) points through use of a second degree fit or phase accumulation (depend-
ing of the manufacturer). These short-term smoothed pseudo-ranges are corrected by the geometrical
delay, the ionospheric delay, and various other parameters. The geometrical delay is computed from
the positions of the satellite and user's antenna, both expressed in WGS 84 X,Y,Z coordinates, after
the necessary transformations are performed by the receiver software.

A linear fit of the short-term data is used to reduce the comparison of satellite clock versus laboratory
clock over the 13 min track to a slope, an intercept and a standard deviation. These data are reported
in the BIPM format. If an upload of new ephemerides occurs during the 13 min track, two different
broadcast ephemerides can be used during a single 13 min track.

APPLICATION OF PRECISE EPHEMERIDES
TO TIME TRANSFER

To examine the impact of precise ephemerides on time comparisons we have chosen a pair of laborato-
ries separated by a 6000 km baseline, Paris Observatory (OP) and U.S. Naval Observatory (USNO).
The criterion chosen for this study is the dispersion of residuals of UTC(OP)-UTC(USNO) obtained
from individual common view tracks with respect to the mean over all tracks, after correction for the
rates of master clocks. The differences between precise and broadcast ephemerides computed in X,
Y, Z coordinates (as defined in WGS 84) are interpolated to the middle of considered tracks, then
projected on the direction vectors from laboratories to the spacecraft in order to correct time transfer.
If there is an abrupt change of these differences (likely due to an upload of broadcast ephemerides)
during interpolation period, the track is not corrected but rather is abandoned.

In the first approach we use observations of all available satellites (except PRN8/NAV4). The results
are given b5 Figure 1. The use of precise ephemerides greatly diminishes the dispersion of residuals
during the eclipse period for PRN6/NAV3, PRN9/NAV6, and PRN12/NAV10, but during the period
following eclipse the amelioration is only slight.

In the second approach, we use only the observations of the satellites equipped with cesium clocks
(Figure 2). In this case there is not observable improvement of time transfer using precise ephemerides.
Sometimes the standard deviations of the residuals of the time comparison with precise ephemerides are
better than those with broadcast ephemerides, sometimes worse (Fig. 2.c). The PRN12/NAV10 does
not seem to be affected by its eclipse period. This experiment confirms the results of our comparative
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study presented in table 2: broadcast ephemerides of satellites with cesium clocks are very close to
the precise ephemerides.

EPHEMERIDES DURING SELECTIVE AVAILABILITY

The international community of time metrology is facing a major challenge with the SA degradation
of GPS satellites. A recent experiment of the degradation of messages of Block I satellites (Sept. 29
- Oct. 2, 1989), which might be a test of SA, showed:

1. a phase jitter of the satellite clocks, the effect of which will be removed by a strict common view,
and

2. a frequently changeable bias in the ephemerides of about 100 meters, the effect of which in
common view is roughly proportional to the distance.

To overcome the problem of degraded ephemerides various approaches are being considered. These
include the use of precise ephemerides, the use of the differences between broadcast undegraded and
broadcast-degraded ephemerides provided by OCSN1l, the dynamical or geometrical!21 determination
of orbits by the timing community itself.

If either the timing community could have regular access to precise ephemerides or the community
computed its own ephemerides, the following arrangements would be useful:

" -the records of broadcast ephemerides should be organized in a few principal laboratories around
the world (one per area),

* -in a computation center the differences between broadcast and precise would be applied to time
comparisons (as have been done during this study),

" -to avoid the problem of frequently changeable bias in the degraded ephemerides the software of
time receivers should be modified so that during one track only one set of Keplerian parameters
would be used, even if a new upload of broadcast ephemerides occurs during this track (section
5).

In the case of orbit determination by the timing community itself, the precise coordinates of GPS
antennas are essential. Good differential coordinates for short baselines can be derived from time
comparisons themselves[31. The links with the global terrestrial frame ITRF6I, with few exceptions,
are not yet satisfactorily realized.

There is another theoretical possibility5]. A center computing time comparisons instead of receiving
13 minute tracks from the time laboratories could receive 6 or 15 second smoothed pseudo-ranges as
described in section 5. Then, using consistent software, all corrections including that of geometrical
delay could be computed using precise ephemerides. The advantage of this approach is the uniqueness
of the software, the disadvantage is the difficulty of the procedure.
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CONCLUSIONS

Concerning the ephemerides of Block I satellites:

1. Broadcast ephemerides of satellites using cesium clocks differ from precise ephemerides by no
more than a few meters.

2. Precise ephemerides do not improve the transfer of time if satellites are equipped with cesium
clocks.

3. Broadcast ephemerides of rubidium-equipped satellites differ from precise by less than 15 m
outside eclipse seasons, and up to 30 m in the case of PRN6/NAV3, during eclipse seasons.

4. When performing intercontinental GPS time transfer, broadcast ephemerides are sufficient when
using cesium-equipped satellites, though the use of precise ephemerides with rubidium equipped
satellites is recommended.

Concerning ephemerides during the implementation of SA:

1. Precise ephemerides can resolve the problem of SA orbit degradation, provided that the timing
community has regular access to these ephemerides with a delay not exceeding 2 weeks.

2. Differences between broadcast undegraded and broadcast- degraded ephemerides, if released with
a delay not exceeding 2 weeks, could be another satisfactory solution for SA orbit degradation.

3. For autonomy the timing community should actively investigate methods of independent orbit
determination.
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Table 1. Error introduced during a single common view time
transfer, by a bias in satellite position parallel
to the baseline between two time laboratories.

b las
5 m 15 m 30 m 100 m

bselIne

1000 km 1 ns 2 ns 4 ns 15 ns
3000 km 2 ns 7 ns 14 ns 45 ns
6000 km 4 ns 13 ns 26 ns 89 ns
9000 km 7 ns 20 ns 43 ns 132 ns

Table 2. Quadratic means of precise minus broadcast ephemerides.

Sat. Radial On-track Cross-track Number Comparison
Clock quad. mean quad. mean quad. mean of Interval

points
PRN/NAV (meters) (meters) (meters) 1988

3/11 cesium 1.5 3.4 2.2 222 Feb 29-Mar 31
3/11 cesium 1.0 3.3 2.6 161 Apr 1-Apr 23

11/ 8 cesium 2.2 4.2 2.2 262 Feb 29-Mar-31
11/ 8 cesium 1.4 4.6 3.3 175 Apr 1-Apr 23

12/10 cesium 1.2 5.3 3.0 211 Feb 29-Apr 31*
12/10 cesium 0.9 3.1 2.6 133 Apr 1-Apr 23

13/ 9 cesium 1.5 4.0 2.9 232 Feb 29-Mar 31
13/ 9 cesium 0.9 3.1 3.5 172 Apr 1-Apr 23

6/ 3 rubidium 7.2 21.0 15.3 164 Feb 29-Mar 31*
6/ 3 rubidium 5.3 13.4 5.8 117 Apr 1-Apr 23

9/ 6 rubidium 5.1 14.4 6.4 203 Feb 29-Mar 31*
9/ 6 rubidium 4.2 10.6 3.6 134 Apr 1-Apr 23

8/ 4 quartz 5.8 14.1 10.3 267 Feb 29-Mar 31
8/ 4 quartz 1.9 10.7 9.8 171 Apr 1-Apr 23

* eclipse season.
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QUESTIONS AND ANSWERS

CARROLL ALLEY, U OF MARYLAND: Could you show again one of your slides showing the
fits. There seems to be a periodicity there.

MR. LEWANDOWSKI: I didn't have time to explain what we saw above the noise: I don't know
what periodicity you are talking about.

PROFESSOR ALLEY: Have you done a spectral analysis to determine what periodicities are there?

MR. LEWANDOWSKI: We only finished the report last week and haven't had time to do any more
analysis. What I can say about this noise is that it is probably coming from ionospheric delay.

HENRY FLIEGEL, AEROSPACE: I wanted to underline something that you just said. I really
don't think that you are seeing a good comparison of precise ephemerides vs. broadcast at all because I
think that all of your error sources are dominated by the error sources that you just mentioned, ionosphere
and especially station location. I think that the only conclusion that you can make is that )ou can't use
precise ephemerides yet, until you get rid of those other sources of error. Then I imagine that you will see a
substantial difference.

MR. LEWANDOWSKI: What I wanted to show was an improvement. Of course there are other
noises. I see an improvement and ask 'why not use the precise ephemerides to get this improvement?' before
we solve all the other problems.
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ACCURATE DELAY CALIBRATION FOR
TWO-WAY TIME TRANSFER EARTH STATIONS

Gerrit de Jong
Van Swinden Laboratory

P.O.Box 654, 2600 AR Delft
The Netherlands

INTRODUCTION

The most accurate clocks are using cesium beam frequency standards as their source of accuracy. The
atomic time scale TAI is built from the SI seconds after adopting the definition of its origin. As a
practical time scale close to the astronomic time, UTC has been introduced, which is equal to TAI,
but kept in close agreement with universal time by addition or subtraction of leap seconds. UTC and
TAI are computed by the BIPM from the time comparison data of laboratory and commercial cesium
clocks. The accuracy of comparing clocks all over the world has been improved significantly by the
use of the GPS common view method. This one way method is capable of precision around 8 ns and
accuracies of about 30 ns if not deteriorated by Selective Availability measures.

A further improvement can be realized by using two-way methods, as demonstrated in several ex-
periments using groundstations at each clock cite capable of reception and transmission. This paper
addresses the calibration of the groundstations to achieve high accuracy in such two way time com-
parisons.

GENERAL PRINCIPLES OF TIME COMPARISON

To measure the difference of the time scales of two clocks a time interval counter is used. One clock
output is connected to the start of the counter, and the other clock output (1 pps) to the stop input.
State of the art counters measure the difference with a resolution of 20 ps, and an accuracy of 100 ps
or 0.1 ns.

If the clocks are not adjacent to each other, a cab!e can be used to transport the output signal of the
second clock to the stop input of the time interval counter. However, the time interval reading is not
correct because of the propagation delay of the 1 pps signal in the cable. This delay is to be measured
and corrected for. A 50 fQ coaxial cable has typically a delay of about 5 ns/m.

If the cable is relative long then distortion of the pulse occurs which gives an extra delay. In a cable
the higher frequency components are attenuated more than the lower frequency components, and the
cable acts as a low pass filter. To avoid such a group velocity distortion, modulation of the 1 pps
signal on a carrier frequency can be done. In this manner the additional delay from distortion can be
minimized.

Instead of using a cable for transportation of such a modulated carrier the space can be used by
means of transmitters and receivers with the appropriate antennas. This is done with low frequency
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transmitters for time signals such as WWVB at 60 kHz in the U.S. and in Europe: DCF77 at 77.5 kHz,
MSF60 at 60 kHz, HBG at 75 kHz; also in Loran-C and HF standard frequency and time transmitters.
The maximum reception distance is several thousands of kilometers.

A problem for accuracy is the determination of the distance from transmitter to receiver and to correct
for propagation properties of the medium: troposphere, ionosphere, (barometric pressure, humidity,
degree of ionization).

Recently satellites are being used. One problem here is the very long distance and the accuracy of
the determination of this distance. Another problem is the ionospheric delay; the latter however is
inversely dependent by the square of carrier frequency and amounts less than 1 ns at 12 GHz.

The two-way method using satellites eliminates the need to determine separately the exact d:stance
from each station to the satellite, as is shown in the next section.

TWO-WAY TIME COMPARISON

From Figure 1 we can see that the difference of the clocks at station 1 and 2 can be determined. In
this figure:

TA(k) is the time scale at station k;
TI(k) is the time interval reading;
TT(k) is the transmitter delay;
TR(k) is the receiver delay;
TU(k) is the uplink delay;
TD(k) is the downlink delay;
TS(k) is the satellite delay;
TC(k) is the correction for relativistic effects.

The difference TA(1) - TA(2) is to be determined. The reading at station 1 is:

TI(1) = TA(1) - TA(2) + TT(2) + TU(2) + TS(2) + TD(1) + TR(1) + TC(1)

The reading at station 2 is:

TI(2) = TA(2) - TA(1) + TT(1) + TU(1) + TS(1) + TD(1) + TR(2) + TC(2)

The difference gives:

TI(1) - TI(2) = 2{TA(1) - TA(2)) + TT(2) - TT(1) + TU(2)

- TU(1) + TS(2) - TS(1) + TD(1)

- TD(2) + TR(1) - TR(2) + TC(1) - TC(2)}

or:

TA(1) - TA(2) = {TI(1) - TI(2) + TT(1) - TT(2) + TU(1)

- TU(2) + TS(1) - TS(2) + TD(2)

- TD(1) + TR(2) - TR(1) + TC(2) - TR(1)}

If the same transponder in the satellite is used, then:

TS(1) = TS(2)
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If the satellite is not moving too fast then:

TU(1) = TD(1) and TU(2) = TD(2),

and their delays cancel.

The TC(1) and TC(2) can be calculated accurately enough.

The remaining terms are now:

TA(1) - TA(2) 1 I{(TI(1) - TI(2) + TT(1) - TT(2) + TR(2) - TR(1) + C}

If the transmit delays TT and the receive delays TR at both stations were equal then they would
cancel. But that can only be proved by measuring the difference by locating two groundstations close
enough together, which is not a simple action. Even then the sum of the transmit difference and the
receive difference is determined, not their values separately.

Therefore here a method to determine the absolute value of the transmit- and receive-delays separately
is described.

THE TIME TRANSFER MODEM

The MITREX modem (Figure 2) has a modulator section in which the 1 pps signal is impressed on a
bi-phase modulated carrier. The PRN generator is clocked at a 2.5 MHz rate and every 4 ms a bit
sequence is generated. As soon as the 1 pps signal appears, then one sequence of 4 ms is inverted.
The sequence is reclocked simultaneously with the 1 pps transmit output pulse and it then modulates
the phase of a 70 MHz carrier frequency. The signal is band pass filtered and is fed as the IF signal
to the upconverter and transmitted.

The demodulator section receives the 70 MHz downconverted signal and provides a 1 pps received
pulse as soon as it detects the 4 ms inverted PRN sequence.

The sum of the internal delays in the modem can be measured by connecting the 70 MHz output with
the 70 MHz input and connecting the 1 pps transmitted output to the start input of a time interval
counter and the 1 pps received output to the stop input. The delay of any external cable can be
measured by connecting thL cable also between modem output and input. The cable delay is found
by subtracting the internal itodem delay.

THE CALIBRATION OF THE GROUND STATION DELAYS

A typical earth station is shown in Figure 3. The delay between the reference plane at the time interval
counter and the plane at the antenna is to be determined. First the delay between the antenna and the
modem reference plane will be measured. For this purpose a passive satellite transponder simulator
is constructed. It is consisting of two double balanced mixers connected in series between two SMA
to wave guide transitions acting as antennas. The mixers convert the transmit frequency (14 GHz) to
the receive frequency (11 GHz). So one local oscillator is tuned to 2.93 GHz and the other is at 70
MHz.

The modem is used to measure the sum (TT + TR) of the transmit delay TT and the receive delay
TR through the satellite simulator at the modem reference plane.
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This is similar to the test loop translator which in some groundstations is installed between the
output of the upconverter and the downconverter input, but now the delay in the antenna feeds is also
included.

In order to determine the values of the transmit and receive delay separately, the 70 MHz cable to the
satellite simulator is used. The delay of this cable CS is measured first. Therefore it is disconnected
from the simulator and so are the 70 MHz cables CT and CD to the up- and the downconverter
respectively.

First cable CT is interconnected to cable CD at the far end and the sum delay (CT + CD) is measured.

Then cable CS is substituted for CT and the sum delay (CS + CD) is measured.

Finally (CS + CT) is measured. From the obtained 3 measurements the delay of cable CS is calculated:

CS= I{(CS + CD) + (CS + CT) - (CT + CD)}.
2

Also the other cable delays are calculated in this way.

The calibrated cable CS is reconnected to the satellite simulator and the other cables are also recon..
nected. The next step is to connect cable CT to the 70 MHz continuous carrier and cable CS to the
modulated 70 MHz modem output. Now the CW carrier of 14 GHz is PRN modulated in the satellite
simulator. The sum of CS and the receive delay TR from simulator to modem input is measured: (CS
+ TR).

The delay CS is known, so TR can be calculated. The sum (TT + TR) of transmit delay TT and TR
was already measured, so TT can also be calculated.

DETERMINATION OF THE INTERNAL DELAYS IN THE
MITREX MODEM

It should be emphasized that in the preceding paragraph TT and TR are measured to the reference
plane at the modem 70 MHz in- and output. Still undetermined is the internal transmit delay Tt
with respect to the 1 pps received output.

Let us look again at the modem in Figure 2. The transmit part is the simpler, after the reclocking
a wide-band mixer is used (delay estimated <2 ns) followed by a band-pass filter. Filters exhibit
always delays, inversely proportional to their bandwidth. Also the receiver has a band-pass filter at
its input. So the transmit filter was taken out of the circuit and then the total internal delay was
measured again. The difference in delay between filter in and out the circuit gives the delay of the
filter.

The other internal transmit delays are calculated from the measured internal cable lengths from the
wideband mixer to the 70 MHz output connector of the modem. Once the total internal transmit
delay Tt being determined, the internal receive delay Tr is calculated by subtracting the transmit
delay Tt from the total internal delay.

FINAL CALIBRATIONS

Now the internal delays Tt and Tr can be added to the external groundstation delays to find the total
receive delay as well as the total transmit delay from the antenna reference plane to the time interval
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counter reference plane.

The systematic uncertainty, appearing from estimation of the internal delays of the mixer in the
modulator and in the satellite simulator, is estimated to be less than 2 ns. The statistical uncertainty,
or precision, is of the order of 1 ns but is depending upon the averaging time.

At VSL, the antenna is connected to the modem with IF coaxial cables of about 120 m. The values
found were: TT = 669.2 ns, TR = 648.6 ns, CS = 628.7 ns, Tt = 319.3 ns and Tr = 845.3 ns. So an
asymmetry of 505.4 ns exists.

CONCLUSION

In this paper it has bsen shown that with the described calibration method using a satellite simulator
all transmit and receive delays can be determined to the nanosecond level accuracy. It is important to
measure accurately the transmit and receive delays at each two-way earth station; symmetry should
not be assumed at the nanosecond accuracy level.

The internal delays between input and output antennas of the satellite and the difference in position
of the satellite antennas relative to each earth stations should be treated similarly.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: Do you have a way of checking the one nanosecond accuracy number, or is
that an internal calculation?

MR. DE JONG: It is the sum of the uncertainties of the readings of the time interval counter and the
uncertainty in the measurement of the lengths of the coaxial cables and of the two mixers of the simulator.
The mixers have not been measured, but we could take out, for example, the 70 MHz mixer and see what
the difference would be in the total delay. It would be a lot of work and it is of the right order of magnitude
for the total uncertainty.
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FUNDAMENTALS AND RECENT PROGRESS
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Abstract

Experiments in precise clock comparisons using the two-way time transfer tech-
nique via satellite began in 1962. Experience gained from a variety of experiments
since that time steadily improved the precision and accuracy of such comparisons.
Recent growth in the fixed satellite service, or FSS, has created new opportunities
at moderate costs for high-accuracy time transfers using geostationary satellites. We
discuss fundamental aspects of two-way timing and show an implementation of a satel-
lite two-way time transfer system which has been used for two-years between USNO,
Washington, D.C. and NIST, Boulder, CO. The raw data collection procedure will
be discussed. We also outline the rationale for the choice of satellite uplink/downlink
frequencies, signal structure, and reduction of data.

Short-term noise in the time transfer limits the precision to about 300 ps in a 300 s
average. Uncertainty in accuracy is due to uncertainty in the non-reciprocity of the
two-way signal path. Accuracy limits due to the atmosphere, earth-satellite rotating
system (Sagnac effect), and the equipment are discussed. The goal is to achieve an ac-
curacy level of I ns after a suitable calibration of earth-station (differential) equipment
delays.

Satellite Two-way Time Transfer

We discuss fundamental aspects of two-way time transfers first. Synchronization of clocks between two
locations A and B in the two-way mode involves three elements. These are: the clocks which generate
a signal, usually a pulse once per second, some method to transmit the pulses between locations A
and B, and a time-difference measuring instrument, or time- interval counter (TIC), at each location.
Figure 1 illustrates the principle of the two-way technique using two cables as the interconnecting
medium. The difference of the clocks is given by

A - B = 1/2[R(A) - R(B)] + 1/2[dAB - dBAJ (1)

where R(A) and R(B) are the counter readings at A and B respectively and dAB and dBA are the
cable signal delays from locations A to B and B to A respectively. If the electrical length of each

*Contribution of the U. S. Government; not subject to copyright.
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cable is the same, i.e., dAB = dBA, then the clock difference is simply one-half of the difference of the
time-interval counter readings.

Figure 2 shows the two-way time transfer method through a satellite. The scheme is basically the
same as in Fig. 1 except both signals are transmitted through a satellite rather than through ca-
bles. Note that additional delay terms indicated represent the earth station transmitters (dTA and
dTB) and receivers (dRA and dRB), the propagation delay to and from the satellite at A and B
(dAs, dSA, dES, dSB) and the delay through the satellite itself (dSAB and dSBA). Taking into ac-
count the various delays and using the formalism of Eq. 1, we have

A - B = 1/2[R(A) - R(B)] + 1/2[(dTA - dRA) - (dTB - dRB)]

+1/2[(dAs - dSA) - (dBS - dsB)] + 1/2[dsAB - dSBAJ - 2wAlc2  (2)

where the last term (2wA/c 2 ) is due to the Sagnac effect which will be discussed later. Figure 2 does
not explicitly indicate the subtraction (the difference) of the TIC readings as in Fig. 1. The TIC
readings can be exchanged by any means such as via telephone modem or through the satellite itself
using its own communications capability. Cables of equal electrical length in Fig. 1 are analogous to
equal, free-space path lengths to and from each earth station through the satellite in Fig. 211.

Factors Affecting Signal Reciprocity

A fundamental issue of high accuracy synchronization in the satellite two-way technique is the de-
termination of the value and uncertainty of path nonreciprocity. A direct-sequence, spread-spectrum
(DSSS) signal structure has benefits for satellite two-way time transfer. This type of signal has
good time transfer resolution at low power density[2]. Using DSSS, each data bit is represented by a
pseudo-random noise (or PN) sequence. Different PN sequences having low cross-correlation allow two
DSSS signals to pass through a satellite transponder simultaneously with minimal interference. This
so-called code division multiple access (CDMA) allows signal path reciprocity through the satellite
transponder, i.e., dSAB = dSBA in Eq. 2 (hence the term is zero).

The transmission and reception of a timing signal through a satellite involves waveguides, cables,
amplifiers, converters, and filters, as well as the spread-spectrum, modulator-demodulator (modem).
The non-reciprocal time delay through the earth station equipment is the difference between the
equipment-related, receive-signal delay and transmit-signal delay, or the "differential" delay. Refer-
ring to Fig. 2 and Eq. 2, the equipment-related nonreciprocity involving two stations, A and B, is
given by

AEqA,B = 1/2[(dTA - dRA) - (dTB - dRB)] (3)

in the case of a measurement of A - B.

One can measure equipment-related nonreciprocity by using a transportable earth station which can
perform a two-way time transfer at each of two main earth station locations, A and B. The procedure
is as follows. A common clock is used for both the main and transportable earth stations as shown
in Fig. 3. The transportable station is located in close proximity to the main station in order to
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minimize propagation and Sagnac nonreciprocity which is discussed next. If we call the transportable
earth station "C", then the differential equipment delay between A and C would be given by

AEqAc = 112[(dTA - dR) - (dTc - dRc)J (4)

where dTC and dRC are the delays through the transmitter and receiver respectively at C. A - C
between the stations is known since a common clock is used; therefore Eq. 2 makes the differential
equipment delay between A and C determinable. (Other factors are assumed to be zero or, in the
case of the Sagnac effect, determinable as will be discussed next.) The transportable earth station
is then moved to location B where the same setup is again used to measure a differential equipment
delay between B and C. The difference of the values obtained at A and B is thus the difference of
their differential delays which is the equipment related nonreciprocity between locations A and B.
The differential-equipment delay for A - B is thus given by

AEqA,B = AEqAc - AEqB,c (5)

or

1/2[(dTA-dRA)-(dTB-dRB)] = 1/2[(dTA-dRA)-(dTc-dRc)-I/2[(dTB-dRB)-(dTc-dRc)] (6)

and the expression on the right in Eq.6 is determinable. Day-to-day measurements of differential-
equipment delay variations between earth stations typically do not exceed 1 ns with the present NIST
hardware[3].

The Fixed Satellite Service (or FSS) in the U.S. has frequency allocations in the Ku-band. The
uplink and downlink frequencies are approximately 14 GHz and 12 GHz respectively. A frequency-
dependent delay through the ionosphere causes the transmit and receive path delays to be different.
For a given operating frequency f, the time delay varies as 1/f2. The use of Ku-band is favorable for
satellite two-way time transfers because of the high signal reciprocity. Ionospheric signal dispersion
at C-band (6/4 GHz) is substantially greater. Figure 4 shows nonreciprocal time difference for uplink
and downlink frequencies of 14.307 and 12.007 GHz respectively as a function of elevation angle.
The calculation assames a total electron content in a vertical column of 1 x 1018 electrons per meter
squared, considered a worst-case condition. Typical propagation (ionospheric) nonreciprocity, given
as 1/2[(dAs - dsA) - (dBs - dSB)J in Eq. 2, is expected to be of the order of 100 psi4] .

The level of nonreciprocity due to the troposphere is regarded as insignificant at the frequencies used
in these experiments. Tropospheric delay is dependent predominantly on water vapor, elevation angle,
user altitude, temperature, and pressure. At our frequencies the error due to tropospheric delay is

well below 100 ps.

The last noteworthy, nonreciprocal term is caused by the Sagnac effect. This effect is due to the
rotation of the earth relative to universal coordinates. Clocks on the surface of the earth are not
in a fixed inertial frame due to earth rotation. The exchange of timing information is subject to a
relativistic correction, but the effect can be described if one simply considers that the relative locations
of two points (A and B) have moved after information is received at A, for example, from B. This is
shown pictorially in Fig. 5 where the view is from above the North Pole. At transmission of a timing
pulse from earth station B, the location of station A, station B, and the satellite are shown as "1"
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The satellite has moved to "2" by the time it receives and retransmits the pulse. Station A has moved
to location "3" by the time the signal arrives at A. The signal path has been effectively lengthened
in the case of a pulse communicated from west to east. Conversely, the path is shortened for a signal
going from east to west. These changes in path length are equal to 2wA/c 2 where c is the speed of
light, w is the earth's rotation rate, and A is the area defined by the projections onto the equatorial
plane by the line segments connecting the satellite and the earth's center to the earth stations. This
nonreciprocity is easily calculatable without high accuracy knowledge of satellite and earth station
positions. For example, a time transfer between NIST (Boulder, CO) and USNO (Washington, D. C.)
through SBS-3 at 95'W involves only a 100 ps error for a 10 error in satellite longitude. A position
error of 300 m in any direction at NIST's station produces an error of no more than 100 ps. In
addition, if a perfectly circular geostationary orbit is assumed for the satellite, the slight eccentricity
actually encountered produces less than 50 ps error[il.

NIST-USNO Time Transfers

NIST and USNO have been making routine two-way satellite time transfers in the Ku-band since
August 1987. The configuration at each location is the same except that NIST has a stcerable 6.1 m
dish and USNO has a 4.5 m dish with a fixed mount. Figure 6 shows a diagram of the principal earth
station components. Reference [3] contains a description of the earth station equipment at NIST. The
1 pps signal is transmitted from each earth station and received by the other earth station by means
of a spread-spectrum modem that operates with an intermediate frequency of 70 MHzS].

During two-way time transfer, NIST and USNO simultaneously transmit and receive two spread-
spectrum signals. Each signal is initiated by a 1 pps clock signal that represents UTC(NIST) and
UTC(USNO), respectively. The time difference between the locally transmitted 1 pps signal and the
received 1 pps signal from the other station is measured and recorded at each site for a 300 s interval.
The time differences are recorded at both sites and stored on a central computer at USNO. These
data are then aligned for matching one second times, and one-half the difference of the two values is
obtained. The resulting data show a second-by-second time difference between the clocks at NIST
and USNO. At this point the data are not yet compensated for earth station equipment differential
delay, Sagnac effect, and cable or other equipment delays. This is referred to as the raw, uncalibrated,
two-way time comparison.

The mean and standard deviation are computed for each 300 s measurement session to obtain a
single estimate and measurement precision for the time scale difference. Regression analysis shows no
discernible slope above the residual white noise, and tests of the residuals show that they follow white
noise behavior. Thus, the simple mean is the best estimate of the time comparison midway (at 150 s)
through the measurement. Values of precision (standard deviation) are typically about 300 psM6l .

The internal signal delay in each spread-spectrum modem (one at NIST and one at USNO) is mea-
sured and recorded before starting each measurement run. These delays are subtracted from the
average, raw, time comparison to obtain an (uncalibrated) final comparison. Figure 7 is a plot of time
comparison results for almost two years of scheduled two-way sessions. Each puint represents a 300 s
average.
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Future International Comparisons

Intelsat, the International Telecommunications Satellite Organization, provides a satellite service which
can accommodate two-way time transfers of the type described here. This is a specialized Ku-band
service which is intended for digital links to small earth stations. An Intelsat satellite located at
307'E. longitude (53°W) can support two-way time transfers between Europe and North America
using antennas as small as 1.8 m. A transmitter power of 1W is sufficient to yield a carrier-to-noise-
density ratio (C/No) of at least 54 dB-Hz, a minimum level for the modem involved here. Figure
8 shows the West and East Ku-band spot-beam coverages. A thorough explanation of the Intelsat
service including implementation requirements, link calculations, and agencies to contact is included
in reference [7].

NIST-USNO Facilities

NIST, in cooperation with USNO, has expanded its facilities to include the mobile earth terminal
shown in Fig. 9. This is a .ealf-contained earth station with a 1.8 m-offset, Gregorian-feed, steerable
dish. The mobile system will be used to provide a "calibration" between two-way, satellite time-
transfer earth stations. Its principal function is to determine equipment-related nonreciprocity as
described earlier in this paper.

NIST Facilities

Figures 10 and 11 show NIST's 6.1 m, motor-steerable, dish antenna and earth-station laboratory,
respectively. The dish is permanently located on the roof of a wing of a NIST building and the
associated earth station equipment is in a room about 30 m away. Data reduction and equipment
control are partially handled using a PC-type computer. The computer has enough control that a
two-way time transfer can be scheduled to run automatically without an operator. As the number
of participants in two-way time transfer increases, computer support of operations will be needed to
minimize operational costs.

Conclusion

Starting with fundamental principles, we examined the application of two N ay time transfer using
present-day commercial satellite resources. The four notable sources of signal nonreciprocity (directly
affecting accuracy estimates) which were described are:

1. Satellite transponder effects

2. Earth-station equipment-related effects

3. Atmospheric (tropospheric and ionospheric) effects

4. Relativistic (Sagnac) effect
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Using Ku-band (14/12 GHz) equipment, combined uncertainties yield a projected accuracy in the
neighborhood of 1 ns.

Results of NIST-USNO, two-way, satellite time transfers taken for two years were presented. Time
transfers were done three times per week through SBS-3 at 95°W longitude. Second-by-second time
differences were measured for 300 s (5 min); the simple mean and standard deviation were computed
for the value and precision of the time comparison, respectively. Typical precision was approximately
300 ps.

The Intelsat satellites offer an opportunity for two-way satellite experiments between Europe and
North America using small dish antennas. These experiments are in the planning stages. NIST
facilities have been expanded to support these and other satellite experiments.
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Fig. 9. Ku-band mobile earth station

with 1.8 m dish. I

Fig. 10. Steerable 6.1 m dish at NIST.

Fig. 11. NIST earth-station laboratory.
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QUESTIONS AND ANSWERS

CARROLL ALLEY, U OF MARYLAND: Would you say a few words explicitly about how you
correct for the Sagnac effect?

MR. HOWE: I don't remember the number, but we calculate it and correct the data.

DAVID ALLAN, NIST: The size of the effect is 1.6 nanoseconds per square megameter of the path
as projected on the equatorial plane. You don't need to know the area projected to much better than a
square megameter to get one nanosecond accuracy.

MR. HOWE: The question was not so much what the value was, but the differences that we would
encounter with some variables which we can't control.
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A NEW TWO-WAY TIME TRANSFER MODEM

G. P. Landis, J. D. White, A. Gifford, and R. L. Beard
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Washington, DC
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Abstract

The use of commercial communications satellites for precise time transfer has been
performed with a variety of techniques for a number of years. Military communica-
tions systems can also provide this function in a few deployed systems. This paper
will describe a new design of a time transfer modem that can be produced a reason-
able cost and enable users to make direct comparisons with the Naval Observatory
with nanosecond precision. A flexible, all-digital design is being implemented that
will enable a variety of different codes to be employed. Compatibility with existing
equipment, such as the HARTL Modem, is a goal of this development. The design
and operating modes of this equipment will be described.

INTRODUCTION

The United States Naval Observatory (USNO) routinely makes two-way time transfers through the
Defense Satellite Communications System (DSCS). An interface with the system's spread-spectrum
communications modems is used to provide a precise-time trunk line for interests located near the
DSCS terminals. For a link with no communications modem, spread-spectrum time-transfer modems
designed by the Naval Research Laboratory (NRL) were used. NRL is developing a modem that
will work with very small aperture terminals and commercial satellites to serve other users requiring
greater accuracy.

DESIGN APPROACH

A two-way spread-spectrum method (Figure 1) will be used because of its performance and its in-
sensitivity to positions of receivers and satellites. Digital hardware is used in the modem design as
much as possible to meet requirements for accuracy, long-term stability and versatility. The digital
techniques also meet requirements for reliability and cost. The modem is being designed for maximum
compatibility with other time transfer systems. Off-the-shelf equipment will be combined with some
special purpose hardware. The off-the-shelf parts will include the satellite terminal (VSAT), the Per-
sonal Computer (PC) and the Digital Signal Processor (DSP) card. Items of special equipment will
be an analog box and a digital board (Figure 2).
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To avoid drift of analog circuits, the received signal will be digitized at as high a frequency as possible,
25 million samples per second (Figure 3). All processing after this point will use digital signal pro-
cessing methods. The faster functions will be done with the dedicated special digital board hardware
(Figure 4), and the slower phases with the programmable DSP card.

For versatility, a numerically controlled oscillator (NCO) will be used to generate a programmable code
rate. For code selection a code generator chip with programmable taps will be used. The combination
of an NCO and a programmable code generator give almost unlimited possibilities in code generation.
It will be easy to generate a code compatible with the Hartl Mitrex modem or the Global Positioning
System (GPS) clear/acquisition (C/A) code.

Under some conditions, problems arise in using digital method due to time quantization in the sampling
of the data. It is possible by adding random noise at appropriate places in the processing to improve
the time resolution of the measurements beyond a small fraction of the sampling period.

A 32-bit floating-point DSP will be used as the microprocessor. This DSP will be a commercial
card that will plug into the PC backplane. The DSP systems are very fast, over 10 Million Floating
Point Operations per Second (MFLOPS), and have C compilers. This will give expansion capabilities
and make software development easier. The DSP system will configure the system hardware, control
acquisition and tracking of the signals, demodulate and format the data on the received signal, make
the range measurements, process the range measurements into time transfer information and control
all communications functions with the PC.

All operator controls other than VSAT controls, power levels, frequency selection and antenna pointing,
will be handled by the PC. In the communication mode, files will be transferred between the PCs of
the participating stations.

SIGNAL STRUCTURE

The modem, which is under software control, can accommodate a wide variety of signal structures. For
the planned bandwidth of about 3 MHz, binary phase shift keying (BPSK) will be used with a chipping
rate in the order of 2 Mb/s. (It can easily be changed for compatibility with other systems). A 4095-bit
maximal-length sequence is currently planned. To produce a code length of 1/600 second, a chipping
rate of approximately 2.457 Mb/s will be used. The code length is chosen for quick synchronization,
while still maintaining a robust capability to recover BPSK data sent at one bit per code cycle. A
data rate equal to or at a submultiple of the code cycle rate makes for easier handling, since a part
of the computation involves determining after the fact the state (1 or 0) of the previous data bit. (To
resolve the PRN code's (1.66 ... ms) ambiguity, the receiver must recover a time tag having resolution
to within a code cycle). From a signal-to-noise standpoint, the channel would support a considerably
shorter code and higher data rate, and they might be used eventually, but a shorter code, when not
modulated with data, would contain brighter spectral lines spaced farther apart and is currently being
avoided.

DATA EXCHANGE FORMAT

No specific data exchange format has yet been adopted. Besides the time tag, which must be trans-
mitted both ways, measurement data must be transmitted at least one way. Other coordination and
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identification data are also needed. (Note that all but an unambiguous time tag can be sent via another
channel or a different medium). A time tag need be sent only once during a continuous session, but
the measurement data are probably best exchanged about once per second. Since one pulse per second
is a common output signal for clocks, and measurements will be made by most users with reference
to that timing signal, a one-second measurement cycle and time tag seems apt. (Measurements in
the NRL receiver will be made over shorter intervals and averaged for the one-second reading). To
resolve the ambiguity of the once-per-second time tag, a time-of-day (TOD) message giving hours,
minutes and seconds of the day and a day-of-year (DOY) word may be needed by some users. Also
of interest to some timekeepers is the date and sign of the next leap second.

The message format could and may be left completely open (except for the time tag). However, the
most generally useful information for a timekeeper might be included in a fixed-format segment for
efficient transmission without framing delimiters. Optional data may be transmitted during the rest
of the second. One possibility for character representation would be 7-bit ASCII plus start and stop
bits (a 9-bit asynchronous version) to maintain time-tag integrity. Tables la and lb show a possibility
for message formats. (A BCD version which would preserve the integrity of the time tag is also being
considered; it is much more efficient in transmitting the numbers in the fixed field and, at 8 bits per
character (2 decimal digits), would support all the ASCII characters needed to send numbers, the
capital alphabet and all required punctuation).

TABLE la. Data Possibilities
600 bit/sec Asynchronous, 9 bits/character, 7-bit ASCII

Data Sent by USNO

Data Characters No-Data Bits Cum.
Characters Bits

TOD 6 ASCII NUL 54 54
Current DOY 3 ASCII NUL 27 81
Leap-Second (DOY+Sign) 4* ASCII NUL 36 117
Sta. ID + Reply Code # 4 ASCII NUL 36 153
Optional Data 48 ASCII NUL 432 585
Remainder of Second** Marking All mark bits 15 600

The structure shown in Table 1 could designate 36 different pseudo-random noise (PRN) reply codes
and 1296 different stations using alphanumeric characters. Station 00 might call for no one, while
station ZZ might designate a USNO broadcast of general information. A broadcast mode, either for
modest-accuracy users or for more detailed information, is easily accommodated.

GENERAL DESCRIPTION OF OPERATIONS

It is expected that USNO would ordinarily operate with one station at a time, but could operate
with multiple stations using code-division multiplexing. (Note that USNO need transmit only one
PRN code but would receive different codes from the other stations). The identification code of a
single user would be sent each second by USNO in the proper slot. However, more stations can be
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TABLE lb
Data Possibilities

600 bit/sec Asynchronous, 9 bits/character, 7-bit ASCII

Data Sent by Remote Stations

Data Characters No-Data Bits Cum.
Characters 7 Bits

TOD (hh:mm:ss) 6 ASCII NUL 54 54
Current DOY 3 ASCII NUL 27 81
Leap-Second (DOY+Sign) 4* ASCII NUL 36 117
Sta. ID 2 ASCII NUL 18 135
Measurement Data 11 ASCII NUL 99 234
Optional Data 39 ASCII NUL 351 585
Remainder of Second** Marking All mark bits 15 600

* The entire leap-second information could be represented more compactly by three decimal

characters or by 2 alphanumeric characters.

** The first start (space) bit in the TOD message denotes the beginning of the second.

worked by sending their IDs less frequently. To give USNO the required single point of control over
the network, a user station would monitor the USNO primary code (continuously or on schedule) and
would transmit only while being polled by USNO. If one fails to receive its ID over a pre-established
number of seconds, it would stop transmitting and would not come on again until its ID is received
at least several times.

a specially designated PRN code might be reserved for user requests for service from USNO, who could
then poll the station on the primary USNO transmitting code and specify a reply code. To preserve
single-point control, the user must receive USNO on the primary code before initiating a request.

A large increase the communications capability could be had by using additional PRN sequences.
With both carrier and code synchronization already established on the primary code, a second code
could be received with very little additional complication. The data rate used with the second code
need not be related to the code cycle length and might be considerably higher than that of the primary
code. There are no current plans to implement this mode in the first model of the modem.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: what is your time table for this project?

MR. LANDIS: We would like to have it finished within a year. That is the modem part, not the GPS
part.
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PHASE DISTRIBUTION ON FIBER OPTIC CABLE

John C. Webber and Dorsey L. Thacker
Interferometrics Inc.

8150 Leesburg Pike, Vienna, VA 22182

Abstract

A fiber optics link has been tested for distributing stable phase information at a
frequency of 216.98 Mtz for the Kickapoo transmitter of the Naval Space Surveillance
radar. Laboratory experiments have been carried out with a specially modified laser
and no special precautions were taken to minimize reflections. The relative stability
of different fibers in the same cable was tested with repeated cycling of the cable
temperature. The relative stability of two fibers each 1 km in length over hundreds of
hours including temperature changes of 25 kelvins was better than 25 psec peak-to-
peak, or about 1 part in 200,000.

INTRODUCTION

The Naval Space Surveillance Kickapoo transmitter near Wichita Falls, Texas is a 10,500-foot long
north-south linear array of 2556 dipole radiators which produce a fan-shaped beam at a frequency
of 216.98 MHz. This beam covers essentially the entire continental U.S. so that any satellite which
penetrates it produces reflections. These are received at multiple sites and the positions and orbits of
the satellites deduced. Since its construction 25 years ago, the performance of the array has degraded
due to difficulties in maintaining precise phasing of the array. The array is presently phased by
returning reference signals through buried coax:al cables which have experienced physical deterioration.
The objective of this project was to investigate the feasibility of replacing the phase reference cables
with their fiber optic analog.

In order to determine the expected performance of such a system, laboratory experiments were con-
ceived and executed to measure the characteristics of a fiber optic link operating at the transmitter
frequency. After extensive consultation with pioneers in this field, a set of components was identified
which appeared likely to have the desired stability and ease of handling in both laboratory and field
environments. Critical to this study were commercial availability, reliability, and ease of installation
and repair by field personnel.

EXPERIMENTAL SETUP

The components chosen included a 1300 nm laser and two receivers, both manufactured by Ortel
Corporation. The laser was specially modified to reduce the effect of cable reflections )n the output
signal. Such reflections have long been observed to have deleterious effects Ln the phase of the laser
output in such systemsf - ]. No additional isolation between the laser and the remainder of the optical
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system was used. For ease of configuration of the experimental apparatus for making several different
measurements, it was decided to connect all optical elements by means of the field-installable AT&T
ST connectors. These connectors have moderate return loss (about 30 dB), which is undesirable, but
they are easy to install and replace if necessary. Reflections in a field installation could be reduced by
fusion splicing if necessary.

The fiber optic cable chosen was of loose-tube construction, built by Siecor Corporation. The ad-
vantage of this cable over tight-buffered cable for this application is that the fibers within their
large-diameter tubes are not tightly constrained. Thus, when mechanical stresses are imposed by
temperature changes, the fiber is free to adjust itself and minimize the stress. This in turn results in
smaller changes of the reflection properties than with other constructions. The cable was kept tightly
wound on its original drum and placed in an insulated chamber whose temperature could be elevated
above ambient by 25 kelvins, an amount sufficient to cause easily measurable changes in the total
delay.

The experimental setup for the measurements described here is shown in Figure 1. A 5 MHz signal
derived from a hydrogen maser frequency standard was split and sent to two high-stability frequency
synthesizers. In the upper path, a generated signal at 216.98 MHz was applied to the modulation
input of the fiber optic transmitter. This transmitter is equipped with an internal oven but none of
the remainder of the apparatus was temperature-controlled. The optical signal was split in a Gould
coupler and sent to two separate fibers in the cable. After the trip through the 1-km cable, the two
optical signals were separately detected by identical receivers. The resulting electrical signals were
filtered and amplified. Both passive bandpass filters and active crystal-controlled phase-lock loops
were used and in the long-term measurements described here there was no measurable difference in
the results using different types of filters.

Each 216.98 MHz signal from the fiber optic system was then mixed with a signal at 211.98 MHz
derived from a second identical frequency synthesizer. The resulting 5 MHz signals were filtered and
amplified, then sent to the NRL frequency standard measurement system. They were compared to the
5 MHz signal derived directly from the maser; it was thus possible to measure the relative phases of the
216.98 MHz signals propagated through separate fibers. The frequency standard measurement system
is regularly used for evaluating the performance of high-stability oscillators and has a resolution of
20 psec at a frequency of 5 MHz. The equivalent noise at our frequency is reduced by a factor of
216.98/5, and is thus expected to contribute only 0.5 psec of noise. The system measures a point once
per hour.

RESULTS

Many different tests were performed to evaluate separately the stability and noise contributions of the
electronics, the fiber optic transmitter/receiver pairs, and the fibers themselves. The noise level of
the relative phase measurements using the entire system without including the 1 km cable was about
20 psec peak-to-peak, measured at 216.98 MHz. This noise comes from several sources, including
the relative stability of the two frequency synthesizers, temperature variations of the other electronic
components, and the 250-foot coaxial cables used to carry the 5 MHz signals from the maser to the
experiment room and back to the measurement system.

One measurement sequence covering 48 days of continuous data is shown in Figure 2. The delay
measurements of the two separate fiber and receiver channels are superimposed and lie on top of each

140



other; the difference is plotted in the center. The differential delay for the same period is plotted
(using 11-point boxcar averaging) on an expanded vertical scale in Figure 3. At about 1130 hours,
the heater was turned on and the temperature increased by 25 kelvins; the fiber responded with a
time constant of about a day due to being wrapped tightly on its shipping drum. At 1400 hours,
the temperature was allowed to drop back to ambient. At about 1250 hours, the building ventilation
equipment began to malfunction, witl excursions of a few kelvins evident from then until the end of
the measurement period.

The total delay through each fiber was about 4.89 microseconds. The change in delay with the
controlled temperature change was 1.6 nsec, corresponding to a temperature coefficient of delay of
1.3 x 10- 5/kelvin. The differential delay between the two fibers experienced a maximum excursion of
20 psec peak-to-peak and the effect of the controlled temperature change of the fibers alone is not
seen in the differential data. Note, however, that the scatter of the points from the mean is somewhat
worse during the period in which the building ventilation was malfunctioning. We conclude that most
of the differential delay excursion is caused by changes in the electronics and not by differences in
the fibers themselves. If we restrict our attention to the data taken before the building ventilation
malfunctioned, and correct for the difference of a factor of 1.0021 in the electrical length of the two
fibers, we obtain a differential temperature coefficient of 22 femtosec/kelvin for a combination of the
fibers and electronics.

Since the phase stability requirement target for the Kickapoo transmitter is 51 psec, or ±2 degrees of
phase at 216.98 MHz, we also conclude that a fiber optic system using the components chosen for this
experiment will easily satisfy the requirement. In early 1990, the first cable will be laid at the site for
extended testing in the field, which should ultimately lead to a complete system for controlling the
transmitter phases.
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GPS SYNCHRONIZED DISCIPLINED
RUBIDIUM FREQUENCY STANDARD

D. Earl Fossler
TRAK Systems

Div. of TRAK Microwave
Tampa, Florida

Abstract

A disciplined rubidium frequency standard steered by the corrected 1 PPS output
from a GPS timing receiver or other stable I PPS source can provide a low phase
noise, modest cost, frequency standard with long term frequency stability of a cesium
standard and short term stability of better than I x 10-11. Phase correlation to the 1
PPS input is maintained to within 50 nanoseconds during disciplining and within 100
nanoseconds during a five hour coasting period with no disciplining input.

INTRODUCTION

Disciplined crystal frequency oscillators have been around for many years. They are used mostly
as "cleanup" oscillators following noisy frequency sources and as failsafe outputs driven by atomic
frequency standards. Cesium and rubidium frequency standards incorporate disciplined crystal oscil-
lators as part of their control loop. Even though rubidium frequency standards are used for many
timing applications, disciplined rubidium frequency standards are not in wide use.

GPS timing receivers have been used for several years as a time correlation measuring instrument or
time transfer instrument. One version of these receivers generates 1 PPS corrected to the GPS satellite
epoch. There has been a lot of interest in using an output from this type of receiver as a disciplining
source for 5 or 10 Mhz oscillators. The 1 PPS output from most of these receivers exhibits a very
accurate long term stability, but, until we have full GPS satellite coverage, this output is present
for only a portion of the day. Several timing instruments on the market provide a frequency output
synchronized to GPS, but most of these units do not have the necessary long term frequency and
temperature stability required for accurate time generation.

Over the past several years, TRAK Systems has gained considerable knowledge in using 1 PPS ref-
erence signals such as range time codes to discipline precision crystal oscillators used in synchronized
time code generators. All of these oscillators have used CPU control and nonvolatile digital memory,
and all of the units maintained both a frequency lock and precise phase lock to the disciplining 1 PPS.
During our studies, we also investigated the various types of control loop approaches that provide
satisfactory disciplining under a variety of laboratory and field conditions. Some algorithms provided
fast attack for initialization, while others provided good long term smoothing through various noise
conditions. All of these experiments were conducted with ovencontrolled oscillators, and over 200
units were successfully deployed worldwide.
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In 1987, we were faced with a requirement to maintain precise time and frequency using a GPS receiver
and a rubidium frequency standard. The required accuracy relative to GPS or UTC was on the order
of 100 nanoseconds, with a required phase resolution of approximately 20 nanoseconds. Knowing that
the GPS satellite coverage had gaps of up to six hours, we knew that, for several years at least, the
design would have to provide for very low drift during coasting periods when there is no disciplining
signal available. A market survey revealed that, although there were several good rubidium oscillators
on the market, there were no suitable disciplined oscillators or oscillator disciplining modules available.
It was decided that we would draw upon the knowledge gained from disciplining crystal oscillators
and develop a rubidium standard operating at a constant temperature and using "C-field" voltage
control. Of course, existing control algorithm would have to be translated three orders of magnitude
from 1 x 10- 9 to 1 x 10- 11. It was obvious from the beginifing that three primary conditions had to
be met:

1. A means had to be devised to overcome the rather large temperature drift problem that exists
in commercially available rubidium modules, even over a limited temperature range.

2. Average frequency would have to be calculated with high precision, on a continuing basis, with
the control voltage digitally stored. This would provide for minimum drift during coasting
periods.

3. Vernier phase corrections, which were to be made by momentarily adjusting the frequency up
or down, would have to be made almost continuously while tracking, but each increment would
have to be small enough to preclude introducing measurable phase noise.

The task was undertaken, and we have designed a disciplined rubidium frequency standard that
exhibits some very desirable characteristics previously not available on the market. This unit was
designed especially to generate 10 Mhz, 5 Mhz, and 1 PPS outputs phase coherent to the long term
average of a 1 PPS input. The 1 PPS input does not need to be continuous and may have jitter. This
is important because the 1 PPS output from most GPS timing receivers exhibit these undesirable
characteristics. The long term stability of the disciplined rubidium frequency standard takes on the

long term stability of the 1 PPS input and keeps the short term stability of its rubidium oscillator.

THE DESIGN

Precise frequency compensation for environmental temperature changes for rubidium oscillators is
difficult to accomplish. The algorithm for temperature compensation is not the same for each unit;
therefore, each unit must be characterized in order to assure accuracy over a wide temperature range.
Furthermore, periodic recalibration is required to maintain this accuracy. We therefore chose to use a
heated baseplate with dual proportional controlled heaters to maintain a constant rubidium module
temperature. To further assure temperature stability, we purchased rubidium modules with internal
compensation characteristic that is flat in the range close to the baseplate set point. Base plate
temperature is held'to within a plus or minus one degree Celsius. This design provides for the most
stable frequency output over a normal temperature range.

The block diagram for the disciplined frequency standard shows the active elements used in our design.
There are six major elements in this unit: the rubidium standard, an isolation amplifier, frequency
dividers to provide the 5 Mhz and 1 PPS signals, a phase measurement circuit, the microprocessor,
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and the oscillator frequency control circuit. The rubidium standard produces a 10 Mhz output, which
is buffered to supply the 10 Mhz sinewave output from the unit and is also used to supply the input
to the frequency dividers. The frequency dividers generate the 5 Mhz and 1 PPS outputs from the
unit and one of the 1 PPS inputs to the phase measurement circuit. The second input to the phase
measurement circuit is the external reference 1 PPS. Since maintaining phase coherence of the output
1 PPS to the input 1 PPS reference is just as important as maintaining precise frequency from the 10
Mhz output, the phase measurement is done at 1 PPS. This phase detector measures the difference
as a signed number between zero and one-half second with 20 nanosecond resolution.

The output of the phase measuring circuit is processed by the microprocessor and stored. Next, the
stored digital number is converted to an analog output from the oscillator control circuit that directly
controls the C-field input of the rubidium frequency standard. This closes the loop.

The characteristics of the control loop are provided by the microprocessor program. In order to
assure the required disciplining characteristics, several modes of operation are used, with a different
algorithm being employed for each mode. The first mode is entered upon power turn-on. After
the 1 PPS reference signal is present and the rubidium module has obtained frequency lock, the
microprocessor generates a jam-sync to synchronize the two 1 PPS signals to within 200 nanoseconds.
During the first hour, a fast algorithm disciplines the rubidium to produce a 1 PPS phase coherence
of better than 100 nanoseconds and a drift rate of less than 20 nanoseconds per hour. After two
hours, the phase coherence is reduced to less than 50 nanoseconds, and After a day of disciplining, the
unit can coast without a reference input with its 1 PPS output drifting less than eight nanoseconds
per hour including the combined effects of frequency offset, aging, and temperature changes between
+5°C to + 40'C. When the disciplined standard is driven by the 1 PPS output from our Model 8800
GPS Station Clock, the 1 PPS output of the disciplined frequency standard is maintained within 100
nanoseconds of UTC time using Block I satellites.
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A GPS DISCIPLINED RUBIDIUM CLOCK

Wayne Dewey
Kinemetrics/TrueTime
3243 Santa Rosa Ave.
Santa Rosa, CA 95407

Abstract
Sub-microsecond timing accuracy for event tagging and multi-site synchronization

is possible using the Global Positioning System. In order to maintain a high degree
of accuracy during periods when no satellites are visible, a highly stable local time
base is required. For those cases which require Cesium oscillator stability, initial
cost and continuing maintenance of the Cesium oscillator must be considered. A
viable alternative is to use the Global Positioning System and an oscillator disciplining
process. With this system, near Cesium performance can be achieved using a more
rugged lower cost Rubidium oscillator. Additionally, when 24 hour satellite coverage
becomes available, system performance may surpass that of a Cesium in long term
stability.

INTRODUCTION

In recent years, time synchronization requirements between remote sites has become more demanding
in terms of accuracy and stability. Power utilities are now looking to synchronize sites to under one
microsecond to allow a means of maintaining grid stability while increasing power flow, and to time-tag
power disturbances for location and analysis. Increasing demands for synchronous telecommunications
requires both precise time and a stable frequency source at all sites.

The Global Positioning System (GPS) presently offers the means to satisfy sub-microsecond timing
requirements worldwide on a daily basis. Additionally, while the short term stability of the GPS is
fair, the long term stability of the GPS is excellent and approaches the stability of the UTC time
source for GPS.

Is it possible to instill the long term stability characteristics of GPS into a low cost local oscillator which
has good short term stability, thus satisfying both inter-site timing and local stability requirements
with one system? In order to do so, all long term drift and aging characteristics of the Rubidium must
be removed without disturbing the short and medium term stability of the oscillator. Additionally,
long term frequency accuracy must be improved while maintaining accurate time.

This paper presents the results achieved when a local Rubidium oscillator is disciplined to GPS. Two
control algorithms were tested, one controlling for zero frequency error and one for zero time error.
The results of each are presented.

THE COMPONENTS

Both of the algorithms tested are designed to remove aging and long term drift components of the
Rubidium oscillator while maintaining an accurate frequenc). The first algorithm, Time and Rate
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control, is an order 2, type 2 Phase Locked Loop which controls the Rubidium for zero time (or phase)
error. This loop is designed to minimize the integral of frequency error over long term. The second
algorithm, Rate control, is a Frequency Locked Loop which controls for zero frequency error. Both
algorithms remove accumulated 1 Hz time error once per day.

THE UNIT UNDER TEST is a GPS-based Digital Clock (GPS-DC) with integral GPS time
receiver and miniature Disciplined Rubidium oscillator. The Rubidium oscillator serves as the local
time base for both the GPS-DC clock electronics and the GPS receiver. The GPS-DC has a specified
accuracy of 100 ns to GPS and 250 ns to UTC(USNO) when tracking satellites.

THE GLOBAL POSITIONING SYSTEM is the standard upon which the disciplining process is
based, and as such must be accurate and stable. Timing accuracy of GPS to UTC(USNO) is specified
at 150 ns but has been reported to be as low as 35 ns[5 9l. The long term stability of GPS is shown in
Figure 1, which is the Allan Variance of GPS time transfer stability. Note with a 16 day r or sample
period, the frequency stability ay(r) is 1.9 X 10-1411.

THE GPS RECEIVER is a Rockwell Collins Navcore I receiver. The receiver has a basic timing
accuracy of 100 ns to GPS time and 250 us to UTC(USNO) time when the receiver's antenna position
is known within 25 meters[".MI. The GPS receiver outputs information in the forms of a 1 Hz on-time
pulse and various serial data. Among the serial information outputted is the variable Range Bias,
used in the disciplining process. With the GPS receiver placed in position hold mode, Range Bias
effectively represents the difference between the GPS receiver's local internal time and GPS time in
units of meters, directly translatable into seconds of error. Because the GPS receiver's local time base
is the Rubidium oscillator, any medium to long term changes in Range Bias are directly attributable
to changes in the Rubidium oscillator. Range Bias has a usable resolution of a few nanoseconds.

THE DISCIPLINED RUBIDIUM OSCILLATOR is an FRS-C Miniature Rubidium Oscillator
manufactured by Ball-Efratom. The oscillator has a C-field electrical tuning input which allows
an adjustment range of 7.5 x 10-10 over 5 volts. The present FRS-C specifications (which will be
improved) include a frequency stability of 5.0 x 10-11 per month and 2.0 x 10-10 per year. The
frequency accuracy specification is 1.Ox 10- 9 per year. The temperature specification for this oscillator
is 3.0 x 10-10 from -5 to +55 degrees C. and is not linear over the range. By limiting changes in
ambient temperature to ±3 degrees and applying temperature compensation directly to the Rubidium
oscillator, the effects of ambient temperature fluctuations are minimized.

A block diagram of the disciplining process is shown in Figure 2. The Rubidium oscillator is used
as the primary local time base for both the clock and the GPS receiver. The GPS-DC averages
2,048 seconds of Range Bias values into a single datum once per day. In conjunction with the previous
day's datum, the oscillator's average frequency error for the previous 24 hour period is calculated. The
clock then calculates the required disciplining voltage correction, sums the result with the temperature
compensating voltage for the oscillator, and applies the resulting disciplining voltage to the Rubidium
oscillator.

THE TEST CONFIGURATION, shown in Figure 3, was designed to allow cross-checking of
acquired data, assuring unambiguous identification of error sources. All critical parameters were
acquired using the data acquisition system. This system consists of a 16 channel 12 bit Analog to
Digital subsystem and an RS-232C data acquisition program running concurrently within a PC-AT
clone. Approximately 1.2 Mbytes of data was accumulated per week using this system.

Cesium to Rubidium timing performance was monitored using the clock's Time Interval input with
100 ns resolution. Performance was also monitored using an analog phase comparison of Cesium 5 Mhz
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and Rubidium 10 Mhz (beth divided to 1 Mhz) with an effective resolution of 2 ns. This information
was used to compare time and frequency stability over a range of 100 seconds to 40,000 seconds.

The Loran-C 1 Hz and GPS receiver 1 Hz comparison was used as an aid in initial system setup and
to monitor GPS and receiver time error events during the test.

Rubidium disciplining voltage and baseplate temperature were acquired via analog channels for mon-
itoring purposes.

TEST RESULTS

First to be examined is the Rubidium medium term stability (under one day) characteristic which is
measured using the Cesium oscillator. Figure 4 shows the Allan Variance between the Rubidium and
the Cesium oscillators. As can be seen by the plot, the oscillators are well behaved, reaching a low of
2.5 x 10-13 at a r of 20,000 seconds. Both control algorithms exhibit the same performance for sample
periods of less than one day.

Figure 5 is the same Allan Variance plot now extended out to 5 days with GPS data obtained using
the Time and Rate control algorithm. A peak of 1.2 x 1012 is seen at a r of 2 days, caused by the
disciplining process. The upper (+) plot represents the undisciplined Allan Variance plot of an FRS-C
Rubidium oscillator. The upward trend representing long term drift and aging of the oscillator is not
present in the disciplined oscillator Allan Variance plot.

Figure 6 is an Allan Variance plot of the Rate control algorithm. Note the consistent trend downwards
until again the disciplining process brings the stability up to a 1.2 x 10-12 peak, this time at a r or
sample average of 1 day. Afterwards the graph peaks again at 3 days at 7.0 x 10- ' due to the cyclic
effects of the disciplining process. Again note the elimination of long term drift and aging of the
oscillator.

The daily frequency error for the Disciplined Rubidium using Rate control can be seen in Figure 7. A
weekly cyclical frequency error between GPS and the Rubidium can be seen in this plot. It is unclear
as to why this cyclical error exists, but it is evidently in the Rubidium oscillator and disciplining
process as Figure 8 shows the same cyclic error when the Rubidium is compared to the Cesium. A
possible reason could be the response characteristic of the Rubidium to small control voltage changes.
The average frequency error offset of this algorithm is 1.2 x 10- 12 and the peak error is 2.2 x 10- 12.

With the frequency offset and stability performance above, Figure 9 shows the peak daily time error
of the Rubidium when time error is removed once per day. The maximum daily peak error measured
was 180 ns to the GPS receiver. For smaller time errors, the error removal process could be performed
more frequently.

Figure 10 is a graph of daily frequency accuracy of the Time and Rate control algorithm with respect
to GPS. The maximum daily averaged frequency error seen is 3.0 x 10-12, and, because of the Time
control component of the algorithm, the frequency error is centered about zero. The large full cycle
transient seen beginning at MJD 47,771 was initiated by a random walk frequency modulation process.
The control algorithm required 2 days to remove the step, then proceeded to reverse the effects of
the step on time accumulation with an equal transient in the positive direction. This algorithm was
initially designed for applications prohibiting the use of microstepping in the 1 lHz output.

Timing accuracy of the Time and Rate control algorithm can be seen in Figure 11. Again, time error
is allowed to accumulate for a 24 hour period before removal. The time error peaks are shown in this
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plot and do not exceed 250 ns with respect to the GPS receiver.

CONCLUSIONS

Timing Accuracy

Timing accuracy of the GPS-DC clock when corrected daily was 250 ns to the GPS receiver and 500
ns to UTC(USNO). By removing time error more frequently than the once per day period used for
these tests, error to UTC(USNO) would be reduced to 250 ns plus the error of the time error removal
scheme.

Frequency Accuracy

Frequency accuracy for the Disciplined Rubidium oscillator was improved from 1.0 x 10- 9 per year to
3.0 x 10-12 for Time and Rate control and 2.2 x 10- 12 for Rate control. As all effects of aging and
long term drift have been removed, these values are now constant.

Frequency Stability

Long term frequency stability achieved with this oscillator was 1.0 X 10-12 with Rate control and
3.0 x 10- 12 with Time and Rate control. The Rate control algorithm also shows a trend towards
better long term stability, achieving 3.0 x 10- 13 at 5 days (Figure 9). Aging and long term drift effects
have been removed through the disciplining process. Short term frequency stability was not affected.

TABLE I
Frequency Frequency
Accuracy Stability

CESIUM[2, 7  3.0 x 10-12 2.0 x 10-12
(over Cs tube life)

(typical performance) 3.0 x 10 - 13  2.0 x 10- 13

@ 1 day)
7.0 x 10- 14
@ 10 days)

RUBIDIUM DISCIPLINED 3.0 x 10-12 2.5 x 10-12
(@ 1 day)

WITH TIME AND RATE 1.0 X 10- 12

(@ 5 days)
C O N TR O L _ .0_X_ _____

RUBIDIUM DISCIPLINED 2.2×1 1.0 x 10-12
(@ 1 day)

WITH RATE CONTROL 3.0 x 10- 13

1__ 1_ (@ 5 days)

The Rubidium oscillator's long term drift specifications of 5.0 x 10- 11 per month and 5.0 x 10-10 per
year have effectively been reduced to the long term drift of UTC(USNO), the time source for the GPS
system.
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A direct comparison of Cesium oscillator frequency accuracy and stability specifications to results
obtained with the Rubidium Disciplining process is summarized in Table 1.

This test has shown that a local Rubidium oscillator disciplined to GPS can approach the long term
stability and frequency accuracy of a Cesium oscillator, with the added advantage of offering time
traceable to UTC(USNO). Performance may be improved by disciplining an oscillator with better
stability specifications, and by reducing the control sample period.

APPENDIX

A word on algorithm development:

The Time and Rate control algorithm was designed to address the following basic clock mathematical
model: x(t) = Xo + yot + 1Dt2 + e(t) [61 

(1)
2

Where x(t) is the time error of the clock at time t, xo is the initial synchronization error at t = 0,
Yo is the initial frequency offset at t = 0 (syntonization error), D is the frequenc) drift term and e(t)
represents all random fluctuations of the clock.

The Time and Rate control algorithm responds to the first 2 terms of the equation with zero error
and can effectively remove them. The algorithm responds to the third term, Dt2 with a constant time
error, the magnitude proportional to D, the 2 nd derivative of this third term. For the fourth and last
term, e(t), the algorithm will minimize the effects of Random Walk of Frequency on time error over
the long term by forcing an artificial and opposite Random Walk event. Frequency stability in the
range of 1 to 3 days is degraded using this method. In summing up the response to Equation 1, the
Time and Rate control algorithm will exhibit zero frequency error and a small, constant timing error.

The Rate control algorithm is a frequency locked loop and is designed according to Equation 2:

y(t) = yo + Dt + e(t) (2)

Where y(t) is the frequency error of the clock source at time t, yo is the initial frequency error at
t = 0, D is again the long term drift of the clock source, and e(t) represents the random fluctuations
of the clock. The algorithm will respond to Equation 2 with a small frequency error proportional to

the derivative of the second term, D, and will minimize Random Walk FM contained within e(t). In
summing up the response to Equation 2, the Rate control algorithm will minimize frequency instability
and will exhibit a small constant frequency offset.
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STEADY STATE OSCILLATOR ANALYSIS IN THE
IMMITTANCE DOMAIN

Benjamin Parzen
Consulting Engineer
San Diego, CA 92103

Abstract

The theory of oscillator analysis in the immittance domain is presented. This the-
ory enables the computer simulation of the steady state oscillator. The simulation
makes practical the calculation of the oscillator total steady state performance, in-
cluding noise. Some oscillator applications of the PC program, BPT, created for the
simulation, are listed.

1 INTRODUCTION

During the past 11 years, the writer has been developing theory for oscillator analysis in the
immittance domain. "IMMITTANCE DOMAIN" means that the basic relationships are expressed in
terms of immittance, Z = R + "X or Y = G + iB.

Effective and facile application of the theory to real problems also neccss,'..ted the creation of a
PC computer circuit analysis program. The results of this effort are:

" A remarkably simple oscillator theory which fully describes the oscillator operation and which
is readily translatable into the real world.

" A very user friendly multipurpose circuit analysis program, BPT.

The theory and program are universal in that they apply to all oscillators, past, present, and future.
The theory and program are symbiotic, in that:

" To apply the program to oscillators, the theory must be used.

" The program is very helpful and almost indispensable in applying the theory to real oscillator
problems including that of improving the theory.

It should be noted that, as BPT does not incorporate any basic information peculiar to oscillators,
it follows that the theory may be used, in conjunction with other circuit analysis programs, to analyze
oscillators but with much greater, and perhaps prohibitive, difficulty.

The theory is based upon the combination of 2 compatible oscillator models:

" The negative resistance model (2) as the primary model.

" The noise source, amplifier, and filter, model (3) in which positive feedback produces the neces-
sary extremely high effective amplifier gain, as the secondary model.
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2 THE NOISELESS OSCILLATOR 121

2.1 Fundamental relationships

At steady state, in any mesh, of a hypothetically noiseless oscillator,

z' =0 (1)

From which,
ZR=O (2a)

Zx=o (2b)

Defining,
RN = negative RT = S Rpositive. (3)

Then,
RT = -RN. 

(4)

2.2 Non-linearity considerations

If the linear and non-linear elements are grouped together, then, from Eqs 2:

z,,, + z.,,. = 0 (5)

From which,

SR, Iin = -5 Rjin (5a)

Similarly,
X X.,,. = - 5 Xti (5b)

where the non-linear values are the effective values.
Eqs 5 are very important since they state that it is only necessary to study the linear R and X

elements to compute the totals of the non-linear R and X elements. This fact drastically reduces
the labor involved in the analysis and, very often, it eliminates the need for considering the detailed
behavior of non-linear elements.

2.3 Noiseless oscillator model

Fig 1 is the simplified diagram of the oscillator resonator mesh. (The mesh containing the resonator
is usually chosen for analysis as it has the most information.)

As shown in Fig. 1, that part of the oscillator containing the resonator circuitry is called the osci,
symbol os. The remainder is called the Ilator, symbol LL.

From Eq 1,
zo, = -ZLL. (6)

Also,
Af= -AXLL/(SXoolSf). (7)

Eq 7 enables the easy determination of oscillator frequency shifts caused by llator changes.
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3 THE REAL OSCILLATOR

3.1 Introduction

The real oscillator always includes one or more llator noise sources in addition to the resonator fre-
quency noise. The calculation of the contribution of the resonator noise to the oscillator noise is very
simple (See Section 3.3) However, the calculation of the contributions of the Ilator noises is extremely
difficult and constitutes a major topic of this paper.

3.2 Frequency relationships

The total frequency, F is described by,

F =fo-+ f (8)

where fo is the carrier frequency and f is the offset or Fourier frequency.

3.3 Contribution of the resonator frequency noise to the oscillator noise.

Let the resonator frequency noise be described as:

[sC M]o3. (9)

Then the resonator frequency noise contribution to the oscillator frequency noise at all oscillator
locations is identical to that in Eq 9.

The resonator frequency noise contribution to the oscillator phase noise at all oscillator locations
is:

[sff)]o0lf 2 . (10)

The total phase noise at any oscillator location is given by the sum of that of Eq 10 and the sum
of the contributions of the llator noise sources to the phase noise at that location.

3.4 Contributions of the Ilator noise sources to the oscillator noise at location
m.

Let the noise of noise source n be given by power spectrum,

PSn. (11

Then the contribution of this source to the oscillator noise power spectrum at location m is:

PSmn(f) (12)

and
PSmn(f) = PS.(f) * TFmn(f) (12a)

where TFm,(f) is defined as the transfer function of noise source n to the oscillator noise at location
m.

The total oscillator noise, PSt at location m, obviously is

n
PSt(f) =j'PSmn (U) (13)
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3.5 Real oscillator, special case, N configuration.

Fig 2 is the complete diagram for the N configuration (N meaning noise) of a special case real
oscillator. The fact that makes this oscillator a special case is that the noise source, V, , represents
the total equivalent noise contributions of all the noise sources in the liator.

All real oscillators always contain a non-physical resistance, dR. The value of dR is determined
by the oscillator limiting, or ALC, system which sets the level of the oscillator output.

Fig 2 includes the input, output, and common networks and the multiple potential output points,
available in every real oscillator. The noise in the output depends upon the output point location.

Fig 2 also shows RV and XV which do not exist in the real oscillator. Their function is described
in Sect 3.7.

The oscillator, at steady state, at f = 0, (the carrier frequency) satisfies Eqs 14 to 16, similar to,
and derived from, Eqs 1 to 4.

Zt = Z = dR. (14)

From which,
EX = 0, ER =dR (15)

and
RT = -RN + dR. (16)

Also, it has been proven (5) that

RN V,(o) (17)
dR -NO " 17

This equation is used in calculating the oscillator operating Q.
Let

IRN/dRI2 = (A,) 2 . (18)

3.6 Real Oscillator Operation

a. The oscillator is constructed and power is applied.

b. The operator sets the output level by adjusting the limiting circuitry and thus setting dR.

c. The oscillator determines fo, V,,, RT, dR and all other operating conditions.

d. The oscillator determines the phase noise as a function of f.

3.7 The real oscillator, special case, Z configuration

Fig 3 is the complete diagram for the Z configuration (Z meaning impedance) of the special case
real oscillator.

The purpose of this configuration is to enable the precise setup of the necessary and sufficient
oscillatory condition of Eq 14. Once this is done, we are certain that this configuration when converted
to the N configuration represents a true oscillator at the desired frequency.

As will be noted, the Z configuration differs from the N configuration in the following:

a. The value, V,, of the noise is 0.
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b. The circuit has been broken and a 1 A current source inserted. The value of the voltage, V.,
across this source is the value of the impedance Zt of Eq 14. When Zt has been precisely
adjusted to dR at the desired frequency, fo, then this Z configuration is ready for conversion to
a N configuration. The adjustment procedure is called "zeroing".

RV and XV are very small value trimmable resistor and reactor, respectively, provided to facilitate
zeroing. Their values are identical in the Z and N configurations.

The zeroing procedure has been automatized in the computer simulated laboratory and thus makes
practical the computer oscillator simulation.

3.8 Computer simulated oscillator operation

In the program oscillator, Z config. (See Fig 3)

a. The oscillator is constructed by entering the circuit into the computer.

b. The operator sets fo, dR = 0, and V = 0.

c. The program sets the effective gain of the active circuitry, so that Eq 14 is almost satisfied.

d. The program adjusts RV and XV so that the mesh impedance, Zt = V, in Fig. 3, satisfies
Eq 14 to a very high degree of precision. The Z configuration is then converted into the N
configuration.

In the program oscillator, N config. (see Fig 2)

e. The operator sets V to V, real.

f. The operator sets dR to the value where the desired oscillator output is obtained as measured
by the AC current at any 1 point or ac voltage between any 2 points.

g. The program determines the voltages and currents at all other points.

h. The program determines the phase noise at and between all points.

i. The program determines Zt(f), (see Fig 3) when dR is at the value of Step f, and Vn is set to 0.

3.9 Computation of the transfer functions, TFm,(f) in the real oscillator

This is best done by using the program. The procedure is the following

a. Start with the oscillator configured as in Sect 3.8, Step d. Include all the noise sources, which
are assumed to be uncorrelated.

b. Create the equivalent N configuration, with the correct value of dR.

c. To compute TFmnn(f), set the magnitudes of all noise sources to 0, excepting the source at
location n.

d. Make the source, n, a unit white noise source.

e. Determine the noise response at location m, PSr&(f).

f. Then from Eq 12,

TFm.(f) = PSm.(f). (19)

g . Repeat steps c to f for all noise sources.
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3.10 Oscillator noise, in all real oscillators, due to V, ( See Fig 2 )

3.10.1

The resonator current, I, phase noise, due to V,,, is given by:

RT 12 (20)INf) = Vf) * Zt(f)

Zt(f) is obtained with the Z configuration and

£v.(f) = PSv. Vw)2. (21)

3.10.2 Noise at other locations

The phase noise in V is almost the same as that in I,, except at the higher values of f.
Now that the phase noise in I. is known, the determination of the phase noise, at all other locations,

is straightforward but, depending upon the circuit complexity, can be very difficult and tedious and
is best done with the program.

However, those desiring to perform the calculations should keep in mind the following rules when
combining noises at any location:

a. Noise voltages and currents, due to the same noise source, should be combined as phasors.

b. Noise powers, due to different uncorrelated noise sources, should be combined as scalars.

3.11

The general relationship between PS(f) and the phase noise, 1(f) at the same location, is

1(f) = PS(f)/CarrierPower (22)

= PS(f)/PS(O) (23)

for all values of f, when PS(O) does not approach infinity.
Eq 22 is also useful for the case where Vn(f) has a flicker or other noise component which the-

oretically approaches infinity as f approaches 0 and thus theoretically also makes PS(f) approach
infinity as f approaches 0. In this case, the oscillator noise power spectrum, at f when IXt(f)I >> dR,
is independent of dR which is set by the oscillator limiting system at the desired carrier. Therefore,
at these values of f,

i(f) = PS(f)/PC (24)

where PC is the arbitrary desired carrier reference power.

4 PROGRAM APPLICATIONS IN OSCILLATORS

The following applications to oscillators are cited to demonstrate the utility and powe; of program
BPT when used in conjunction with the theory.

4.1 Automatic zeroing of the Z oscillator configuration (coarse, active device gain setting
and fine, impedance trimming) for the derivation of the Zt(f) relationship.
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4.2 Automatic calculation of the oscillator operating frequency. Both 4.1 and 4.2 functions
are high speed and high resolution executions of their respective functions.

4.3 Calculation of the DC operating point of oscillators.

4.4 Includes a procedure for determining the AC operating point of a self-limiting oscillator.

4.5 Includes a procedure for setting the AC and DC operating points in ALC type oscilla-
tors.

4.6 The program is a linear one but is designed to be capable of being interfaced with non
linear operating conditions. Items 4.3 to 4.5 are examples.

4.7 Investigation of the Zt(f) or Zt(?) function of an oscillator or circuit such as a llator.

The following 5 examples illustrate the very useful information obtained from Ilator studies.

4.7.1 The effect of component changes upon frequency.

4.7.2 Overtone ana mode selector gain margins and the effect of the resonator overtone and mode
selector circuitry upon the oscillator stability.

4.7.3 Starting gain margin (loop gain, ALo)

4.7.4 Effect of power dissipating components upon the loop gain and the operating Q.

4.7.5 Effect of component tolerance and environment upon the above 4 items.

4.8 Determination of bypass and coupling capacitor adequacy.

4.9 The performance of subcircuits such as tuning networks.

4.10 The determination of circuit isolation properties.

4.11 Calculation of operating Q, from Eq 17.

4.12 Studies of impedance properties of resonators and other devices requiring high reso-
lution.

4.13 Investigation of the effect of component and subcircuit noise upon oscillator noise.

4.14 Determination of the circuit configuration for optimum noise performance.

4.15 Calculating and plotting oscillator phase noise. It is not necessary to assume sym-

metrical noise sidebands.

4.16 Calculating and plotting the resonator current phase noise for a llator white noise
source from the Zt(f) relationship.

4.17 In setting up an oscillator, the oscillator Z configuration is first created and then
zeroed. (See Item 4.1). A facility is provided to automatically convert the zeroed Z
configuration into an N configuration and vice versa.

5 THE PROGRAM AS A RESEARCH TOOL !

The following suggested applications illustrate the power and usefulness of the program in research
activities:

5.1 The formulation, checking, and confirmation of new theory. and new oscillator designs.

167



5.2 Determination of component aging from experimentally derived ilator aging.

5.3 Determination of component temperature characteristics from experimentally derived
Ilator temperature performance.

5.4 Determination of llator noise by experimentally deriving the oscillator phase noise and
then program calculating the Vn(f) function required to produce that oscillator noise.

6 CONCLUSIONS

Extremely simple and powerful oscillator theory has been presented. This theory has been used in
the creation of a computer program for the universal analysis of oscillator steady state performance.

The importance of Zt(f), RT, and dR and the tremendous power of analysis in the immittance
domain complemented by computer aided analysis have been demonstrated. An important additional
advantage is that this analysis method provides considerably greater understanding of the operation
of the real oscillator.
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Abstract

We report on the final results of an analysis of data obtained in a recent exper-
iment to test the isotropy of the one-way velocity of light using instrumentation of
the Deep Space Network (DSN). The data consisted of measurements of the relative
phase versus time of the 100 MHz output of two hydrogen maser frequency standards
separated by 29 kilometers which were compared by propagating signals one-way over
an ultra-stable fiberoptics cable. Uninterrupted phase records spanning nearly five
days were generated simultaneously at each site, thereby providing us with the ca-
pability to subtract out errors due to either a frequency offset between the masers
or a temperature-dependent delay along the fiberoptics cable. Adding the records
removed the maser frequency offset error, while differencing the records removed the
cable delay error. It was not possible to subtract out both errors simultaneously.

By taking 1000 second samples and low-pass filtering the phase records for period-
icities of 12 hours or longer, we observed daily phase variations of less than 20 degrees
in the differenced data and of less than 1 degree in the added data. Both spectral anal-
ysis and linear regression techniques were used to infer from the phase records limits
on two possible anisotropic variations in rUe one-way velocity of light which could
arise from the motion of the earth with respect to the cosmic microwave background.
The differenced record permits a limit to be set on an anisotropy which is linear in
this velocity, while the added record can be used to limit a quadratic dependence. A
theoretical interpyetation of the resulting limits is given in terms of the test theory of
relativity proposed by Mansouri and Sex].

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under a contract with the National Aeronautics and Space Administration
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I. INTRODUCTION

At the last PTTI meeting we reported on the results of a preliminary analysis of data recently obtained
in an experiment to test the isotropy of the one-way velocity of ligh 1]. A more complete analysis
of the data that has been performed since then is the subject of this report. The data consists of
measurements of the relative phase versus time of two hydrogen maser frequency standards separated
by a baseline of 21 kilometers that were compared by propagating the 100 Mhz output signals of the
masers over a highly stable fiber optics link. Because the phase measurements were made continuously
over several days, the data can be used to test for a possible variation in the velocity of light that
could arise from the motion of the Earth through a cosmological reference frame. Although daily
phase variations were apparent in the data, it is not possible to claim to have detected such an effect
because of other possible causes. Nevertheless, we have been able to infer from the data an interesting
limit on the size of this effect.

This report is organized as follows. A brief review of the most important features of the instrumentation
and procedures which were used in the experiment is given in Section II (see Rcference [1] for further
details). In Section III it is shown how the data can be used to limit the size of 8c/c. An interpretation
of this limit within the "test theory" of relativity of Mansouri and Sexl is presented in Section IV.
Concluding remarks are given in Section V.

II. REVIEW OF INSTRUMENTATION AND PROCEDURE

The experiment was conducted at the Deep Space Network (DSN) Deep Space Communications Com-
plex located in the Mojave desert at Goldstone, California during November of 1988. Two hydrogen
masers were located, respectively, at Deep Space Station 13 (DSS 13) and DSS 14, which are separated
by a baseline of 21 kilometers. A 29 kilometer fiber optic link that is buried five feet underground
is used to propagate the 100 Mhz output signals between the masers. Relative phase measurements
were performed once per minute using Hewlett-Packard 8753A Network Analyzers located at each
station. IBM personal computers were used to store the measurements onto 3.5 inch micro disks.
Dual phase measurements were performed simultaneously at each station. In addition, it was possible
to propagate both maser signals along a single optical fiber. Thus dual phase records were generated
which could later be added or subtracted for the purpose of calibrating the data.

III. ANALYSIS

For a possible violation of the theory of special relativity, there could occur an observed variation in
the velocity of light of the form

Sc/cO = Ci cos 0 + C2 cos 2 0, (1)

where 0 is the angle between the propagation path and a preferred direction in space. This direction will
be taken to be along the velocity vector of the Earth through the cosmic micruv'ave background, which
has been determined by observations of the dipole anisotropy of the background 2]. The coefficients cl
and C2 are dimensionless, both having the value of exactly zero in special relati% ity, while co represents
a fiducial value for the speed of light (nominally equal to 3 x 105 km/sec). For convenience, we will
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define co 1. Because the measured phase difference between the two masers is related to c by the
definition € = 2,rvL/c, where v = 100 MHz and L = 21 kin, equation (1) yields

0/00= 01 cos 0 + 02 cos 0, (2)

where €1 = -cl and €2 = C2.

The two limiting sources of error in the experiment are 1) the maser stability, and 2) the temperature
dependence of the fiber optics link. By differencing the dual phase records, the link error can be
eliminated, yielding

(60/)DSS 13 - (8P/t)DSS 14 = 2, cos 0 + (maser error), (3)

while by adding the phase records the maser error can be eliminated, so that

(6P/e)DSS 13 + (6/q)DSSI14 = 202 cos2 0 + (link error). (4)

These differenced and added phase records are shown in Figures 1 and 2, respectively. In order to
remove unwanted high frequency noise from the data, the records have been low-pass filtered for
periodicities of 12 hours or longer [31. In addition, the data has been sampled at 1000 second intervals
in order to take advantage of the high frequency stability of the hydrogen maser at this integration
time and also to reduce the size of the data records. It was necessary to truncate the differenced data
after 72 hours because of an anomalously large phase excursion that occurred.

Daily phase variations are clearly apparent in these plots. In the case of the differenced data these
variations could be due to the effects on the masers of changes in barometric pressure (see, for example,
Reference [4]), while the smaller variations seen in the added data are consistent with temperature-
dependent variations in the delay of the fiber optics link. The size of these systematic errors determines
the limits which can be set for the anisotropy coefficients cl and c2. In order to determine these limits,
equations (3) and (4) have been evaluated for the particular geometry of the experiment at the times of
the phase measurements (see Figure 3). From least-squares fits of each equation to the corresponding
phase record, there resulted the limits

ci < 3.5 x 10- 7 , (5a)

C2 < 2 x 10- 8. (5b)

The limit in equation (Sa) resulted from a simple fit of the predicted cosine variation to the differenced
data, where the number quoted is the fitted amplitude. Equation (5b) resulted from modeling in
addition to the predicted cosine-squared variation a twenty-four hour cosine of arbitrary amplitude
and phase to account for a possible diurnal variation in the link delay. In the next section the meaning
of these limits will be discussed.
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IV. THEORY

Great care must be taken in determining the theoretical consequences of these experimentally derived
limits. Their expected values for a possible violation of special relativity can be determined only
by a detailed application of the theory in question to the particular instrumentation and procedures
which were used in the experiment. A complete dynamical theory would account for all physical forces
which could arise from motion through a preferred reference frame. This kind of a framework has been
adopted by Will and Haugan, for example, in analyzing the outcomes of relativity experiments[S]. In
our experiment, these forces could directly affect the hyperfine transition of the hydrogen atoms in the
maser or perhaps change the length of the fiber optics link. A more simplified approach to understand
the possible consequences of the experiment is provided by the formalism of Mansouri and Sexl, in
which only the kinematics of the motion is considered[6]. We will adopt this approach and assume
that it is consistent with the actual dynamics that could be involved. Whether there exists a more
interesting interpretation of the experiment remains an open question for the present.

In the formalism of Mansouri and Sexl, the Lorentz transformations of special relativity are parame-
terized according to:

t = aT + F- 9, (6a)

E = ? - v-T b d E),(6b)
V2

where (t, i) are the space-time coordinates for a frame moving with a velocity UT with respect to the
preferred frame (T,X ). In special relativity the parameters (a, b, d, e have the values of a = b- 1 =
(1 - v 2 ) 1/2, d = 1, and F= -6. For light propagating isotropically with respect to the preferred frame,
these transformation equations predict a relative variation in the phases of two frequency standards
in the moving frame given by (7]

601o = v(1 + 2a) cos0 + v'(I + 6 - P) os o, (7)

where 0 is the angle of propagation with respect to 6i and the parameters (a, /3, 6) result from the
expansion of (a, b, d), respectively, in powers of v2 . In special relativity, their values are ca = -1/2,
/3 = 1/2, and 6 = 0. Because the phase is related to the speed of light c according to the definition

= 27rvL/c, the observed values of the anisotropy coefficients cl and c2 are:

Cl = -( 1 + 2ci)v, (8a)

1

C2 1 + 2 2 + 2 (8b)

Taking v = 10- 3 (300 km/sec) and comparing equations (5a) and (8a), the "time-dilation" parameter
a is thus seen to be limited by

I 1 < 1.75 10-'. (9)2
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The parameters (fl, 6) are not significantly constrained because of the small value of v2/ 2.

i

V. CONCLUSIONS

By exploiting the existing time and frequency instrumentation of the Deep Space Network we have been
able to limit a fundamental variation in the one-way velocity of light to a level of 6c/c < 3.5 x 10- 7.

This result is compared to the results of related tests in Figure 4. The GPS common-view time-
transfer method has the capability to provide a precise test over a long baseline. Accuracies of 10
ns which have been obtained over intercontinental baselines implies the limit given in Figure 4181,
assuming that there are no significant correlations with spacecraft position error. A rigorous analysis
of the GPS data could verify this limit, which is seen to be comparable to our result. For comparison,
the results of two precise laboratory experiments have also been quoted in Figure 4. While these two
limits appear to be more stringent, they are possibly not because the light propagation delay (or its
variation) was not directly measurable in the experiments[ '1°l. Instead, the limits were inferred from
frequency comparisons. Furthermore, the propagation paths were limited to short baselines defined by
the size of the apparatus. These possible shortcomings were avoided in our experiment by the direct
comparison of the maser signal phases over a long baseline.

The equipment and procedures which were used in the experiment did not exceed operational DSN
requirements. Several improvements could be made in the future for the special purposes of this
experiment. In particular, the maser environments could be controlled and monitored much more
stringently, which could lead to a reduction of the limiting phase variations seen in Figures 1 and 2.
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THE NIST DIGITAL TIME SERVICE
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Abstract
The NIST Digital Time Service is designed to provide computers with telephone

access to time generated by the National Institute of Standards and Technology (NIST,
formerly the National Bureau of Standards) at accuracies approaching I ms. Features
of the service include automated estimation by the transmitter of the telephone-line
delay, advanced alert for changes to and from daylight saving time and advanced
notice of insertion of leap seconds. The ASCII-character time code operates with most
standard modems and computer systems. The system can be used to set computer
clocks and simple hardware can also be developed to set non-computer clock systems.

INTRODUCTION

The principal limitation to the accuracy of most methods of time dissemination is the uncertainty in
the velocity of propagation of the information through the medium separating the transmitter and
receiver. The delay, which is typically on the order of milliseconds, depends both on the physical length
of the path and on the group velocity of the signal, and neither of these is well known in general. Either
the path length or the group velocity is likely to change with time, so that real-time measurements of
the transit time are generally required if the highest accuracy is to be realized. The telephone system
provides a inique environment in this respect, since such measurements can be made using simple
hardware. Using the telephone system for time dissemination is also desirable since telephone service
is already widely available.

If a passive receiver is replaced by an active transponder, the time delay along the path can be
determined from the transmission end by sending a pulse to the user and measuring the delay until
the echoed pulse returns. Half of this round-trip delay is the time for the signal to reach the user
assuming that the communication medium is reciprocal (i.e., that the delay is the same in both
directions). This is not always the case for atmospheric paths because of fluctuating multi-path
effects and asymmetries in the antennas, and it was not always the case in the past for telephone
circuits. The telephone carriers now prefer to route both directions of tranbrnission along the same
path. As will be seen later in this paper, tests indicate that the telephone path is highly reciprocal.

With this as background and with growing interest in millisecond-level s), nchrunization of computers
NIST has developed a simple telephone system for automated setting of clocks in digital systems. This
service is called the Automated Computer Time Service (ACTS). The system makes no demands on
the receiver and will function with both passive receivers and active transponders. A passive receiver
consists of a modem and a terminal, computer or other display device. An active transponder consists
of the same hardware with the additional capability of being able to echo the received messages back to
NIST using either hardware or software methods. For either type of system, the modem must conform
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to either the Bell 103A standard for frequency-shift keying at 300 bits/s or the Bell v212a standard
for phase-shift keying at 1200 bits/s. The terminal, computer or display device must recognize the
standard ASCII code transmitted with 7 data bits, space parity and 1 stop bit.

The current telephone number for the servicp is (303) 494-4774. This is not a toll-free number. The
following sections describe the service in more detail including discussion of

1. the operation of the service,

2. the reliability of the transmission system and

3. software and hardware which have been developed for the user end.

OPERATION OF ACTS

Transmission Formats

The transmission format at 1200 bits/s is shown in Fig. 1.

a. The column labeled MJD is the Modified Julian Day number, which advances by 1 at 0000
Coordinated Universal Time (UTC) every day. The MJD corresponding to 1 January 1989
was 47527.

b. The next six numbers give the Coordinated Universal time as: years since 1900, month,
day, hour, minute and second. Coordinated Universal Time is the official international time
and was formerly called Greenwich mean time.

c. The column labeled DST is a flag used to specify if a correction for daylight saving time is
required now or is imminent. This flag is valid for most of the continental United States.
If DST is 00 then standard time is in effect. If DST is 50 then daylight saving time is in
effect. If DST is between 99 and 51 then a transition to daylight saving time is approaching.
Daylight saving time will be in effect at 2:00 (2:00 a.m.) local time on the day when the
count reaches 51. If DST is between 49 and 01 then a transition from daylight saving time
back to standard time is approaching. It will arrive at 2:00 (2:00 a.m.) local time on the
day when the counter is 01. In either transition situation, the counter is decremented at
00:00:00 (midnight) UTC every day.

d. LS is the leap-second flag and is normally 0. It will be set to 1 to indicate that a leap
second is to be added following 23:59:59 UTC on the last day of the current month. This
second will be named 23:59:60 UTC, and the second following it will be 00:00:00 of the
following day. The LS flag will be set to 2 to indicate that a second is to be dropped at end
of the last day of the current month. The second following 23:59:58 UTC will be 00:00:00
UTC of the next day. Added leap seconds are generally required about every 18 months
to maintain the coordination of UTC; it is unlikely that seconds will be dropped in the
forseeable future.

e. DUTI is the approximate difference between a time scale defined in terms of the rotation
rate of the earth (UT1) and UTC. That is, DUT1 = UT1 - UTC. The difference is given
to the nearest tenth of a second.

f. msADV is the advance of the on-time marker in milliseconds. The center of the stop-bit
of the on-time marker leaves the transmitter early by this amount so as to arrive at the
user on-time.
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g. OTM is the on-time marker. It is either '*' or '#' as discussed below. The center of the
stop-bit of this character is intended to arrive at the user at the time specified by the
previous characters on the same line.

A help message is available if the user sends a question mark early in the transmission. This,
however, preempts the transmission of time information for the rest of that call.

The transmission format at 300 bits/s is similar, but there is not enough time to send the entire
message. The traismission consists of the UTC time in hours, minutes and seconds, the current
advance in milliseconds and the on- time marker. In the future, alternating halves of the full
message my be sent every second together with an on-time marker, so that the fu"i date can
be decoded every two seconds.

Modes of Operation of the Service

Depending on the user equipment, the ACTS service provides three modes for checking and/or
setting computer clocks.

" In the simplest form of the service, a passive user receives the time code and the on-time
marker/character but does not echo the received message.

In this case, an advance of 45 ms is used for all transmissions. The OTM should arrive
at the user within 100 ms of the correct time unless the connection is routed through a
satellite.

" If the user echoes all characters back to NIST, the round-trip line delay of the on-time
marker will be used to adjust the advance of subsequent transmissions. The accuracy in
this mode should be better than 10 ms and the repeatability is about 1 ins.

" If 300 bit/s modems are used and the user echoes all characters back to NIST, the slower
transmission speed means that the full time code is not transmitted, but the measured
delay is likely to be more accurate. Our experience indicates that the accuracy will be
approximately 1 ms.

In any of these modes, the maximum connection time is 55 s. If all of the lines are busy at
any time, the oldest call will be terminated if it has been on line more than 15 s, otherwise
the call that first reaches 15 s is disconnected.

Reliability

To help ensure that ACTS never sends the wrong time, the system has triple redundancy and
special self checking to enhance reliability and to increase the volume of calls that can be handled.
The basic unit (see Fig. 2) consists of three time-code generators, each with a complete system
for generating the time code and disseminating it through a separate modem to one of the
telephone lines. Each of the time-code generators receives an independent time signal from a
different clock in the NIST time scale. The time code needs to be initialized by an operator,
but is automatically updated by the hardware after that. The power supply for the systcm is
backed up by batteries so that the internal clocks do not lose time during a power failure.

183



Each time-code generator constantly compares its own time code with the codes of the other
two, and participates in majority voting on the correctness of these codes. The time code is
transmitted at 100 bits/s from each generator to the other two. This code contains all of the
information transmitted through the telephone line. Each generator compares the bits of the
two incoming codes with its own code and flags a generator as bad if any one disagrees with the
other two. The flag of one generator declaring another bad is passed to a central control module
as a vote against the offending generator. If any two of the generators vote against any single
generator, the loser is taken off line. If all three disagree with one another, all three are disabled.

Each time-code generator receives a timing signal from the other two and compares these signals
with its own internal time. If either time difference is larger than 1511s, this is reported to the
control module. Again, the votes are counted by the control module. A vote of two to one takes
the loser off line and disagreement among all three disables all of them.

If an individual time-code generator finds either a code or a time error it sounds an audible
alarm. If there is total disagreement among the three generators, all three generators are taken
off line and the lines to these generators are set so that a caller will receive a busy signal. The
system is also connected to a special alarm at the Boulder NIST security office and signals that
office if problems develop. This office then contacts one of the system operators, either at work
or at home. To facilitate operations and service, the system can be operated remotely using
extensive control and diagnostic functions.

The ACTS system can be expanded in three-line units, each operating independently in the
manner described above. If an entire three-generator unit is taken off-line, then the effect is to
reduce the number of available lines by three. The desired effect is that the system transmits
nothing rather than transmitting a code or time marker which is in error.

USER SOFTWARE AND HARDWARE

Software

We have developed some example ACTS software which runs on a number of popular computers. 1

There has been no attempt to be comprehensive in coverage of different computers, but rather
to focus on a few example packages which can then be adapted to other machines. The NIST
software provides for automated dialing, selection of time zone, selection of mode of operation,
echoing of the OTM, setting of the computer clock, archiving of clock offset, and transmission
to the port of the computer of a signal which can be used to produce an external time pulse
coincident with the OTM. The program is written in a modular fashion so that additional
features, such as a graphical presentation of the time-difference data or a more comprehensive
statistical analysis of the performance of the local clock, can be added easily. This example
software (which includes source code) is available on a 5.25-inch, 360 kbyte MSDOS diskette
along with instructions for $35.00. To order this software contact:

'Example software is available for IBM PC/XT/AT and compatible systems, for the DEC PDP-11, and for Sun
systems. (These trade-names are used for identification purposes only and no endorsement is implied.)
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NIST Office of Standard Reference Materials
B311 - Chemistry Building
Gaithersburg, MD 20899
(301) 975-6776

Specify that you want RM 8101, software for Automated Computer Time Service.

Hardware

Using software developed by NIST, the PC/XT/AT compatibles will deliver a signal coincident
with the OTM to the parallel printer port. The very simple circuit shown in Fig. 3 can be used
to convert this to a positive pulse. This might be useful for synchronizing an external system
or for starting or stopping a counter in a precise measurement of frequency (see Section 5). A
second circuit which we have tested (see Fig. 4) echoes all characters from the user and provides
an external pulse when the OTM is received. This circuit, which allows ACTS to calibrate the
phone line and advance the OTM accordingly, requires an external modem, but does not require
a computer. To use this circuit, the user must first manually establish the telephone connection
with NIST.

TIMING ACCURACY

We have evaluated the performance of the ACTS system using both satellite and ground-based
telephone circuits. The satellite test was performed between the NIST radio station WWVH in
Hawaii and our laboratory in Boulder, Colorado; the ground-based test used a local telephone
call in Boulder.

In both tests, we use either the circuit of Fig. 4 or a personal computer running our software
to produce a pulse each time the on-time marker arrives at the receiver. We measure the time
differences between these pulses and the ticks of a local time standard. These tests are repeated
at different times of the day and using different brands of modems.

Consecutive measurements over both the satellite and local telephone connections showed a
repeatability of ±lms at both 300 and 1200 bits/s. It suggests that both satellite and local
telephone connections are reciprocal to a very high degree.

The accuracy of the arrival time of the on-time marker was measured using several different
brands of modems. All of the tests used local telephone connections. At 300 bits/s, the offset of
the on-time marker was not more than ±2ms for any modem tested. At 1200 bits/s, different
brands of modems resulted in offsets of up to ±7ms, which is significantly larger than the
repeatability using any one modem. These offsets result from the difference in the group delay
between the transmit and receive portions of the modem.

The accuracy of the satellite connection to Hawaii was measured using a single modem at both
speeds. We measured an accuracy of 1 ms using 300 bits/s and 6 ms using the 1200 bit/s
protocol. These values were stable from day to day to within the repeatability quoted above,
and suggest that the satellite path is also reciprocal to a very high degree.

A more detailed discussion of the error budget for the system can be found in Levine et al.1l
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APPLICATIONS

One of the most important applications for ACTS is the maintenance of accurate time within
a digital computer or some digital hardware with a microprocessor. This may be especially
important in a network where a number of computers independently tag events with the date
and time and then share their information.

A second application is the measurement of frequency. Here pulses coincident with the OTM
are used to start and then stop a counter which counts the output of the oscillator under test. If
the start and the stop pulses are separated by one day, then the system can yield a frequency-
measurement accuracy of about 0.01 ppm.

DISCUSSION AND CONCLUSIONS

NIST is now committed to long-term operation of a new Automated Computer Time Service.
The format is now fixed, except for a change which will modify the 300 bit/s format to transmit
the entire time/date message every 2 s. The system will be expanded as the number of calls
increases. The telephone number for the service is (303) 494-4774. All of the lines will be
connected to a telephone rotary switch so that they can be reached by dialing this number. This
number is not toll-free.

The system was designed to make operation at the user's end particularly simple. With telephone-
line delay measured at the NIST end, the user needs only a modem and a computer or some
other digital system to access NIST time at accuracies of up to 1 ms. Example software and
hardware has been developed by NIST, and the software is available for a small charge.

The system can be used to set digital clocks, or to perform frequency calibration at an accuracy
of 0.01 ppm for a one day measurement.

REFERENCES

[1] J. Levine, M. Weiss D. D. Davis, D. W. Allan and D. B. Sullivan, The NIST Automated
Computer Time Service, J. Res. of NIST, 94, 311 - 321 (1989).
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?= HELP

National Institute of Standards and Technology
Telephone Time Service

(1 second pause here)
D LD

MJD YR MO DA H M S ST S UT msADV OTM
47222 88-03-02 21:39:15 83 0 +.3 045.0 UTC(NIST) *
47222 88-03-02 21:39:16 83 0 +.3 045.0 UTC(NIST) *
47222 88-03-02 21:39:17 83 0 +.3 045.0 UTC(NIST) *
47222 88-03-02 21:39:18 83 0 +.3 045.0 UTC(NIST) *
47222 88-03-02 21:39:19 83 0 +.3 037.6 UTC(NIST) #
47222 88-03-02 21:39:20 83 0 +.3 037.6 UTC(NIST) #
etc..etc.. .etc ......

Figure 1. Time code and time marker transmitted by ACTS at 1200 bits/s. The
abbreviations are as follows: MJD = Modified Julian Date, YR = Year, MO =

month, DA = Day, H = Hour, M = Minute, S = Second, DST = Daylight Saving
Time (a flag meaning that a change is coming), LS = Leap Second (a flag
meaning a leap second is to be added), DUT1 = UT1 - UTC (earth rotation time
minus coordinated universal time), msADV = milliseconds of advance of the
time marker, OTM = On-Time Marker.
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VOTE LOGIC MDMA(0)4447

ALARM LOGIC MDMB(303) 494-4775

POWER & BATTERY '-- -- MDM 1-* (03) 494-4776

(UTOTBAD TOG)

DIAGNOSTIC (CONTROL LINE)
CLMODEM (FOR ALL 3TCG'S)

ALARM
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Figure 2. Block diagram of the ACTS transmitter including time-code generators and
control module.
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PC, INTERFACE TO PRINTER PORT

FOR IPPS OUT

3K
A A

i- .5K 14R V

(1) -90 nBNC (JL

DB-25 11 722 TERMINATION)
(LPT1) T(74Hc+4)

(25) F

Figure 3. Simple circuit used to obtain a positive pulse coincident with the OTM from
any PC/XT/AT compatible computer using the NIST software. The HCMOS
inverter can be built directly into a DB-25 male connector.
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A NEW HYDROGEN-MASER TIME AND FREQUENCY
STANDARD AT SHESHAN VLBI STATION OF SHANGHAI OBSERVATORY

Z.C.Zhai, H.X.Huang, C.F.Lin, G.X.Jiang

W.H.Luo and J.F.Lu

Shanghai Observatory, Academia Sinica, Shanghai 200030

Abstract
A new kind of hydrogen-maser time and frequency Standard was installed

this September at sheshan 25-meter radio telescope in Shanghai, for very

long baseline interferometry (VLBI) experiments. This standard is a readily

transportable, rugged and completely integrated frequency standard. The

entire system is engineered as a unit, and all electronics were mechanically

and electrically integrated with the physical portion into the overall

design. This paper describes its design feature and structure as well as the

measured results of its performance. Its applications and data in VLBI

experiment are also included.

INTRODUCTION

The hydrogen maser is generally regarded as the ideal time and frequency

standard for VLBI. It has a unique combination of superior short-term and

long-term stability. Further, the maser is a primary standard with

unsurpassed resettability of frequency.

In the past, the size, weight, and general awkwardness of the equipment
have limited the use of the maser to fixed installations. The masers which

have been used for several years in Sheshan VLBI station are this kind of

hydrogen masers, which were made earlier by Shanghai Observatory" 3 .

A hydrogen maser described in this paper is a new kind of maser,

designed to be easily transportable and rugged enough to withstand the

normal rigors of being moved from one station to another. It was transported

by truck from Zi-Ka-Wei section to SheShan VLBI station, for VLBI

experiments. In the new design, we absorbed many design ideas of masers

developed by Dr.R.F.C.Vessot at the SAO'".
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DESIGN FEATURE OF THE NEW MASER

The design philosophy for new maser developed from several basic aspects.

First, the maser design emphasizes good intrinsically stability with respect

to both mechanical and thermal perturbations. It is enclosed in a very

carefully controlled thermal and mechanical environment to minimize maser

detuning by variations in ambient conditions, and thus to permit stable

maser operation over long periods of time without requiring autotuning or

other adjustments.

Second, the new maser is a compact, relatively light-weight, rugged, and

easily transportable standard. The entire standard was to be silf-contained

in a sing! standard-sized rack cabinet. All electronics including the phase

lock receiver were to be-mechanically and electricallly integrated into the

overall design. It is a relatively small instrument weighing 250kg and

requiring a source of only 28 volts DC at 200 watts to operate. The third

feature is that there is a circulating air system in the rack cabinet. The

system, which controls the temperature of the pump, the dissociator, and the

upper maser electronics, is an entirely independent system with

selt-contained sensors and electronics. In addition, the new maser

incorporates an extensive monitoring capability. Four front panel mounted

meters, each with an eight-position selector switch are located on the

monitor panel to provide quick-look monitoring of 32 fuctions. These include

all main power-supply voltages, all heater voltages, hydrogen dissociator

operating conditions, receiver/synthesizer signal level, and phase-lock
control voltages. The monitor panel also includes a small four--digit counter

and LED readout for displaying the output frequency of the synthesizer.

Fig. I shows the photograph of the complete maser system with the side

panel removed.

NEW MASER OSCILLATOR AND CLOCK SYSTEM

The design features of the Shanghai Observatory new hydrogen maser were
described in detail in earlier paper" '. Fig.2 is a diagram of the major

structure of the maser. The cavity resonator is an extremely rugged CERVIT

structure. Longitudinal stresses produced by the thermal expansion
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coefficient of the resonator hold-down can are absorbed by a large Bellville

spring washer. Thermally induced radial stress in the resonator base is

relieved by a 40-glass balls quasi-kinematic mount. Barometrically induced

stresses on the vacuum tank are isolated from the cavity resonator by a

double-base structure. It should be noted that the design philosophy of the

maser emphasizes good Long-term frequency stability without the necessity

for continuous automatic tuning. The tuning procedure is usually required

only when the maser is moved to a new location or before VLBI observations.

The entire maser clock system is shown in block diagram in Figure 3. A

1O0MHz crystal oscillator is phase locked to the maser signal to provide

standard frequencies at levels useful to the clock system. A simple

dual-conversion receiver is used to generate the phase locking signals; a
synthesizer is also used to set the time scale. 1MHz and 5MHz signals,

derived from internal dividers in the crystal oscillator, is used to drive

the VLBI timing system.

THE PERFORMANCES OF NEW MASER

A comprehensive series of environmental and short-term stability tests on

the new maser has been evaluated before the new maser was moved to Sheshan

VLBI station. Figure 4 shows the short-term frequency stability of the new

maser. It can be seen from the Fig.4, the stability data keeps 10" levels

for the periods of time beyond 100 seconds.

The new maser has been working continuously for more than a year before

it was moved to Sheshan VLBI station. Figure 5, as an example, shaws the

comparison data measured between the new maser and the master Cs clock of

AT(SO).

In the environmental tests, the output frequency was carefully monitored

while one of the environmental conditions was varied. The results of each of

these environmental tests is itemized below:

1. Output frequency vs temperature tests - The new maser was placed

individually in the test chamber and the chamber temperature was cycled

between 220 to 31"C, the rosultant variation in output frequency was plotted.

2. Barometric pressure tests - No output frequency variations were

observed as the maser was individually subjected to barometric pressures of

25 mmHg above and below ambient pressure with a two-hour dwell at each

extreme.
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3. Magnetic field Sensitivity tests - It was measured by placing the

maser under test within a 2.4-meter diameter set of Helmholtz coils and

varying the current through the coils. A about 0.4 gauss axial field was

used in the tests.

A summary of the environmental sensitivities of the new maser is

presented in table 1.

Table 1. Environmental sensitivities"'

conditions Sensitivities

slow coefficient fast coefficient

Temperature (22C-31VC) AT up 2.9X 10"'/C 1.2X 10"/C

A T down 3.OX 10""/'C 1.3X 10""/'C

Barometric pressure (± 25mmHg) < iX 10""

Magnetic Field (± 0.4G) 1.1X 1O"/G

APPLICATION

1. Tuning the hydrogen maser

The oscillation frequency of a hydrogen maser is "pulled" by the

maser cavity resonantor. The amount of pulling is a fuction of cavity

detuning and the line width of the atomic resonance:

v =NV,+ [(v C-v)/v Q. - (0.29a hV)(pLOqVh)]AvL (I)
If the cavity is tuned to a frequency v., such that

vc, = v [ I - (0.29v a.hVc/Q-.-q V,)]' (2)
then the term in brackets in equation(I) vanishes and

1=) V

The maser oscillates at the centre of the atomic resonance line.

The cavity is tuned to v.. by madulating the flux of atoms entering the

storage bulb. It can be shown that the spin exchange contribution to the
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line width is directly proportional to the flux, and when the cavity is at

the tuning point v co, then v is independent of line width and therefore

also independent of the total hydrogen flux.

The maser can be tuned by using another hydrogen maser as a reference

or a frequency reference less stable than that of the maser itself. At the

Sheshan VLBI station, hydrogen maser is tuned by using a microcomputer

system. The end results for tuning point and line Q are displayed on the

screen.

2. VLBI data

During VLBI experiments, hydrogen maser performances are monitored by a

microcomputer real-time measuring system. The stability data is shown not

only by Allan Variance, but also in a form that might be more useful for

VLBI experimenters. Fig. 6 shows phase difference in seconds with only a

frequency offset term removed from the data. Notice that the data has the

quadratic behavior associated with uniform frequency drift.. Fig.7 shows the

same data with a uniform frequency drift term also removed.

CONCLUSION

For VLBI observations, the hydrogen maser is the suitable satisfactory

frequency standard. Shanghai Observatory new hydrogen maser has demonstrated

that it can be used routinely and reliably for VLBI. Doubtlessly, the

features of ease transportation and convenient to operate make the maser to

be also a ideal time and frequency standard for other fields.
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ABSTRACT

A dual frequency GPS receiver measuring ionospheric delay or TEC (Total
Electron Content) named GTR-2 was constructed in BIPM (Bureau International
des Poids et Mesures)[1], and operates in regular base since October 1988.
CRL (Communications Research Laboratory) also has completed a development of
the same equipment this year. It has almost same performances as GTR-2 in
BIPM. By using these two receivers, we have begun to compensate the time
transfer results obtained from the conventional GPS time transfer receivers
between Japan and Europe under the cooperation of CRL and BIPM for a
construction of a tight time-transfer link by using GPS satellite. This
paper shows the improvement of GPS time transfer results by using the
ionospheric delays measured by GTR-2.

For a highly transportable geodetic purpose VLBI (Very Long Baseline
Interferometer) station, CRL has another application program of GTR-2. For
this compact VLBI station, we are making a study of ionospheric compensation
of the signal from radio stars by using the TEC data obtained from GTR-2.

CRL also have a plan of an improved version of GTR-2 which uses the
phase informations of reconstructed continuous signals obtained by making
cross correlation of the received Li(1575.42 MHz) and L2(1227.6 MHz) signals
from the GPS satellites. By using this method, it can be estimated that
this equipment can make more than one order of precise measurement of the
TEC than GTR-2.

INTRODUCTION

The ionospheric delay is one of the largest sources of error for the time
compari, on and the positioning by using GPS satellites. The activity of the
ionosphere depends largely on solar activity which has a long term cycle of
about 11 years. The solar activity will be maximum around 1991, the effects of
the ionosphere will be very large in coming few years. And as this solar
maximum is estimated as a one of the largest one, then it is expected that the
ionospheric activity will have large effects not only on the time comparison and
the positioning but also on the communication links via communication
satellites.

MEASUREMENTS RESULTS OF TEC BY GTR-2

The construction of GTR-2 in CRL has completed in the beginning of May,
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1989, and we started its continuous operation since that time. It uses a
directional antenna which has a gain of about 10 dBi for Li la d L2 signal of
GPS satellite. It has a measurement precision of about 2 x 10 electrons/m of
TEC and about 1 ns of LI signal group delay.

Figure 1 shows the measurement results of TEC for July, 1989 obtained by
the GTR-2 in CRL. This figure shows the estimated vertical TEC from the
measured TEC along the line of sight to the GPS satellites by using a simple
ionosphere model. From this figure LI signal has more the 10 ns of daily
variation caused by the ionosphere. Therefore it can be said that one must make
ionospheic compensation by using actual ionospheric delay to perform a precise
time comparison or positioning.

APPLICATION TO TIME COMPARISON RESULTS

The major time keeping laboratories make the daily time comparison by using
GPS time transfer receivers under the common view[2] schedule calculated by
BIPM. They use the conventional GPS time transfer receivers which receive the
LI C/A code signal of the GPS satellites, and they make ionospheric delay
correction by the ionospheric delay model transmitted from GPS satellites. This
ionospheric correction model(3] is very useful for the single frequency GPS
users, but it has not enough precision to make a precise time comparison or
positioning.

Between OP (Paris Observatory) and CRL, we made the ionospheric delay
correction by the ionospheric delays measured by GTR-2 on both sites instead of
the correction model. Figure 2 shows its shematic concept. GTR-2 on both sites
are programmed to make simultaneous measurements with time transfer receivers.

Under the common-view time transfer schedule No.13 calculated by BIPM, we
have 8 common-view tracks for each day between Japan and Europe. Figure 3 shows
the time comparison results for three months between OP and CRL. In this figure
two curves are plotted, one is UTC(OP)-UTC(CRL) by using raw data obtained from
commercial GPS time transfer receivers which use the ionospheric correction
model and the other is UTC(OP)-UTC(CRL) corrected by the ionospheric delay
measured by GTR-2 on both sites, and 100 ns of offset are given to divide them.
Figure 4 shows the zoomed plots of the time comparison results of figure 3 (11
days of the beginning of July), and we can see that the time comparison is
performed with much higher precision when the measured ionospheric delays are
involved.

APPLICATION TO SINGLE FREQUENCY VLBI OBSERVATION

For the geodetical application of GTR-2, CRL is planning to apply GTR-2 to
VLBI experiments.

In order to realize a compact and high cost-performance system, a highly
transportable VLBI station with 3m antenna is now under development in CRL[4].
For the conventional geodetic VLBI experiments, each VLBI station makes the
obserbations by dual frequency (X-band and S-band) to compensate the relative
ionospheric delay between both sites. Therefore each station should be
equipped the facilities for these two receiving bands, such as feeds, low noise
amplifiers, local signals, backend equipments and so on.

On the other hand, if one can estimate the ionospheric delay by using other
method, each VLBI station has no need to make the dual frequency measurement.
This means that the one can realize the maximum antenna efficiency for the X-
band which is the main frequency band for the geodetic VLBI measurement, and can
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reduce the VLBI facilities. These merits are very effective for small mobile
VLBI stations.

For this purpose we are planing single frequency VLBI experiments by using
our highly transportable VLBI station and GTR-2. The key subject in this
experiment is how to estimate the ionospheric delay of the line of sight to the
radio stars from that of the GPS satellite. To study this subject we are making
simultaneous observations of the normal two frequency VLBI experiments and GTR-2
observation. The shematic concept is denoted in figure 5.

MORE PRECISE MEASUREMENT

As the GTR-2 uses a technique of the amplitude measurement of the cross-
correlated signal between received LI and L2 P-code of the GPS satellite, then
the measurement precision of TEC is limited by the S/N ratio of the received
signals and the period of the P-code clock rate (about 100 ns). Namely the
precision is proportional to the period of signal and square-root of inverse of
S/N ratio. Therefore, to make precise measurement of TEC, we should use a high
gain antenna to increase S/N ratio or a long integration time to increase the
number of samples.

For the other solution to improve the measurement precision, we are
planning a more precise device, named GTR-3, which uses the phase measurement
technique of the reconstructed continuous signals which have the frequency of
L1-L2 and L1+L2. By using this method, we can use the period of about 2.8 ns
(for LI-L2 signal) and about 0.36 ns (for L1+L2 signal). By using this method
we can improve the measurement precision of TEC by more then one order compared
to the GTR-2 method. In this method we should use the coherent local signals in
the receiver for the signal processing to keep the phase informations. Figure 6
shows the block diagram of this receiver.

Normally, the ambiguity of period of the measurement signal is one of the
largest problems to be solved, but the method mentioned above has an advantage
for this problem compared to other methods. The detailed discussion will be
made in the other occasion.

CONCLUSION

Using GTR-2 on both sites of time comparison stations, the improvement of
the precision of time comparison were obtained. In the case of long distance
time comparison between OP and CRL, we can get the rms variation of less than 10
ns by using the ionospheric delay obtained by GTR-2. This experiment is
continuously made under the cooperation between CRL and BIPM. As GTR-2 has a
simple structure and easily make a TEC measurement, then it can use in wide
domains of science and technology not only in time comparison or geodesy.
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Abstract

An approach to determining accurate time from GPS with an independent network
of receiving stations has been investigated. The methods of using the Global Position-
ing System (GPS) for transferring time in previous work has been by the "common
view" and "melting pot" methods. Both of these techniques have used simplified single
frequency receivers operating on the clear/acquisition (C/A) GPS codes and assumes
that the satellite transmissions are quality observables producing "GPS time", accu-
rately traceable to UTC(USNO). In the case of "commo' view", the position of the
satellite is assumed to be accurately known from the satellite transmissions. Then the
time delays due to position at the two common view sites may be accurately measured
for time comparisons. In the "melting pot" method, an individual site measures "GPS
Time" as determined from observing all GPS satellites in view resulting in an accurate
over-solution of the GPS system time. The satellite broadcasts then provide the UTO
- GPS time correction. The investigation into an independent network was performed
on the basis of using the simplified C/A receiving equipment to produce accurate tim-
ing information regardless of the GPS broadcast information accuracy. The technique
can be used to improve the inherent capabilities of these single frequency receivers or
maintain accuracy with degraded GPS signals. The similarities with geodetic posi-
tioning using GPS will be described. A proof-of-concept experiment will be discussed
and data presented to verify the technique.

INTRODUCTION

Two closely related techniques have been developed over the past twenty years to obtain time and/or
position information from range or range-like data between ground stations and satellite positions,
with no need to model the satellite orbits dynamically. The more recent is the common view technique.
International synchronization of clocks in widely separated timing laboratories has been achieved using
GPS space vehicles (SVs) in common view of the laboratories. Two or more stations receive almost
simultaneously the same pulse from one SV. They record the times of arrival against their clocks, and
correct for the differences in propagation times from the SV to the two different stations by knowing
the SV position. The behavior of the SV clock is immaterial, since the data is differenced and the SV
clock contribution, being the same at both sites, is eliminated. The radial distance of the SV from
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the Earth's center is a common factor, and only a small component of the SV along-track and cross-
track error corrupts the determination of the time offset between the two ground clocks. Common
view was developed by the Time and Frequency Division of the National Bureau of Standards (NBS),
now the National Institute of Standards and Technology (NIST)[1 21 ]. Since 1986, the responsibility
of scheduling and coordinating common view observations between international timing observatories
has been assumed by the Bureau International des Poids et Mesures (BIPM) in Paris[3].

The other, older technique for using ranging data for positioning is multilateration. A number of
ground stations (M) simultaneously range to N SVs, that is, either to several SVs or to several points
on the orbit of-one SV. The ranges determine the coordinates of all the points, on the ground and in
the sky, relative to one another. A relative reference frame is then established with the coordinates
of three stations. Station 1 will be the origin of the relative coordinates and the reference planes
established by the positions of the other stations used to range to six SV's. In this coordinate system
the number of observations (24) will equal the number of unknowns (also 24, namely the 30 spatial
coordinates of the 10 points, minus the 6 coordinates which are fixed). It has been shown in the
extensive literature on multilateration[4- 9], that good solutions can be obtained for all the relative
spatial coordinates, if certain singular geometric configurations of the points are avoided, e.g., in this
case, if the ground stations do not lie all on one plane. Common view is a variant of multilateration,
in which the spatial coordinates have been held fixed, and time coordinates are added and solved for.
The theory of multilateration developed for geodesy can therefore be applied to the practical problems
of time transfer.

DYNAMIC VS GEOMETRIC METHODS OF MEASUREMENT

The two basic methods of using artificial satellites for geodesy are the dynamic and the geometric.
Dynamic modeling is often the more practical. A model of all the forces known to be acting on the
SVs is used to develop a theory or a numerical model of their motion, and the parameters of the
model are fitted to the range data. For GPS, this is done routinely by the National Geodetic Survey,
the Jet Propulsion Laboratory, and the Center for Space Research of the University of Texas[l-11].
Dynamic modeling is the method of choice when, (i) the force model is well known, or (ii) anomalous
forces acting on the SVs are themselves of primary interest, and (iii) data are non-simultaneous and
from widely separated locations. Conversely, geometric methods are better when (i) the force model
is incomplete, (ii) improving the force model is not the task at hand, and (iii) when observations
can be made simultaneously from stations of suitable number and distribution. Multilateration is the
technique of measuring ranges to targets in unknown positions from several locations simultaneously. It
treats every SV point location as independent of every other, uses no dynamic modeling, and therefore
requires no force model or software for trajectory integration. Computer programs for multilateration
tend to be very simple. Of course, hybrid dynamic/geometric systems are also used, e.g., short-arc
solutions9].

Common view has two special advantages for international timekeeping. First, the necessary software
can be kept very simple. Second, one need not handle precise ephemerides of CPS satellites which
may not be readily available. A simple modification of the common view technique retains these
advantages, even when the broadcast ephemeris is not sufficiently accurate to be useful. In geodesy,
there are at most three unknowns per point, the three space coordinates. Using GPS, we have clock
offsets to determine, so the number of unknowns increases from three to four. Nevertheless, using
enough stations, solutions can always be found for all the unknowns. The basic reason could be called
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"the fundamental theorem of multilateration". Given any values of A (station unknowns), B (SV point
unknowns), and C (unknowns defined as reference knowns), there always exists a pair of numbers (M,
N), (M stations, N SV points) such that,

MN> AM+BN-C

so that the number of measurements exceeds the number of unknowns. But will the normal equation
matrix be well conditioned? Every application of multilateration gi-:es rise to a particular mathematical
case, which must be specially examined.

FIVE CASES OF MULTILATERATION/COMMON VIEW

Designing a common view time transfer experiment addresses three questions:

1. Do we solve for time offsets only, or also correct SV and/or station coordinates?

2. If we solve for spatial coordinates, then do we correct SV coordinates only, or station locations
as well?

3. Do we solve for three dimensions, or only for two?

For, if all stations are in a common plane and an SV passes nearly through that plane, good solutions
can be obtained by estimating only two spatial coordinates of each point[13- 141 .

Logically, these three questions give rise to five possible cases. For each case, there is a minimum
number of stations and SVs which will give a solution.

CASE A: Stations in known locations measure pseudo-ranges to SVs in known locations and estimate
time offsets only.

This is the classical common view case. Take station 1 as the reference station, whose time is known by
definition. The remaining M-1 stations contribute M-1 unknowns, their clock offsets at the moment
of measurement. Each SV contributes one unknown, its clock offset from station 1. Two stations
ranging to one SV are sufficient.

CASE B: Stations in known locations measure pseudo-ranges to SVs in poorly known positions.
Corrections to SV coordinates (X, Y, and Z) must be estimated as well as all time offsets relative to
station 1. Five stations ranging to four SV points suffice. There are 20 unknowns (4 station clocks
relative to station 1, 4 SV clocks, and 12 SV coordinates) and 20 measurements.

CASE C: Stations in poorly known locations measure pseudo-ranges to SVs in poorly known posi-
tions. Corrections to the coordinates (x, y, and z) of all stations and SV points must be determined
in the reference frame of the first three stations, as well as all clock offsets relative to Station 1. Five
stations ranging to thirteen SV points suffice. There are 65 unknowns (9 station coordinates, 4 station
clocks relative to station 1, 13 SV clocks, and 39 SV coordinates of position) and 65 measurements.
Six stations ranging to nine SV points also suffice.

CASE D: Nearly co-planar stations, that is, stations nearly on a great circle on the surface of the
Earth, in known locations measure pseudo-ranges to an SV passing through the plane and correct the
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along-track and radial components of SV positions. Four stations ranging to three SV points suffice.
There are 12 unknowns (3 station clocks relative to station 1, 3 SV clocks and 6 SV coordinates) and
12 measurements.

CASE E: Nearly co-planar stations in poorly known locations measure pseudo-range to an SV passing
through the plane, and estimate time offsets and all relevant coordinates. Four stations ranging to
eight SV points suffice. There are 32 unknowns (5 station coordinates, 3 station clocks relative to
station 1, 8 SV clocks, and 16 SV coordinates of position) and 32 measurements. Five stations ranging
to six SV points also suffice.

The cases above are based on a minimum number of measurements. Taking additional points from
the SVs as individual measurements increases the data from a clock comparison poi~it of view but also
increases the number of unknowns. The minimum number of measurements for each case to provide
a solution is given by the geometric arrangement of the stations in accordance with the formulas in
Table 1.

Table 1. Case Definitions
(M = stations, N = SV points)

Case A M + N -1
B M+4N-.L
C 4M + 4N- 7
D M+3N-1
E 3M + 3N- 4

Numerical simulations seem to show that the accuracy with which the ground clock time offsets
are determined increases roughly with the square root of N, even though the accuracy of the SV
coordinate corrections may remain small. The reason is probably that those time offsets are common
to the whole solution, and so the accuracy with which they are determined increases steadily with
N, whereas each SV point is independent of every other in multilateration, and increasing N cannot
increase the accuracy of any particular point. To increase accuracy of the SV points they would
need to be connected dynamically, which would introduce the complexity we are attempting to avoid,
determination of highly precise GPS orbits. To accomplish synchronization of ground clocks, the
accuracy of simple correction of independent clock SV points appears adequate.

However, it is not enough to count unknown quantities. The configuration of the ground stations is
critical to this geometric approach to avoid what Killian and Meissl called "gefaehrlichen Oerter" [5],
"dangerous regions" or "critical configurations"J6]. Geometrical arrangements of stations and/or SV
points for which the solution matrix is singular and no unique solution for coordinates can be obtained.

Using GPS, we measure pseudo-range which includes a time offset error (t). If t[r] is the offset of the
station i clock with respect to some reference standard, T is the offset of SV number j with respect to
the same standard and c is the speed of light, then we measure t where

t(ij) = t[r](i) + T(j) - R(ij)/c

The general form of the differential equation for the corrections to all these quantities is therefore,

dt(ij) = dt[r](i) + dT(j) - (1/cR(ij))[(X(j) - x(i))(dX(j) - dx(i)) ...
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In our Case C, in which one solves for corrections to clocks and to both station and SV coordinates,
the above is the observational equation. In the other cases, one or more of the terms in the unknowns
dx, dy, dz, and/or dX, dY, dZ, are omitted. To anchor the coordinate frame, however, one must
impose reference conditions. Set dt[r](1) = 0, and dx(1), dy(1), dz(1), dy(2), dz(2), and dz(3) = 0.
This establishes the station 1 clock as the reference clock, and fixes the coordinate system.

In Case A, all the space coordinate terms are omitted, and the solution is always straightforward.
In Case B the normal equations will contain terms linear in time and linear in space coordinates.
Generally speaking, the case will be singular only if all stations lie in a straight line, a circumstance
easy to avoid. However, our Case C falls under all the restrictions discussed by George BlahaI6I. In
Case C, the normal matrix contains parallel columns of quadratic terms in the space coordinates. No
solution can be obtained for both station and SV coordinates if all stations lie on a second-degree
plane curve (e.g., an ellipse), or if all stations and SV points lie on a second-degree surface (e.g., an
ellipsoid). That implies that the five stations cannot lie all in one plane, because fewer than six points
on a plane can always be fitted by a second-degree plane curve. Therefore, Case C requires either that
the five stations be spread over an area large compared to the Earth's radius, or that we use at least
six stations. Likewise, the stations must not lie on two intersecting straight lines which would be the
asymptotes of a family of hyperbolas. Case E (the co-planar case, adjusting stations and SV points)
is subject to a similar but less troublesome restriction. All points, ground and sky, must not lie on a
second-degree curve, but they seldom will. Case D (adjusting stations only) presents no singularities
apt to arise in actual practice.

SIMULATING REALISTIC TIME TRANSFER EXPERIMENTS

In practice, GPS pseudo-range measurements cannot be made in an instant of time. Each measurement
is an integration over a short time interval. Then will it be necessary to estimate corrections to SV
velocity as well as range? Over short observing times such as those now used in common view
comparisons (90 to 790 seconds), the SV positional correction could act as a mean correction to the
X, Y, and Z coordinates of the SV over that time interval. Estimation of the time comparison errors
involved with varying error contributions, such as velocity, will need further simulation.

The simulations discussed here are preliminary results of investigating the technique. They will ulti-
mately be used to design an experiment to compare actual results with other time transfer techniques.
The receiver locations A.ere restricted to the continental United States and, for the most part, rep-
resent receivers at precisely known locations. Five stations were assumed to be located at Seattle,
Washington (1), Los Angeles, California (2), the Naval Observatory (3), Colorado Springs (4), and
Richmond, Florida (5).

For the simulation, the Block I GPS constellation on day 120 (30 April) 1989 was chosen for the SV
points, since the precise trajectory data was available for NAVSTARs 3, 6, 8, 9, 10, and 11. The data
selection was restricted to the times when four or more satellites were in simultaneous view at all
receiver sites. Figures 1 and 2 depict the SV points at 02:45 and 05:15. These are the times of the best
and worst solution results from the cases examined. The dashed lines represent the limits of coverage
using a 10 degree elevation mask angle for the stations shown. The solid lines are the satellite ground
tracks and the symbols represent the SVs at the specified times.
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DATA GENERATION

Two methods of data processing were used. Method one made independent time transfer calculations
for Case A and Case B every fifteen minutes. Method two made a single time transfer calculation based
on eleven time samples of data taken every fifteen minutes. Earlier simulation results using method
one are discussed in Reference 15. The uncertainties associated with the different measurements were
generated with random noise. The statistics on each were set independently and the range of values
is shown in Table 2. The selection of a one-meter sigma for the range measurement is based on the
typical values observed in the operation of timing receivers. The values for SV point uncertainties
ranged from 1.0 meters for precision SV points to 100,000 meters, five times the value of five-week-old
almanac data. Station position may be known to 0.1 meters but 100 meters is used as a reasonably
high limit. These noise uncertainties were considered to be spherical values. The time offsets and clock
errors were not critical to this simulation, therefore the uncertainties were fixed at the equivalent of
10,000 meters. For simplicity in the simulation the calculations were performed in meters, and at
least 10 trials were run to generate more information on performance. New values for the random
terms were used for each trial. Method two was necessary for Case C to give a sufficient number of
SV points, and the data was used to compute solutions for Case A and B for comparison.

Table 2. Measurement Uncertainties
1 sigma Values (meters)

A(SV,S) Both considered known
B(SV) 1.5, 10, 103, 104, 101

Table 3 is a comparison of Cases A, B and C using Method Two. Case A calculations were done for two
receiver position uncertainties and two SV point uncertainties. Case B calculations were on done for
two receiver position uncertainties because Case B results are independent of SV point uncertainties.
Case C calculations are independent of both uncertainties.

The multilateration method can improve the results of time transfer. In the case of a minimum amount
of data, 4 satellites for Case B or 13 SV points for Case C, improvement is found only when there is a
large uncertainty on the positions. With a larger data base, greater than 60 sky points, improvements
were obtained even when position errors were in the order of a 100 meters for either the SV point or
receiver.

With Method Two there is a significant increase in the number of unknowns. In Method One the
number of unknowns for Case B with 5 receivers and 5 SV points was 24, but with Method Two and
62 SV points the number of unknowns increase to 252 for Case B, and 261 for Case C. For the same
number of SV points and five receivers Case C requires only nine more unknowns.

FUTURE WORK

An experiment will be designed using the stations simulated in this study. A new refined simulation
that is optimized and accounts for propagation and other effects will be used to guide the experiment.
Work on the data generation algorithm will include ionosphere, troposphere, receiver clock frequency
offsets and aging, position bias and velocity terms. In the present approach, no solution constraints
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TABLE 3. Method Two Simulation Results

(Uncertainties in Meters)

CASE A A A B B C

Station Position 1 1 100 1 100 1000
SV Position 10 100 100 10000 10000 10000

Unknowns 66 66 66 252 252 261

Station Pairs

1-2 0.35 0.46 31.70 2.37 195.66 9.14
1-3 0.32 0.68 26.48 2.20 217.77 11.49
1-4 0.24 0.40 24.14 1.69 123.06 10.59
1-5 0.39 0.78 33.24 3.11 262.39 13.80
2-3 0.40 0.60 40.43 2.69 292.74 12.63
2-4 0.31 0.33 28.69 1.14 116.59 3.67
2-5 0.39 0.57 39.86 2.01 215.12 10.76
3-4 0.41 0.53 41.88 1.64 182.12 10.86
3-5 0.20 0.31 20.00 1.72 158.80 5.92
4-5 0.44 0.58 44.49 1.62 154.49 8.44

Ranging Noise 1 meter
Station Clock Uncertainty 10000 meters
SV Clock Uncertainty 10000 meters
Start/Stop Time of Day 1:45 / 5:15 GMT
Stations = 5 SV Positions = 62

have been placed on the uncertainty in position of the satellites or receivers. Statistical knowledge
of these uncertainties should be included in the processing. Additional terms for the receiver clock
frequency offset and aging may be appropriate if satellite motion is significant.

An international experiment will also be examined. The simplest is one which requires the fewest
stations and where the stations lie nearly in the orbital plane of a GPS satellite (Cases D and E).
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Figure 1, GPS Coverage, Time =02:45
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A COMPARISON OF TIME TRANSFER
TECHNIQUES

S. Stebbins, A. Gifford, and R. L. Beard
Naval Research Laboratory

4555 Overlook Avenue
Washington, DC 20375-5000

Abstract

In the development of timing systems for the Global Positioning System (GPS), a
clock ensemble has been installed at the Master Control Station for GPS at Falcon
Air Force Station, Colorado Springs, Colorado. A single-frequency, Clear/Acquisition
(C/A) GPS receiver is integrated into that system to perform time comparisons with
the U. S. Naval Observatory (USNO). Having data from these two sites provided an
opportunity to compare different techniques for time transfer and to examine their rel-
ative merits and performance. Three basic techniques were examined: common-view,
melting-pot, and non-simultaneous common-view. The results and a comparison of
the different techniques will be presented.

INTRODUCTION

The NAVSTAR Global Positioning System (GPS), currently being deployed for operational use, is to
provide accurate positioning capability for the Department of Defense and civilian use. One aspect of
the system is its ability to disseminate accurate time for military and scientific users. The NAVSTAR
developmental satellites, commonly known as Block I satellites, are being used for time comparisons
between timing centers and other groups interested in maintaining very accurate time synchronization.
The methods used to gather the data and perform time comparison have evolved into two basic
types, the first typified by the user being passive, using only the information transmitted by the
satellites, and the second being an active user. The active user incorporates data gathered at other
sites communicated separately, or other external data, such as independent knowledge of accurate
position. These two user types are the foundation for these two widely used methods of time transfer,
known as the "Common View" and the "Melting Pot" techniques.

TIME TRANSFER TECHNIQUES

The basis for time transfer is the same as for navigation with GPS, that is, pseudo-ranging to the
satellites. The pseudo-ranges are essentially time comparisons between the satellite clock and the
clock in the receiver on the ground. The pseudo-ranging errors are either minimized through the
data collection technique or through the system design features for satellite position, ionospheric and
tropospheric delays and other contributing error sources. Experiments with GPS to determine absolute
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range accuracy from a single pseudo-range measurement, using the single frequency clear/acquisition
signal have resulted in approximately a 15 meter uncertainty, including all system error sources. The
overall behavior of the system, however, shows very consistent long term behavior resulting in quite
repeatable measurements. Each of the different techniques takes advantages of the repeatability of
the measuzemen.s to compare clocks.

The Common View technique, developed by the National Institute of Science and Technology[ 1,2

(NIST) involves two or more ground stations simultaneously observing a single GPS satellite and
compiling the observed data at a central point or interchanging the data for the final time transfer

determination. This technique is similar to interferometric observation of a single source by widely
separated observers. By knowing the positions of the satellite from the broadcast message, and

positions of the ground stations, from prior data or independent survey, the times-of-arrival of the
satellite signals can be corrected for the transmission travel times and the two clock measurements

differenced for the time transfer value. This technique attempts to eliminate the effect of the satellite
clocks so that a direct comparison between the two remote clocks can be made.

Another method, the melting-pot technique, is currently in use by the U.S. Naval Observatory
(USNO)(3]. In this technique, observations recorded from all satellite passes during a two-day pe-
riod are combined to produce one time transfer value at the midpoint. The set of one-point-per-day

data is then used to estimate the ground station time difference. This technique solves for an estimate
of GPS Time, the GPS internal time reference, for each site taking observations. Another site can
then difference its estimate of GPS Time, over a simultaneous observation time span, with that at
USNO resulting in a time transfer between the two sites. For sites observing at non-simultaneous
times, an estimate of GPS Time can be used to connect the two sites. This technique is also used to
monitor GPS Time relative to UTC(USNO) as the mechanism for providing correction terms for the
GPS broadcast message.

A third method under investigation is a non-simultaneous common view approach, by which a curve
fit is made to the recorded data at each station for each satellite pass. Time transfer values are then
calculated from data values estimated at selected regular times on the two curves. These time transfer
values for all satellite passes can then be combined to estimate the clock difference for a specified time

period.

DATA COLLECTION

The data used for analysis was collected from Day 86 (27 March) to Day 170 (19 June), 1989 at
USNO and the Consolidated Space Operations Center (CSOC), Colorado Springs. The receivers

employed were single frequency C/A and produced a corrected and smoothed pseudo-range value
every 13 minutes. The largest source of error was expected to be from ionospheric correction since the
broadcast correction model was used. These data from both CSOC and USNO have been referenced

to GPS time ((CSOC - GPS) and (USNO - GPS)). Data was analyzed from all GPS satellites active
during the time period: NAVSTAR's 3, 6, 8, 9, 10, and 11. A total of 4,199 points from USNO and
5,050 points from CSOC were used in the melting-pot approach, and 1,347 points were matched and
used in the common view technique.

GPS systematic noise can introduce large biases in both USNO and CSOC data. Figures 1 through 3
show the biases on the data obtained via NAVSTAR 11 from USNO and CSOC, and on the resulting

common view time transfer (USNO - CSOC) for an eight-day time span. Table 1 contains the
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statistics of the curve fits to these data sets.

Table 1. Statistics of Curve Fits for Eight-Day Data Sets

Day 148 Calculated Clock Frequency Aging RMS No. Points
Difference (Microseconds) (ppl0- 13 ) (ppl0- 14) (ns) Used

Fig 1. -0.144 0.18 -1.2 8 58
Fig 2. -2.544 -0.58 -1.1 15 155

(1-2) 2.400 - - - -

Fig 3. 2.389 0.73 -0.5 11 56

ANALYSIS

Exactly simultaneous observations were not necessarily available for this study; therefore, a five-
minute tolerance was used to select "matched" observations for the common view method. A time
transfer value was calculated for each match in the 83-day span, for each satellite. A second-degree
curve was fit to the set of time transfer values of each satellite, and a single value was estimated at
the midpoint of the time span, Day 128. In addition, a second-degree curve fit was performed on the
composite set of all satellite matches, and a single time transfer was calculated for Day 128.

Figures 4 and 5 represent partial sets of data (USNO - GPS Time), and (CSOC - GPS Time) used
for the melting pot method before correlating for common view. Figure 6 presents all the common
view time transfer values, (USNO - CSOC), for matched observations from the entire data set. Table
2 contains the statistics of the curve fits to these data sets.

Table 2. Statistics of Second Degree Fits to 83-Day Data Sets

Day 128 Calculated Clock Frequency Aging RMS No. Points
Difference (Microseconds) (ppl1O3) (ppl014) (ns) Used

Fig 4. -0.186 0.08 0.0 21 4149
Fig 5. -2.449 -0.79 0.1 29 5040

(4-5) 2.263 - - - -

Fig 6. 2.254 0.88 0.0 20 1347
Fig 7. 2.265 0.87 0.0 10 76 *

* First degree curves were fit to each of the two-day data sets to produce the 76 points used here.

For the time transfer calculations using the melting pot technique, a curve was fit to the two-day span
of data centered on each day in the 83-day set for each station. Due to the data spread, a first-degree
fit produced a more consistent calculation of the daily points. The daily points were differenced to
produce daily time transfer values as shown in Figure 7. A second-degree curve was fit to the set of
daily values to estimate the time transfer for Day 128, shown in Table 2.
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CONCLUSIONS

The common view technique, using simultaneous observations, accurate satellite positions, and com-
mon receiver algorithms, provides time transfer values almost independent of the system and very
stable day-to-day results. However, an estimated time transfer for a time span is only a function
of a subset of the entire data base - the "matched" times. Communication of the gathered data
determines the frequency of performing the time transfers, and can be done on demand as needed.

The melting pot technique uses all available data to estimate GPS Time as a basis for transferring
time. The use of all the data should provide a more robust estimation of the state of the system. Since
this technique actually correlates GPS Time to UTC(USNO), it provides a more general database for
transferring time, rather than minimizing or eliminating the system from the time comparisons. It
can also be used without a large transfer of data between sites, and by those who may have limited
or no common observation times.

A comparison of the results of the two methods is shown in Table 2. The common view method
produced a time transfer value of 2.254 microseconds with a 20 ns RMS, and the melting pot 2.265
microseconds with a 10 ns RMS. These value are roughly comparable although the melting pot solution
should merit a higher confidence.
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ATOMIC VELOCITY DISTRIBUTIONS OUT OF
HYDROGEN MASER DISSOCIATORS

Bernardo Jaduszliwer and Yat C. Chan
Chemistry and Physics Laboratory

The Aerospace Corporation
P.O. Box 92957, Los Angeles, CA 90009

Abstract

We have determined velocity distributions of atoms effusing out of RF discharge
hydrogen dissociators, of the type used in hydrogen masers. This work was moti-
vated by long-term reliability issues related to the possible use of masers as frequency
standards on board satellites. Chief amongst these issues is the maser's hydrogen
budget, since many of the common failure modes of a maser involve either the hydro-
gen source or sink. Since the focussing properties of the state-selecting magnets are
velocity-dependent, the overall hydrogen budget will depend not only on the dissoci-
ation efficiency, but also the velocity distribution of the hydrogen atoms leaving the
dissociator. Many times, that distribution has been tacitly assumed to be Maxwellian
at wall temperature, but that assumption is not necessarily valid. Our measurements
show the distributions to be much narrower than Maxwellian, and to broaden as the
hydrogen pressure in the dissociator increases. Operating the dissociator to yield a rel-
atively narrow velocity distribution and using a state-selecting magnet well matched
to that distribution may significantly improve the efficiency of hydrogen use by the
maser.

INTRODUCTION

The use of hydrogen masers as frequency standards on board spacecraft requires careful consideration
of long-term reliability issues. Chief amongst them is the maser's hydrogen budget, since many of the
common failure modes of a hydrogen maser involve either the hydrogen source (storage or dissociator)
or sink (ion pump or getters). An excess of hydrogen atoms in the F = 1, M = 0 state must be
continuously fed into the maser bulb. The ratio of the rates at which atoms in the proper hyperfine
state enter the bulb and molecules are fed into the dissociator will impact strongly the maser's long-
term reliability. This ratio will be determined mainly by the dissociator's efficiency and the properties
of the state-selecting magnet. Atomic state-selection is performed in hydrogen masers by a quadrupole
or hexapole magnet which focuses atoms in the F = 1, M = 0 state at the bulb's entrance orifice,
and defocuses the F = 0, M = 0 ones. The focal length of those magnets depends strongly on atomic
speed, and typically only a narrow range of atomic velocities will be focussed. Clearly, dissociators
yielding narrower velocity distributions could make more efficient use of the hydrogen supply.

Relatively little is known of the velocity distribution of atoms effusing out of RF discharge hydrogen
dissociators. In many cases the tacit assumption is made that the atoms will be in thermal equi-
librium with the dissociator wall, but that is not necessarily the case. The threshold for molecular
dissociation by collisions with discharge electrons is about 8.5 eV; since the molecular binding energy
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is approximately 4.7 eV, each atom carries away an excess energy of about 2 eVI]. Depending on
dissociator geometry and gas density, the hydrogen atoms may, or may not, undergo enough gas and
wall collisions to thermalize fully. Walraven and Silvera[2] have studied the characteristics of a beam
of hydrogen atoms produced in a microwave discharge followed by a thermal accommodator and found
the velocity distributions to be Maxwellian at the accommodator temperature. Hershcovitch et al. 3]
studied a similar dissociator-and-accommodator combination, operated at higher pressures and flow
rates, and measured velocity distributions in reasonable agreement with the calculated supersonic-flow
ones. Since thermal accommodators are not commonly used in maser dissociators, these results are
not directly applicable to our problem. Miller[4 investigated a helium-cooled microwave discharge dis-
sociator at relatively high pressure (3.3 Torr) and measured a velocity distribution which was slightly
narrower than the Maxwellian at the estimated discharge temperature. We are studying the velocity
distributions of atomic hydrogen produced in an RF discharge dissociator having a geometry and
operating parameters resembling those of a maser dissociator. This paper discusses the experimental
technique and presents our preliminary results.

EXPERIMENTAL APPARATUS

Atomic hydrogen velocity distributions have been determined using a magnetic deflection technique.
Figure 1 shows the experimental arrangement. Hydrogen is fed through a standard, temperature-
controlled Pd-Ag alloy leak[1 into a cylindrical double-walled Pyrex bulb, 15 cm long, 1.9 cm internal
diameter and 3.8 cm outside diameter. Compressed air flows between the walls to provide cooling,
and RF power is inductively coupled to the discharge through an external 25-turn coil. The hydrogen
beam exits the dissociator through a 0.1 cm long, 0.025 cm wide slit, is collimated by a second slit,
0.025 cm wide, set at d= 63.7 cm away from the source slit, and then travels between the polepieces of
an L= 11.4 cm long electromagnet configured in the "two-wire" geometry described by Rabi et al.[6].
After additional travel through a D=- 71.3 cm drift tube, the beam is detected by a quadrupole mass
analyzer.

Molecular hydrogen, having no magnetic dipole moment, will travel through the magnet without
deflection, but the hydrogen atoms will be deflected by the inhomogeneous magnetic field. The dis-
sociator is attached to the rest of the apparatus by flexible vacuum bellows, and can be displaced
transversally by micrometer screws; in this way, the angular distribution of atoms deflected by the
field can be measured.

ATOMIC DEFLECTION IN A
"TWO-WIRE" MAGNETIC FIELD

An atom having magnetic moment it, immersed in a magnetic field H, has an energy E = -ff.
The force acting on the atom is F = grad(t. !f) ;-: Ileffgrad(H), where /peff is the component of
the atomic magnetic moment along the field direction. In general, UIff will depend on the atomic
ground state quantum numbers and the magnetic field strength. If an atom has total electron, angular
momentum J = 1/2 and nuclear spin I, both in units of h/27r then its effective magnetic moment is
given by Breit-Rabi's formulaM,

= ± e+ 2M/(2I + 1)

[1 + 4Mc/(21 + 1) + C211/2 0 , (1)

where the (+) sign corresponds to total angular momentum F = I - 1/2, the (-) sign to F = I+ 1/2
and M is the total azimuthal quantum number. c is proportional to the rtio of magnetic-to-hyperfine
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energy, e = gpoH/W, where g is the Lande factor for the atom, po is the Bohr magneton and W the
atomic hyperfine splitting.

Figure 2 shows the cross section of the "two-wire" magnet, 2a is the separation between the "equivalent
wires"[8]. If a narrow atomic beam enters the magnet at X = 1. 2ci (as determined by the collimating
slit) and the atomic transversal displacements within the magnet are small, then the force acting on
the atoms remains approximately constant[], and so does the acceleration:

a 0.984joeff Hi, (2)

where H is the magnetic field intensity at the atomic beam, m is the atomic mass and 1 a unit vector
pointing along the x-axis. Under these conditions, the trajectory equations for the atoms traveling
from source to detector can be solved easily. With no magnetic field, an atom of magnetic moment
Peff and speed V leaving the source slit at Xs will be detected at XD = -Xs(L + D)/d. If now the
field is set at H and the detector is not moved, an identical atom will have to leave the plane of the
source slit at XS, given by

Xa Ld D (3)
XXS + V2_2(1 + L+D)

in order to be detected. If fo(Xs) is the distribution of detected atoms as a function of source slit
position at zero magnetic field, and g(V) the speed distribution of atoms leaving the source slit, then
the distribution of detected atoms at non-zero field, f(Xs), will be given by

f(Xs) -, >3ffo(Xs - KFM/V 2)g(V)dV, (4)

where
0.492 + d

KFM= - HLd(+ (5)
a~ m L+D

Both fo(Xs) and f(Xs) can be measured, and then Eq. (4) can be used to verify whether a given
velocity distribution is consistent with these measured distributions.

CALIBRATION AND PROOF-OF-CONCEPT EXPERIMENT

A preliminary experiment to study the deflection of a rubidium beam was performed in order to
calibrate the electromagnet and test the use of Eq. (4) to verify an assumed velocity distribution.

Equation (1) shows that for an atom having nuclear spin I, PyI = 0 if c = -2M/(2I + 1). At field
intensities determined by

-M W

H-= 2I+l1 ' (6)

atoms with M < 0 will not be deflected by the field. Natural rubidium is a mixture of 72.2% Rb85

(I = 5/2) and 27.8% Rb87 (I = 3/2). Rb85 will have zero effective moments at H = 361 G (M = -1)
and H = 722 G (M = -2). Rb87 will have a zero effective moment at H = 1221 G (M = -1). Figure
3 shows the detected atomic signal as a function of magnet coil crrent, with the rubidium beam
source and detector on the apparatus axis. At the field values listed above, atoms in the zero effective
moment states will travel through the magnet without deflection, leading to an increased signal. The
effect of the zero effective moment states can be made more apparent on the figure by subtracting from
each one of the marked features the local sloping background. The peaks labeled A and B can then
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be identified with the zero effective moments at 722 G and 1221 G, respectively, yielding a calibration
of 66.3 G/A for the magnet.

The rubidium source for these measurements was a two-chambered oven designed an operated to insure
effusive flow; under those conditions, the atomic beam speed distribution should be beam-Maxwellian,

g(v) = (2/)(V/f)'exp[- (V/f)21, (7)

where f6 = V/(2kT/m), and T is the oven temperature. We measured f(Xs) for H = 1061 G, 1220 G
and 1525 G, as well as fo(Xs), and then used Eq. (4), with the speed distribution given by Eq. (7), to
calculate the expected f(Xs) at those field values. The results are presented on Figure 4. For x < 0
the agreement between calculated and measured detected atom distributions is somewhat poor; this
is the convex polepiece side of the magnet, and the constant-force approximation made to derive Eq.
(3) breaks down for atoms traveling too close to the polepiece. For x > 0, the agreement between
calculated and measured f(Xs) is excellent; these results fully validate our experimental technique.

ATOMIC HYDROGEN VELOCITY DISTRIBUTIONS

Figure 5 shows the atomic hydrogen beam fraction as a function of total pressure in the dissociator
bulb, and discharge RF power. These data were obtained at 205 MHz; the discharge power was
corrected for reflection, and the atomic fraction, measured wit!. the quadrupole mass analyzer, was
corrected for the H+ background when detecting H2.

We ha~3 taken preliminary atomic hydrogen deflection data at total dissociator pressures of 0.2, 0.4
and 0.7 Torr, and at 995 and 1326 G magnetic fields. Zero field detected atom distributions have
also been measured at each operating pressure. We then used Eq. (4) with tue beam-Maxwellian
distribution given by Eq. (7) to test the validity of the hypothesis of a thermal beam; the source
temperature T was treated as a free parameter. Figure 6 shows, as an example, the deflection data at
995 G and 0.4 Torr, together with the expected detected atom distributions for Maxwellian beams at
300 K and 500 K. Bearing in mind that, as shown by Eq. (3), the transversal atomic displacement
by the field is inversely proportional to V 2, it is clear that the distribution at 300 K contains a large
excess of slow atoms (large deflections), while the distribution at 500 K contains a correspondingly
large excess of fast atoms (small deflections). Similar problems were encountered when analyzing the
rest of the deflection data. These results show that the atomic velocity distribution in the beam must
be significantly narrower than the beam-Maxwellian.

In order to estimate qualitatively the characteristics of the actual velocity dlistribution in our atomic
hydrogen beam, we decided to model it by a Gaussian distribution of peak speed V and standard
deviation a, 1

g(V) = or exp [-(V - Vo) 2/20, 2]. (8)

Vo and a were treated as free parameters and adjusted to provide a reasonable approximation to
the measured deflection data. Given the preliminary nature of the deflection data and model velocity
distribution, no attempt was made to obtain a "best fit". Figures 7,,8 and 9 show the deflection data at
995 G for dissociator total pressures of 0.2, 0.4 and 0.7 Torr, with the corresponding results calculated
using the velocity distributions given by Eq. (8). A much closer agreement with the measured data is
obtained than when using Maxwellians. Similar results were obtained for the data at 1326 G.
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DISCUSSION AND CONCLUSIONS

The Gaussian velocity distributions used to calculate the results presented in Figures 7-9 are presented
in Figures 10, 11 and 12, together with the corresponding Maxweilians having the same peak velocity.
They show that the atomic beam velocity distributions are indeed non-thermal, and much narrower
than Maxwellians. Since the distribution at 0.7 Torr is broader than the distributions at 0.2 and
0.4 Torr, it is also clear that we are not measuring distributions narrowed by gas-dynamics effects.
Instead, incomplete thermalization of the hydrogen atoms must be the cause; this interpretation is
consistent with the width of the distribution becoming closer to the Maxwellian width as the discharge
pressure increases.

The peak velocities correspond to kinetic energies of about 0.06 eV, much smaller than the approxi-
mately 2 eV of kinetic energy available per atom immediately after dissociation. Since the atoms must
lose the excess energy without broadening significantly their energy distribution, the main energy-loss
mechanism must be an inelastic process with a relatively large energy loss per collision; vibrational
excitation of the background hydrogen molecules, (0.546 eV/collision) seems to be a good candidate.
Further studies in this area are required.

It is well known that the velocity passband of the hexapole or quadrupole magnets used as state
selectors in hydrogen masers is rather narrow (about 25% FWHM). Our findings indicate that it
should be possible to design the state-selecting magnet having a velocity passb~.nd which matches as
closely as possible the fairly narrow velocity distribution of the hydrogen atoms effusing out of the
dissociator, thus greatly enhancing the efficiency with which the maser uses its hydrogen supply.
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TROPOSPHERIC LIMITATIONS TO THE
STABILITY OF RADIO METRIC DELAY

MEASUREMENTS

Dr. R. N. Treuhaft
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, California

Abstract

Fluctuations in the index of refraction in both the wet and dry components of the
troposphere induce timing instabilities in radio metric data in excess of that of modern
frequency standards. At zenith, the wet and dry tropospheres cause fluctuations of
the order of 2 x 10- 14 s/s and 7 x I0 - 5 s/s at 1000 seconds, respectively. A description
of the temporal and spatial characteristics of the wet and dry troposphere is given
based on frozen flow modelling. The level of the fluctuations at various time scales
and elevations is presented along with calibration strategies being investigated for both
the wet and dry components.

CHARACTERIZING TROPOSPHERIC FLUCTUATIONS

Wet and dry tropospheric fluctuations, of the order of 2 x 10- 14 s/s and 7 x 10- 15 s/s at 1000 seconds
respectively, far exceed the temporal fluctuations of modern time standards in radio metric data. The
tropospheric fluctuations can be characterized as a spatial pattern obeying Kolmogorov statistics[1l,
which is transported across a site by the wind. The results presented in this paper are based on a model
which follows from that assumptionN2]. The fluctuation modelling results show good agreement with
wet tropospheric levels and spectral shapes. Dry fluctuation results presented here are an extension
of the wet fluctuation model, with the parameters of wind speed, atmospheric height, and turbulence
scale factor changed. The model has not yet been extensively compared to dry fluctuation data.
Wet statistics were normalized by water vapor radiometer data from Goldstone, Californial21 and dry
statistics were normalized by barometric pressure fluctuation data also taken at Goldstone.

Viewing tropospheric fluctuations as arising from a frozen spatial pattern, which is blown across a
site by the wind, allows an important connection between spatial and temporal fluctuation scales. For
example, for a wind vector i7, a fluctuation lasting for T seconds corresponds to a spatial fluctuation
of approximate dimension VT. Similarly, if radio metric delay is averaged over a time T, then only
spatial features of the order of VT contribute to the observed average delay. Features much shorter
than this scale average to zero, and features much larger than VT tend to vary slowly over the time
interval T. For an interferometer of length L, tropospheric fluctuations on time scales smaller than
L/V will not be correlated between the two ends of the interferometer; while fluctuations on time
scales much greater than L/V will cause similar signatures at each end of the interferometer and
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will therefore largely cancel. Applications of the relation between spatial and temporal scales will be
discussed in the section on calibration techniques.

THE LEVEL OF WET AND DRY FLUCTUATIONS

Figure 1 shows the Allan standard deviation of zenith wet and dry fluctuations, based on the frozen
flow modelling mentioned above. At 1000 seconds, the wet and dry Allan standard deviations are
approximately 2 x 10-14 s/s and 7 x 10- 15 s/s respectively. These levels of instability are of the order of
or exceed those of modern timing standards. Most statistics of the troposphere have the characteristic
rollover seen around 100 seconds in Figure 1. This is typically referred to as the transition from three
dimensional to two dimensional turbulence. This nomenclature arises from the fact that at short time
periods, or high frequencies, turbulent cells smaller than the tropospheric scale height (1-2 km wet,
4-8 km dry) dominate. These cells can be equally large in any dimension, and can be regarded as
statistically spherical. Moving to the right on the abscissa of Figure 1 is equivalent to sampling larger
and larger spherical cells. At a time equal to about the tropospheric scale height over the wind speed,
taken to be 8 m/s for the wet and 15 m/s for the dry, moving to the right on the abscissa no longer
samples spherical features. The cells must become oblate as they "hit" the top of the troposphere. A
qualitative explanation of the rollover is that, as the time interval increases, the oblate cells can no
longer grow in the height dimension, and therefore the statistical fluctuation trend with time decreases
slightly relative to that describing the spherical cells.

The elevation dependence of fluctuation statistics can also be qualitatively deduced from similar argu-
ments. At short time scales, as the elevation angle decreases from zenith, more small fluctuation cells
will be seen along the line of sight. Some cells will have an index of refraction higher than the mean,
and some less. The net effect is to increase the fluctuation level proportional to the square root of the
length of the raypath, or approximately proportional to 1 where 0 is the elevation angle. At time
scales long compared to the scale height over the wind speed, as elevation decreases, one large feature
is being sampled and the long-term statistics vary approximately as 1i. The quantitative details
supporting these arguments are in reference [2].

CALIBRATION STRATEGIES FOR WET AND DRY FLUCTU-
ATIONS

The most promising means for reducing the effects of delay fluctuations due to water vapor is by the use
of water vapor radiometers (WVR). While comparisons of WVR delays with radio metric delays have
shown systematic differences over many-hour time scalCs[31, there is also data which suggest a high
correlation between WVR and radio metric data over 1000-second time scales[4]. If the long-period
systematics persist, it is possible that they can be removed by estimating tropospheric parameters from
the radio metric data themselves. Because of the relation between spatial and temporal fluctuations,
WVR's must be a distance no greater than VT from the antenna taking the radio metric data, in
order to calibrate fluctuations over times greater than T. This is probably one of the reasons why
direct WVR calibration has had mixed results, as the WVR's are usually within a few hundred meters
of the primary antenna.

As indicated in Figure 1, if WVR's are successful at reducing the wet fluctuation level, the dry
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fluctuations, which are about 1/3 as strong, will be the next tropospheric stability limitation. Three
approaches are proposed here which could reduce the dry fluctuation level: 1) Global Positioning
System (GPS) observations, 2) antenna arrays, 3) barometric arrays. The first two approaches could
also be used to calibrate the wet component in the absence of WVR's. If all GPS errors besides the
tropospheric contributions can be reduced on the time scale of interest, then GPS measurements near
the line of sight of interest can be used to reduce the tropospheric contribution in other radio metric

data. This technique could be used to calibrate both the wet and dry components, but, in the exercise
that follows, it will be assumed that WVR's have completely removed the wet contribution from both
the line of sight of interest and the lines of sight to the GPS satellites. A calculation has been done
to determine the impact of the difference between the GPS and radio metric lines of sight. For both
the primary line of sight of interest and the GPS raypath, assume an elevation angle of 200. A single
GPS satellite is assumed to be 200 away in azimuth from the line of sight of interest. Figure 2 shows
the delay rate standard deviation for the uncalibrated dry delay along a line of sight at 200 elevation.
The figure also shows the delay rate standard deviation for the difference between the uncalibrated
line of sight and the delay measured along the GPS line of sight, 200 away in azimuth. The delay rate
standard deviation is within about 30% of the Allan standard deviation and has the same approximate
shape. A 4000-km scale height was assumed along with a wind speed of 15 m/s. It can be seen from
the figure that the GPS calibration reduces the dry fluctuation level for time scales greater than about
200 seconds. Inferring the level of correlation of the two raypaths using the methods of described in the
first section of this report yields a similar time scale. Naturally this result is based on a simplification
of the real situation in which several GPS satellites are in view simultaneously with the line of sight

of interest. This calculation is meant only to illustrate the potential of reducing the dry fluctuation
level by observing a well--known beacon, such as the GPS, near the raypath of interest.

A second possible means of calibrating both wet and dry tropospheres is the use of antenna arrays.
The frozen flow modelling again can be used to infer the utility of this approach. If a time scale

T is of interest in a radio metric experiment, a second antenna located at a distance greater than
VT away will experience tropospheric fluctuations which are uncorrelated with the first. The two
signals from the antennas can later be averaged to reduce the effect of the fluctuation by a factor of

V2. This argument can be extended to more than two antennas, and would therefore be applicable
to experiments with the Very Large Array or arrays of GPS receivers. For time scales less than 40
minutes, multiple antennas within the Goldstone Deep Space Network complex could also be used to
reduce the tropospheric fluctuation effects.

A possible approach for calibrating the dry delay is the use of barometric arrays. The dry zenith delay
can be inferred from barometric pressure measurements. At lower elevations, atmospheric features as
far as 20 kilometers from the antenna are being sampled due to the height of the troposphere. Using
barometric arrays which sample the dry zenith delay at locations up to approximately 20 kilometers
away may be useful in determining the dry fluctuations at low elevations. The measurement accuracy,
modelling techniques, and spatial deployment necessary for barometric arraying to be effect have not
been studied at the time of this report.

SUMMARY

Tropospheric fluctuations, both wet and dry, cause zenith delay fluctuations in radio metric measure-

ments of the order 2 x 10-14 and 7 x 10- 15 respectively at 1000 seconds. These fluctuations have
been described in terms of a frozen flow model in which spatial index of refraction patterns are blown
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across a site by the wind. For short time scales, fluctuation statistics are approximately proportional
to where 0 is the elevation angle. For long time scales, the statistics are approximately propor-

tional to 1 . The transition between "short" and "long" time scales takes place at about h;, where v
is the wind speed and h is the height of the troposphere. The most direct method for calibrating wet
tropospheric delay fluctuations appears to be water vapor radiometry. Both the wet and dry delay
could be calibrated by using a nearby GPS satellite raypath which, for sufficiently long time scales,
will share the tropospheric signature of the raypath of interest. Results of a calculation were shown
in which 200 elevation dry signatures could be reduced from 2 x 10-14 to 8 x 10- 15 at 1000 seconds
by a GPS raypath 200 from the raypath to be calibrated. Signals from additional receving antennas
located at distances greater than VT from the primary antenna can be used to calibrate wet and dry
tropospheres for time scales less than T. Obtaining barometric pressure readings at multiple sites
surrounding the receiving antenna is another proposed method for reducing dry fluctuation effects.
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QUESTIONS AND ANSWERS

GERNOT WINKLER, USNO: In your first view graph, you showed the decreasing variation as a
function of integration time. This cannot continue forever, do you have an idea where the turn-over point
is?

MR. TREUHAFT: It is not so clear from the data the I have shown you here, but there is even a bit of
a turn-over point in this plot. That is due to hitting the top of the atmosphere. There is another turn-over
point which we base on a time series of WVR data as well as what people have said in the literature, and
there is great debate on this. We believe that this turn-over point is of the order of thousands of kilometers,
which means, in time, a good part of a day. Then it flattens out completely and is white from then on. That
is of the order of 20,000 seconds.

HENRY FLIEGEL, AEROSPACE: I liked your paper very much and I have a very minor comment.
You say that the solar hydrometer, in the traditional form, works only when aimed at the sun. There is no
good reason, however, that it couldn't be made to work against the blue sky. Most of the blue sky light is,
after all, coming from the oxygen and nitrogen in the atmosphere and the scale height of that is 18,000 feet,
much higher than the scale height of water vapor. In principal at least you should be able to see the water
vapor against the blue sky. Its just a question of engineering the hardware.

MR. TREUHAFT: It is just a matter of signal-to-noise at that point then?

MR. FLIEGEL: Perhaps so, but with photomultipliers there should be no difficulty with signal-to-
noise. I am very happy that JPL is looking into the solar hydrometer, but maybe we should get rid of the
word 'solar'. It is indeed a promising technique.
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Abstract

Naval Research Laboratory (NRL) on-orbit analysis of GPS NAYSTAR cesium
and rubidium clocks has been performed using a three-year database that extended
from 1 Jan., 1986 to 31 Dec., 1988. The NAVSTAR clock offset measurements were
computed from pseudo-range data observed using a single frequency GPS receiver.
Time and frequency inputs were derived from the U.S. Naval Observatory (USNO)
time ensemble. Orbital data was obtained from the NAVSTAR broadcast ephemeris.

A key feature of the NR1 NAYSTAR clock analysis is the capability to analyze
phase and frequency discontinuties, solve for the discontinuity, and correct the clock
data. This feature was developed primarily as a means to solve and correct for the
NAVSTAR time or frequency adjustments that are required to keep NAVSTAR clock
time close to GPS time. Discontinuties are analyzed to find both the amount and the
probable cause for the break. This feature makes possible the use of sample times of
100-days or more, and the analysis of data to identify and model long term clock,
system, and environmental effects.

Results for this NAVSTAR clock analysis will include the presentation of clock off-
set, frequency offset, and aging as a function of time. The NAVSTAR eclipse cycles will
be superimposed on selected plots to demonstrate temperature sensitivity on several
rubidium clocks. Clock performance in the time domain will be characterized using
frequency stability profiles with sample times that vary from I to 100-days. Included
in this analysis is the impact of clock aging on NAYSTAR frequency stability perfor-
mance. It is demonstrated that uncorrected aging on the order of 1 X 10-13/day has
a measurable effect on NAVSTAR one-day frequency stability. It is further demon-
strated that uncorrected aging on the order of 1 x 10-1 5 /day has negligible impact on
one-day frequency stability and only a small effect on 100-day frequency stability.

The NAVSTAR rubidium clocks varied considerably in frequency stability results.
The earlier NAVSTAR rubidium clocks have significant temperature coefficients. The
four NAVSTAR cesium clocks demonstrated excellent and consistent performance for
all sample times that were evaluated. Composite NAYSTAR frequency stability and
time-prediction uncertainty plots are included that summarize clock analysis results
for NAYSTAR clocks using sample times that vary from one-day to 100-days. All of
the NAVSTAR clocks analyzed in this report meet the GPS one-day specification for
frequency stability performance.
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INTRODUCTION

The NAVSTAR Global Positioning System (GPS) is a space-based navigation satellite system which,
when operational in the early 1990's, will provide accurate navigation and time information to users
anywhere on the Earth's surface, or in near-Earth orbit. A constellation of 21 satellites, with three
on-orbit spares, will be tracked by a network of GPS Monitor Stations (MS) and controlled from the
Master Control Station (MCS). GPS will provide a near-instantaneous navigation capability because
each NAVSTAR Spacecraft Vehicle (SV) clock is synchronized to a common GPS time. Each NAVS-
TAR clock must then maintain GPS time until the next update by the MCS, therefore NAVSTAR
clock performance is critical to the GPS mission.

The Naval Research Laboratory (NRL) determines on-orbit NAVSTAR GPS clock performance using
a procedure as depicted by the Figure 1. The goal of the NRL NAVSTAR clock analysis is to separate
the clock offset from the orbit and other system effects that are present in the GPS signal. Outputs from
the clock analysis include frequency and aging histories, frequency-stability profiles, time-prediction
uncertainty profiles, time-domain noise process analysis, spectral analysis, and anomaly detection.
Events that perturb normal NAVSTAR or MS clock operation are of particular interest in the clock
analysis.

The NRL on-orbit analysis[l ] represents total system errors super-imposed on the NAVSTAR clock
results. GPS system influences may either enhance or detract from actual clock performance. There-
fore, deviations from a typical frequency-stability profile will be further analyzed to identify GPS
clock, ephemeris, or other factors.

The following table presents the NAVSTAR number, SV number, clock identification, clock type and
data span for each of the NAVSTAR clocks included in this analysis.

NAVSTAR CLOCK DATA
DATA SPAN: 1 Jan 1986 to 31 December, 1988

NAV SV CLOCK CLOCK DATA SPAN
# # ID TYPE tl t2 t2-tl

MJD MJD days

3 6 19 Rb 6431 7526 1095
4 8 18 Rb 6431 6678 247
6 9 14 Rb 6431 7526 1095
8 11 33 Rb 6431 6563 132
8 11 2 Cs 6569 7526 957
9 13 4 Cs 6431 7526 1095
10 12 5 Cs 6431 7526 1095
11 3 3 Cs 6431 7515 1084

The NAVSTARs are referenced by both NAVSTAR numbers (column # 1) and NAVSTAR SV numbers
(column #2 ). Column #3 presents the NAVSTAR clock indentification number. The clock type is
abbreviated by Cs for a cesium clock and by Rb for a rubidium clock. The starting and stop dates for
the data span are expressed in Modified Julian Days (MJD), and the data span is expressed in days.

Reference to the table shows that six of the eight NAVSTAR clocks have data spans that are close to
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1000 days. The longer data spans will be used to evaluate clock performance with sample times of up
to 100 days.

The NAVSTAR SVs included in this analysis are Block I models that do not have any degradation
in the ephemeris or broadcast signal due to Selective Availability (SA). Three of the four NAVSTAR
rubidium clocks are of the early models that have significant temperature coefficients; the fourth
rubidium has additional temperature compensation. The four NAVSTAR cesium clocks are expected
to have performance that is close to the Block II NAVSTAR cesium clocks.

PSEUDO-RANGE MEASUREMENT MODEL

Measurements of pseudo-range (PR) are taken between signals derived from the NAVSTAR SV clock
and the MS reference clock using a single-frequency, spread-spectrum receiver. Each measurement is
corrected for equipment delay, ionospheric and tropospheric delay, earth rotation, relativistic effects,
and the ephemeris offset is computed from the broadcast NAVSTAR ephemeris. The clock offset
measurements are then aggregated and smoothed once per 13 minutes.

The equation that relates the pseudo-range measurement to the time difference between the NAVSTAR
clock and the reference MS clock is

PR R + c(tsv - tMs) + CtA + e

where

PR is the measured pseudo-range,
R is the slant range (also known as the geometric range) from the NAVSTAR

at the time of transmission to the MS at the time of reception,
c is the speed of light,

tMS is the reference MS clock time,
tsv is the NAVSTAR clock time,

tA is ionospheric, tropospheric, and relativistic delay,
with corrections for antenna and equipment delays, and

e is the PR measurement error.

The NAVSTAR clock and the MS clock (or other reference clock) enters the PR measurement as the
difference between NAVSTAR clock time tsv and MS clock time tMS. Because the reference MS clock
tMs enters directly into the measurement the stability of the MS reference clock must be considered in
the NAVSTAR clock analysis. For the measurements that are referenced to the USNO Master Clock
#2 the stability of the USNO time-scale is significantly better than that of an individual NAVSTAR
clock for sample times of 1 to 100-days.

It should be noted that NAVSTAR clock time is used with the clock coefficients that are broadcast as
part of each NAVSTAR navigation message to compute GPS time. The NAVSTAR clock time(for each
NAVSTAR) is measured and controlled by the GPS MCS to be within plus or minus one millisecond
of GPS time.

NAVSTAR CLOCK MODEL

The pseudo-range measurements that are taken between a NAVSTAR SV and a GPS monitor site
(or by any GPS user) are normally sampled by the reference MS clock (or the user reference clock)
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at the discrete times tMS = tk. The clock phase offset between a NAVSTAR clock and the reference
MS clock is obtained by solving the pseudo-range equation for the quantity (tsv - tMS), which is the
difference between the NAVSTAR clock time and the MS clock time.

(tsv - tMS) = (R/c + tA + e/c) - PR/c

The time difference between the NAVSTAR clock and the MS clock, (tsv - tMS), is usually expressed
in microseconds; the pseudo-range is a measure of distance expressed in kilometers or meters, and c
is the speed of light expressed in a consistent set of units.

The pseudo-range measurements are normally sampled at a uniform rate, therefore another variable
x(tk) may be defined to denote the clock offset, sampled at time tMS = tk by the MS clock.

X(tk) = (tsv - MS)

where k = 0,1, 2, 3,... , N (the number of clock measurements)

Given two clock measurements, x(ti) and X(tk), which were sampled at times tj and tk, the sample
time r is defined as

r = (tk - tj)

In time-domain analysis, the performance of a NAVSTAR clock will be analyzed as a function of r,
the sample time. In frequency-domain analysis, the independent variable is the Fourier frequency.

The average clock rate can now be computed using a variable known as the average fractional-frequency
offset, as defined by the following equation.

(t) = X(tk) - z(t;)

The fractional-frequency offset (t) will be analyzed as a function of time to determine NAVSTAR
clock coefficients, and anomalies such as frequency discontinuities or environmentally induced fre-
quency fluctuations.

TIME-DOMAIN STABILITY ANALYSIS

NAVSTAR clock performance in the time-domain is characterized through the use of a frequency-
stability profilel2. The time-domain measure of frequency-stability used in this analysis is the Allan
variance[31. Time-domain clock performance parameters can be related to the Allan variance by the
following equation.

47(r) =ar"

In this equation, r is the sample time, a. is the square root of the variance of the fractional-frequency
measurements (t), the coefficient a varies with each type of clock and the random noise process
type, A depends on the random noise process type. The variance o2(r) is defined as an infinite average
which is estimated using successive triplets of clock phase measurements or pairs of fractional frquency
offset measurements separated by the sample time r. Confidence intervals are then computed for each
stability measurement according to the random noise process type and the number of samples.

The random clock phase or frequency fluctuations for quartz, rubidium, cesium, and hydrogen clocks
can be modeled by an appropriate combination of five types of random noise processes. A typical
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frequency-stability profile is presented in the Figure 2. The dependent variable presented is o' (r) (the
square root of the Allan variance) as a function of sample time, r.

Once a clock has been characterized through a frequency-stability analysis, the frequency-stability
profile may then be used to estimate a clock's time-prediction performance. The time-prediction
uncertainty is computed using optimal two-point prediction that can be related to the frequency-
stability by the following equation.

az(r) = vfayCr)

In this equation arz(r) represents the NAVSTAR clock phase time-prediction uncertainty, or,(r) rep-
resents the NAVSTAR frequency-stability, and r represents the sample time or the NAVSTAR clock
update time.

This time-prediction model indicates that the long-term time-prediction performance is driven by
the product of the clock update time and the frequency-stability. Therefore, the frequency-stability
is also related to time-prediction uncertainty. The length of time between NAVSTAR clock updates is
determined by GPS performance requirements, hence improved frequency-stability is the parameter
that will improve GPS time-prediction performance.

Sets of clock measurements may now be analyzed to determine both deterministic and random com-
ponents of NAVSTAR clock performance. These clock measurements also contain residual ephemeris,
environmental, and system effects.

NAVSTAR PHASE/FREQUENCY DISCONTINUITY
ANALYSIS

The primary reason for applying the phase or frequency discontinuity corrections is so that sample
times from 1 day up to 100 days, or more, may be used in the stability analysis. Otherwise the clock
data would have to be partitioned at every discontinuity, which would in turn reduce the longest
possible sample time that could be computed.

Clock phase offset measurements computed from smoothed pseudo-range measurements taken between
the NAVSTAR-03 and USNO are presented in Figure 3. Each measurement is time-tagged using three
related time scales which are:

(a) Modified Julian day (MJD) for the lower time axis
(b) the day-of-year is on the upper time axis
(c) the calendar month and year are on the upper time axis

The clock data is nominally sampled at a rate of once per sidereal day at the point of closest approach
of the NAVSTAR to the ground MS. This choice results in sampling the NAVSTAR -SV clock offset at
the same place in the 12-sidereal hour GPS orbit. This procedure also insures that the NAVSTAR-
SV clock parameters and stability are determined, except for missing observations, using a uniformly
sampled database.

Analysis of the NAVSTAR-03 phase data indicates piecewise continuous clock data with three phase
discontinuities and a negative slope for each segment. These discontinuties in the clock data can be
caused by normal GPS operations such as NAVSTAR time or frequency adjustments or MS clock
resets, therefore these discontinuities do not represent the normal unperturbed clock behavior. As
part of the NAVSTAR clock analysis the amount of each discontinuity is estimated and a search is
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made to find a reason for each discontinuity in the clock data. The phase discontinuity correction
procedure will now be presented for a typical phase discontinuity that was present in the (USNO vs
NAVSTAR-03) clock data.

The NAVSTAR-03 vs USNO clock data in the neighborhood of one phase discontinuity that was
detected is presented by the Figure 4. The time of the phase discontinuity was estimated to be
MJD 6525.483 (5 April, 1986). The clock phase data was partitioned into subsets delineated by the
discontinuity. The clock phase offset was then predicted at the time of the discontinuity using the
two subsets; the difference between these two predictions yields the clock phase discontinuity. The
corrected clock phase data is presented by the Figure 5. The time of the discontinuity is indicated on
the figure with an arrow. The values of the phase correction (0.444E03 microseconds) and frequency
correction which in this case is zero, are plotted adjacent to the arrow. The clock phase data is now
continuous within the interval analyzed.

All data prior to the discontinuity has been corrected, which can be seen by comparing the NAVSTAR-
03 clock data before and after the discontinuity correction. This discontinuity correction procedure is
repeated until all significant phase discontinuties have been detected and corrected. The error in the
clock phase discontinuity correction procedure can be related to the clock prediction performance at
a sample time of r/2 days.

The fractional-frequency offset was computed using pairs of clock phase measurements separated in
time by one sidereal day. Figure 6 presents the NAVSTAR-03 fractional-frequency as a function of
time.

Analysis of the NAVSTAR-03 frequency offset data indicates an overall negative slope with large
frequency fluctuations that appear to be periodic. Previous NRL analyses have determined that
the NAVSTAR-03 rubidium clock frequency was sensitive to temperature changes that occur in the
NAVSTAR spacecraft. The temperature coefficient was determined to be 1.96 x 10- 12 per degree
Celsius. The onset and departure of each NAVSTAR-03 eclipse cycle has been plotted using two
vertical lines with a shaded fill during the eclipse season. A total of six eclipse cycles occured during
the three year data span. Analysis of the frequency data that ended in May, 1986 and the following
eclipse cycle (beginning in late September, 1986) indicated that a frequency discontinuity occured on
MJD 6613. The observation that a frequency discontinuity had occured was determined by extracting
subsets of data during 1986, 1987, and 1988 that are partitioned using a nominal one-year partition
size.

The amount of the NAVSTAR-03 frequency discontinuity was determined by iteratively analyzing the
frequency offset data for the value of the discontinuity, applying the correction, and then analyzing
the corrected frLquency offset data. The total amount of the frequency discontinuity determined was
-1.75 x 10- 1.

Closer examination of the NAVSTAR-03 frequency data indicates rapid changes in frequency offset
occurs at the onset of the NAVSTAR-03 eclipse season. Rapid changes in frequency also occur at
the end of the eclipse seasons. The observed frequency changes are on the order of 1.0 x 10-12 to
3.5 x 10- 12 . Because of the correlation with the eclipse season and the temperature sensitivity of the
NAVSTAR-03 rubidium clock, these data are treated as normal behavior and will be included in the
subsequent NAVSTAR-03 stability analysis.

Additional frequency corrections were made for a series of small rate corrections that were made by
the USNO to coordinate their Universal Time Coordinated (UTC) time scale with an international
time scale. These rate corrections affect all NAVSTAR clock measurements made by USNO. The
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NAVSTAR-03 versus USNO clock data that includes the USNO rate corrections is presented by
Figure 7.

The NAVSTAR-03 versus USNO clock offset with all corrections applied is presented by Figure 8 and
the fractional frequency offset presented by Figure 9. The corrected data will be used to compute long
term clock coefficients and frequency-stability.

The NAVSTAR-10 versus USNO raw phase offsets is presented by Figure 10. No phase or frequency
discontinuities were detected in this data during the entire three year data span. The USNO rate
corrections were the only corrections that were made to the NAVSTAR-10 versus USNO data. The
NAVSTAR-10 frequency offset data is presented by Figure 11 with the eclipse cycles highlighted. It
is clear that a significant improvement exists between the earlier NAVSTAR rubidium clocks and the
NAVSTAR-10 cesium clock. The corrected NAVSTAR-10 versus USNO clock is presented by Figure
12. Comparsion of the data without the USNO rate corrections (Figure 10) and with the USNO
rate corrections indicates no detectable difference for this scale factor. The corrected NAVSTAR-10
versus USNO clock data was used to compute the long term clock parameters, frequency-stability,
and time-prediction uncertainty results.

NAVSTAR LONG TERM AGING RATE ANALYSIS

Each NAVSTAR spacecraft carries atomic clocks that are used as time and frequency references for
GPS and to determine the epochs of the transmitted waveforms. The physics of atomic clocks indicates
that the frequency of these clocks should remain invariant, ie, not change with time. The clock aging
parameter gives a measure of how quickly a NAVSTAR clock departs from a reference clock.

The departure of a NAVSTAR clock from an initial frequency that is within GPS specifications impacts
GPS operation in at least two ways.

The first way NAVSTAR clock aging impacts GPS operation depends on how well the aging rate
parameter has been estimated. Stability results indicate that an uncorrected aging rate term on the
order of 1 x 10- 13/day can have a measurable impact of clock performance. This can be seen by
comparing (Figure 13) the NAVSTAR-08 rubidium frequency-stability results with and without an
aging rate correction. The uncorrected aging rate of -1.3 x 10- 13/day results in a measured stability
of 1.4 x 10-13 for a 1-day sample time. The aging-rate corrected stability is 8.9 x 10- 14 for a 1-day
sample time. It follows that an uncorrected aging rate on the order of 3 X 10- 1 3 /day would drive the
stability over the GPS 1-day specification and cause unacceptable performance.

For an uncorrected aging rate term on the order of 1 x 10-' 5/day the impact of aging rate on stability
is significantly reduced. This can be demonstrated using the NAVSTAR-10 cesium frequency-stability
results with and without an aging rate correction (Figure 14). There is no measurable difference up
to a sample time of 15-days between the measured 1-day stability without an aging rate correction
and with an aging rate correction for the NAVSTAR-10 long term aging rate of -1.1 x 10- 5 /day.
The impact of the -1.1 x 10-1'5 /day aging rate is so small that the frequency-stability values are still
less than 1 x 10-13 for a 100-day sample time.

The second way aging impacts GPS operation is that a relatively large aging rate causes any initial
frequency offset to drift away from the GPS time and frequency limits. Furthermore each NAVSTAR
clock reset by a Z-adjust or C-field tune requires a re-estimation of the all clock parameters. The
amount of time required to accurately determine the NAVSTAR aging rate parameter is on the order
of one week or more.
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The NAVSTAR long-term aging performance was further analyzed by computing the aging as a
function of sample length. The NAVSTAR 30-day sample length aging results will be presented using
the same scale factor for the NAVSTAR-08 rubidium clock and the NAVSTAR-10 cesium clock.

The NAVSTAR-03 rubidium clocks shows significant periodic changes in aging that are presented
by the Figure 15. The amplitudes of the 30-day aging for this rubidium clock are on the order of
1.3 x 10-13 /day. The periodic changes in aging are (probably) driven by the rubidium clock's sensitivity
to temperature as has been previously noted.

The NAVSTAR-10 one-day corrected frequency offset data is presented in Figure 16. The slope of
this frequency data is the long term aging.

The NAVSTAR-10 cesium 30-day aging results without the eclipse cycles highlighted are presented
by Figure 17. By comparison with the NAVSTAR-03 data it is clear that there is a significant
improvement in temperature changes that occur during the NAVSTAR eclipse cycles.

Comparison between the NAVSTAR rubidium results and the NAVSTAR cesium results indicates a
significant improvement in aging performance for the cesium clocks.

NAVSTAR STABILITY ANALYSIS

The frequency-stability was computed using sample times that varied according to the amount of
clock data available during the three year data span. Six of the (USNO vs NAVSTAR) clock pairs
had close to 1000 days of data. The remaining two clock pairs had a limited amount of data that
restricted the sample times that could be computed with high confidence.

The composite frequency-stability profile plot (Figure 18) includes stability results for eight clocks
pairs. All of the eight clock pairs had frequency-stabilities that are better than the GPS Block I
one-day frequency-stability specification limit of 2 x 10- 13.

Time-prediction uncertainty results were computed using the aging-corrected frequency stability pro-
file for each clock pair. The clock times evaluated are the same as the sample times used for each
clock pair.

All clock pairs evaluated indicate a time prediction uncertainty that was in the 11 to 21 nanoseconds
range for a 1 day clock update time. The time-prediction uncertainty for longer clock update times
indicated significant differences between the NAVSTAR cesium and rubidium clocks.

Ensemble cesium frequency-stability and time-prediction uncertainty results were computed for the
NAVSTAR cesium clocks by averaging the individual stability-variances and the time-prediction re-
sults. The ensemble NAVSTAR cesium frequency-stability and time-prediction uncertainty results
are as follows.

* 1.6 x 10- ' 3 for a 1-day sample time
* 4.0 x 10-14 for a 10-day sample time
* 6.0 x 10- 14 for a 100-day sample time

* 19 nanoseconds for a 1-day sample time
* 52 nanoseconds for a 10-day sample time
* 577 nanoseconds for a 100-day sample time
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NAVSTAR CLOCK ANALYSIS CONCLUSIONS

On-orbit (USNO vs NAVSTAR) clock analysis results were obtained using a three year database of
clock data that covers from 1 Jan, 1986 through 31 December, 1988. The results are summarized by
the following table.

NAVSTAR ON-ORBIT RESULTS

DATA SPAN: 1 Jan, 1986 to 31 December, 1988

NAV CLOCK frequency stability time-prediction data span
ID TYPE x10- 13  x10- 14  x10- 14  ns ns ns days

1 day 10 days 100 days 1 day 10 days 100 days

3 Rb 1.5 34.0 74.0 19 417 8982 1095
4 Rb 1.6 54.0 - 19 655 - 247
6 Rb 1.7 34.0 160.0 19 414 20072 1095
8 Rb 0.9 4.8 - 11 58 - 132
8 Cs 1.4 4.0 6.0 18 49 658 957
9 Cs 1.7 4.5 5.0 20 55 555 1095
10 Cs 1.6 4.4 4.0 20 53 543 1095
11 Cs 1.6 4.7 3.0 19 51 360 1084

All NAVSTAR clocks are better than the GPS Block I frequency-stability specification of 2 x

10- 13 for a 1-day sample time.

The NAVSTAR-08 rubidium clock shows a significant improvement over earlier model rubidium

clocks with respect to stability and reduced temperature sensitivity.

All NAVSTAR cesium clocks show excellent frequency-stability performance that varies from

1.7 x 10- 13 for a one-day sample time to 6.0 x 10-' 4 or less for a 100-day sample time. The
ensemble cesium time-prediction uncertainty results are from 19 nanoseconds for a 1-day clock
update to 577 nanoseconds for a 100-day clock update.
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APPLICATION OF HYDROGEN-MASER
TECHNOLOGY TO THE SEARCH FOR

GRAVITATIONAL RADIATION

John D. Anderson, John W. Armstrong, a ad Eunice L. Lau*
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, California 91109

Abstract

The De.p Space Network (DSN) is currently able to track distant spacecraft with
a worldwide network of 70 m stations located near Goldstone, California; Tidbinbilla,
Australia and Madrid, Spain. Hydrogen-maser timekeeping at all three sites makes
possible a search for gravitational radiation at useful levels of sensitivity. We report on
10.5 days of data from the December 1988 opportunity with the Pioneer 10 spacecraft
at a distance of 44.2 astronomical units (22052 s). A microwave link near 2.3 GHz
was established with the spacecraft using one station of the DSN on the uplink and
another on the downlink. The utilization of hydrogen masers at each station, plus the
spacecraft transponder, effectively provided a one-arm interferometer for detecting
gravitational radiation wigh a phase-coherent pathlength of 12.25 hr.

Starting with integratd cycle count of the Doppler shift as raw data, we sequen-
tially differenced the data at a sample interval of 60 s and thereby generated a Doppler
frequency record. Next, we removed trends caused by the relative motions of the
spacecraft and the DSN stations in inertial space. The resulting residual frequency
record was dominated by refraction of the 2.3 GHz signal in the Earth's atmosphere
and ionosphere. By applying a regression analysis to a stratified atmospheric model,
we reduced these refraction effects by more than an order of magnitude.

We show plots of the detrended Doppler residuals at the 60 second sample interval.
The overall RMS residual is on the order of 2 mHz (10-12 in fractional frequency),
but the major contributor to the noise at this level is the high-frequency component
caused by the poor signal to noise ratio in the received signal from the distant Pioneer
spacecraft. We illustrate this property by displaying the power spectral density of
the reduced data. As expected, the high-frequency end of the spectrum is typical of
thermal noise in the microwave receiver. On the other hand, the low frequency end
is dominated by refraction of the signal by interplanetary plasma. The lowest noise
is achieved for a period range from 200 s to 2000 s where the advantage of hydrogen-
maser timekeeping is most apparent. In this region, the local mean amplitude of the
noise is on the order of 10- 14 in fractional frequency. This implies that any sinusoidal
gravitational waves in the bandwidth are limited to a strain amplitude of 4 x 10- 14.

*This work was performed at the Jet Propulsion Laboratory, California Institute of Technology, under contract with
the National Aeronautics and Space Administration
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INTRODUCTION

From 1 December to 10 December 1988 the Deep Space Network (DSN), using three 70 m stations
in California, Australia, and Spain respectively, provided nearly continuous radio tracking of the
Pioneer 10 spacecraft at a single S-band frequency near 2.3 GHz. Each December Pioneer 10 is
nearest solar opposition, an optimum location for minimizing the effects of the solar wind on the
telecommunication link. Being a spinning spacecraft with a minimum of nongravitational forces, at
a distance from Earth of 44.2 astronomical units (6 hr 7.5 min), it is uniquely suited for a search
for gravitational radiation. In principle, gravitational waves (GW) crossing the solar system can be
detected by a one-arm interferometer consisting of a phase-coherent radio link between Earth and
a distant spacecraft. Such a link can be established with the Pioneer spacecraft by transmitting an
S-band signal from one 70 m station and receiving the transponded signal at another station separated
by intercontinental distances. Coherency is maintained by means of hydrogen masers at both stations.

As a GW detector, the one-arm interferometer at the distance of Pioneer 10 in 1988 has an effective
pathlength of 12.25 hr, the round-trip light time (RTLT) of the radio signal. Ideally it has a broad-
band response and a sensitivity of parts in 1015 in the very-low-frequency (VLF) region of the GW
spectrum from about 7 x 10- 5 Hz (period r RTLT/3) to 5 x 10- 3 Hz, where the upper frequency
limit is set by thermal noise in the microwave receiver, and the lower limit by the response function
to gravitational radiation. But in fact the inherent stability provided by the hydrogen masers (parts
in 1015) does not determine the sensitivity limit for the radio link to the Pioneer spacecraft. Instead
the useful level of sensitivity is limited by the propagation of the radio signal through both neutral
and ionized media. Nevertheless by computing the power spectral density and Allan variance of the
reduced data, we can show that the current experiments approach a level of sensitivity to spatial strain
of 10-14 in a 10-6 Hz bandwidth over a limited GW band of 3 x 10- 3 to 5 X 10- 4 Hz. Even better
sensitivities, by at least a factor of 10, are expected for future missions in the mid to late 1990's, at
which time the experiments may approach the limiting accuracy of the DSN's frequency and timing
system.

BACKGROUND

The idea of using the Doppler tracking of distant spacecraft to detect gravitational radiation originated
with A. J. Andersonil ] about 20 years ago. In that early period Anderson looked into the feasibility
of the technique[2l and concluded that it was worth pursuing. In the meantime, the theory of the
interaction of gravitational radiation with a Doppler link was developed in 1975 by Estabrook and
Wahlquist[3]. Over the next few years the theory was developed further[4,5,6,7 ] and over the last few
years some experimental results have appeared(8.910.11. No detection has been reported, but some
interesting limits have been set on a stochastic cosmic background of radiationl,1' l, burst sources8,1l,
and sinusoidal sources[9,11]. The December 1988 opportunity with the Pioneer 10 spacecraft resulted
in the best set of GW Doppler data to date. The distance to the spacecraft ranged from 22051 s on 1
December 1988 to 22087 s on 10 December 1988.

DATA

The raw Doppler data, delivered to us by the DSN on magnetic tape, consist of records of cumulative
cycle count at a sample interval of 1 s. Before these data can be filtered for GW signals, some data
reduction is required. First we use software of the Navigation Subsystem (NAV) at JPL to convert
cycle count (phase) to a finite differenced record of frequency at a sample interval of 60 s. Because
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the spatial strain of gravitational radiation is directly proportional to the Doppler frequency shift[3],
it is this differenced record that is most useful for GW analysis. Next, again using NAV software, we
remove the Doppler motion effects from the data with the best Pioneer 10 orbit available, and with
the best available models for the station locations, Earth rotation, and Earth polar motion. These
geodynamic models are provided to the users of NAV software by the DSN as part of their multimission
support.

During the initial data reduction with NAV software, we also introduce a bias into the frequency data
to account for the rotation of the Pioneer spacecraft and its parabolic high-gain antenna. The rotating
antenna introduces a Doppler shift of one cycle per rotation period. For the 1988 data, the spin period,
as determined by the Pioneer Project from onboard photopolarimeter data, varies approximately
linearly from 13.365123 s on 1 December to 13.366524 s on 10 December. Because the spacecraft spin
also affects the physical motion of the antenna feed in space, a time-varying periodicity appears in
the reduced data. However this small signal can easily be identified and removed, if necessary. In fact,
because we know such a signal is present, it can be used to advantage in testing filtering algorithms for
unknown small signals whose periods vary slowly with time. Such signals, with period decreasing with
time, are expected from coalescing binary stars in the final stages of their radiation of gravitational
waves[121.

After we have reduced the data with NAV software, the dominant colored noise that remains is
generated by refraction of the radio beam in the Earth's atmosphere and ionosphere. Though the DSN
provides a seasonal tropospheric model to NAV, we find that over just ten days of data we can remove
more of the effects of atmospheric refraction by applying a regression analysis to a parameterized
stratified model of the atmosphere. Stratification assures that the stationary component of both the
troposphere and ionosphere are accounted for. The resulting reduced data record, which is the starting
point for a search for gravitational waves, is shown in Figure 1. The residual Doppler shift is plotted
against time from 1 December, 1988. The average of the 60 s data at an averaging interval of 300 s is
shown in Figure 2. The obvious reduction in data noise in Figure 2 results from an effective integration
of the received signal beyond the point where high- frequency thermal noise dominates.

LIMITING NOISE SOURCES

The power spectrum of the reduced data of Figure 1 is shown in Figure 3, and the corresponding Allan
variance is plotted in Figure 4. It is apparent that at high Fourier frequencies the noise is dominated by
f 2 white phase noise. However the magnitude of the Allan variance is much too big to ')e attributable

to the hydrogen masers, and it probably exceeds reasonable limits on the performance of the 70 meter
stations. The thermal noise extrapolates to 5.3 x 10 - 14 at 1000 s. We suggest that this rather high
level of thermal noise is caused by a very weak received signal from Pioneer 10 transmitting at 8 W
into a 3 m parabolic antenna at a distance of 44.2 AU.

From the viewpoint of the search for gravitational radiation, the most serious limiting noise source
is not the thermal component, but instead the 1/f flicker-frequency fluctuations. This component
dominates beginning at about a 300 s integration time and continues indefinitely for longer integration
times. The Allan variance is constant in this region with a limiting value of 2.8 x 10- 13. The source
of the noise can be traced to random fluctuations in the solar windll. The effect of these plasma
fluctuations on the Doppler data is proportional to the inverse square of the frequency of the radio
transmission. Fortunately future gravitational wave searches will be conducted at higher frequency.

Two recent missions, Galileo to Jupiter and Magellan to Venus, have the capability of transmitting in
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the X band on both the up and down links. The higher frequency, by a factor of 11/3 over previous
S- band experiments, would suggest an Allan variance of 2 x 10-14 for the equivalent plasma noise
experienced by Pioneer 10 in 1988. Indeed early examination of Doppler data from Magellan at X
band suggests a noise floor at this level. Being close to the Earth, Magellan has been tracked by the
new 34 m High Efficiency (HEF) stations of the DSN. The Magellan data demonstrate that the overall
HEF tracking system, including the hydrogen masers, is at least as good as 2 x 10-14. On the other
hand, if the noise in the Magellan data is dominated by plasma fluctuations near Earth, then the
HEF system may perform even better, perhaps to parts in 1015. Future X-band tracking of Galileo,
after deployment of its high-gain antenna in May 1991, may reach this improved level of sensitivity,
particularly in a more benign plasma environment.

CONCLUSIONS

We have shown that current GW Doppler experiments at S band are not limited by hydrogen-maser
stability, nor even by the overall frequency and timing system of the DSN. Instead noise introduced
on the tracking link by random fluctuations in the solar wind limit current experiments. In the future
when similar experiments can be performed in the X band, using the Galileo orbiter for example, the
noise from the solar wind may be reduced to a level where the limiting accuracy of the frequency and
timing system will be important.

Though limited by plasma noise, the current GW search with the Pioneer 10 spacecraft should continue
for as long as coherent tracking is possible. The Galileo spacecraft will not venture beyond the orbit of
Jupiter, so its phase-coherent pathlength (maximum RTLT of 8.5 AU) will severely limit its response
to GW radiation in regions of the spectrum where Pioneer 10 is particularly sensitive (RTLT P, 100
AU). The Pioneer 10/11 spacecraft are unique in their potential for detecting and characterizing
broad-band gravitational radiation bursts with duration of a few hours.

By accumulating several days of phase-coherent data from Pioneer 10 near solar opposition, a limiting
sensitivity of 2.8 x 10- 13 in the Allan variance is not as bad as one might suppose. In Figure 5 we
show the limiting sensitivity to spatial strain for sinusoidal signals within about 6800 independent
spectral bins. These amplitudes, obtained by taking the square root of the power multiplied by the
appropriate resolution bandwidth in Hz, represents our best estimate of the amplitudes of sinusoidal
signals in the reduced data record of Figure 1. The RMS sensitivity to strain amplitude is about
1 x 10-14. The corresponding 90% confidence limit for a real signal in these exponentially distributed
spectral estimates is 4.1o" = 4 x 10-14. A discussion of the relationship between the upper limit on the
strain amplitude determined from the Doppler data and the corresponding upper limits on the GW
excitation can be found elsewhere[11.

Finally we point out that clock technology probably has important applications to other space exper-
iments designed to detect gravitational radiation. In particular, spaceborne clocks could be used to
establish multilink radio tracking between the Earth and one or more spacecraft, or very large mi-
crowave GW antennas utilizing several freeflying spacecraft could be entirely spaceborne13]. Though
we have not addressed these issues here, we encourage the support of studies that do.
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QUESTIONS AND ANSWERS

UNIDENTIFIED QUESTIONER: The gravitational radiation that you are koking for, is that
from supernovas, black holes-what in particular are you looking for?

MR. ANDERSON: That is a good question. There are some predictions by the theorists about
what we might see at these frequencies. The black hole is a possibility, the coalescing binary black hole is
something that we might see, supernovas are at the higher frequencies, in the kilohertz region, while, as you
see here, we are in the lower frequency range from 300 seconds out to thousands of seconds. The resonant bar
detectors on the earth are better for detecting the supernova collapse that occur on the order of milliseconds.
We would be looking for cataclysmic events, either galactic or extra-galactic. One of the things that we
are considering is coalescing binaries. There would be a sinusoid of gravity radiation with the frequency of
the sinusoid slowly changing as the binaries gradually coalesce. Those are the kinds of sources that we are
examining.

SAME QUESTIONER: Can you derive vectors as to where the radiation is coming from?

MR. ANDERSON: Yes, in that cartoon there is a directional dependence on the shift. It affects
both where the third pulse occurs, and the amplitudes of the three pulses because they have to sum to zero.
That is, after the wave passes, there is no memory left in the Doppler link, you have to observe it as it
passes. You might think of this as a single arm intefferometer detecting a gravitational wave. You can make
a determination of this angle, e, with some precision when you make a detection, which will determine a
small circle on the sky. You can't get an unambiguous direction from a single arm interferometer. You need
multi-arm interferometers for that. We might think of using space-borne Hydrogen Masers in the future for
multi-arm interferometers, but for now we will be just able to describe the small circle on the sky.
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Abstract
A test bed is described for the evaluation of timescale algorithms. Test results for

two algorithms (ATI and KAS-1) using simulated data are presented. Both algorithms
are optimum in the sense that, with the appropriate selection of clock weights, they
are able to produce an output with minimum squared time prediction error in steady
state for ensembles of clocks whose noises are all proportional to the noise of one of
the members. The KAS-1 algorithm is also optimum during known transients such
as startup, utilizes robust outlier detection, and has the property of time continuity.
As a result of these improvements, KAS-1 is more suited to automated operation.
Neither algorithm is optimum at all sampling times for ensembles of clocks having
radically different noise processes. The KAS-1 algorithm and a clock simulator, both
representing a new Kalman-filter approach, are documented herein.

INTRODUCTION

The Master Clock Upgrade Program at USNO is a SPAWAR- and USNO-funded project which tasks
NRL and USNO to procure, monitor, and evaluate advanced frequency standards (trapped mercury
ion devices and hydrogen masers) currently under development by others, devise and test a low-
noise time-difference measurement system for all the cesium clocks and hydrogen masers at USNO;
and develop a test bed for algorithms designed to generate an optimum timescaile. In order to
accomplish the latter, a software package is being developed by NRL that will be an integral part
of the data collection and management system at USNO. The current version of the software that
comprises the test bed is written in "Rocky Mountain Basic" for the IIP (Ilewlett Packard) series 300
computer. The next version of the test bed package will be in the standard "C" language and will be
less machine dependent. In addition to the standard clock analysis tools, the test bed will allow two
algorithms to run simultaneously using the same data, which ma, be real or simulated. In the case of
the latter, the output of an algorithm is compared te truth, where truth is known by definition.

As a joint project, USNO and NRL are making complementary contributions to the algorithm test bed.
NRL's contribution is the experience in developing automated clock s)stems. USNO's contribution is
the experience of and knowledge about maintaining a timescale.

*Work supported in part by Naval Research Laboratory, Contrac6 Nos. N00173-87-M-J780, N00173-88-M-0031,
N00173-88-M-5999, and N00173,88-M-G568
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NRL is developing a number of automated clock systems for field use designed to have the following
features:

1. the systems are fully automated clock ensembles with real-time output;

2. they can be steered to UTC (USNO) automatically via GPS;

3. their timescale algorithms permit the easy addition or deletion of clocks; and

4. the algorithms generate a timescale more uniform than any single clock in the ensemble.

For our purposes, we will define a timescale as a multifaceted procedure defining the scale of time by
means of an algorithm that usually entails filtering or smoothing the data from two or more clocks or
clock ensembles, and possibly steering one or more of the clocks toward the ensemble or steering them
or the ensemble itself toward a more stable reference. We define a clock ensemble to be a procedure by
which a single output is obtained from two or more clocks. Generally an ensemble performs better than
its individual members. For a set of N clocks with equal noise processes, an output can be obtained
that is V/W more stale than a single clock, assuming the absence of intercorrelations and systematic
errors. For a set of clocks whose noises are not proportional, the output is more complicated, as we
shall see.

RESOURCES

As mentioned above, the test bed uses both simulated and rcal data. One source of the latter is the 2-
picosecond-noise time measurement system developed by NRL for USNO that is conrected to at least
twenty high-performance cesium clocks, twelve hydrogen masers, and three mercury stored-ion devices
(SIDs). The measurement system incorporates a phase-difference measurement subsystem developed
by the first author while at NBS[21. The cesiums and masers provide phase-difference measurements,
while the SIDs give frequency measurements. This mix of measurement types, a challenge to most
ensembling procedures, is handled quite naturally by a Kalman-filter approach. In addition to these
new data, there is available the old USNO database of several years from two masers and about fifty
cesiums.

NRL has available for this effort a database of phase measurements from three masers, at least ten
(some high-performance and some GPS-type) cesiums, and several rubidium clocks. In addition, NRL
has a means of measuring the USNO Master Clock to the 50-picosecond level via the carrier frequency
of a local television station using a system similar to one devised in France 3 . This precise method
of remote measurement will permit clocks several miles apart to be ,ompared and allow the potential
ensembling of clocks at both NRL and USNO.

The clock simulator employed in this test bed is a Kalman-filter type introduced in the next section.
Simulated data have several advantages over real data:

1. any amount of data over any length of time can be generated;

2. data free of systematic errors or containing specific types of errors can be produced;

3. any number of clocks or combination of clock types can be modelled; and

4. most importantly, truth is known by definition.

To illustrate the latter, consider the simulation of a single clock, which involves the generation of a
series of numbers that represent the accumulation of phase, usually over equal time intervals. The
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numbers are produced with a clock model in mind and against which they may be verified statistically.
To generate phase-difference data, two or more clocks are simulated simultaneously; one clock is then
selected as the reference and its phase value at each measurement step is subtracted from the other

clocks.

THE ALGORITHMS

The first algorithm tested was AT1, developed at NIST[4,5]. The source code was provided by NBS

(now NIST) in 1987. It is an ad hoc procedure designed for a steady-state ensemble of clocks manifest-
ing the types of noise typical of cesium clocks. Exponential filters are used in the frequency estimation
and weight calculation.

The second algorithm, called the Kalman Aiding Sources Algorithm (KAS-1), developed in 1987 by

Ball Aerospace for NRL, .ses Kalman-filter methodology. The KAS-1 algorithm was first employed in
an automated clock ensemble at the Master Control Station of the Global Positioning System (GPS)
at the Consolidated Space Operations Center (CSOC), Falcon AFB and was presented at the Third

International Time Scale Algorithm Symposium held in Torino in 1988161. This paper provides a more
complete description as well as operational and simulated performance data. The KAS-1 approach is
now being tested by NIST for use with AT1 and their results are described in the paper by Weiss and
Weissert in these same proceedings. The KAS-1 algorithm was the first successful use of a Kalman
filter in connection with clock ensembles, and this approach has been enhanced for use at USNO.

KALMAN APPROACH TO SIMULATING AND ENSEMBLING
CLOCKS
Background

The ensembling method employed in KAS-1 uses one clock to form an initial estimate of time and uses
each additional clock to improve or 'aid' the initial estimate. The same approach is used in the NIST
ATI timescale. The work described here improves and extends the AT1 algorithm in several areas:
optimum filtering of all clock types, automatic startup and clock addition, robust outlier processing,
time and frequency step detection, real time clock parameter estimation, and adaptive modelling.

The KAS-1 algorithm utilizes Kalman filters to provide the necessary state estimation and forecasting
functions, resulting in estimates which are optimum in the minimum squared- error sense both in steady

state and during transient conditions such as turn-on. Any mix of clocks can be included provided that
the correct models and covariances are used. The use of the Kalman filter is a computational device
and any other method of minimum squared-error state estimation based on the same assumptions
and system dynamics would produce an identical result.

In contrast, the NIST ATI algorithm uses fixed length exponential filters to perform frequency es-
timation. It is optimum only in steady state and requires external clock calibratio., for startup and
addition of clocks to the ensemble.

Definition of the KAS-1 Ensemble

Each of the N clocks provides an independent forecast of the time of clock r, the reference clock, with
respect to the ensemble at time t + 6. These individual forecasts are called 'primitive' forecasts of the
reference clock time. The primitive forecast of the time of the reference clock at t + 6 using clock i is

u ,(t + 6It + 6) = ui,(t + 61t) + u,(t+) (1)
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where ui,(t + 8it) is the forecast of the time of clock i with respect to the ensemble at time t + 8 based
upon the true state of clock i with respect to the ensemble at time t and ur, (t + b) is the clock r vs.
clock i time difference.

The KAS-1 algorithm utilizes the natural definition

N

Cre(t + 6) _ a,(t + 5)u ,(t + 61t + 6). (2)
i~l

The weights, ai(t), may be chosen in any way subject only to the restriction that the sum of the weights
is one. In the absence of noise, the ensemble definition is deterministic. However, in the presence
of clock and measurement noise, the computational problem is to find the minimum squared-error
estimate of the time of the reference clock with respect to the ensemble.

Computational Methodology for the KAS-1 Algorithm

One method of estimating ensemble time is to use the definition of Eq. 2 directly. Taking the estimate
of both sides, one obtains

N

Orc(t + 61t + 6) = ai(t + 6)[ i,(t + 6it) + fIri(t + 6)). (3)
j=1

The estimate of the time of clock i with respect to the ensemble at time t + 6 based on measurements
through time t, the first term in the square brackets on the right side of Eq. 3, is calculated from the
results of the last computation of the ensemble. Thus

62Uie(t + 811 ) = :ij'(tlt) + 69i,(tlt ) + -ivi,(tlt) (4)

where x is the phase before perturbation by white phase noise, y is the frequency and w is the frequency
aging. The second term in the square brackets on the right side of Eq. 3 is the minimum square-error
estimate of the clock pair difference state. This estimate is easily computed using the appropriate
Kalman filter.

Kalman Filter for Computing Clock Difference States

The n parameters which are to be estimated are formed into an n dimensional state vector 5Z(t). The
system evolves from time t to time t + 6 according to

w(t + 6) = (6)i(t) + rg(t + 6It) + 4(6)f(t), (5)

where the nxn dimensional state transition matrix 4(6) embodies the system mudel, the n dimensional
vector rg(t + 61t) contains the noise inputs to the system during the interval from t to t + 6, and the
n dimensional vector f(t) contains the control inputs made at time t. The state transition matrix is
assumed to depend on the length of the interval, but not on the origin. Each element of 9(t + 61t)
is Normally distributed with zero mean and is uncorrclated in time, thereby generating a random
walk in the elements of the state vector. The observation vector i(t) is described by the measurement
equation

i(t) = H(t):W(t) + "(t). (6)

The r observations made at time t are related linearly to the n elements of the 6tate vector by the r x n
dimensional measurement matrix H(t) and the r dimensional white noise vector 'V(t). Kalman and
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Bucy defined a recursive procedure for estimating the next state, which requires the mean squared-
error of the estimates from the true state to be minimum.

The error in the estimate of the state vector after the measurement at time t is x(tjt) - -iZ(t) and the
error covariance matrix is defined to be

The diagonal elements of this n x n matrix are the variances of the estimates of the components of
(t) after the measurement at time t. Next, the error covariance matrix just prior to the measurement

at time t + 6 is defined as

P(t + 61t) = E 6t) - W~t + 6)] [ (t + 6t) - g(t + 6)]T} (8)

Finally, R(t) is the covariance matrix of the measurement noise and Q(t + 81t) is the covariance matrix
of the system noise generated during the interval from t to t + 6

R(t) = E [.V(t)V(t)T] (9)

Q(t + 61t) = E [6(t + 61t)(t + 61t)T] (10)

The error covariance matrix evolves according to the system model

P(t + 61t) = (6)P(tt)4(6)T + rQ(t + 61t)rT. (11)

The new estimate of the state vector depends on the previous estimate and the current measurement

: (t + 61t + 6 ) = C8)ff(tlt) + '(6) (t)

+K(t + 6) [Z(t + 6) - H(t + 6) (6) (tlt) - H(t + 6) (6) (t)], (12)

where the gain matrix, K(t + 6), determines how heavily the new measurements are weighted. The
optimum or Kalman gain, K,,pt, is determined by minimizing the "square of the length of the error
vector,"i.e., the sum of the diagonal elements (the trace) of the error covariance matrix

K,,,(t + 6) = P(t + 61t)H(t + 6 )T [H(t + 6)P(t + 61t)H(t + 6 )T + R(t + 6)] - 1. (13)

Finally, the updated error covariance matrix is

P(t+61t+6) = II-K(t+6)H(t+6)P(t+61t)[I-K(t+6)H(t+6)1
T

+ K(t + 6)R(t + 6)K(t + 6 )T (14)

where I is the identity matrix. If the optimum filter gain is used, Eq. 14 reduces to a simpler form:

P(t + 6It + 6) = [I - Ko,,(t + 6)H(t + 6)]P(t + 61t). (15)

Equations 11 through 15 define the Kalman filter, and so defined it is an optimal estimator in the
minimum squared error sense. Each application of the Kalman recursion yields an estimate of the state
of the system which is a function of the elapsed time since the last filter update. Updates may occur at
any time. In the absence of observations, the updates are called forecasts. Simultaneous observations
may be processed in parallel or serially, in any order, if the measurement noise is uncorrelated with
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the process noise. The interval between updates, 5, is arbitrary and is specifically not assumed to be
constant.

The estimates of the clock states relative to clock r are obtained from N - 1 independent Kalman
filters. The four dimensional state vectors are:

U. (t) ]
R ri(t) - xrj (t) (16)

Y (t)Wr(t)

Every clock pair has the same state transition matrix

0 1 5 02/2
0 1 6 V2/2 (17)()= 0 0 1 6
0 0 0 1

and r matrix
1 1 0 0

r(8)= 0 1 0 0 (8
0 0 ]. (18)

The system covariance matrices are:

Qir(t + 61t) = (19)

SjZ(t)h 0 0 0
0 sr(t)6 + sir(t)63/3 + S rCt)6s/20 srCt)8 /2 + Sr(t)S4/8 sir(t)6316
0 Sir(t)6s/2 + s lr(t)64/8 s Ir(t) 6 + sr (t)63/3 Sir(t)62/2
0 sirct)83l 6  sirCt)8212 S,. r(t) 6

where the clock pair spectral densities are the sum of the individual contributions from each of the
clocks:

sir = Si + Sr. (20)

The white phase measurement noise is given by the measurement model:

'ri = I-ri + "qri, (21)

where each time measurement is described by the same 4 x 1 row matrix

Hr =(1 0 0 0). (22)

The updated difference states are given by Eq. 12, but only the time state is used in the following
steps of the ensemble calculation.

Calculation of the Weighted Average of the Times of the Clocks

Although it is not necessary, a Kalman filter is used to calculate the 'weighted average' of the N
primitive estimates of the time of clock r. Kalman filters are normally applied to dynamic systems,
but t,,ey are equally relevant to the static problem of 'averaging' the N estimates of the time of clock
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r at sample time t. The choice of the Kalman filter methodology is motivated by the fact that it
deals with the clock weights in an easy and natural manner and automatically provides scale factors
for use in outlier deweighting. The deweighting scheme is similar to one developed by Percival[7l for
maximum likelihood estimation, but it has been adapted for use with the Kalman methodology. It is
desirable for the resulting estimator (with outlier deweighting) to be both efficient and robust. For
certain types of outliers, the method used here is both more efficient and more robust than rejection
rule methods.

The state transition matrix is a scalar and is equal to one since the system does not evolve between
'observations'. The 'measurement' model is

Ure t) = Ur, (t1t) + vi t) (23)

where the random shocks v,(t) have variances o(t) and are used to set the weights of the clocks. For
example, v,(t) = v(t) independent of the clock number produces equal weighting. On the other hand,
setting vi (t) equal to the estimated time prediction error of clock i since the last ensemble calculation
produces an ensemble with minimum time prediction error. Note that the latter operating condition
is not necessarily the best since the clocks may not be perfectly modeled.

It is possible to solve for the Kalman gain in closed form:

Ki((t) (24)

However, the full Kalman recursion is more suited to the deweighting of outliers. Since a scalar is
being estimated, 4' = H = 1, Q = 0, and R = o (t). In order to deweight outliers, a robust initial
guess is required for the time of clock r with respect to the ensemble after the measurement at time
t + S. The median I of the available estimates is a good choice since it is not unduly affected by outliers.

are(t + 6It + 8), = median {uire(t + 61t + 8)} (25)

This estimate is subsequently refined by using the information in the remaining primitive estimates.
The primitive estimates are sorted according to their deviation from the median so that clock 1(k)
is the kth nearest the median and 1(1) is the median. To start the Kalman recursion one needs to
initialize the state and the covariance matrices. Having just completed the estimate of the ensemble
time for the measurements taken at time t, the ensemble calculation for time t 4 8 commences by
setting the initial estimate of the time of clock r vs. the ensemble equal to the 'primitive estimate'
using clock 1(1). The starting point is important only for outlier deweighting. A 'robust' initial
estimate for the time of clock r is required and using one of the primitive estimates avoids biasing the
final estimate. The first estimate must be robust because it cannot be deweighted. This implies no
loss of generality since it is not possible to detect an outlier with only one clock and it is not possible
to assign responsibility for an outlier time difference measurement with only two clocks. That is, there
is one more cycle in the Kalman recursion than is needed for outlier deweighting. The recursion begins
by setting the initial state estimate:

fi, C(t + 8It + 8), = 0 )t+ 6It + 8).

'When the number of points is odd, the number of observations larger than the median equals the number of
observations smaller than the median. When the number of obseriations is even, the median is one of the two central
observations. Other definitions of the median are sometimes used.
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The covariance matrix prior to processing the measurement of clock 1(2) is

P(I(2)II(1)) 2

and the optimum Kalman gain is

__ P(1(2)11(1))PI(2)II())2KIC2 = ~i()li1))+ U/€2 )

At this point in the calculation, the standard Kalman methodology must be modified to account
for the possible presence of outlier observations. If primitive estimate 1(2) does not come from the
distribution included in the physical model, then it should not be used to determine the Kalman state
estimate. In order to preserve the continuity of the state estimates, measurements should not be
rejected precipitously, rather the Kalman gain should be reduced as the measurement departs from
expectation. A non-optimum Kalman gain is calculated from

KI IPHA [qI(2)]
(2)- q( 2) KI2  (26)

where
q if Jq <a

1p1A(q) a 6 -q if a < Jqj < b (27)
0 if JqI > b

is Hampel's 4 function and
I(2)(t+ 1 +8V(2) = fireS2+ 6It+) -r + t + 6)1 (28)

S2

The scale factor, s2, is discussed later. The second step in the Kdiman recursion is completed by using
the modified Kalman gain to calculate the updated covariance matrix according to the formula for
non-optimum Kalman gain

P[I(2)II(2)] = [1 - K( 2)] P[1(2)J1(1)] + [K'(2)]2 "1(2 ,  (29)

and to calculate the new estimate of the time of clock 1 with respect to the ensemble
++ K '(2) i) (30)

fir, t + 6)2= (1 - KI(2)) ,Ct + 61t + 0 1) + K I., et +(0+

The recursion continues in this way until all the measurements are processed. The computation for
clock 1(j) starts by setting

P[1(i)1I(i - 1)] = PVzU - 1)1I(i - 1)].

The first time the recursion is performed, each of the constants s, is set equal to the maximum of the o3.
This prevents the high noise level of the median from causing a very quiet clock to be downweighted.
Next, the computation is repeated setting the initial estimate of the time of the reference with respect
to the ensemble equal to the primitive estimate closest to the result of the previous computation and
setting sl equal to the second largest a, or its own prediction error, whichever is larger. The .ecursion
is repeated until each estimate is processed using the a, of the corresponding clock. If' any of the
clocks were downweighted in this process, then the new estimate of the time of clock r with respect
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to the ensemble is compared with the previous estimate and the process is repeated until the change
in the estimate between iterations is negligible. When there are no outliers, this recursive solution is
identical to Eq. 3. In the presence of outliers, it is still a weighted average of the estimates from the
individual clocks. The weights of the clocks are given by

N
a(J) = K J (1 - K'(31)

where K 1. To preserve the reliability of the ensemble, one usually limits the weights of each of
the clocks to some maximum value, amaz. A deweighting factor, c, may be calculated to accomplish
this goal by starting at index I(N) and proceeding to index 1(1) so that KK' are new weights which
do not exceed the limit. Each time the Kalman recursion is used to estimate the time of clock r, the
previously calculated r. is used. The process rapidly converges to a stable value.

Finally, the times of the remaining clocks are computed from the time of clock r and the estimated
time differences. Thus

ie(t + 6It + 6) = Ctre(t + 6It + 6) - fri(t + 6it + 6). (32)

Calculation of the Frequency and requency Aging States

The time of clock i relative to the ensemble is used as input to a Kalman filter that estimates the
frequency and frequency aging of clock i relative to the ensemble. This filter uses the state transition
matrix of Eq. 17. It is assumed that the ensemble is so large that its contribution to the noise can be
accounted for to first order only. Based on this assumption of a large ensemble, the system covariance
matrix is:

Qie(t + 6it) = Qi(t + 6It). (33)

and
1-ait) 1- ai(t) 0 0]

r(t)= 0 1-ai(t) 0 0 (34)
0 0 1 01

0 0 0 1

The change in r from the case of a single clock or clock pair reflects the fact that each clock is a
member of the ensemble with respect to which it is measured.

The measurement model is noiseless since the calculated times of the N clocks are used as pseu-
domeasurements. This procedure guarantees that the Kalman filter reproduces the phase estimates
obtained directly from the ensemble definition while simultaneously estimating consistent values of
the frequency and frequency aging.

Adaptive Modelling
Parameter Estimation

A variance analysis technique compatible with irregular observations has been developedl 8l. The vari-
ance of the innovation sequence of the Kalman filter is analyzed to provide estimates of the parameters
of the filter. The result is

E [i(t + 6)i(t + 6)T] = H(t + 6)P(t + 61t)H(t + 5)T + R(t + 6). (35)
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Like the Allan variance analysis, which is performed on the unprocessed measurements, the innovation
variance analysis requires only a limited memory of past data. However, the forecasts provided by the
Kalman filter allow the computation to be performed at arbitrary intervals once the algebraic form of
the innovation variance has been calculated. Adaptive modelling begins with an approximate Kalman
gain, k. As the state estimates are computed, the variance of the innovations on the left side of
Eq. 35 is also computed. The right-hand side of this equation is written in terms of the actual filter
element values (covariance matrix elements) and the theoretical parameters. Finally, the equations
are inverted to produce improved estimates for the parameters.

Using the autocovariance function to solve for the parameters is inappropriate here, because the auto-
covariance function is highly correlated from one lag to the next and the efficiency of data utilization
is therefore small. Instead, only the autocovariance of the innovations for zero lags, i.e., the variance
of the innovations, is used. The variance is given by

[iCt + 6)1Ct + $)T] = P C1(tlt) + 26P12(tjt) 
2P13 (t~t)

+ 23(tlt) + i2P 2(tIt) + -3Ctit)
t t3 5

+ [Se(t)8 + SC(t)fhJl - ai(t)J2 + St)- + 20 + ,,.,(t).

(36)

It is assumed that the oscillator model contains no hidden noise processes. This means that each noise
in the model is dominant over some region of Fourier frequency space. The principle of parsimony
encourages this approach to model'ing. Inspection of Eq. 36 leads to the conclusion that each of the
parameters dominates the variance of the innovations in a unique region of prediction ,time interval,
6, making it possible to obtain high-quality estimates for each of the parameters through a process of
bootstrapping.

For each parameter to be estimated, a Kalman filter is computed using a subset of the data chosen
to maximiz- the number of predictions in the interval for which that parameter makes the dominant
contribution to the innovations. The filters are designated 0 through 4, starting with 0 for the main
state estimation filter which runs as often as possible. Each innovation is used to compute a single-
point estimate of the variance of the innovations for the corresponding 6. Substituting the estimated
values of the remaining parameters, Eq. 36 is solved for the dominant parameter, and the estimate of
that parameter is updated in an exponential filter of appropriate length. If the minimum sampling
interval is too long, it may not be possible to estimate one or more of the parameters. However, there
is no deleterious consequence of this situation, since a parameter that cannot be estimated is not
contributing appreciably to the prediction errors. It is not necessary to use separation of variances
to estimate individual clock parameters since the r matrix takes into account the first order clock-
ensemble correlations.

The KAS-1 algorithm is adaptive in two ways. First, the clock noise parameters are updated after each
cycle of the recursion and used during the next cycle of the recursion. Second, the clock weights are
updated after each cycle based on the real time parameter estimates or the measdred time prediction
errors. For minimum time prediction errors, the variances (inverse weights) needed for the calculation
of the time of the reference clock with respect to the ensemble are

S= S,(t)fh + Si(t)6 + SoiCt)6313 + s Ct)65/20. (37)
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Kalman Clock Simulation Algorithm

The algorithm presented here may be used to compute the simulated state of a precision clock at any
time in the future based on the current state of the clock and appropriate noise inputs. White phase
measurement noise, white phase additive noise, white frequency noise, random walk frequency noise,
and random walk frequency aging noise may all be included. Although the algorithm is quite simple, it
has several advantages over the ARIMA technique described by Barnes,9 1. The time interval between
observations is included explicitly so that a time series of observations separated by varying intervals
may be created. In addition, the parameters are easily calculated from the power spectral densities of
the noise. These physical parameters are the same ones required for the Kalman analysis of the clock.
The final advantage is that the simulated clock noise for each state is appropriately correlated with
the noise on other states, as should be the case since the physical model for a clock is an integrator.

The simulator is based on the same equation of motion for a clock, Eq. 5, used in Kalman filter
analysis. Each element of 9(t + 6it) is Normally distributed with zero mean and is uncorrelated in
time. The problem is to generate simulated noise vectors, 9(t + Sit), having the desired covariance,
given in Eq. 19. The spectral densities which appear in the system covariance matrix may be written
in terms of the standard oscillator noise coefficients. The values and units are shown in Table 1.

Table 1: Relationship between spectral densities and h coefficients

Spectral density h coefficient [units

S _ _ (27r)-2h2(t) seconds 3

S (t) ho (t) seconds
So(t) (27r) 2h- 2(t) seconds - 1
S (t) (27r)'h-4(t) Iseconds - 3

The goal is to derive a solution for the noise vector, 9, in the form

g= AF, (38)

where F is a four dimensional vector of Normal deviates with unity variance whose elements are
uncorrelated with each other and uncorrelated in time. Multiplying this equation by its transpose and
taking the expectation value, one finds

Q(t + 61t) = .AAT. (39)

Since the elements of the state vector are successive integrals, A is an upper right half triangular
matrix. Equating the corresponding elements of the previous equation, one finds

A(t + 81t) = (40)

V[S,(t) fA 0 0 0

0 ASty + S5 E, + la!L S(ts63 L
12+ 720 2 VSP () + 12L 6

VS () + 12 - l()'

0 0 0 S (t) -
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The algorithm is easily mechanized. A random number generator function normally produces deviates
uniformly distributed over the unit interval. They may be converted to Normally distributed deviates
using one of the standard procedures. Four Normal deviates are then combined to form the noise
vector F and multiplied by A to produce the & vector needed to evaluate Eq. 5 for the next clock
state. The element u(t) is the desired simulated clock time state. The simulated clock measurement
is obtained by adding white measurement noise, v(t), to u(t).

z(t) = u(t) + v(t) (41)

TEST RESULTS

The two algorithms were run simultaneously in order to intercompare them. Only the 1987 version of
the KAS-1 algorithm (i.e. without automatic parameter estimation and mixed-mode measurement
capability) was available for testing.

Figure 1 displays the difference between the two algorithms, in the sense AT1 - KAS-1, for an ensemble
of eleven equally weighted clocks with no data rejection. The two algorithms are seen to be essentially
identical in steady state on the long term. However, as mentioned above, AT1 is not designed for the
natural handling of transients, while KAS-1 is still optimal in such situations.

In Figure 2, AT1 was allowed to exercise its 3-standard-deviation rejection criterion, while the KAS-1
algorithm was forced to accept all the data. As a result, on the short term AT1 is shown to suffer
from small discontinuities. This effect is avoided with the KAS-1 algorithm (in its usual form) by its
use of progressive deweighting of outlying data based on Hampel's P function[7].

Figure 3 is a plot of Allan deviation vs. sampling time r for one of the eleven clocks (no data rejec-
tion), assuming it to have the white FM and random-walk FM noises characteristic of a conventional
(HP5061A model) high-performance cesium.

Figure 4 is a similar ploL for the ensemble when the KAS-1 algorithm and its rejection criterion are
employed. Each of the clocks has equal white FM and equal random-walk FM noises, hence, they
are equally weighted. There is a V1N improvement in the ensemble's collective stability, and the r of
minimum Allan variance is constant.

Figures 5 and 6 show simulated data of contrasting clock types. Figure 5 shows the frequency stability
of VLG11-type hydrogen maser without a long-term frequency drift and fig. 6 is a similar plot of a
SID or very stable (e.g. a De Marchi-tuned) cesium (no random walk of frequency). The clock types
represented in figs. 3, 5, and 6 are used in an ensemble of unequal clocks similar to that which will
soon comprise the USNO ensemble (60 percent cesiums, 30 percent masers, 10 percent SID's). This
unequal clock set is used as the input to two algorithms with contrasting weighting philosophies.

Figure 7 is the Allan deviation of an algorithm (either AT1 or KAS -1) which automatically determines
the weights of individual clocks in the ensemble according to the inverse time prediction errors at the
sampling time; whereas fig. 8 is the deviation of an algorithm that forces all clocks to be weighted
equally. Comparing the two figures, representing eight years of data, the weighted algolithm is signif-
icantly better in the short-term, whereas the equally weighted algorithm is better in the long-term.
Future versions of the KAS algorithm will produce optimum results at a!! sampling times by completely
accounting for the clock-ensemble correlations.

Figures 9 and 10 are analogous to Figs. 7 and 8, respectively, but display 25 years of data. The same
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effects are noted, with the long-term degradation of the weighted algorithm being even more evident.
Clearly, neither the ATI nor the KAS-1 algorithm when using a weighting scheme is optimal for sets
of dissimilar clocks. A new algorithm, KAS-2, has been developed by Ball Aerospace that is optimum
for all clock types and all sample times. It w:ll be tested in the Algorithm Test Bed in 1990.

CONCLUSION

The use of simulated data is shown to be a powerful method of comparing different clock models and
ensembling algorithms. A Kalman filter-based algorithm, such as KAS-1, can use unequally spaced
data and can handle transients well, unlike an ad hoc procedure like the ATI (1987) algorithm. The
KAS-1 algorithm is able to handle a mix of time and frequency measurements quite naturally.

Data rejection with AT leads to small discontinuities in the timescale, unlike the case for KAS-1.
While both algorithms are cptimal in steady state for clocks having proportional noises, they are not
optimal for sets of significantly different clocks. The stability of a real clock ensemble would be further
degraded by clock intercorrelations and systematic errors, so that, if the clock weights are based only
on Allan variances, the results may not be as good as those employed simply using equal weights [10 .

As the project continues, more study will be made of simulated data; real clock data will be analyzed;
and the improvements to the KAS-1 algorithm suggested herein will be implemented and testri.
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Figure 2: Small discontinuities in ATi rejection method.
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Figure 5: Simulated hydrogen maser data.
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Figure 6: Simulated clock with no random walk of frequency.
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Observation Plan of High-stable Pulsars in CRL

Shin'ichi Hama, Michito Imae, Hitoshi Kiuchi, Hiroshi Takaba,

Fujinobu Takahashi
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893 Hirai Kashima-cho Ibaraki-ken 314 Japan

ABSTRACT

We implemented a new parabolic antenna for VLBI experiments in

Kashima Space Communication Center, CRL. The receivers for 330M,

610M, 1.5G, 2.2G, 5G, 8.3G, lOG, 156, 22G, and 43GHz (with a receiver
for 49GHz also under preparation) enable us to carry out not only VLBI

but also various other tasks.
CRL is now making a system for observing milli-second pulsars such

as PSR1937+21, which are well-known for their extreme stability. We

plan to obtain very precise timings of pulses by compensating the

dispersion in frequency domain with high-speed and wideband sampling.
We also plan to survey other highly stable pulsars using the VLBI

backend.
This report outlines the status quo of pulsar observation in CRL,

and VLBI of pulsars.

Introduction

As our laboratory is responsible for time keeping in Japan, we intend to

observe the milli-second pulsars for precise time keeping. We also have

potential in radio astronomy and earth rotation measurement through VLBI

experiments.

The characteristics of Pulsars

Pulsars radiate pulses with vary stable timing, with so-called milli second

pulsars such as PSR1937+21 having especially stable periods and period

derivatives. Table 1 shows the profile of the PSR1937+21 )  Since

dispersion broadens the pulse width, observation using a higher frequency is

preferable. But pulsars usually have a spectral index of -i thru -2. For

example the compact flux density measured in Westerbork is O.13Jy for 609MHz

and O.017Jy for 1415MHz (2 )  Therefore, less dispersion with higher frequency

means fainter flux, and stronger flux with lower frequency means larger
dispersion.

Fig.1 shows the Allan variance of various frequency standards, and the

timing of PSR1937+21 observed in the Arecibo Observatory 3 . The slope of

PSR1937+21 gives the precision of the timing observation, which is around 1
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micro second. The long-term stability of PSR1937+21 reached 10- 13, based on

the data until 1984. With the improvement of the backend and the adoption of

a GPS receiver for time transfer, precision in timing measurement is now

around 300 ns, and long-term stability reaches 10-14. (4) As we assume that

this pulsar is much more stable than any other artificial frequency standard,

we anticipate the adoption of milli-second pulsars as a new time standard.

Present research activity in CRL

A new 34mi antenna has been constructed in Kashima, the specifications of

which are shown in Table 2. It receives frequencies between 300 MHz and 43

GHz, although there is no receiver for 49 GHz yet. The feeds and receivers are

switchable by remote control. The receivers for 300 and 600 MHz are at room

temperature, with all others cooled with gas helium.

We have just started observing a strong pulsar by taking a hundred samples
with low frequencies between 300 MHz and 2 GHz . Although we could detect

PSR0329+54 with 300 MHz and 1.5 GHz, observation was not possible with 600 MHz

because of strong and dense interferences.

Fig.2 shows the waveform of PSR0329+54 observed with 1.4GHz. The bandwidth
was 2MHz. 139 periods were averaged using a digital oscilloscope.

System co be made by CRL

We are now making a one channel system for pulsar observation as shown in

Fig.3. The signal is received by the 34m6 antenna and converted to the video

band with a K-3 video converter, which has filters from 125 kHz to 4MHz. This

video signal is sampled with an 8-bit A/D converter. After conversion to
digital, the signal is averaged by triggers coming from the programmed signal

generator. It is then stored on a hard disc or laser disc. The whole system

is controlled with an NEC PC9801 personal computer. This system will be

expanded to handle up to 16 channels. Our clock system, consisting of one

Cesium and two hydrogen masers, is linked with UTC(CRL) by GPS.

VLBI of pulsars

We intend to conduct VLBI experiments of pulsars to determine their precise

positions and the proper motions. With the new 34m6 antenna, we can make VLBI

experiments from 300 MHz to high frequency.

A problem that the expected fringe amplitude is very small even for the
strongest pulsars exists. There are two reasons for this. One is that

particularly at higher frequencies pulsars are not very strong. Another

reason is that the pulse width occupies say only about 1% out of the whole

period. In this case a correlation processor must close its gate and

accumulator when no pulse comes.
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Our K-3 correlation processor for VLBI has this function. The correlator

opens the gate from a certain point during certain bits according to the

parameters which are sent from a computer every 2 or 3 seconds.

The pulsar PSR0329+54 was included in the VLBI experiment conducted this

November between Kashima 34md, Kashima 26m6, and Nobeyama 6m6. The observing
frequency was 2.3 GHz and the bandwidth was 2 MHz. The fringe amplitude for

the baseline between Kashima 26m6 and 34m6 can be estimated with Equation (1).

_DD0S 8 TS,2 Eq. (1)

In the case where the "pulsar gate" is not used, the equivalent flux

density is one percent of the peak value. As the peak value of PSRI93T+21 is

IJy, the effective flux turns out to be only IOmJy. Considering other
parameters shown in Fig.4, we can get a fringe amplitude of only 1.88x10 5.

This means that it is not possible to distinguish this fringe from noise even
with 800 second integration, which is the total length of the standard VLBI

tape. Therefore, we are now attempting to detect a fringe by making use of

the "pulsar gate".

Summary

We have recently started observing pulsars for precise time keeping. The

first step was detection of the strong pulsar PSR0329+54.
A problem with compensation for dispersion has been encountered, and one

possible solution is increasing the number of channels. The output of each

channel has different timing, therefore we must accumulate the data after

time-shifting according to each dispersion.

Furthermore VLBI of pulsars is also an attractive method to determine the

position and proper motion of pulsars.
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Table 1 Profile of PSR1937+21

Period (msec) 1.55780644887275 ± 3
Period dcriv ve (10 -2° sec sec - ) 10.51054 ± 0.00008
Right ascension (1950.0) 1 9 h3 7 m2 8 5.74 60 1 ± 0.00002
Declination (1950.0) 21028'01".4588 ± 0.0003
Epoch (Julian ephemeris date) 2445303.2940
Proper motiori in right -0".0003 ± 0".0002

ascension (year - 1)
Proper motion in declination -0".0005 ± 0".0003

(year - ')
Dispersion constant (10's sec) 29.479 ± 0.001

Fig.1 Allan variance of various
frequency standards and

b the timing of PSR1937+21
(observed in Arecibo)
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Table 2 Performance of the new 34-m antenna

Receivers RF band TLNA Tsys G/T
(K) (K) (dB/K)

3001Hz 312 - 342VHz 43 199 15
6001Hz 580 - 640XHz (Data Not Available)

1.5GHz 1. 35 - 1.75GHz 10 33 37
2GHz 2. 15 - 2. 35GHz 11 71 38

5GHz 4. 60 - 3. IOGHz 25 60 45

8GHz 7. 86 - 8. 60GHz 12 53 50

1OGHz 10.2 - 10.7GHz 44 71 51
15GHz 14.4 - 15.4GHz 42 106 51

22GHz 21.98 - 22. 48GHz 101 189 52

22GHz 23. 58 - 24. 08GHz 158 223 52

43GHz 42.8 - 43.3GHz 400 1200
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ACCURACY MODEL FOR PHASE NOISE
MEASUREMENTS*
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Boulder, CO 80303
and
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Abstract

We have recently completed a new modular system for accurate measurements of
phase noise in oscillators, amplifiers, frequency synthesizers, and passive components.
This new system is capable of measuring the phase noise at carrier frequencies from
5 MHz to 1.5 (Hz, 1.5 to 26 GHz, and 33 to 50 GHz. Other frequency ranges can be
measured using external mixers to convert the signals into one of the above frequency
ranges. The analysis bandwidths vary from 0.1 Hz to 10% of the carrier frequency up
to a maximum of about 1 GHz. Extensive internal calibration of the system is used
to correct for all gain variations with analysis frequency including phase-locked-loop
and cable-loss effects. We have also included a precision noise source to calibrate the
spectral density functions of the spectrum analyzers. As a part of this program we
have developed a method for determining the biases in the various spectrum analyzers
as a function of noise type and the confidence of the spectral density estimates. We
also investigate the effect of amplitude noise and phase delays on phase noise mea-
surements. The combination of all these features makes it possible, under favorable
conditions, to measure phase noise in various signal handling components and sources
to an accuracy of 1 dB over very wide analysis bandwidths. Detailed descriptions of
the new calibration procedures, including a sample table of uncertainties, are given.
High accuracy determinations of phase noise can be used to compute accurate values
of short-term, time-domain frequency stability.

I. INTRODUCTION

We have developed a new concept for the measurement of phase noise offering much higher accuracy

and bandwidth than was possible using previous approachesl-41. This new appruach makes it possible

to measure phase noise over bandwidths that approach 10% of the carrier fruquency (up to a maximum
frequency of about 1 GHz) with an accuracy that exceeds 1 dB under most conditions. The wide
bandwidths and the higher accuracy are necessary to adequately characterize new cquipment used in

*Contribution of the U.S. Government; not subject to copyright.
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very wide bandwidth communication, navigation, and measurement systems. To achieve these new
goals, it was necessary to develop a method to calibrate virtually every aspect of the measurement
process, to reconsider the effects of residual amplitude noise, and to examine the confidence of spectral
estimates for non-white noise.

II. MODEL OF A NOISY SIGNAL

Equation 1 shows the simple model of the signal of a source where the frequency fluctuations are very
small compared to the average frequency, v0 and the fluctuations in the amplitude are very small
compared to the average amplitude, V. The amplitude variations are incorporated into C(t) and the
phase or frequency fluctuations are incorporated into q(t)[' 6J:

V(t) = [V + e(t)Jcos[27rvot + 0(t)]. (1)

The phase noise of such a source is often expressed in terms of So(f), the spectral density of phase
fluctuations. SO(f) can be understood as the one-sided, mean-squared phase fluctuation, 60 2(f),
measured at a Fourier frequency separation, f. from the carrier in a measurement bandwidth BW.

SW 0(f) (rad2/Hz) 0 < f < co. (2)
BW

Equations 3 and 4 show the relationship between So(f) and several commonly used expressions for
frequency or phase fluctuation. C(vo - f) is the single-sideband phase noise at a frequency, f, below
the carrier while L(vo + f) is the single sideband noise at a frequency, f, above the carrier. There
may be conditions under which the upper sideband is not equal to the lower sideband. Sy(f) is the
spectral density of fractional frequency fluctuations.

SO(f) = 'C(Vo- f)+ L(vo-+ f) (3)

Sy(f) = iV2SO(f) 0 < f < o (4)
V0

These measures fully characterize the random variations of the phase of a precision source. The
time domain characterization of the frequency fluctuations are usually expressed in terms of the
Allan variance, o2(r), or the modified Allan variance, Mod a2(r). Both variances can be accurately
determined by an integration of Sy(f) or equivalently SO(f) as shown below, where the measurement
time is n times the minimum measurement time, r0, and fh is the measurement bandwidth. An
accuracy of 1 dB in determining SO(f) corre-ponds to about 10% accuracy in determining v(r) or
Mod ay(r). Numerical integration techniques have been used to extend earlier work and calculate
the ratio of Mod o(r) to ao(r) for all the common noise types found in oscillators and measurenent
systems as shown in Figure 117-11!, This makes it possible to transform from a,(r) to Mod ao(r) and
back for virtually any value of n. Mod or,(r) verages the high-frequency-phase-noise components
of white-phase and flicker-phase noise faster than ar(r). This can be very useful in measuring the
long-term performance of a source which has high frequency noise componentsf"I-. The invesion of
ay(r) or Mod a. (r) to obtain So(f) has relatively poor precision due to the integral nature of the time
domain measures. These inversions are
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[ ofh  in'4(?f nro)] /

u(n2ro) [2) 2  I 1/2 and (5)
0 (7rf nro)2

Moda (n-ro) 2 n f [fh Sy(f ) sin4(rfnro)dfn47r2ro2 0 f2

+2 f n-1(n - k) Sy (f ) cos (27rfkro) sin(r f no)df]]/2 (6)
k=1 12

Equation (6) can be simplified[71 to:

r 2 fh.... sin 6 (7rfnro) 11/2
Modn(nro) 2( o)t) sin (rnfro)

Generally, the effect of the time variations on the signal amplitude, V(t), as characterized by the power
spectral density of amplitude fluctuations, Sv(f), are ignored in the measurement of SO(f). However,
S,(f) often sets the lower limits for the measurement of added noise in devices and in determining
the noise floor of measurement systems. S,(f) is given by

8C 2(f)
S'(f) V02B w  (rel to carrier/Hz) or (8)

10LogS&(f) (dBc/Hz)

where 6c2(f) is the mean-squared amplitude fluctuation measured at a Fourier frequency separation,
f, from the carrier in a measurement bandwidth, BW.

III. PHASE NOISE MEASUREMENT SYSTEM

Figure 2 shows a block diagram of our new modular phase-noise-measurement system for measuring
phase noise in oscillators, amplifiers, frequency synthesizers and other devices. As presently configured,
three front end units cover the bands of 5 to 1500 MHz, 1.5 to 26 GHz, and 33 to 50 GHz. Other
frequency ranges can be easily added by the installation of cables which carry the appropriate reference
frequencies as discussed below, or by using external mixers to heterodyne the frequencies into the range
of one of the three present front ends. Using this latter approach makes it possible to extend the range
to cover the entire millimeter range and most laser frequencies as well.

All three front ends feature directional couplers for continuous monitoring of the frequency or power
of the input signals. They also have internal phase shifters for use in making measurements of the

noise floor or the phase added by signal handling components. The power meter covers 100 kHz to 50
GHz while the counter covers 0.001 Hz to 26 GHz. The modulation reference source covers 0.1 Hz to
1 GHz. The low-phase-noise frequency reference has outputs at 5, 10, 100, N x 500 MHz (1 < N _
30), 10.6 GHz, 21.2, GHz and 42.4 GHz. There is also a low-noise frequency synthesizer which cover
10 kHz to 1.28 GHz.
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The system can be run manually from the front panels of the various instruments or run from an AT-
compatible microprocessor. The microprocessor makes it easy to perform a wide variety of calibrations,
to correct for variations in the various instruments over the frequency range of interest. As with
previous systems, a mixer is used to transform phase variations to voltage variations that are measured
by various spectrum analyzers[l - 41. The signal from the mixer in each of the front ends is switched
to a common amplifier that has several output channels. Each is optimized to drive a particular
measurement instrument. There are three spectrum analyzers, a 100 MHz digital oscilloscope and
a multipurpose counter. By far the most difficult task is to determine, with an accuracy of 0.5 dB,
the sensitivity of the mixer for converting small phase variations to voltage variations for Fourier
frequencies from dc to about 1 GHz. In previous approaches the mixer calibration was accomplished
with amplifiers that were very flat with frequency and by calibrating the mixer conversion sensitivity
using the beat frequency methodPl,2]. This is possible for Fourier frequencies which are very small
compared to the carrier, but extremely difficult at higher Fourier frequencies due to the dependence
of the reactive impedance of the mixers on termination and source characteristicsN2l. Our new method
overcomes this difficulty.

IV. BASIC MEASUREMENT PROCESS

The first step in the measurement of phase noise between two oscillators is to adjust the input drive
levels of the signal and reference channels to between +13 and +23 dBm. Next we use the beat
frequency method to calibrate the absolute sensitivity for transforming small variations in phase to
voltage variations at the output of the scope channel shown in Figure 3. The period of one beat cycle
(2r rad) is determined using the digital oscilloscope. The oscilloscope is then used to digitize the beat
signal and determine the average slope at approximately ± 0.05 radians of the zero crossing. The
oscilloscope channel uses a relatively low-gain (22 dB) operational amplifier with high slewing rate
and dynamic ral:ge. This measurement is done at a low beat frequency where the frequency response
of both the mixer and the amplifier is constant. The sensitivity at the output of the oscilloscope
channel is just

kd = slope (V/s) T(s)/(27r) (volts/rad). (9)

We measure both the positive-going and the negative-going zero crossings to verify that they are
equal to better than 10%. If they are not the same the mixer may be damaged or there may be
significant injection pulling which would invalidate the slope measurements. The injection pulling
can be reduced by increasing the beat frequency. When the beat signal is noisy, it is averaged with
the digital oscilloscope to improve the precision of the measurement. Typically, this measurement is
accurate to better than 1%, which corresponds to ± 0.09 dB in the determination of SO(f).

The tuning sensitivity of one of the oscillators is then determined using the counter and a pro-
grammable, voltage-bias source. This measurement, along with the determination of kd, is used
to calculate the appropriate gain and integration times to close the phase lock loop (PLL). The dc
output voltage from the mixer, divided by kd, yields the phase deviation from quadrature. This phase
offset is continuously monitored to verify that it does not exceed 0.1 rad. If this limit is exceeded,
an error message is sent to the operator. The phase noise data are also tagged with the peak phase
deviation during the entire run. This is intended to hdp in the detection of large phase excursions
during the measurements which would invalidate the data.
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Once the phase lock is executed and the phase deviations from quadrature are verified to be less
than ± 0.1 rad, a special phase modulator is used to determine the relative gains of all the amplifiers
over the entire range of Fourier frequencies of interest. A schematic diagram of the phase modulator,
which is used in each front end to generate phase modulation on the reference carrier signal, is shown
in Figure 4. A small portion of the input carrier signal is coupled into a processing channel using
a directional coupler. This signal is phase shifted, bi-phase amplitude-modulated using a double
balanced mixer, and reinserted into the carrier. If the phase shift is such that the reinserted signal is
at precisely 900 to the carrier, the resulting modulation is phase modulation with negligible amplitude
modulation. This is illustrated by the vector diagram in Figure 2. This special condition of nearly
pure phase modulation is obtained in practice by monitoring the signal after the phase modulator and
actively adjusting the phase shift until the amplitude modulation is minimized. This eliminates the
need to actually measure the phase shift. The adjustment need only be made at the beginning of a
measurement, since it is very stable.

Figure 5 shows the variation in the amplitude of the phase modulation tones introduced by three
phase modulators of the type shown in Figure 4 as a function of the frequency of the modulation.
This figure shows that it is possible to insert phase modulation tones (on the carrier) that are constant
in amplitude to ± 0.5 dB from dc up to 5 to 40% of the carrier frequency. The difference in performance
is evidently related to the standing-wave ratio introduced by the components.

To calibrate the relative gains of the various measurement channels, the frequency of the modulation
is swept over the range of Fourier frequencies of interest, and the response of the various measurement
instruments is recorded. The ratio of the response of the instruments is then the relative gain. This
corrects for frequency-dependent effects in the mixer and amplifiers, the effect of the PLL on the low
frequency gains, cable losses, and even errors in the internal-voltage references of the instruments.
Since the absolute response of the oscilloscope channel was determined above, using the beat frequency
method, the sensitivity of'all the other channels can be calculated. The repeatability of the measure-
ment of the relative gains of the amplifiers and their measurement instruments is typically better than
- 0.02 dB up to 32 MHz and about ± 0.2 dB up to 0.5 GHz.

The spectral density function of the low-frequency spectrum analyzer is verified using the noise source
shown in Figure 6 where the output is proportional to the Johnson noise from a metal-film resistor. The
gains of the amplifiers are determined to 0.05 dB from the ratios of resistors. The noise density output
is known to ± 0.14 dB from 20 Hz to 20 kHz. At higher frequencies the noise gain of the amplifiers
becomes important and is compensated to 0.2 dB out to 100 kHz. Figure 7 shows a calibration of
the spectral density function of the low-frequency spectrum analyzer for several different window
functions[12]. The Hanning window has proven to be the most suitable for measuring noise while
the "Flattened-Peak window" is best suited for the measurement of discrete peaks[121. The primary
uncertainty in the 20 Hz to 20 kHz region is the temperature; ± 10 K corresponds to ± 0.14 dB
in the noise density. The effect of the input-noise current and added-noise voltage of the amplifier
is determined by measuring the output-noise density for input terminations of 105 ohms, 220 pF in
parallel with 44 x 106 ohms and a short. This noise source can be injected into the output of the mixer

and used with the relative gains to verify the measurement bandwidths of the other two spectrum
analyzers.

The next step in the process is to measure the noise voltage on the three spectrum analyzers. This
data is stored and later scaled by the relative gains and measurement bandwidths to obtain SO(f).
The statistical confidence of the data is calculated using the method outlined previously12 1. For the
low-frequency spectrum analyzer, which is a fast-Fourier-transform (FFT) device, the confidence
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interval is virtually independent of the noise type (if the first few channels are neglected), and is given
by

SM(i (10)

where S is the true spectral density, Sm the measured spectral density, and N the number of indepen-
dent samples averaged together. For the other spectrum analyzers, which use sweeping techniques,
the confidence interval is roughly the square root of the ratio of the measurement bandwidth, before
the detector, to the smoothing bandwidth. Accurate determinations of the confidence intervals for
specific instruments can be obtained using[12].

V. CORRECTIONS FOR NOISE FLOOR, 3-CORNER HAT

The above procedure determines only the phase noise BETWEEN the two oscillators plus the noise
floor of the measurement system, and does not, by itself, determine the noise of either oscillator. All
we can say with certainty is that the phase noise of both oscillators is less than the measured value.
To determine the phase noise of each unit, it is necessary to evaluate several additional terms which
contribute to the apparent phase noise as shown in equation [11] and to measure both of the oscillators
against another source of nearly equal noise performance.

[AA(f) - AOB(f)]
2 +V2() mixer"Vn2JAmp + +(Vn2(fSA]/G

2

sO(fIAB = -+2BW kd

+SvA(f)A + SVBPB, ()

where [IAA(f)- AB (f) 2 1] is the mean-squared phase fluctuations between the two ports of the mixer
and the three Vn terms represent the amplitude noise of the mixer, the amplifier, and low pass filter,
and the noise of the spectrum analyzer scaled by the amplifier gain. SvA(f) is the amplitude noise of
source A and PA2 is the sensitivity of the mixer for converting amplitude noise into voltage noise at the
output of the mixer. SvB (f) represents similar terms for source B. For simple oscillators the amplitude
noise of a source is generally no worse than the phase noise. This condition does not necessarily hold
true for complex systems with automatic leveling circuits. Equation [111] can be simplified to

SO(Y)IAB = SOA(f) + SOB(f) + v--f) + SVA(f ) + SvAP3B. (12)

The noise floort ' the measurement system when driven by source A alone (A =_ B) is given by

SO(f))Noise Floor = SOA(27rfrdelay) 2 + V,+(f) SVA(f)PA2 + SO(f) 1p, (13)
d

where S¢(f)jp, is the added phase noise of the power splitter.

The term resulting from the phase difference between the two ports of the mixer drop out except for
a new term which results from the 900 phase difference (between the ports) that is necessary for the
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mixer to operate properly. This results in a dephasing of the phase noise of the source between the
two ports of the mixer. The portion of the source appearing across the mixer increases as f 2 and has
the character of a delay-line, phase-noise-measurement system. This term is very important in wide-
band, phase-noise-measurement systems, and is only 16 dB below the source noise for f = vo/1O, and
r = 1/(4vo). The noise floor is also dependent on the amplitude noise of the delay source scaled by
the conversion sensitivity of mixer.

Figure 8 shows one approach to measuring amplitude noise. The conversion sensitivity of the diode
detector and the amplifier gain can be determined at a specific carrier frequency and power level using
a substitute source that can be amplitude modulated. If the amplitude modulation signal is of the
form,

V = Vo[l + Ao cos at] coswt,

where the relative power at the modulation frequency a is Ag/2 assuming A, < 1 and a linear detector.
The signal detected at the spectrum analyzer is

2Output = Ago,

where G2(o) is the square of the voltage gain of the amplifier at frequency a, and KAM(vo, Vo, a) is
the conversion sensitivity of the diode. S0 (f) of the source of interest is then determined using the
same G2 (f) and K5 t . The value of SVA(f) determined by this approach is an upper limit since it
does not directly determine the noise contribution of the diode or the amplifier.

The noise contribution of the amplifier can be determined by measuring the noise with no input signal.
The measurements of the diode noise can sometimes be determined by comparing the results of several
low-noise sources. These measurements are used to determine SVA(f), SvB(f) and estimate Vn(f).

Table 1 shows the pair measurement of the phase noise of a frequency synthesizer against a low-noise
quartz oscillator at 5 MHz. The amplitude noise was measured using the scheme shown in Figure
8. At low Fourier frequencies the amplitude noise is lower than the phase noise. However, at higher
Fourier frequencies, the amplitude noise is higher than the ph.ase noise. When the noise floor of the
measurement system was measured, the noise floor was relatively high. By determining the mixer
sensitivity for converting amplitude noise into output-voltage noise we could approximate the noise
floor from the measured amplitude noise by SU(f)1WA. This shows that, in some circumstances, it is
the amplitude noise and not the phase noise of the source that limits differential measurements such
as the system noise floor or the phase noise added by a component.

The relative contributions of sources A and B to the pair measurement of equation 12 is determined by
measuring both sources against another source, C. The phase noise of C should be roughly comparable
or lower in phase noise than those of A or B. Equation 16 shows how these measurements can be
combined with measurements of the noise floor and the amplitude noise to yield an unbiased estimate
of S#(f) for source A.

SO(f)JAB + S¢(f)Ac + SO(f)IBc = 2 SA + !!-f) + 2SVA(f) 2 (14)
d

Table 2 shows the results of a precise calibration of the phase noise of a 100 MHz frequency synthesizer
against a low-noise quartz oscillator. The analysis covers the range from 32 Hz to 10 MHz or 10% of
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the carrier frequency. The column showing modulation level indicates the modulation level detected on
the two spectrum analyzers used for this calibration. The absolute sensitivity of the mixer multiplied
by the gain of the oscilloscope channel at 100 Hz was 12.8 dB. The difference between the gain of the
oscilloscope channel and the FFT channel was 14.3 dB. Combining these calibrations yields the values
for the pair measurements of S (f). Also listed is the amplitude noise of the frequency synthesizer
(source A). The sensitivity of the mixer for converting the amplitude noise into output noise was -25.3
dB. When this is combined with the measured amplitude noise, the result is much below the measured
phase noise. This result indicates that amplitude noise has negligible affect on the phase noise of these
measurements. Direct measurements of the noise floor of the system, using the synthesizer as the
driving source, indicate that the noise floor of the system also has negligible effect on the measured
phase noise. Measurements of the phase noise against another source show that the phase noise of
the synthesizer is 20 to 30 dB above the noise of the crystal oscillator (source B). The last column
shows the final result of calibration. The uncertainties in the various steps of the calibration are
listed in Table 3. The combination of these uncertainties is approximately ± 1 dB. The differences
between columns 4 and 7 for Fourier frequencies of 50, 70, and 100 kHz are indicative of the statistical
uncertainties of the noise spectral density measurements from the two channels.

VI. CONCLUSION

We have outlined a new c)ncept for the measurement of phase noise which features an accuracy of
1 dB under most conditions, .nd analysis banu'widths of approximately 10% of the carrier frequency
up to a maximum of I GHz. A model which contains all the known contributions to the uncertainties
in the measurement of phase noise is presented. This new approach uses a new type of ultra-flat
phase modulator to determine all of the frequency dependent changes in the response of the mixer,
the various amplifiers, cable losses, and even the internal calibration of the spectrum analyzers. The
role of amplitude noise in the sources is also examined. It is shown that under some circumstances
(especially differential measurements such as the noise floor of a system or the phase noise added by
a signal processing component) the amplitude noise of the sources limits the ability to measure phase
noise. It was also shown that when measuring the added phase noise of signal-handling components,
the dephasing due to the 90' phase shift needed to operate the mixer in a linear region, limits the
cancellation of the phase noise of the source. Combining all of these features, we are able, under
most conditions, to determine the phase nise of signal sources and signal handling components to an
accuracy of ± 1 dB.
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Table 1.

MEASUREMENTS OF SO(f) @ 5 MHz SYNTHESIZER VS OSCILLATOR

f SO (f)I1AB 5V(f)IAB 5v (f) IA p2A Measured
(Hz) Noise Floor

(dB Rel Rad2/Hz) (dBc/Hz) (dBc/Hz) (dBc/Hz)

32 -119.8 -126.0 =-151.0 -154.0

100 -124.2 -127.0 =-152.0 -154.0

1 K -132.1 -132.0 =-157.0 -158.0

10 K -137.3 -133.0 =-158.0 -158.0

100 K -136.8 -133.0 =-158.0 -158.0
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Table 3. Table of Uncertainties

EFFECT OFFSET UNCERTAINTY (dB)

Spectral density 0 0.2
function of 100
kHz Spect. Analy.

Spectral density 0 0.2
function of 32
MHz Spect.Analy.

Determination of See Table 2 0.1
mixer sensitivity

Relative gains See Table 2 0.02
of amplifiers

Linearity of 100 0 0.15
kHz Spect. Analy.

Linearity of 32 0 0.2
Mhz Spect. Analy.

Statistical 0± /(200)k
confidence of
data

Contribution of 0 0.05
system noise
floor

unfolding 0 0.1
3 corner hat

Contribution of 0 0.05
residual AM
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Figure 2. Overall block diagram of our new phase-noise-measurement system.
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Figure 3. Typical beat-frequency waveforms seen at the output of the scope
channel. This channel has high dynamic range and low gain so that it does not
saturate or experience slewing rate limitation for beat frequencies from de to
50 kHz.
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Figure 4. Block diagram of our new phase modulator. The phase modulation is
given by ± m/C where in is the amplitude of the signal coupled back into the
carrier and C is the amplitude of the carrier. This assumes that m/C is small
compared to 1. The phase shift, 0, is adjusted to minimize the amplitude
modulation detected on the output signal.
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CALIBRATION OF FFT SPECTRUM ANALYZER
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Figure 7. Calibration of the spectral density function of an FFT spectrum

analyzer using the noise source of figure 6. The Hanning window yields the

best overall performance for noise. The Uniform window is not accurate for

noise that falls faster than f-2 . The first 15 channels are inaccurate for

the flattened-peak window if the noise falls as f-2 or faster.

ME'ASURE DC LEVEL

TO SPECTRUM

ANALYZER

DID

V(t) = V0 (1 + at)(cos (it)

Figure 8. Block diagram of one possible method for measuring amplitude noise

in sources. The conversion sensitivity of the diode KAH(vo, V0, c) is
calibrated using a source that can be modulated. The amplitude of the

modulated source is adjusted so that the detected dc level is the same as the

source to be measured.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: Maybe I am missing something here, I am not sure-once before you showed
the biases caused by the different widowing functions in the spectrum analyzer for 1/f noise and so forth.
Is that also in your error budget?

MR. WALLS: That has been taken care of by using the appropriate window function and controlling
the range over which it is used.

MR. STEIN: The question that I have is related to the decorrelation when you measure the noise
floor with two signals coming in. You used a time delay between the two paths that was related to the 90'
phase shift at the mixer. Is it possible to get, other than delay lines, to operate the mixer in quadrature and
still get the same group delay? By using two phase shifts instead of delay?

MR. WALLS: I have thought about it. I am not sure. When you are trying to go out to 10% of the
carrier it will absolutely limit your capability.
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Abstract

Two active hydrogen masers for laboratory use have been constructed recently at
the National Research Council of Canada (NRC). These have been designed to be
operated as clocks and as contributors to the NRC time scale. Details of their design
are presented. Although the masers have not yet been operated under full temperature
control and with the complete electronics package, some preliminary measurements of
line-Q and frequency stability have been made, and will be discussed.

INTRODUCTION

The National Research Council of Canada has been involved in research in the PTTI field for over 40
years. A number of designs of primary cesium beam frequency standards and clocks have been built
and, currently, three are in operation. These are designated CsV, CsVIA, and CsVIC. In addition,
two hydrogen masers, HI and H2, have been operated as frequency standards for over 20 years. At
present, one of these (H1) is still in use. Recently, two new active hydrogen masers, designated H3
and H4, have been designed and constructed. They form the subject of this paper. Details of their
design will be presented, togethei with some preliminary operating characteristics.

GENERAL DESIGN DETAILS

The design of these masers has been based partly on experience gained at NRCII and at Laval
University in Quebec City where hydrogen masers have also been built. Details of the Laval masers
were presented at an earlier PTTI meeting[2].

Eventually, it is planned to operate the masers H3 and H4 as clocks and as contributors to the NRC
time scale. This requires that they exhibit good reliability and good long-term frequency stability. To
this end, considerable care has been taken to isolate the resonant cavity mechanically and thermally.
Also, a number of improvements have been made over the earlier masers constructed at NRC. For
example, only metal seals are used on the vacuum system. Improved magnetic shielding and improved
temperature control systems are also employed.

The masers are housed in cabinets 71 cm wide, 120 cm long and 155 cm high. They can be moved
to different locations in the building, 1Z desired, but are not designed for complete portability. The
electronic circuits are contained in the maser cabinets. DC power for the masers is obtained from
float-charged storage batteries, and AC power from the line with back-up diesel generator protection.
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The design of the masers is shown in Fig. 1. Many of the features are quite conventional and only
certain points of interest will be referred to. To reduce the effect of ambient magnetic field fluctuations
five layers of magnetic shielding are used. The dimensions and spacing of these shields are similar to
those used on the Laval University masers(2] for which a longitudinal shielding factor of 100,000 was
measured[S]. A similar value is expected in this case. This means that a 10% fluctuation in the earth's
field should cause a frequency change of less than 1 part in 1015.

Three concentric ovens are used outside the vacuum system for temperature control and, inside the
vacuum system, two thermal shields consisting of aluminum cylinders and end plates enclose the
resonant cavity. They are thermally insulated from each other and from the vacuum enclosure by
means of ceramic spacers. This arrangement should result in high isolation of the cavity from external
temperature changes.

CAVITY SUPPORT STRUCTURE

The structure used for supporting the cavity inside the thermal shields and the vacuum enclosure has
been designed to give good mechanical decoupling from outside vibration and barometric pressure
changes. The bases of the thermal shields are supported on kinematic mounts employing the ceramic
spacers already mentioned and pyrex balls. The quartz baseplate of the cavity is supported on three
titanium pins with rounded tips which fit into conical holes in the quartz. Flexing of the pins will take
up the difference in dimensions due to relative thermal expansion of the quartz and aluminum. The
top plates of the cavity and the thermal shields are lightly loaded mechanically by beryllium copper
leaf springs which are thermally isolated by pyrex balls. Details of the cavity region are shown in Fig.
2.

The resonant cavity is made of fused quartz. It is thermally compensated by means of a re-entrant
aluminum disk attached by three aluminum posts to the quartz ring at the top. The quartz is silvered
internally using fired-on silver paint. The loaded Q of the cavity is 38 000. There are two coupling
loops, one with a coupling coefficient of about 0.15 and the other with a much lower value. A spherical
storage bulb 18 cm in diameter is symmetrically located in the cavity. It is coated internally with
FEP-120 Teflon and the neck of it is fitted with a collimator consisting of a bundle of seven thin-walled
quartz tubes inside a quartz sleeve. The tubes are also coated with Teflon. The theoretical storage
time is 3 seconds.

VACUUM SYSTEM AND HYDROGEN SOURCE

All vacuum seals on the masers use metal wires or rings: either copper or indium. Pumping is
performed by a single 270 L/s ion pump. A successful sealing arrangement for the pyrex source bulb
is shown in Fig. 3. It uses a double indium wire seal. Two stainless steel rings are clamped to a flange
on the source bulb using one indium seal. The assembly, consisting of the bulb plus the rings, is then
inserted into the housing and clamped against the second indium seal.

The hydrogen pressure in the source bulb is stabilized by using a seivo system controlling the tem-
perature of a thin-walled tube of palladium-silver alloy closed at one end and heated by passing a
current directly through it. This system has a response time of a few seconds, making it very useful
for rapid beam flux changes required when cavity tuninig by spin exchange broadening is used.
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MASER ELECTRONICS

The masers have been designed with the option of operating either free-running, with stand-alone cav-
ity frequency servos employing injected square wave FM signals' ] , or with an external spin-exchange
auto-tuner which uses each maser in succession as a stable frequency reference[] . A simplified block
diagram of the receiver is shown in Fig. 4. A 5 MHz BVA quartz crystal oscillator is locked to each
maser. The -ignal injection cavity control servo shown can be disabled quite simply if free-running
operation of the maser is desired.

When the masers are used as time standards, it is necessary to run the 5 MHz crystal oscillators at
their nominal values by adjustment of the 5751 Hz synthesizers. These can be adjusted in steps of 0.1
mHz, resulting in minimum relative frequency changes in the maser output of steps of 7 parts in 1014.

If an external spin-exchange auto-tuner is used there must be a frequency offset between the signals
from the two masers so that suitable beat periods can be measured. It is preferable to do this without
adjusting the settings either of the 5751 Hz synthesizers or of the magnetic fields of the masers. One
way of accomplishing this is to use the system shown in Fig. 5. The 5 MHz output from maser H4 is
multiplied to 1400 MHz and that from H3 is multiplied to 1440 MHz. These are mixed and filtered
to give the 40 MHz component, which is again mixed with a signal derived from H3. This signal
is produced by mixing the outputs of a multiplier and a synthesizer, to give a frequency of 40 MHz
+ 6, where 6 is the desired beat frequency (typically 1 Hz). The beat frequency may be changed
by adjustment of the synthesizer frequency. Although it is not obvious from Fig. 5, the circuitry is
designed so that it is a simple matter to switch from the signal injection cavity servo mode to the
external auto- tuner mode.

PRELIMINARY PERFORMANCE DATA

Masers H3 and H4 are not yet in full operation. However, mechanical construction is complete and
preliminary testing has been carried out. Both masers have oscillated at low magnetic fields, and
preliminary measurements have been made using a temporary receiver. A line-Q value of4 x 109
at a reasonable operating flux !evel has been measured. This compares favorably with the value of
1.9 x 109 at normal operating flux for maser Hi. Fig. 6 shows a plot of maser power as a function
of linewidth for H4. The experimental values of linewidth at the extremes of the oscillation curve
correspond to line-Q values of 6.1 x 109 and 1.3 x 109 respectively. The accuracy to which the maser
can be tuned when the spin-exchange methodf6l is used depends on the relative linewidth broadening
between operation at a low beam flux setting and a higher one. With the range of linewidths available
at reasonable flux levels in this case the accuracy of tuning can be made high. Crampton and Wang17

have shown that by fitting a quadratic to the power vs linewidth data it is possible to derive the value
of several maser parameters and, in particular, the quality factor qf8.91. From the data shown in Fig.
6 a value of q of 0.08 was d.rived.

The receivers and cavity control circuits have now been completed and installed on the masers. How-
ever, they have not yet been completely checked out. Earlier this year, preliminary frequency stability
measurements were made using a temporary receiver. In this test the magnetic field of one maser was
increased in order to obtain a frequency offset of the masers of about 0.1 Hz. The measured frequency
stability is shown in Fig. 7. This preliminary measurement shows a minimum value of a(2,r) of
5.0 x 10- 11 (3.5 x 10- 15 on a per maser basis) at 1000 s. In view of the lack of temperature control
on the masers and the use of temporary electronic circuits, it is felt that thi is a satisfactory result.
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FUTURE PLANS

This paper is essentially a progress report on the development of the two new hydrogen masers. More
comprehensive results will be reported at a later date, when all the final electronic circuits are in use. It
is planned to obtain frequency stability data under free-running conditions and with the two different
tuning systems before deciding which system gives rise to the best long term frequency stability. After
this decision is made the masers will be incorporated into the NRC time scale as clocks.
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Fig. 1. Drawing showing the design features of the masers.
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QUESTIONS AND ANSWERS

ALBERT KIRK, JPL: How do you introduce the hydrogen into the dissociator bulb and what kind
of seal do you use there?

MR. MORRIS: We use a palladium leak which is brazed on and then copper seals are used.

MR. KIRK: Copper seals between the palladium and the glassware?

MR. MORRIS: There is a metal-glass seal and then the stainless steel tubing seal with copper rings
seal to the palladium leak.

FRED WALLS, NIST: Do you have any magnetic shielding between the source and the state selector
and the entrance to the magnetic shields around the cavity?

MR. MORRIS: No, we don't. We have a coil that can be activated if necessary in the region between
the source and the underside of the magnetic shields. We haven't really had a chance to look at any effects
yet, but a quick look at, applying reasonable currents, seemed to show no change in oscillation level.

DAVID ALLAN, NIST: The turn up in the a vs. r curve, was that cavity pulling or do you know
what be the cause?

MR. MORRIS: We had no temperature control on the masers, there were cables all over the place.
It was just to get an initial look at how they were working. We don't have the proper receivers in operation
yet, either.
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STATUS REPORT ON A SYNCHRONIZATION EXPER ENT BETEEN EUROPEAN
TMIE SCALS USING, ECS GEOSTATIONARY SATELLITE
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Torino (Italy)

This work has been done in the frame of a scientific cooperation program

between Czechoslovakia and Italy

Abstract

To test the capabilities of a synchronization system based on the

use of the passive television method applied to the signals broadcasted by a ge-
ostationary satellite, namely ECS telecommunication satellites, a time synch-
ronization experiment between the time scales of the Istituto Elettrotecnico
Nazionale (IEN) and other European laboratories (URE - Czechoslovakia, TUG -

Austria, A03 - Poland, ASMW - Democratic Rep. of Germany, VSL - Netherlands, STA

- Sweden), was started in July 1988 and is still in progress.

The results obtained in the first year of comparisons are presented
and possible solutions to the satellite position determination problem are
considered together with the measurement results of the receiving station
delay performed at IEN.

I.- Introduction

The synchronization of time scales by means of the television passi-
ve method using the ground TV networks, has been experienced during the last
twenty years by mosc of the laboratories involved in time and frequency metrolo-
gy. It is known that, within the view of a common TV transmitter, this simple
and inexpensive method can yield a timing precision of about 10 ns (10). Over
extended geographical areas, where different transmitters interconnected by mi-

crowave links have to be used, the precision is lowered by at least one order

Ill due mainly to the differential propagation delay variations between the
measuring sites. Nowadays there seems to be a chance to overcome these problems
by using the TV method with the signal received from geostationary telecommuni-
cation satellites that covers nearly continental areas with different TV pro-
grams.

Some synchronization experiments between time scales using this kind

of technique were already performed in some countries 12,3,4,5,61, but no

attempt has been made to elaborate the method, both technically and organizati-

onally, to a degree that it could serve on a routine basis to various users.
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This paper will give a status report about a synchronization exper-

iment, which started in July 1988 and is still continuing, between some European

laboratories, aiming to establish a system based on the reception of television

signals from a geostationary satellite which would allow for high precision time

and frequency comparisons at moderate costs all over Europe.

2.- Estimation of Timing Accuracy

The use of the television signals broadcasted by a geostationary

satellite for the synchronization of clocks has some advantages but also one ma-

jor drawback. If it is evident in fact that the measurements are performed on

signals coming from a unique source and that the propagation effects on their

carrier frequency (11 GHz) are negligible, the key question that has to be sol-

ved is how to determine the satellite istantaneous position to evaluate the
j

differential delays with sufficient accuracy. Obviously, the differential delay

error will be equal to the timing error. The problem is that the satellite in

the geostationary orbit is not fixed with respect to its observers; due to the

natural forces it is in a permanent motion maintained within a so called
"parking box" by occasional corrective manoeuvres initiated by the control

tracking center on the Earth. Generally the satellite position may not deviate
by more than 0.10 from its nominal position, both in longitude and latitude 171.
Though small the deviation seems, it may still cause unacceptable changes of the

differential delay depending, for a given satellite, on the position of the
observers.

The geostationary satellites chosen for this synchronization exper-

iment belong to the family of European Communication Satellites (ECS) of the

European Space Agency (ESA). In the followings we will deal in particular with

ECS 5 satellite, that is positioned at 10 degrees East to estimate the time

synchronization error that one can expect over the European continent if the

satellite coordinates are affected by unpredictable variations. The zone covered

by the ECS satellites is shown in Fig. 1 where is outlined also the area served

by the spotbeam west that has been used in our experiment.

Let us consider two receiving sites A and B and a geostationary

satellite S, whose positions relative to a rotating equatorial geocentric

reference frame can be expressed with the following vectors:

+rA = rA(0 A ,X ,r A

r= rB(0B,)XB,r ) (1)r B BB

S= S(s, Xs,r s)

where: 0 is the geodetic latitude

XA,BS is the longidue referred to Greenwich

r is the distance from the center of the Earth
A,B,S
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The differential propagation delay of the signals transmitted by the

satellite and received at stations A and B, can be expressed as:

=- [Is-r I S ISrBI] =-[PA- B] ()p c A B c A

where P and PB are the distances of the receiving stations from the satellite

and c is the mean value of the speed of light along the propagation path.

To compute the variation of the differential propagation delay t

between the two stations, that affect the synchronization results, we have

considered the satellite movements both in longitude AX and latitude AO
S S

neglecting any change in its range. This assumption is justified as a first

approximation because in our case, as can be verified in the followings, the .4
variation in range is nearly one fifth compared with the variations in latitude

and longitude. 2 2
Differentiating the term (PA - PB ) versus A6 and AX , assuming

that the variations of (PA + P B) due to the satellite motion are negligible with

respect to those of the term (p -p ) and, being the latitude of the satellite

e very close to 0 degrees, we can write the approximate expression:
5

2Sr A
A(PA- ) - PA+P B [cos Asin(X s- A ) AX -sinO AOS] -

2SrB  (3)
p A [cos 0Bsin(X S- XB )AX s-sineB Ae ]

Solving this equation for different "B" sites in Europe after having

fixed station A at IEN - Torino, several values of At = A(pA - p B)/c have been

found assuming the worst case of 0.10 of variation goth in latitude (Ae ) and

longitude (AX ) of ECS 5. In Fig. 2 are reported the contours of the time errorsS

that can affect the synchronization values as obtained from equation (3).

3.- Experiment Description

To test the potentiality of a synchronization system based on a

geostationary satellite using the passive television method, four European

laboratories began on July 1988 an experiment that is still in progress and were

joined later on by other three in the frame of a Euromet project. The

participating laboratories at November 1989 are the following ones:

- Astronomical Latitude Observatory (AOS) - Borowiec, Poland

- Amt fUr Standardisierung, Messwesen und WarenprUfung (ASMW) - Berlin, Dem.

Rep. of Germany

- Istituto Elettrotecnico Nazionale (IEN) - Torino, Italy
- Ustav Radiotechniky a Elektroniky (6RE) - Praha, Czechoslovakia

- Swedish Telecommunications Administration (STA) - Stockholm, Sweden

- Technische Universitdt (TUG) - Graz, Austria

- Van Swinden Laboratorium (VSL) - Delft, Netherlands
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In Table 1 are reported the baselines between the laboratories

involved in the experiment.

Table I - Baselines between the laboratoried

IEN

AOS 1064

ASMW 937 236

STA 1726 769 797

URE 765 301 266 1033

TUG 649 590 614 1356 348

VSL 813 869 634 635 736 525

IEN AOS ASMW STA URE TUG VSL

ECS satellites of Eutelsat and in particular, since mid-October

1988, ECS-5 placed in a geostationary orbit at 100 East longitude, were chosen

for the experiment.

Among the television channels available from these satellites, RAI

UNO program broadcasted at 11.009 GHz in horizontal polarization by a 20 W

transponder has been used. At each site was arranged a measurement setup of the

kind shown in Fig. 3. Some technical details about the receiving stations are

reported in Table 2 together with the antennas coordinates.

Table 2 - Ground stations specifications

I PARAMETER

,Laboratory]III I I I I I I
Latitude I Longitude I Height I Antenna 9 I LNA I IF BWT I Time ref. II_ _ _I_ _ _ _I _ _ __I __ _I _ _ _I_ I ]__ I __ _ _I

AOS 152016'37.011 N 117004'23.71' E 1 129 m 1 2 m 1 1.4 dB 1 40 MHz I UTC(AOS) I
I ASMW 152027114" N 113037-011- E 1 50 m 0.9 m 1 1.4 dB 1 30 MHz I UTC(ASMW)
I lEN 145000153.611 N 107038120.1 ' E 1 297 m 3 m 1 1.9 dB 1 40 MHz I UTC(IEN)
I URE(TP) 150007-53-'  N 11402710911 E 1 300 m 1 3 m 1 2 dB I - I UTC(TP)
I TUG 147004101.511 N 115029135.511 E 1 534 m 1 1.5 m 1 1.4 dB 1 30 MHz I UTC(TUG) I
I VS1 151059158.911 N 104022150.711 E 1 60 m 1 3 m 1 4.5 dB 1 40 MHz I UTC(VSL)

STA 1590o0954.2'- N 118008'13.511 E 1 109 m - - UTC(STA)
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Every day two sets of 20 time interval measurements between the

local I PPS reference and the trailing edge of the first field synchronizing

pulse of the RAI UNO video signal were measured starting at 08:15:01 UTC and

20:15:01 UTC in each laboratory.

In two sites, namely IEN and TUG, time differences between the local

1 PPS and the satellite TV signal were also measured every ten minutes from

November 1988 to March 1989 to get information about the satellite movement.

All the participating laboratories collaborate to the international

atomic time scale and are linked to BIPM using either the GPS time link (IEN,

TUG, VSL, STA) or the television link (AOS, ASMW, TP).

Satellite position data for November and December 1988 have been

supplied by the ESA satellite control s~ation at Redu (Belgium) that is charged

of ECS satellites tracking. These data have been used to investigate the

satellite movement and to correct the synchronization data.

4.- Measurement results

The evaluation of the results obtained in the ECS synchronization

experiment, has been focused on the period for which ESA-Redu orbital elements

data were available. From these data, the variations of ECS 5 in latitude,

longitude and range from the origin of the rotating reference frame have been

computed and reported in Figure 4 where it can be seen that the variations

around their mean values are within +16 km (range), +0.070 (long.), +0.080

(lat.). Some discontinuities due to orbital manoeuvres can also be observed.

In Fig. 5 are reported the differences between the ECS measurements

performed every ten minutes at IEN and TUG relative to the beginning of November

1988 where the diurnal variations due to the satellite movement are clearly

recognizable. Each point in this figure represents in microseconds, with a

constant value subtracted, the difference of the distances of the satellite from

IEN - Torino and from TUG - Graz versus time. The interruptions in the curve are

due to the lack of TV transmissions.

For all the computations performed on the measured data whose

results are reported in all the next graphs, the linear regression parameters,

computed at every laboratory for each series of 20 time interval readings, were

used. This solution was chosen to reduce the amount of informa+ion to be ex-

changed among the laboratories. Together with the linear fit parameters, the

standard deviation of the residuals was computed after the rejection of the out-

liers by means of a statistical filter.

In Fig. 6 have been reported the time differences between UTC(IEN)

and UTC(TP) obtained from ECS 4 and ECS 5 (*) synchronization measurements from

(*) The following ECS satellites were used in the course of this experiment:

ECS 4 from mid-Sep. 88 to mid-Oct. 88 (1OE)

ECS 5 from mid-Oct. 88 onward (100E)
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mid-September 1988 up to June 1989. Two curves have been traced to distinguish
the two daily sets of measurements (08:15 and 20:15 UTC). The peak-to-peak vari-

ation of each curve, if the mean rate between the two time scales is removed, is
of the order of 5 microseconds that is well within the time error estimated

previously and reported in Fig. 2.

The results of the time comparisons performed between IEN and the

other metrological laboratories (AOS, ASMW, TP-URE by means of ECS 5 in Novem-
ber-December 1988 together with those corrected for the ESA satellite position
data and the BIPM data, from Circular-T, have been plotted in Fig. 7.

From these graphs it can be seen that the peak-to-peak time excursi-

ons are reduced to some hundreds of nanoseconds, if one corrects for the
differential propagation delay variations, and that the mean rates of the time
scales compared are in good agreement with those obtained from BIPM data. As
regards to the uncertainty of these comparisons, worst-case residuals at the mi-

crosecond level have been found.

As a sample of the dipendence of the peak-to-peak fluctuations from
the baselines between the laboratories, in Fig. 8-a are reported the differen-

ces between UTC(TP) and UTC(ASMW) having a baseline of 266 km, and in Fig. 8-b
thos,. obtained in the case of UTC(IEN) and UTC(STA) that have a baseline of 1726
km. The time step of the order of 1 us that can be noticed in the graphs of UTC
(ASMW) is probably due to instrumental changes in the ECS measurement system of

this laboratory.

The differences between the synchronization results obtained with
ECS 5 and the BIPM data are mainly due to the following factors: the un-

certainties in the satellite position data supplied by ESA, of the order of
0.0040 in latitude (-3 km in the North-South direction), 0.0070 in longitude (-5
km in the East-West direction), in the receiving antennas coordinates that were
given in different reference systems and the differential delays of the recei-

ving stations which have not been entirely accounted for.

In the case of the time comparisons between IEN and TUG, reported in
Fig. 9, the curves obtained from ECS 5 (corrected for thp 6atellite position)
and the BIPM data are in closer agreement because the antenna coordinates are

expressed in the same reference system with a better uncertainty. The
differential propagation delays corrections, about 1 ns in the case of the ion-
osphere and about 5 ns in that of the troposphere, have been neglected. Vi-

ceversa the relativistic correction due to Earth rotation (Sagnac effect), am-

ounting to about 20 ns, has been applied to the IEN/TUG results.

In Fig. 10 are reported the residuals of UTC(IEN)-UTC(TUG) obtained
subtracting the ECS synchronization data from the GPS ones; the mean value of
the differences is 180 ns and the standard deviation is 44 ns. In this parti-

cular case, if we compute the error budget due to the uncertainties of the
satellite position and stations coordinates we obtain as a result about 160 ns.

Considering that in the computation of the synchronization results, the
differential delay of the equipment set up has been taken into account, apart
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from that of the satellite receivers, we can estimate that the above mentioned

residuals are comparable with the error budget.

5.- Correction of the ECS synchronization results using GPS measurements

To substitute the ESA position data to correct the synchronization

results, it has been studied and tested a correction procedure that uses both

the ECS and GPS measurements performed in two stations.

If we assume that the variation of the differential delay between

two stations due to the satellite motion follows a sinusoidal law of period T

equal to a sidereal day, as a first approximation and for short observation

times, the mean value of the differential delay computed at T/2 intervals is

constant. Therefore performing ECS synchronizations at T/2 intervals and

computing the mean between two adjacent values it is possible to remove the

diurnal variation. Nevertheless, this procedure cannot compensate for the drift

of longitude that yields to a long term variation in the mean differential delay

which is left superimposed on the time differences between the reference clocks.

In the case of two laboratories performing also GPS time

comparisons, the difference between the reference clocks can be subtracted and

the residuals used to correct the averaged synchronization data of the

laboratories performing only ECS comparisons.

This procedure has been tested using the ECS and GPS data of IEN and

TUG to correct the synchronization results of IEN vs. TP and IEN vs. ASMW. The

curves obtained are reported in Fig. 11 where, if one removes the mean rates,

peak fluctuations of the order of 0.4 us can be observed and the differences

between the time scales, compared with those computed by BIPM, can range from

0.5 us to 1.5 us. Comparing these results with those of Fig. 7, it is evident

that this approach improves the precision of the ECS synchronization results, as

do the ESA data, but is iot satisfactory as regards to the measurement

uncertainty.

Further tests using this method will concern the use of ECS

synchronization measurements taken at exactly half-sideral day (up to October

1989 it has been used a half solar day interval), and the determination of the

longitude variation corrections by means of a polinomial fit over several days

instead of computing the correction for each couple of consecutive data.

6.- Delay measurement of the satellite receiving station at IEN

In the computation of the time difference between two laboratories

also the differential time delay of the stations must be taken into account. If

the same transmitting equipment is used to perform the measurement of the delay

at each station, the systematic unoertainty affecting the single test will be
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deleted. To this purpose, a microwave transmitter, named "satellite simulator",

has been built and tested.

6.1.- Satellite simulator description

The satellite simulator is a microwave generator (Gunn oscillator),

tuned at f = 10.945 GHz, with an output signal level of 0 dBm, which can be

frequency modulated by a standard video signal.

The test setup used to perform the satellite simulator delay

measurement is shown in Fig. 12. A pulse generator with a 5 ns risetime, instead

of a video signal generator, was used to modulate the satellite simulator. The

simulator output frequency was down converted to about 100 MHz by means of a

microwave generator, used as local oscillator, and a diode mixer.

The measurement was performed evaluating on an oscilloscope the

delay between the leading edge of the modulation pulse and the output signal

from the mixer taking as a reference the point where an abrupt frequency change

was evident. The simulator delay was estimated to be 10 + 5 ns, the delays

introduced by the coaxial cables on both oscilloscope channels being equivalent.

6.2.- Receiving station delay measurement procedure

The block diagram of the equipment used is shown in Fig. 13. A horn

antenna, connected to the satellite simulator by means of a coaxial cable 4 m

long, is placed in front of the parabolic antenna in such a way that the beam

length, from the transmitting antenna to the illuminator, is about 2 m. The

satellite simulator is modulated by a test video signal in order' to measure the

overall delay of the station, pulse extractor included. The frequency f = 10.945

GHz was chosen because free from any other emission.

To obtain the station delay T , from the illuminator input to ther
STOP input of the counter, the following measurements were performed:

- the total delay T t, from the START to the STOP inputs;
- the delay T , from the START to the simulator video input, using a calibrated

cable to connect this last to the STOP.

The following results were obtained:

T = 1090 ns, T = 198 nst g

T = T -T -T = 851 ns
r t g a

where T = 41 ns is the delay of the satellite simulator with the addition of
a

the delays of a 4 m cable to the horn antenna and a 2 m free-space beam to the

illuminator input. During the measurement of T the trigger level of the counter

STOP input was regulated to a value equal tog5O% of the synchronization pulse

amplitude, the same value of the pulse extractor threshold. The uncertainty of
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the measurement of T was evaluated to be 30 ns (1 a), having taken into account
r

that the rise time of the television synchronization pulses is about 200 ns.

To determine the long-term stability of the station delay, it is

planned to perform a series of measurements lasting some months, after having

controlled in temperature the satellite simulator to eliminate frequency

variations already observed in the Gunn oscillator.

7.- Conclusions

The results obtained in the synchronization experiment between some

European laboratories, based on the television signals received from ECS5

geostationary satellite, have shown that an uncertainty ranging from some

hundreds of nanoseconds up to one microsecond is achievable over a very large

area, provided that the measurements are corrected for the satellite position

parameters as determined by an ESA tracking station.

As a first attempt to reduce the diurnal effects on the time

comparisons, since November 1989 a new measurement schedule, that allows to

compute the synchronization results at a half-sideral day, was adopted.

Future developments will concern the satellite position

determination investigated both with four laboratories performing ECS and GPS

measurements and establishing a range measurement equipment at the Fucino ground

station of Telespazio, where the television signals are transmitted to the

satellite. Furthermore, the station delay measurements, actually performed at

IEN, could be extended to the other laboratories to improve the accuracy of the

time synchronization.
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QUESTIONS AND ANSWERS
GERNOT WINKLER, USNO: In one of your view graphs you could see a very significant break

in the daily variation to a much more regular performance. Is that due to a station-keeping change in the J
satellite, or what happened at that moment?

MR. PETTITI: It was about the satellite position information. Unfortunately, it is not easy to get
information from the tracking station about what is happening. This is why we" are trying to eliminate this
input. It was certainly due to something in the satellite control, because in the corrected data there is no
sign of this behavior. It is not, however, easy to determine a priori what they are doing there.
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A NEW TIME SCALE ALGORITHM:
AT1 PLUS FREQUENCY VARIANCE

M. Weiss, T. Weissert
NIST, 576

325 Broadway, CO 80303

Abstract

The algorithm which generates the AT1 time scale at the National Institute of Stan-
dards and Technology (NIST) has generated a scale with many desirable properties
since 1968. Five of these are as follows:

1. The fractional frequency variation of the scale is smaller than any clock in the
scale for all integration times.

2. The algorithm adaptively estimates the weights of clocks in real time.

3. The scale is much more reliable than any individual clock.

4. One can add or remove clocks from the scale easily, with a minimum impact on
the scale.

5. One can correct the ensemble for calibrations against a primary reference.

There are three other properties we would like to obtain:

1. Automatic frequency step detection.

2. A scale optimized for post-processing, including running both forwards and back-
wards in time.

3. A scale that can run with minimal supervision for use in non-technical environ-
ments.

It turns out that simply estimating a variance of the frequency state of the clocks
facilitates all three of these new properties. We report here a new algorithm which uses
techniques from Kalman filtering to estimate this variance. Results from simulation
and applications to real clocks are presented also.

INTRODUCTION

Idedly, a time scale algorithm samples an ensemble of clocks to generate time and frequency with
more reliability, stability, and frequency accuracy than any of the individual clocks in the ensemble.
In this paper we study an approach to this ideal.

A time scale algorithm calculates the time offset of each of the ensemble clocks at a given reference
time. Ensemble time, the time of the scale, is realized by applying the appropriate correction to any
one clock. If there is no measurement noise this value is independent of which clock is used. The input
to the algorithm at a given reference time is the time difference between each clock and a particular
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clock. The algorithm also requires estimates of the deterministic and stochastic parameters which
characterize each clock's frequency offsets.

It is important to notice that the time of a clock is not measured. One measures only time differences
between clocks. Thus the ensemble time which the algorithm generates is not observable. For this
reason it is inappropriate to use an accuracy algorithm, such as a Kalman filter, to generate time
by minimizing time error. We can, and do in the algorithms discussed here, optimize time and time
interval stability.

It is also important to realize that a clock as a physical system produces a frequency. The time of a
clock is artificially derived from the frequency, which is the true physical quantity. Because of this, all
the parameters which characterize clock performance describe aspects of the frequency. One can use
these parameters to optimize time uniformity and frequency accuracy. An algorithm that optimizes
time accuracy should simply allow the clock with the best long term stability to dominate the scale,
thus sacrificing much of the performance of other clocks, especially in short term. We will look at
these things further as we go along.

The AT time scale algorithm at the National Institute of Standards and Technology (NIST) has
generated a scale with many desirable properties since 1967. Five of these are as follows:

1. The fractional frequency variation of the scale generally appears smaller than any clock in the
scale for all integration times.

2. The algorithm adaptively estimates the weights of clocks in real time.

3. The scale is much more reliable than any individual clock.

4. We can add or remove clocks from the scale easily, with a minimum impact on the scale.

5. We can correct the ensemble for calibrations against a primary reference.

There are three other properties we would like to obtain:

1. Automatic frequency step detection.

2. A scale optimized for post-processing, including running both forwards and backwards in time.

3. A scale that can run with minimal supervision for use in non-technical environments.

The new algorithm we report here combines aspects of the NIST AT1 algorithm with techniques from
Kalman filtering to estimate clock states representing the random Nalk plus drift of the frequency
offsets of each clock, as well as the variance of these states. For a gi'cti clock, this state, which we call
"Y", is not a physical state, but a mathematical estimate of the frequency offset in the presence of
white noise modulating the frequency. The variance of this state gi~cb us a confidence of this estimate.
Having this estimate facilitates attainment of all three of our goals.

Frequency step detection always requires examining the data over bume time period. In nearly real
time operation it is possible to compare the estimate of average frequuncy offset over an interval with
the filtered estimate from the beginning of that interval. Using the estimate of frequency deviation as
a test for outliers, we can determine if a frequency step occurred in the recent past.

344



We can also smooth our estimates of "Y" in post-processing by combining the forward and backward
filters. The proper way to combine these is well-defined in Kalman filter theory. Essentially, we use
the reciprocal of the forward and backward filter variances as weights to combine their respective
state estimates at a given reference time. We must be careful not to incorporate the data at that
time in both filters before combining them, else they will not be independent estimates. Thus, at a
given reference time, we use the extrapolated estimates of state and variance from one direction, the
backward filter for example, and combines this state estimate with the one from the forward direction
which has been updated with the data.

The AT1 time scale is adaptive once we know the clock parameters characterizing the short and long
term behavior of the clocks. Since our new scale uses the Kalman formalism, we can enter a new clock
and the algorithm will optimally adapt its estimate of frequency offset variance. This allows us to
enter new clocks without perturbing the scale.

Both results from simulation and applications to real clocks are presented.

THEORY: ATI

We first present the ATI algorithm and then show how we have modified it. In the AT1 algorithm each
clock has two states which are estimated: the time and frequency offsets of the clock from ensemble
time. Frequency drift can be entered and used, but it is not estimated adaptively by the algorithm.
The ATI algorithm is a three-tiered process: the time update, the update of the variance of the time
offset, and the frequency update. The weight of a clock is proportional to the reciprocal of the variance.
Each of these updates can be broken down into two steps: an initial estimate and the update.

1. Time Prediction:

kit + r)= X(t) + (Y (t) + Dir/2)r (1)

We predict the time offset from ensemble time, X,, of clock i for the current measurement time (t + r)
based on the previous estimates at time t of time offset, X:, and filtered frequency, Y,, and the entered
frequency drift, Di.

2. Time Update:

nxj~t +,r = i [-ki ( ,1 t + 7)- X t+ T)(2)
i=l

We update the time offset of each clock j against the scale at time t + r given the measurements
Xj3(t + r). Clock j's offset is estimated using the measurement and prediction of each other clock, t,

then these estimates are combined in a weighted average. The weights w, are determined adaptively
in equations 6 - 10. This is the maximum likelihood estimate of X, if the w,'s are proportional
to the reciprocal of the variances of the time residuals, and the residuals have a gaussian normal
distribution.[1
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3. Frequency Estimate:

kiCt + ,)=x, t + 7.) - xict) (3)

Y, is the estimate at time t + r of the average frequency of clock i over the interval r based on the
latest two time updates, Xi.

4. Frequency Update:

Y(t+r) Mi + 1 (Ct + r) + mjY1(t)] (4)

We incorporate the previous frequency update into an exponentially filtered estimate of the current
average frequency offset of clock i. The exponential frequency-weighting time constant (in,) is deter-
mined from the relative levels of white noise FM and random walk (or flicker) FM for clock i (equation
5).

5. Frequency Update, Exponential Time Constant:

m, = 1/2 1 + + 4r2.]/]j (5)

We determine mi used in equation 4 to form the filtered estimate of the frequency of clock i. Here,
rMini is the integration time which gives the minimum value on a a,,(r) plot given that the clock's
stochastic deviations are characterized by white and random walk FM. ro is the minimum r value
used for computing oa(r). This value of m, can be shown to optimize the stability in predicting time
(equation 1) given these two kinds of noise in the clock (white and random walk FM)1l. If white
FM and flicker FM are more suitable models, then m, can be approximated as z/ro, where r is the
intercept value of r on a uv(r) plot for the white and flicker FM.

6. Variance Estimate:

,(W)= lk,(t +r) - X(t +r) I+ K, (6)

, is the lack of predictability of clock i over the interval r, being the difference between the prediction
and the update. Thus it is an estimate of the deviation (square root of variance) of the clock based on
the current measurement cycle. The additive term K, accounts for the fact that the term in brackets
on the right-hand side of equation 6 is biased because clock i is part of the ensemble. See equation
10 to calculate Ki.
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7. Variance Update:

N + 1 [(.r) + Nre6(r)It] (7)

Qcr) estimates the mean squared time error of clock i by filtering exponentially the estimate of clock
i's deviation from the current measurement cycle. Since the noise characteristics of a clock may not
be stationary, past measurements are de-weighted in the filtering process. The time constant for the
filter is typically chosen to be N, = 20 days for cesium clocks, representing the time one expects the
white FM level to be constant. The initial value of eJ(r) can be estimated as r2a(r).

8. Ensemble Variance:

2 (8)

c2(r) forms an estimate of ensemble time error. Any clock can only improve this number - a poorly
performing clock cannot harm the stability of the ensemble.

9. Adaptive Clock Weights:

(r)

w, is the weight to be used in equation 2 for clock i. When calculated this way, the resulting ensemble
time stability can be shown to be optimized in a maximum likelihood sense, assuming a normal
distribution of the noise of clock i with variance c(r).

10. Bias of the Error Estimate:

= .8e- (10)
(E 

2 )1/2

K, estimates the bias in the error estimate from the first term on the right of equation 6. This error
estimate is biased small, on the average, because each clock is a member of the ensemble and sees itself
through its weighting factor. The larger a clock's weight, the larger is the bias. Under the assumption
of a normal distribution of clock noise the size of the bias can be estimated as given by equation 10,
which is added to equation 5 in order to remove the bias, on the average[11.

THEORY: ATI-PLUS-VARIANCE

What is missing here is an estimate of the variance of the residuals of the frequency offset from the
ensemble, Y. In our approach, we interpret X, as a measurement of the time of clock i against the
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scale. Thus the first difference, Yi of Xi, as in equation 3, is a measurement of the frequency offset of
clock i from the scale. We use a simple Kalman formalism to filter this measurement to estimate Y,
where we use ei(r) as noise of the measurement. We model Y as having a random-walk noise and a
fixed drift. Thus, Y is not the physical frequency as produced by the clock, but since we are filtering
down the white frequency modulation (FM), it is only the random-walk component of the frequency
of the clock, plus any drift.

The X terms do reflect the physical time offset of the clock from the scale, thus incorporating the
white FM. The Y term is used to better predict the X values. We substitute equations 4 and 5 with
the Kalman equations:

11. System Model:

Yi(t + r) = Yi(t) + Dir + t)(r). (11)

Y, is the random walk component of the frequency offset of clock i from the scale plus the drift offset.
The random walk is driven by the white noise process il(r).

12. Measurement Model:

, = Yi + () (12)

The measurement Yi is a direct measurement of Yj, plus white noise.

The actual equations used for update are:

13. Variance Prediction:

P(t + r) = P(t) + o, * r. (13)

P is the prediction of variance of the residuals of Y which grows with r according to o', the variance
of the white noise process, Y1, driving the random-walk FM.

14. Frequency Update:

Y~t+ 1 = R(O * Y~t) + P
Y(t+ r) () + (14)

We see that the Kalman formalism also gives us an exponential filter on Y. Thus in steady state this
algorithm reduces to AT1 if the weights are chosen properly. This implies that this algorithm inherits
the ability that ATI has to model flicker frequency.
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15. Variance Update:

P=.% +(15)
e,2(T) +

In the Kalman formalism the system parameters are known in advance. This system is a modification,
an adaptive Kalman filter, where we estimate the "measurement noise," c2 (r). This allows the variance
of the residuals of Yto evolve both from an initial value, as is normal for the Kalman filter, and if
e (r) changes. This allows the exponential filter parameters on Y, as expressed in 14, to change with
time, both after entering a new clock, and if the white FM level of the clock changes.

It is possible to solve for the steady state form of these equations and make identifications between
the AT1 algorithm and our new algorithm. We find that the steady state value of P is:

16.

P 77 1 + 4 E 1 (16)

Making the appropriate identifications between equations 4 and 14 we find:

17.

M= ~ ~ (17)j3= + 17----

Using 16 in addition yields:

18.

m~m+ 1) C2 (T)  (18)77 2

These equations allow us to compare the performance of the two algorithms with the parameters m
and q/ set consistently.

We close this theoretical section mentioning results from elsewhere. Jones and Tryon 2I have designed
a time scale algorithm which is purely a Kalman filter. This scale, called TA(NIST), has been run
at NIST in parallel with AT1 since about 1983. That filter is mathematically identical with the
AT1 algorithm for the time and frequency predictions and updates3l1. The difference among these
algorithms is the weighting of clocks in the time update and the exponential filter parameters in the
frequency update. These differences effect the ensemble time they generate, which is realized as the
time offsets, Xj, of the clocks against ensemble time.

We will show in simulation and with real clocks that the pure Kalman filter time scale sacrifices
short term performance, and simply follows the clock with the best long term performance. This is
consistent with the design of Kalman filters in general which minimize error. The Jones Tryon filter
attempts to estimate and minimize both time and frequency error. An additional problem with this is
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that since time is unobservable, elements of the covariance matrix grow without bound. In practice,
with a good ensemble of clocks, this growth is not large enough to cause computer overflow errors in
any reasonable amount of time, though it is suggestive of an undesirable situation.

SIMULATION

In simulation we show the following:

1. Both algorithms AT1 and AT1 plus frequency variance produce a time scale apparently better
than the best clock in the scale at all integration times.

2. The TA(NIST) algorithm is dominated by the clock with the best long term performance at all
integration times.

3. The ATl-plus-frequency- variance estimate of the confidence on the frequency offset estimate
appears to be a reasonable estimate.

4. The use of this confidence estimate to determine frequency steps improves long term performance
of the time scale.

Figure 1 illustrates item (1). Here we have generated data simulating clocks with various levels of
white FM and random- walk FM. We have treated the problem as we would with real clocks where we
only measure clock differences. We have computed the stability of each clock using an N-cornered hat
techniqueNI. The stability of the scale we have determined by taking the output value of clock minus
scale and subtracting the generated value of clock minus truth. If we look directly at the variances of
the generated data, we see significant differences between the variances computed directly, and those
estimated from N-cornered hat (Figure 2). These differences must be due to apparent correlations
in the data. This should come either from the finite data length, or from real correlations in the
pseudo-random number generator. If the generated clocks are truly correlated, then the algorithm
can only produce a variance better than the uncorrelated part. We notice that the scale seems to
follow the shape of the variances from the N-corner hat. This suggests correlation in the generated
data.

Figure 3 shows a comparison of the output of a version of the Kalman filter which defines TA(NIST)
with the simulated input data. We see that the Kalman algorithm has the stability of the clock with
the best long term variations.

Figures 4 and 5 show the residuals from the ATi-plus-variance algorithm compared with the estimated
confidence, from the estimated variance of frequency residuals. The algorithm estimates the random-
walk component of a clock's frequency offset from the ensemble time. Since these are generated clocks
we know the true value of the random-walk component of frequency of that clock versus the true value
of the time scale. The differences of these two, the estimate minus truth, are the residuals plotted.
The sigma value used in the plot is the root-mean-square of the estimated deviation of the clock plus
the estimated deviation of the scale. The line plotted is the three-sigma value. This should be a 99.8
percentile. Over the 700 points plotted we should get 1 or 2 residuals crossing the lines of the sigmas.
This seems to be the case.

Last, we inserted frequency steps in the simulated clocks. Figure 6 shows the frequency offset from
the scale of the simulated clock 9, with a frequency step of 1 X 10- 12 on MJD 46500. This clock
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was given a white FM level of 30 ns, and a random walk FM level of 0.5 ns, both at 1 d. Figure 7
shows the estimate from the ATi-plus-variance scale of the random-walk component of frequency.
The reduction in the white FM is apparent. The scale was able to detect the frequency step, with the
step detector set at 4 sigma, with sigma defined as above. When such a step is detected, we re-run
the scale, removing the clock with the step until the scale can learn the new frequency value. Figure 8
shows the frequency offset from the scale of the simulated clock 1, with a frequency step of 2 x 10-12

on MJD 46100. The noise of this clock is almost all random walk FM as compared to its level of white
FM. The estimate from the scale shows very little smoothing. Yet, even in this case, the frequency
step detector automatically found the step and removed the clock from the scale. In Figure 9 we
see the benefit from having detected the frequency steps. There is a significant improvement at an
integration time of 128 d and longer.

REAL DATA

Last, we took data from real clocks at NIST over the period from December 31, 1988, to October
30, 1989. We ran our ATi-plus-variance algorithm on this data, including automatic frequency step
detection and recalculation. We also took data using GPS common view measurementsM] with other
laboratories: PTB, USNO, TUG, and NRC. Using an N-cornered hat technique, we were able to
determine the variance of each of these. We compared these results with a similar analysis using the
official NIST ATI time scale. The results for the two scales run on NIST clocks as well as USNO
and PTB are plotted in Figure 10. We find that the official AT1 and the new ATl-plus-variance
scale are similar, though in long term the official scale is somewhat better. The official AT1 scale is
watched carefully and administratively checked for time and frequency steps, as well as changes in
clock performance in general. We find that human care adds much to a time scale.
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Figure 1: We have computed the stability of each simulated clock using an N-
cornered hat technique. The stability of the scale we have determined by
taking the output value of clock minus scale and subtracting the generated
value of clock minus truth. The ATi scale outperforms all clocks at all
integration times.
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Figure 2: If we look directly at the variances of the generated data, we see
significant differences between the variances computed directly, and those
estimated from N-cornered hat. These differences must be due to apparent
correlations in the data.
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Figure 3: A comparison of the output of a version of the Kalman filter which
defines TA(NIST) with the simulated input data. We see that the Kalman
algorithm has the stability of the clock with the best long term variations.
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Simulation Cik 1: Residuals vs. Estimated Confidence
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Figure 4: The residuals from the ATI-plus-variance algorithm compared with
the estimated confidence, from the estimated variance of frequency residuals.

The line plotted is the three-sigma value.
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Figure 5: The residuals from the ATI-plus-variance algorithm compared with
the estimated confidence, from the estimated variance of frequency residuals.

The line plotted is the three-sigma value.
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Frequency-Step Detection Improves Long-Texn' Stability
Simulated Ciocks
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Figure 6: The frequency offset from the scale of the simulated clock 9, with
a frequency step of 1*10-12 on MJD 46500.
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Figure 7: The estimate from the ATl-plus-variance scale of the random-walk
component of frequency for clock 9. The scale was able to detect the
frequency step, with the step detector set at 4 sigma.
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Figure 8: The frequency offset from the scale of the simulated clock 1, with a
frequency step of 2*10-12 on 14JD 46100. The estimate from the scale shows
very little smoothing, yet the frequency step detector automatically found the
step and removed the clock from the scale.
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Figure 9: The benefit from having detected the frequency steps is seen in
this diagram. There is a significant improvement at an integration time of
128 d and longer.
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Figure 10: The results for the two scales, the official ATI and the new ATi-
plus-variance, run on NIST clocks as well as USNO and PTB.
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QUESTIONS AND ANSWERS

GERNOT WINKLER, USNO: There are quite a few things that I didn't understand, but there
is one thing that bothers me-at the beginning you said that, since you don't measure your time scale,
but generate it, the use of a Kalman filter is inappropriate. Then you turn around and use it. Could you
elaborate on that?

MR. WEISS: The use of a pure Kalman filter is inappropriate. Using Kalman techniques in part of
the time scale is very useful. This is not a criticism of Sam Stein's algorithm which does a very similar
thing. Kalman techniques have very important places. But to use the Kalman to generate the time itself
is inappropriate. The result of that is what I have shown. You lock onto the clock with the best long term
stability and you lose the short term.

MR. STEIN: I think that I would like to make a comment on that myself. The Kalman filter is merely
a computational technique. It doesn't define a time scale, .. the sense that we use the word. Whether or
not you can use a Kalman filter, I strongly disagree with your statement, is simply whether or not you can
formulate an appropriate definition of the time scale, definition of the ensemble in a way that is compatible
with requirements. In fact, troubles that you pointed out, which are real, in some of the past Kalman filters
were a result of the incorrect identification of the system noise covariance. An identification that did not
agree with what the people that did those time scales really wanted to get out of the system. Other noise
models produce different results.

JAMES BARNES, How often do you see frequency steps?

MR. WEISS: Dave Allan can probably answers that.

MR. ALLAN: It is a fairly difficult question because we don't really understand the mechanism. We
do know that they occur. I have seen some clocks where they occur maybe once a year, several times a year
and some clocks that seem not to have step problems. They can be fairly large and fairly significant.

MR. WEISS: We have recently discovered a possible source of the steps which was humidity, and we
had never realized that before. Tracking and controlling humidity may remove some steps that we didn't
understand the cause of before. As we do more research, we may understand the causes of other frequency
steps.

UNIDENTIFIED QUESTIONER: How do you define 'truth'?

MR. WEISS: I don't define truth. When I generate a clock, I know what I have put into it. I generate
a clock as being an offset against zero, zero being truth. If I make it up, I know what truth is.

SAME PERSON: Is it related to the Planck time?

MR. STEIN: No. You can relate it to what Einstein said, 'Time is what a clock reads'.

UNIDENTIFIED QUESTIONER: I have a question for you, Sam. You said that your model
differed form the others in the process noise. As far as I can tell, the problem is one of oLservabiity. You
can't change '"ie observability of the model by changing process noise. If your H1 matrix is the same as
everyone else's, the, you have the same observability problem they do and all you are doing is de-weighting
someh- past data. I think that I know how you are doing that and I can tell you.

MR. STEIN: The problem, as Mark pointed out, is not a problem of observability. We can discuss it
further off-line.

DONALD PERCIVAL, U OF WASHINGTON: I just had a question to clarify what you are
doing here. You are not using the (indecipherable)-Jones Kalman filtering model, is that correct? What
you are doing then is taking one component of that model, the random walk component, and then using a
Kalman filter by itself, a very simple one, to estimate that.

MR. WEISS: Exactly. I am using the output of AT1 time estimate against the scale as if it were a
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measurement of frequency against the scale. Then I filter that to obtain only the random walk component
plus the variance, or confidence, on that estimate.

MR. PERCIVAL: Is there any problem, do you feel, with the observability. For example, in the time
model, the random walk component is only one component of what the thing is actually doing. To separate
that out, you are saying that it can be filtered out in a certain fashion.

MR. WEISS: I think that that is a subtle question, because the scale is a mathematical construct.
It is something that, mathematically you are making up. The only observability of that is within the scale,
there is no physical measurement of the clock against the scale. The closest that we can get to it is what
the scale says is the estimate. There is no question of observability because I am looking at something that
is defined.

GERNOT WINKLER, USNO: I would like to go back to the frequency step detection thing. It
seems to me that it is intrinsically related to the question of post-processing or not. You can readily make
a decision as to whether or not there was a frequency step, after the fact. You define as a frequency step
as a systematic change in the average frequency. Whether it is systematic or random can only be decided
with any kind of confidence only after the fact for small frequency steps. It is a question of the size of the
frequency steps that you want to estimate vs. the question of post-processing or immediate detection. Here
you have to solve the problem of whether you can tolerate post-processing or not. That will determine
whether you can reliably detect frequency steps and account for them.

MR. WEISS: That's true. But, if you can detect that a step happened, in real time, that is, you
detect now that a step happened yesterday-and the step is large enough, you can get some benefit from
that now, in real time. You get the most benefit in post-processing, because then you go back over the last
day as well. If the step is large enough that it is pulling the scale now, you can readjust that. You can
also re-compute the scale for the last day and, even if you can't use that in real time, you can say that the
frequency of the scale is now off, somewhat, from what I am actually outputting, and steer back to what the
frequency should be.
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ABSTRACT

The possibility of significant improvement in the frequency stabil-
ity of hydrogen masers by operation at cryogenic temperatures ( < 1
K) is discussed. The results of the Harvard/SAO collaboration to
build and operate a cryogenic hydrogen maser are summarized, and
ongoing work to include space-qualified technology in the cryogenic
system is described. Finally, a short list is given of scientific applica-
tions (on Earth and in space) of a cryogenic hydrogen maser of supe-
rior frequency stability.

1. INTRODUCTION

Currently, room temperature hydrogen masers can provide fractional
frequency stability close to 1016 for averaging intervals of about 104 seconds.
Hydrogen maser operation at cryogenic temperatures (- 0.5 K) may bring this
stability into the 10"8 region, as both thermal noise and the line-broadening
effect of interatomic hydrogen collisions would be reduced by more than two
orders of magnitude". Phenomena exist, however, that may prevent a sub-
stantial improvement in frequency stability. In a cryogenic hydrogen maser
(CHM) a liquid helium film replaces Teflon as the storage chamber wall coat-
ing; superior frequency stability will require proper control of the temperature
dependent frequency shift associated with this helium wall. Also, recent
quantum mechanically exact calculations 2' of hydrogen atom-atom collisions
predict low temperature behavior that may mitigate any frequency stability
improvement. The projected performance of cryogenic masers in general,
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and the Harvard/SAO (Smithsonian Astrophysical Observatory) CHM in par-
ticular, will be discussed in section 2, below.

Section 3 includes an overview of the design of the Harvard/SAO
CHM, a summary of the results achieved to date with this system, and a dis-
cussion of ongoing work to incorporate space-qualified cryogenic technology
with the CHM. The National Aeronautics and Space Administration has
provided support for the construction of a compact 3Helium refigerator for
use with the Harvard/SAO CHM. Many of the cryogenic technical problems
involved in this project have already been addressed by the recent NASA-
sponsored development of a space-worthy recirculating 3Helium refrigerator.
If a CHM proves to be significantly more stable than a room temperature
maser, then our system could easily be modified into a fully space-qualified
CHM. Such a spaceborne clock would permit both improved and new tests of
relativistic gravitation, and would be useful in space-based radio astronomy.
Some of the possibilities for new science to be done with a CHM, in space as
well as in the laboratory on Earth, will be presented in section 4.

2. PROJECTED PERFORMANCE OF A CHM

The two sources of noise that limit the performance of room tempera-
ture hydrogen masers, for averaging time intervals < 104 seconds, are the
added white phase noise of the first stage of amplification of the maser signal
(the "preamp"), and thermal noise within the atomic hydrogen's transition
linewidth (causing a random walk in phase). The added white phase noise
leads to a c*' dependence of the maser's Allan deviation 3' (or two-sample de-
viation) asy(t), where -r is the averaging time interval; this effect typically is the
dominant source of maser frequency instability for r < 20 to 100 seconds. The
thermal noise within the atomic line gives a 't dependence to ay(r), and typi-
cally dominates observed maser performance for t > 100 seconds. For r> 104

seconds, systematic frequency variations usually dominate.

As is shown in Figure 1, the performance of room temperature H
masers is optimum for averaging time intervals - 103 - 104 seconds, with ay( )
reaching a minimum = 5 x 10' . A maser optimized for operation 0.5 K
could reach a(c) - 1018 for similar averaging times, assuming that the added
white phase noise of the preamp and the thermal noise within the atomic
line remain the dominant sources of frequency instability. For both these
noise sources the great gain in frequency stability comes from the reduction of
the system's temperature (including the preamp noise temperature for the
added white phase noise) by a factor of about 500, and the reduction of the line
broadening effect of hydrogen-hydrogen collisions by nearly three orders of
magnitude(" . These results follow from an application of the system parame-
ters for a typical room temperature (SAO) H maser, and for the Harvard/SAO
CHM, to the expressions given in Figure 1 for the oy('r) of the two aforemen-
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tioned noise sources; straightforward derivations of the ay(C) expressions can
be found in references 4 and 5, for the thermal noise within the atomic line
and the added white phase noise, respectively. The qualitative reasons that a
CHM may exhibit such a significant improvement in frequency stability are: it
should be possible to operate a CHM at much higher output power levels
than a room temperature maser, with the same linewidth (i.e. line Q), due to
the greatly reduced interatomic collisional broadening; in addition thermal
noise effects are greatly reduced. Thus both the signal and the noise of a CHM
should be improved over a room temperature maser, yielding a more stable
frequency source.

Systematic effects will inevitably limit the frequency stability of a CHM,
but at what level dnd from what sources? Many of the causes of systematic
frequency drift in room temperature masers are related to slow, long-term
changes ("creep") in the maser cavity materials, or to sensitivity to external
influences such as local temperature and magnetic field. These effects may be
greatly reduced in a CHM, as materials are in general much more stable me-
chanically and thermally at low temperatures, and since significantly im-
proved magnetic shielding is possible at low temperatures with the use of su-
perconducting materials. Thus it is reasonable that the conventional sources
of systematic frequency drift may be reduced sufficiently in a CHM to allow
substantial improvements in frequency stability to be realized. Nevertheless,
there are two sources of frequency instability in a CHM that may limit such
achievements. The first is the temperature dependence of the frequency shift
due to hydrogen atom collisions with the liquid helium film that serves as
the storage chamber wall coating in a CHM, and with the helium vapor asso-
ciated with the film"'. As shown in Figure 2, the frequency shift due to colli-
sions with the helium wall is negative, and increases in magnitude as the
temperature of the system is lowered (the hydrogen atoms remain on the
wall longer during collisions, since they are moving slower). The frequency
shift due to collisions with the helium gas in the storage chamber is also neg-
ative, but it increases in magnitude as the temperature is raised (as the vapor
pressure of the helium rises). Thus a minimum in the magnitude of the H-
He frequency shift occurs for T - 0.5 - 0.6 K; the exact temperature of the min-
imum depends on the geometry of the CHM, for the Harvard/SAO CHM it is
0.53 K. This minimum provides a point of operation where the frequency is
insensitive to temperature deviations and fluctuations to first order.
Nonetheless, temperature control and homogeneity at the level of 10 gK will
be required to keep fractional frequency deviations < 10"18. This level of tem-
perature control can be achieved in cryogenic systems, but remains challeng-
ing, especially for a device of the physical size of a maser.

The second source of frequency instability that may be important in a
CHM is the nature of the hydrogen-hydrogen collisions at low temperatures.
In Figure 3 the effects of these cojlisions (normalized with respect to H den-
sity) are plotted aPa nst temperature, as determined by a complete, quantum
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mechanical calculation 2) of the problem (results that have been verified ex-
perimentally 11 are given by solid lines). As discussed above, the linewidth
broadening effect of H-H collisions decreases by almost three orders of magni-
tude as the temperature is reduced from - 300 K to - 0.5 K. The H-H colli-
sional frequency shift is compensated at room temperature by an appropriate
tuning of the maser cavity; the result being that the maser frequency is effec-
tively insensitive to variations in the input H flux, and to any variations in
the linewidth (thus the maser performance is limited by the added white
phase noise and the thermal noise within the atomic line). The calculation of
the H-H collisional interaction reveals, however, that there is an additional
component to the collisional frequency shift that cannot be compensated for
in the manner just described. At the frequency stability level of a room tem-
perature maser (- 10" ) this additional frequency shift effect is not observed,
but as one attempts to reach stabilities of 10"7to 10"' (with a CHM) the effect
becomes important. A determination of the veracity of this H-H interaction
calculation, at low temperatures, is one of the major short-term goals of the
Harvard/SAO CHM research effort.

3. THE HARVARD/SAO CHM

Figure 4 shows a cutaway, schematic view of the CHM built and oper-
ated by the Harvard/SAO collaboration 6". The system was designed to be ac-
comodated in a pre-existing dilt, ion refrigerator facility (capable of reaching
0.005 K), in rough analogy with.room temperature H maser designs. A room
temperature microwave discharge outside of the refrigerator provides atomic
hydrogen. The H beam is piped into the refrigerator and thermalized at - 10
K, where the desired atomic hydrogen states are focussed by a hexapole mag-
net into the H storage chamber, located inside a sapphire resonant cavity. A
sapphire cavity is used in the CHM because of its smaller size for the same
resonant frequency (due to the large dielectric constant of sapphire): the dilu-
tion refrigerator could not hold an object as large as a conventional room
temperature maser cavity. Also, sapphire resonant cavities are mechanically
stable and can have high Q's at low temperatures. The cavity frequency can
be externally controlled over a range of - 1 MHz. A nested set of four mag-
netic shields, currently made out of a conventional high permeability allny,
surrounds the isothermal vacuum vessel housing the resonant cavity. There
are longitudinal solenoids around the beam tube (between the hexapole
magnet and the cavity) and the cavity to provide a static magnetic field (- 1
mG in the H storage chamber). Also, transverse rf fields can be applied to the
H storage chamber region and to the beam tube region, for determination of
the static magnetic field strength and for the mixing of the Zeeman levels.
Liquid helium flows continuously into the CHM; at temperatures < 1 K it
forms a superfluid film that uniformly coats all surfaces, including the walls
of the H storage chamber. The helium flows down towards the warmer re-
gions of the CHM, evaporates, and is differentially pumped by a large sorption
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pump (this also pumps away the "spent" hydrogen leaving the resonant cav-
ity). The lifetime of the sorption pump in the current design is about 3 weeks.

The HarvardiSAO CHM was first oscillated in 1986 6], one of three
CHM's operated, independently, for the first time that year'7081. Measurements
were made of the H-He frequency shift and the line Q, as a function of tem-
perature, for thin liquid helium film wall coatings, and much was learned of
the limitations of the cryogenic design. The system was operated again in
1988, after modifications. It was learned that it is important to have a rela-
tively thick and benign wall coating (e.g. 20 gm of teflon) between the sap-
phire and the liquid helium film (thickness < 0.02 gm) to prevent sapphire
paramagnetic sites from rapidly flipping the H atom spins (thereby severely
broadening the atomic line and preventing oscillation).

Limited access to the dilution refrigerator for which the Harvard/SAO
CHM was first built has led us to begin a program to design and construct a
closed cycle 3Helium refrigerator dedicated to housing the CHM. In addition,
it was decided to use space-worthy cryogenic technology in the new refrigera-
tor, when feasible, with an eye towards the long-term goal of operating a
CHM of superior frequency stability in space. This effort has broadened our
collaboration to include Alabama Cryogenic Engineering (ACE), Inc., experts
in space-worthy cryogenic technology. Specifically,, the new 3Helium refriger-
ator may include the following elements (see Figure 5): a lightweight, com-
pact, sealed 3Helium pump that can operate in any orientation relative to the
Earth's gravitational field; and a 3Helium evaporation chamber containing a
porous silver sinter plug to act as a "sponge" to hold the liquid 3Helium in
place in weightless conditions. In the recent past, ACE has developed func-
tioning cryogenic systems employing these technologies. The new 3Helium
refrigerator is expected to be working by the end of next summer, at which
point the CHM will be installed and operated. We hope to make frequency
stability measurements of the CHM soon thereafter, using a "three-cornered
hat" method to simultaneously intercompare the CHM with two room tem-
perature SAO masers.

4. SCIENTIFIC USES OF A CHM

A spaceborne clock of superior frequency stability (such as may be pro-
vided by a CHM) could be employed in the improvement of several scientific
tests of relativity, in the important effort to detect long wavelength gravita-
tional radiation, and as a component in a space-based radio astronomy obser-
vatory. The verification of the gravitational redshift (a consequence of the
Weak Equivalence Principle of relativity) could be improved by more than an
order of magnitude with a clock in an eccentric Earth orbit, and by nearly five
orders of magnitude with a clock sent over a pole of the Sun 9'. Also, a space-
based clock would allow a test of the isotropy of the speed of light at a level
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approaching one part in a trillion 1; the best Earth-based tests are at the level
of 100 parts in a trillion""1 . The largest amplitude gravitational waves are be-
lieved to be generated by rare, large-scale cataclysmic events, and to have long
wavelengths (> 108 kin) and hence long periods (> 1000 seconds)"". Detection
of this long wavelength gravitational radiation would require a network of
docks of superior frequency stability located in deep space (over a range > one
wavelength - 108 km)91. A radio astronomy observatory in space would em-
ploy VLBI (Very Long Baseline Interferometry) techniques, and the associated
synchronization of distant radio antennas. Improved, space-based clocks
would allow greater measurement sensitivity by permitting an increased ob-
servation baseline to be used, and would eliminate the problem of tropo-
spheric noise that would arise with the use of ground-based docks 21.

Prior to any use in space, a great deal of atomic and low temperature
physics may be done with the CHM on Earth. As discussed above, the various
hydrogen-helium and hydrogen-hydrogen interaction, need to be studied,
both to understand the details of the low energy atomic physics involved
(entering the "quantum mechanical regime" of slow moving atoms), and to
determine the practical feasibility of the CHM as a clock. In addition, the
CHM could be used to study interesting "collective phenomena" such as: spin
(or magnetization) waves that can propogate in a low temperature (< 1 K)
atomic hydrogen gas a quantum mechanical effectl"3 ; and "chaos" in the
CHM's output signal amplitude for high maser cavity Q's ( > 300,000), a result
of the nonlinearity of the equations of motion '(the "Maxwell-Bloch" equa-
tions) governing the maser's radiative transitions t41 . Finally, the CHM could
be exploited as an effective two-level oscillator of great frequency stability to
make an improved test of the linear superposition of quantum mechanics. A
failure of the linear superposition principle would result in a dependence of
the H maser output frequency on the relative population of the two masing
states (energy levels)""1 . Recent measurements with room temperature H
masers set "state-of-the-art" limits on this effect"6 . The measurements are
limited by the maser frequency stability; thus a CHM of superior frequency
stability would allow an improved test to be performed.

5. CONCLUSION

In this paper the possibility of significantly improving H maser fre-
quency stability by operation at temperatures - 0.5 K has been examined, and
the Harvard/SAO cryogenic H maser (CHM) research program has been re-
viewed. It was found that the noise sources that limit room temperature H
maser stability for r < 104 seconds are greatly reduced at low temperature, such
that an Allan deviation approaching 1018 can become feasible. Nevertheless,
new sources of frequency deviation may emerge at low temperature
(involving the hydrogen-helium and hydrogen-hydrogen collisional fre-
quency shifts) to mitigate any stability improvement. The determination of

364



the nature and importance of these effects is one of the main short-term goals
of the Harvard/SAO effort, described above. In addition, a discussion was
given of recent progress to include space-worthy cryogenic technology in the
Harvard/SAO CHM, and the science that could be performed (in space and on
Earth) with a CHM of superior frequency stability.
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QUESTIONS AND ANSWERS

CARROLL ALLEY, U OF MARYLAND: There are some here who are interested in quantum
mechanics. Could you elaborate a little more on the planned studies.

M . WALSWORTH: I have been performing experiments this fall with the room temperature masers,
testing the linearity of quantum mechanics. This is a relatively new thing that was started y Steven Weinberg,
about a year ago, doing some theoretical analysis, looking into whether or not one could develop a quantum
mechanics that was not necessarily linear. One could generalize quantum mechanics and generalize the
linearity that was involved in the superposition principle. He found in the detailed analysis, looking at the
group algebra and other things, that he could, in a general way, for the internal degrees of freedom, the spin
degrees of freedom, generalize the superposition principle by letting go of the distributive property in the
superposition principle and holding on to the homogeneity properties. The result of this, experimentally, is
that this predicts a output frequency of a spin system depends on their state distribution. This is opposed
to an NMR or hydrogen maser or other spin system where the output frequency, the transition between two
levels, does not depend on the distribution of the ensemble between these two levels, the tipping angle if you
will, this theory predicts that the output frequency will depend on this distribution, much like a pendulum,
a simple harmonic harmonic motion, the period of the pendulum is independent of the angle swung by the
pendulum, non-linear terms in the equation of motion cause the period to depend on the angle. Quantum
mechanics has ben assumed since the 20's and 30's to be linear, but you might as well test it to see how
well verify that, and maybe discover some new and interesting physics. Dave Weinland's group at NIST
has made some very good measurements in nucleus spin systems and we are trying to do one in atomic
spin systems with room temperature masers. Cryogenic masers would allow us to make a much better test
because we are limited in the accuracy that we can measure frequency by the short term frequency stability
right now.

JOHN DICK, JPL: I wonder if you could talk a little bit about the temperature coefficient, considering
that this is a long term frequency standard. About 10-8 per 0C2 looks a little worrisome and I wonder if
you could also say a little about the gradient due to the hydrogen flow.

MR. WALSWORTH: That is the temperature shift of the Helium? Some straightforward calculations
that were done back in 1982 by Walter Hardy at the University of British Columbia, who is also working
on cryogenic hydrogen masers, showed that for the typical curvature that you need something like 10 UK
temperature control. I don't know if that corresponds to the number that you just quoted, but if it is true,
it is not easy, but it is not impossible in this temperature regime. As far as the gradients of the hydrogen,
the heating effect of the hydrogen as opposed to the helium, the helium is the major effect and I don't think
there will be big gradients due to the hydrogen. The sapphire dielectric in our system is surrounded by
copper shims outside the silver coating. This helps thermalize the sapphire.
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DIELECTRIC RESONATOR OSCILLATORS
THEORY AND STATE-OF-THE-ART*

A.P.S.Khanna
AVANTEK INC.

481 Cottonwood Drive
Milpitas CA. 95035

INTRODUCTION

With the advent of high-Q temperature-stable dielectric material, the transistor dielectric resonator
oscillator (DRO) is fast becoming the most desirable choice in a vast -umber of fixed-frequency
microwave signal source applications. A DRO clearly fills the gap between a free-running oscillator
and a synthesized source, and represents a good compromise of cost, size and performance compared to
alternative signal sources such as high-Q cavity oscillators, microstrip oscillators or multiplied crystal
oscillators. Dielectric resonators, due to their excellent integrability in MIC circuits, can directly be
used as the frequency-determining element fur realizing a stable microwave frequency source. The
primary characteristics of the ceramic material to be used for dielectric resonators are:

* The quality factor, Q, which is approximately equal to the inverse of the loss tangent.

* The temperature coefficient of the resonant frequency, rf which includes the combined effects of
the temperature coefficient of the dielectric constant and the thermal expansion of the dielectric
resonator and the shielding package.

* The dielectric constant, cr.

The Q, rT, and E, values required for various applications differ and, in general, satisfactory oscillator
operation under most conditions can be achieved by choosing an appropriate material composition.
Until several years ago, the lack of suitable materials (i.e., materials possessing acceptable combinations
of Q, rf, and Er) severly limited dielectric resonator applications. Materials such as rutile-phase Ti0 2,
which has an unloaded Q of about 10000 at 4 GHz and c, of 100, w . most often used. However,
Ti0 2 has a rf value of 400 ppm./C which makes it impractical for most applications.

The development of temperature-stable dielectric resonators dates back about a decade. A number of
material compositions have been explored in attempts to develop suitable dielectric materials, includ-
ing ceramic mixtures containing Ti0 2, various Titanates and Zirconates, glass, ceramic systems and
alumina-based ceramics. At present, several ceramic compositions have been developed offering ex-
cellent dielectric properties. Complex peroilokite compounds with the general formula A(B'/B"/3)0
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(where A = Ba, Sr; B' = Zn, Mg, Co, Ni; B" = Ta, Nb) have proved to possess acceptable
properties for dielectric resonators. These compounds have dielectric constants between 20 and 40, a
high quality factor, some greater than 10000 at 10 GHz, and a temperature coefficient which is vari-
able through modification of the composition. Table 1 compares the important properties of different
materials developed commerciallyll).

It is impossible to say that any of the dielectric compositions shown in Table 1 is "better" than any
other, since other factors, such as the ease of ceramic processing and the ability of a manufacturer
to hold tolerances on the dielectric properties must also be considered. Performance limitations, if
any, of the lower dielectric constant materials remain to be determined, since most component work
reported thus far has used dielectric resonators with cr in the range of 37-100. The lower dielectric
constant material is likely to be more sensitive to shielding, due to the increase in fields outside the
resonator.

RESONANT FREQUENCY

A dielectric resonator, made of low-loss, high-permittivity ceramic material, resonates in various
modes at frequencies determined both by its dimensions and its surroundings1l]. Although the geo-
metrical form of a dielectric resonator is extremely simple, an exact solution of the Maxwell equations
is considerably more difficult than for the hollow metallic cavity. For this reason, the exact reso-
nant frequency of a particular resonant mode, such as the most commonly used TE01 6, can only be
computed by rigorous numerical procedures.

A number of mathematical techniques which can predict resonant frequency to an accuracy of ±1%
for specific configurations appear in the literature. Unfortunately, these methods call for the use of
high-powered computers. Kajfez 2 1 has presented an approximate solution of the equations for both
the case of an isolated dielectric resonator and for a resonator coupled into a MIC micrjstrip circuit.
This method is typically accurate to ±2%. Practical dielectric resonators available today cover the
frequency range of 2 to 100 GHz. However, with the recent development of conveniently-sized coaxal
tubular dielectric resonators, the usable frequency range has been extended to 500 MHz. The lower
frequency limit is imposed by the large resulting dimensions of the resonator, while the upper frequency
is limited by the reduced Q of small resonators, as well as by resonator dimensions that become too
small to effectively couple to a transmission line.

To a first approximation, a dielectric resonator is the dual of a metallic cavity. The radiation losses of
the dielectric resonators with commonly-available permittivities, however, are generally much greater
than the energy losses in the metallic cavities, which makes proper shielding of the dielectric resonator
a necessity. Dimensions of a dielectric resonator are also considerably smaller than those of an empty
metallic cavity resonant at the same frequency - by a factor of approximately . If Er is high,
the etectric and magnetic fields are confined in the region near the resonator, which results in small
radiation losses. The unloaded quality factor is thus limited by the lo.es in the dielectric resonator.
The shape of a dielectric resonator is usually a solid cylindei, but tubular, spherical and parallelopiped
shapes are also used.

In the TE 16 mode, the most commonly used mode, magnetic field lines are contained in the meridian
plane while the electric field lines are concentric circles around z-axis as shown in Fig. 1. For a distant
observer, this mode appears as a magnetic dipole, and for this reason it is sometimes referred-to as
the "magnetic dipole mode." When the relative dielectric constant is around 40, more than 95% of
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the stored electric energy, and more than 60% of the stored magnetic energy is located within the
cylinder. The remaining energy is distributed in the air around the resonator, decaying rapidly with
distance away from the resonator surface.

COUPLING TO THE RESONATOR IS CRITICAL

To effectively use dielectric resonators in microwave circuits, it is necessary to accurately understand
the coupling between the resonator and transmission lines. The TE016 mode of the cylindrical res-
onator can be easily coupled to a microstrip line, fin line, magnetic loop, or to a metallic or dielectric
waveguidell]. Figure 2 shows the magnetic coupling between a dielectric resonator and microsLrip
line. The resonator is placed on top of the microstrip substrate, with the lateral distance between
the resonator and the microstrip conductor primarily determining the amount of coupling between
the resonator and transmission lineS]. The degree of coupling has a direct effect upon output power,
frequency stability, and harmonic content, as well as resonant frequency of a dielectric resonator oscil-
lator. Proper metallic shielding, required to minimize the radiation losses (hence to increase Q), also
affects the resonant frequency of the TE016 mode. Figure 3 & 4 show the equivalent circuit of the
dielectric resonator coupled to a microstrip line.

ACTIVE DEVICES FOR DRO'S

Transistors are most commonly used to build today's DROs up to 40 GHz. Transistor DROs can
be realized using either silicon bipolar or GaAs FET devices. The maximum oscillation frequency
for silicon bipolar transistor oscillators is lower than that of the GaAs FET oscillators. Reasonable
power outputs have been obtained up to 40 GHz and 20 GHz using GaAs FET and silicon bipolar
devices respectively. Figure 5 shows the present power and frequency coverage capabilities of the
dielectric resonator oscillators. The silicon bipolar transistor, however, offers lower phase noise close
to the carrier and faster frequency settling characteristics compared to a GaAs FET oscillator. Other
devices ubable in DROs are Gunn and Impatt diodes. Gunn oscillators offer lower AM and FM noise
characteristics at the cost of poor DC to RF efficiency (<1%) and reliability problems over the wide
range of temperature operation. Impatts have poor noise performance, but offer medium powers
at reasonable efficiencies (>30%). Transistors, on the other hand, offer medium noise with medium
efficiencies (>20%). Both Gunn and Impatt diode sources are commonly used at millimeter frequencies
(30-100 GHz).

DRO CIRCUITS

There are two means of incorporating a dielectric resonator in a MIC oscil!dtor: as a passive stabi-
lization element (stabilized DRO) or as a circuit element in a frequency-determining network (stable
DRO).

A stabilized DRO is an oscillator which uses a dielectric resonator in the output plane of the circuit
to stabilize an otherwise free-running oscillator (Fig. 6). This approach has several disadvantages,
including a tendency toward mode jumping, frequency hysteresis problems, higher insertion loss due
to the resonator being coupled to the output circuitry and increased output power variation.
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The stable DRO configuration, which uses the dielectric resonator as a feedback/frequency determining
element, is the most commonly used. It provides greater efficiency, simpler construction and more
resistance to mode jumping and hysteresis effects than the stabilized DRO.

To realize a stable DRO, the resonator may be used as either a series or parallel feedback element in
the frequency determining circuit. Figure 7 shows two common configurations of each type.

Series feedback configurations are based on the ability of the active device to produce a negative
resistance (reflection coefficient greater than 1) at at least one of the three terminals, in the frequency
range of interest[l°lll. The small signal oscillation conditions in this case are reduced to:

U1] Irit > 1 and

ZS1 1+arl=27rn n = 0, 1,2,...

where SI1 and rl are the reflection coefficients of the transistor and the resonator at any plane between
the device and the resonator (Fig. 7a). Since rI is always less than 1, this condition implies that
IShI' looking into the device should be greater than 1. A distributed capacitance in the source for the
configuration of Fig. 7a and inductance in the gate for the configuration shown in Fig. 7b is commonly
required to generate a high value of ISul (> 1). Position of the dielectric resonator with respect to
the device is now determined to satisfy the oscillation condition completely.

The parallel feedback configuration is based on the use of the forward gain of a device (transmission
coefficient greater than 1). In such a design, a dielectric lesonator is used as a bandpass filt(.r, and
connected across the two terminals of an active device posstssing transmission gain greater than the
insertion loss of the dielectric resonator. To oscillate, the electrical line length between the device
input and output must provide a phase shift around the feedback loop equal lto an integer multiple of
2fr radians at the oscillation frequency.

An advantage of the series feedback design is the relative ease of coupling to a single line, compared to
the parallel circuit's requirement for coupling to two lines. In addition, the two coupling coefficients in
the parallel case are not independent, increasing the difficulty of alignment. With the parallel feedback
circuit, however, the use of a high-gainI amplifier can allow significant decoupling of the resonator from
the microstrip lines, resulting in a higher loaded Q factor with associated reduction in phase noise.

ELECTRICAL PERFORMANCE

The transistor DROs are available spanning the frequency range of 3 GIIz to 40 GHz with power
outputs ranging to greater than +23 dBm at X-band (Fig. 5). As noted earlier, the oscillator can use
either a silicon bipolar or GaAs FET device, each device having associated tradeoffs in performance,
and the oscillator can be followed by one or more buffer amplifier stige. as required to meet power
output specifications. The center frequency is usually specified in MIIz ith an associated frequency
accuracy (temperature, pulling and pushing dependant) specification. The DRO frequency can be
fixed, mechanically or electrically tunable over a narrow band. Impurtant aspects of the salient
characteristics of a DRO are discussed next.
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TEMPERATURE STABILITY

The principal cause of DRO frequency drift with temperature is the phase deviation between the
resonant circuit and the active circuit including device, feedback and output circuitry. Using the
oscillation condition in the reflection coefficient form,N] it can be easily proved that the temperature
coefficient of DRO frequency is a function of the following parameters:

" The temperature coefficient, rf, of the dielectric resonator placed in a shielded MIC configuration.

" The unloaded Q of the dielectric resonator.

" The coupling coefficient of the dielectric resonator with the microstrip line.

" The temperature coefficient, Tp,, of the device (transistor) input reflection coefficient phase that
is known to decrease linearly with temperature.

In order to achieve a temperature-compensated DRO, a resonator with a temperature coefficient of +1
to +4 ppm/cC is generally required to offset the negative temperature coefficient of the device phase
temperature coefficient. Figure 8 shows some of the typical frequency drift curves over temperature
for free-running DROs.

With present technology it is now possible to repeatably produce free-running DROs with frequency
drift of less than ±100 ppm over the -55 to +850C military temperature range, at frequencies up to
18 GHz. However, as shown in Fig. 8, results reported in the R & D environment are significantly
better (±10 ppm over temperature)['].

FREQUENCY TEMPERATURE COMPENSATION

Certain system applications require greater temperature stabilities than are achievable using free
running DROs, even with temperature compensation. A number of techniques are used to improve
the temperature stability of a DRO.

The Digitally Compensated DRO (DC-DRO) uses a sensor mounted in the oscillator to detect tem-
perature changes. The output of the sensor goes through an A/D converter tc produce a digital word
corresponding to the particular temperature. EPROMs, programmed with the temperature charac-
teristics of the DRO and a correction look-up table, drive a D/A converter to provide the correction
signal, which is applied to the varactor of an electronically-tuned DRO. Using this technique frequency
stability of ±15 ppm can be obtained over temperature[51.

The Analog-Compensated DRO (AC-DRO) uses an analog compensator circuit in conjunction with
a temperature sensor to achieve up to ±20 ppm frequency stability. In analog compensation the
individual oscillator is tested to produce a custom tuning voltage -vs.- temperature curve required to
maintain a constant frequency. The compensation circuit is then aligned to fit the curve of the specific
°scillator[S]" .

Ovenization may also be used to enhance the temperature stability of a DRO. To achieve temperature
stability, the oscillator package is inserted in a temperature-stabilized oven. Using a heater element, a
quick-response thermistor and associated control circuitry, the package tempeature can be maintained
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within ±5°C at 5 to 10 degrees above the maximum ambient temperature. A total frequency stability
of better than ±10 ppm can be obtained using this approach.

Ovenized DROs offer lower phase noise than analog-or digitally-compensated DROs because the
oscillator does not need to incorporate electrical tuning circuitry. Analog- and digitally-compensated
DROs, however, are smaller in size and do not need the substantial amount of heater power required
by the ovenized DRO.

LOCKED DRO'S

Phase Locked DROs (PL-DRO) and Injection Locked DROs (IL-DRO) are used when the requisite
frequency stability and phase noise cannot be achieved using stabilization techniques. A PL-DRO
or IL-DRO approach also becomes necessary when multiple oscillators are required to be phase-
or frequency-coherent or both. For locked systems, a highly stable crystal-controlled signal source
operating at HF or VHF is used as a reference oscillator.

In injection (frequency) locking, a VHF power amplifier driving a step-recovery diode is used to
generate a wideband harmonic comb, which includes the required locking frequency. A bandpass filter
is used to select the desired harmonic, and a free-running DRO is locked to the harmonic through the
circuit shown in Fig. 9a[6J. The main requirement in this case is to make sure that the DRO frequency
drift under all operating conditions is less than the injection locking bandwidth, Df. This bandwidth
is a function of the injection power, oscillator output power, and external Q.

Injection locking is simpler and less expensive than phase locking, but the RF output is more likely
to contain spurious signals at the harmonics of the reference oscillator frequency.

Figure 9b shows a typical phase-locked DRO circuit. A DC-coupled sampler/phase detector is used
to mix the desired harmonic of the amplified crystal oscillator with the incoming frequency from the
DRO. If the difference frequency is small enough, the loop will be driven towards a point where the
difference frequency out of the sampler becomes zero. The loop then drives the DRO towards a zero
phase error condition.

A search mechanism is generally included in the system so that the loop will be forced to tune through
a stable lock point if the initial difference frequency is too large for capture to occur. An AC-coupled
phase-locked DRO circuit is used when the output frequency of the DRO is not harmonically related
to the reference oscillator frequency.

PHASE NOISE

Phase noise, related to short-term frequency stability, is characterized by variations in the output
frequency which appear, in the frequency domain, as FM energy around the carrier frequency. This is
shown graphically in Fig. 10. Phase noise is specified in dBc/Hz measured at specified offsets from the
carrier frequency: typical offsets are 10 and 100 kHz. In a DRO, phase noise is primarily dependent
on the following factors:

1. The low-frequency noise sources inherent in the active device,
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2. The upconversion factor, a measure of the efficiency in the conversion of the low frequency noise
to the phase noise of the microwave oscillator,

3. The loaded Q factor of the dielectric resonator,

4. The output power and external Q of the oscillator.

Optimization of phase noise performance calls for the use of a high-Q dielectric resonator and a
low-noise device combined with specific design considerations in the oscillator circuit.

It has been proven that the low-frequency noise in a GaAs FET is inversely proportional to the gate
length and width of the device. Both biasing conditions and the processing of the GaAs FET also
play vital roles in achieving low noise oscillators. Figure 11 compares the phase noise performance of
a number of different oscillators.

As noted earlier, silicon bipolar transistors are known to produce lower levels of low-frequency noise
compared to GaAs FETs. Silicon bipolar DROs typically offer 6 to 10 dB improvement in the phase
noise close to the carrier (up to at least 100 kHz off the carrier) compared to FET versions. Figure
11 compares the phase noise of a bipolar .ad GaAs FET DRO at different frequencies. Fortunately,
bipolar transistors are now available for use in fundamental-output oscillator circuits at up to Ku
band.

Some of the newer design techniques that can be used to further reduce phase noise include:

" Low frequency feedback, using a parallel feedback circuit designed at low frequencies (up to 1
MHz) to reduce upconversion of the low frequency noise. Phase noise improvement of up to
20 dB has been reported using this technique[7l. This method is sometimes referred to as bias
feedback.

" Noise degeneration, using the same dielectric resonator both as the frequency-determining ele-
ment of the oscillator and the dispersive element of a frequency discriminator. The DC output
of the disciiminator is applied to the frequency control port of the DRO. This technique has
been reported to achieve phase noise as low as -120 dBc at 10 kHz from the carrier at 10 GHz[81.

MECHANICAL TUNING

The frequency of ozillation of the dielectric resonator is dependant on a number of factors, not the
least of which is its proximity to the ground plane. To take advantage of this, a tuning screw can be
installed in the top cover directly above the resonator which, by reducing the distance between the
resonator and the apparent ground plane, will provide for a certain amount of change in the resonant
frequency (Fig. 12).

The reason for such behavior can be found in the cavity perturbation theory. Namely, when a metal
wall of a resonant cavity is moved inward, the resonant frequency will decrease if the stored energy
is predominantly in the electric field. Otherwise, when the stored energy close to the walls is mostly
magnetic, as is the case for the shielded TE 16 dielectric resonator, the resonant frequency will increase
when the wall moves inward.
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Current designs allow for up to 0.2% tuning range without significant degradation of other performance
parameters. A properly-designed mechanical tuning option will provide a maximum of tuning range
while still maintaining hermeticity and reliability, and will not appreciably affect the resonator Q
factor (apparent as a degradation in noise and power performance) or temperature stability.

ELECTRONIC TUNING

Some applications, such as FMCW radar sources, narrowband-modulated communication systems or
PLL systems, need electronic tuning bandwidths on the order of 0.1% to 1%. These applications
require sources with low phase noise, high tuning speed and low tuning power. Electronically tunable
DROs (ET-DRO) can now meet the requirements for many such applications.

ET-DROs are also commonly used for analog or digital temperature compensation of the oscillator.
This application requires that the frequency tuning range of the DRO exceeds the frequency drift of
the oscillator under any combination of operating conditions (temperature, load and bias variations).
Various means are used to electrically tune the DRO[1], including ferrite tuning, optical tuning, and
the more popular varactor and bias tuning.

Varactor tuning (a typical scheme is shown in Fig. 13) can provide up to 1% frequency adjustment.
To permit varactor tuning, the dielectric resonator is coupled to another microstrip line connected to
a varactor, resulting in mutually-coupled resonant circuits. The bias-voltage-dependant capacitance
of the varactor varies the resonant frequency of the low-Q resonant circuit with the tuning voltage.

The amount of frequency tuning range can be controlled by varying the coupling between the low-Q
microstripline/varactor circuit and the dielectric resonator circuit. Tighter coupling permits greater
tuning range, however the .attendant degradation in the Q factor manifests itself primarily as an
increase in phase noise. Varactor tuning is by far the most common means of incorporating electronic
tuning.

Bias voltage tuning takes advantage of the frequency sensitivity to changes in the supply voltage of
the oscillating device. By not using an internal voltage regulator, the ?scillator can be designed to
provide the necessary tuning range by varying the bias voltage, typically within 0.1% of the center
frequency. This is sufficient frequency variation to compensate for the frequency drift of the oscillator
over load and temperature variations, as well as the long-term drift due to component aging.

Better phase noise performance can be achieved with the bias-tuned DRO than the varactor tuned
DRO. The latter requires the dielectric resonator to be simultaneously coupled to two microstrip lines,
thus lowering the loaded quality factor of the resonator[9]. However, as the output power is often a
function of the supply voltage, care must be exercised to maintain suitable output power variation
characteristics for the bias-tuned DRO.

MECHANICAL CONSIDERATIONS

The minimum size of a practical DRO is primarily limited by the cavity required by the particular
resonator. Normal design procedure calls for a separation of more than one resonator diameter between
the resonator and its surrounding walls in order to properly excite the TEo16 resonant mode. Also, the
separation between the resonator and the housing lid should be more than one resonator thickness to
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minimize the effects of the lid on the resonator performance. Too-small a cavity can prevent oscillation
in the preferred mode, as well as causing Q-factor degradationNJ.

Hermeticity is an important consideration when defining DRO requirements. Oscillators which are
backfilled with a dry inert gas and then welded closed, have less of a tendency to be susceptible
to degradation due to long-term environmental effects. Hlermetically-sealed oscillators are, of course,
much more readily incorporated in a military system with the attendant performaaice and qualification
requirements. Hermetic sealing is normally characterized by the helium leak rate of the DRO enclosure
after it has seen a saturated helium environment. Typical leak rates of hermetically-sealed DROs are
better than 10- 7 cc(He)/second.

When a mechanical tuner is required, tuner construction, expected lifetime, over-travel protection and
ease of operation are also important considerations. A properly-designed mechanical tuner should
provide the desired tuning range, be simple to adjust, have an acceptable number of operations,
incorporate stops to limit travel and still maintain case integrity and hermeticity.

LIMITATIONS OF TRANSISTOR DROS

Free-running DROs presently do not have the low phase noise and temperature stabilities required for
certain high-performance applications. This limitation necessitates the use of phase locking, injection
locking, ovenizing or analog or digital compensation circuits when necessary. Another important
limitation of the DRO is the phase noise degradation under vibration due to the variation of the
distance between the resonator and the outer shield. Significant deterioration of the phase noise at
offsets up to the highest frequency of vibration can be expected under vibration. Ruggedization of the
oscillator, injection locking or phase locking are typically used to minimize these effects.

FUTURE TRENDS

The dielectric resonator oscillator technology is developing exceedingly rapidly. Emphasis will continue
to develop higher performing DROs. The following aspects are likely to be dealt with in the near future:

" Lower phase noise and higher temperature stability oscillators.

" Reduction in cost and size

" Wider mechanical and electrical tuning bandwidths

" Improvement in DRO performance under vibration

" Development of new materials for dielectric resonators for linear temperature coefficient and
higher quality factor.

" Use of higher-order modes in resonators.
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Table 1. Dielectric Resonator Materials

Composition Dielectri Q Tomperaturo Frequency Manufacturer
constant cofintrange

of frequency (ppm) (GHz)

BaTlO. 40 10O000at +2 1-100 Bell Labs
4 GHz

(Zr-SI)TIO, 38 10OO at -4 to +W0 1-100 Trans Tech
4 GHz Thomson-CSF

Murata
Ba(0.33Zn0.67Ta)0 2  30 10 000 at 0 -10 3 4-100 Murata

10 GHz
Ba(0.33Mg0.67Ta)0 2  25 25 000 at 4 4-100 Sumimoto

10OGHz
BaO-PbO-NdpO.-TiO, 88 5000 at 0 -6a <4 Murata-Trans Tech

1 GHz
AI2R, 11 50 000 at 0-62 >18 NTK-Trans Tech

10 GHz

SAdiustablo with composition.
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QUESTIONS AND ANSWERS

JACQUES VANIER, NRC: Could vou comment on the variation of Q with frequency?

MR. KHANNA: In the dielectric resonator, the Q x f product tends to be constant.
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DETERMINING OPTIMUM C-FIELD SETTINGS
THAT MINIMIZE OUTPUT FREQUENCY

VARIATIONS IN CESIUM ATOMIC FREQUENCY
STANDARDS

S. K. Karuza, W. A. Johnson, J. P. Hurrell, and F. J. Voit
Electronics Research Laboratory

The Aerospace Corporation
El Segundo, CA 90245

Abstract
De Marchi at the National Institute of Standards and Technology (NIST) per-

formed an experiment on Hewlett-Packard cesium (Cs) frequency standards, in which
he showed that there exist optimum values of the C-field that make the output fre-
quency insensitive to variations in microwave power. Moreover, and most important,
De Marchi demonstrated that the long-term stability of the Cs standard was improved

at these optimum values of the C-field.

To see if these results could be obtained with standards made by different manufac-
turers and having different modulation schemes and Cs tube designs, we performed a
similar study using a completely automated measurement system on four Cs standards
made by two other manufacturers. Our results, similar to those of De Marchi, showed
that there are similar optimum C-field settings in these standards; furthermore, they
showed that it may be more important to tune the microwave cavity precisely to the
center Cs resonance frequency (fo) than it is to set the C-field at an optimum value.
The best procedure of course is to do both, i.e., to tune the cavity to the Cs resonance
frequency as well as set an optimum C-field.

INTRODUCTION

De Marchi has presented experimental evidence[1' 2] on five Hewlett-Packard (HP) model 1650 dual-
beam cesium (Cs) frequency standards that confirms that Rabi pulling and cavity pulling are the
major transducing effects that turn microwave power variations into frequency changes. It was found
that there are C-field values for which the output frequency of the Cs standards is insensitive to
changes in microwave power (P).

In Fig. 1 is a plot, calculated from De Marchi's datall], of the fractional frequency change for a +1-dB
change in microwave power as a function of the Zeeman frequency (f), after the Cs beam tube's
microwave cavity is carefully tuned by maximizing the Cs beam current. It can be seen that there are
four Zeeman frequencies (corresponding to four C-field settings) where the change in frequency will be
zero for a change in microwave power of +1 dB. The peak-to-peak change in fractional frequency over
the range of C-fields plotted is about 5 x 10-12. The Zeeman frequency difference between adjacent
C-field zero crossings of the Rabi-pulling curve is about 8.9 kHz. The frequency sensitivity at the 39-
kHz zero crossing is 0.62 x 10- 12/kHz for a +1-dB microwave power change. De Marchill] showed that
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long-term frequency stability was improved by about an order of magnitude if the Zeeman frequency
was set at 39 kHz (optimum frequency), rather than at a nonoptimum Zeeman frequency of 53 kHz.

De Marchi stated[l ] that the results he had obtained on the HP Cs standards should be "... at
least typical for all Cs standards ... " He cautioned, however, that results obtained on Cs frequency
standards that used different servo-loop schemes other than sine wave or slow square-wave frequency
modulation might be somewhat different. Consequently, considerable interest developed to determine
if the stability of other Cs frequency standards using different modulation schemes could be improved
by this technique of optimum C-field setting. Measurements similar to those of De Marchi were made
in our own laboratory on four Cs standards, from two different manufacturers, that used single-beam
optics and different modulation schemes. Because the measurements are very time-consuming, it
was decided to automate them completely in order to maximize the data-taking time available. An
additional advantage of this automation is that one never has to make and remake microwave power
connections.

MEASUREMENT SYSTEM

The C-field experiment was performed in our laboratory on four Cs frequency standards. These
standards were modified to allow access to the C-field coil wires and the microwave power source.
Figure 2 shows the block diagram of the complete measurement system. Both of the parameters that
are varied, namely the C-field current and the microwave power, are computer controlled; the current
is set by a precision constant-current generator and the microwave power is changed by a calibrated
PIN diode attenuator. The entire system is controlled by an HP series 300 computer, which also
acquires and processes the data.

Figure 3 is a block diagram of the frequency measurement system. The frequency reference for both
the Fluke synthesizer and the HP counter is an HP model 5061A-004 Cs frequency standard. Before
the data are taken, the microwave cavity of the Cs tube must be tuned. Figure 4 shows the block
diagram of the microwave-cavity tuning measurement system, which measures the return loss of the
Cs tube's microwave cavity. The microwave tuning is adjusted to obtain a maximum return loss at
the resonant frequency (fo) of 9.192631770 GHz. The microwave power is then adjusted to maximize
the output current from the beam tube. The resulting microwave power is called the optimum power
(Po).

A typical data-taking sequence consisted of the following steps:

1. Set the C-field current at some low value (typically 6 to 8 mA) and the microwave power at
some value (e.g. at the optimum value P).

2. Measure the beat frequency over some long averaging time T (typically 7000 sec).

3. Change the microwave power level (e.g. to P + 1 dB).

4. Measure the beat frequency over T again.

5. Increase the C-field current by some programmed amount (typically 0.5 mA).

6. Measure the beat frequency over T again.

7. Change the microwave power back to the initial value.

8. Repeat steps 2 through 7 until the final C-field current (typically 20 to 25 mA) is reached.
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MEASUREMENT RESULTS

Figure 5 shows the results of measurements made on the first of four Cs frequency standards after
the tube's microwave cavity was tuned to fo for changes in the microwave power level of -1, +1, and
+3 dB. For the -1-dB data, each point represents the difference between two 7000-sec samples; for
the +1-dB data, each point represents the difference between two 14,000-sec samples; and for the
+3-dB data, each point represents the difference between two 21,000-sec samples. Each data point
is calculated as the difference in output frequency between the frequency at the higher power and the
lower power, both of which are normalized to the nominal output. In other wcrds,

ordinate = (7H - fL)/5 MHz (1)

where fH is the average output frequency for the higher microwave power and 7L is the average output
frequency for the lower microwave power. As Fig. 5 shows, for the +1-dB and -1-dB data there is a
zero crossing at about 26 kHz, but it is difficult to see if there are any other zero crossings. For the

+3-dB data it is clear that there are two zero crossings, at about 25 and 37 kHz.

Because De Marchi, using the HP Cs frequency standard, had found multiple zero crossings for a
+1-dB power change (Fig. 1), it was decided to spend the time to make a statistically significant
measurement on this first Cs frequency standard for the same +1-dB change. Figure 6 shows the
results of this measurement, with each data point representing the difference between two long samples
(the error bars represent +2 standard deviations). The sample lengths varied from 30,000 to 210,000
sec. These data show distinct zero crossings at about 25 and 37 kHz, in agreement with the earlier
results for the larger power change of +3 dB. Thus, by using data for the 3-dB change, it may be
possible to shorten greatly the amount of time it takes to determine the location of the 1-dB zero

crossing. This could reduce the data-taking time to as few as two or three days.

As Fig. 6 shows, the slope at the 37-kHz zero crossing is 0.11 x 10- 12 /kHz, compared to the slope

of 0.62 x 10- 1 2 /kHz for the HP standard (Fig. 1). Thus, for a given departure from the optimum
Zeeman frequency, the frequency of the first Cs frequency standard would be from five to six times

less sensitive to power changes than would be that of the HP standard.

The first Cs frequency standard was taken to the National Institute of Standards and Technology
(NIST) at Boulder, Colorado, for an evaluation of the standard's long-term frequency stability at C-
field settings of Zeeman frequencies of 37 kHz (optimum setting) and 44 kHz (nonoptimum setting).
Figure 7 shows the Allan standard deviation of the frequency standard at 44 kHz and Fig. 8 at 37

kHz. From these results we can say only that there was no obvious improvement in the long-term
frequency stability for this standard when it was set at an optimum C-field setting.

The second Cs frequency standard was also a single-beam type, with the same type of modulation
scheme as the first. It was decided that on this standard we would also measure the effect of the cavity
pulling on the C-field curve. The tube cavity's return loss was measured by means of the measurement

system shown in Fig. 4. Tuning was accomplished by varying two tuning screws on the microwave
transition piece at the input of the Cs tube. The plot of the return loss of the tuner and tube is shown
in Fig. 9. Also shown are return losses for a short-circuit reference and a matched termination. The
cavity was tuned first to the Cs resonance at fo (9.192631770 GHz). Changes in output frequency
for changes in microwave power of 3 dB were then measured as a function of the C-field. The cavity
was then retuned to 12 MHz above fo and the measurements were repeated, after which the cavity
was tuned to 12 MHz below fo and the measurements were repeated once more. Figure 10 shows the
results of the three measurements. This clock is especially interesting because it demonstrated the
effect of the cavity pulling. It appears that if the cavity is tuned precisely to fo, the Rabi pulling is
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minimized and there are no clear multiple zero crossings. Also, the slope of the curves is very small
for Zeeman frequencies above about 35 kHz. The maximum frequency change was about 3.2 x 10-12

per +3-dB change in microwave power at a Zeeman frequency of about 42 kHz. For this particular Cs
clock we can say that, in order to minimize the frequency sensitivity to microwave power variations it
may be just as important to tune the microwave cavity properly, perhaps more important than it is
to set the C-field at an optimum value.

The third Cs frequency standard measured used a single-beam tube having a different modulation
scheme from the first and second Cs frequency standards that we measured. In this third Cs standard
we measured the changes in output frequency for a +1 dB microwave power change above Po for the
cavity tuned at fo as well as 40 MHz above and below fo. Figure 11 shows the results of the cavity
tuning on the C-field curves. We note here that the maximum frequency offset was about 8 x 10-11
per +--dB power change at a Zeeman frequency of 27 kHz. It is hard to distinguish the effect of
cavity pulling, because the Rabi pulling dominates the frequency offset for the +1-dB microwave
power change. In this particular frequency standard, we can see clear zero crossings of the C-field
curve at about 24, 47, 68, and 83 kHz. The Zeeman frequency difference between adjacent C-field
zero crossings of the Rabi-pulling curve is about 23 kHz. The slope at the 47-kHz zero crossing is
0.53 x 10- 11/kHz for a +1-dB microwave power change. Because of this high slope, the long-term
frequency stability should improve if one sets the C-field at a zero crossing of the C-field curve. This
slope compares to slopes of 0.62 x 10- 12/kHz and 0.11 x 10- 1 2 /kHz for a 1-dB power change for the
HP standard and the first standard we measured (see Figures 1 and 6). We caution, however, that
this clock was of a very old design, and thus the results presented here should not be considered as
typical of that manufacturer's present product.

The fourth Cs frequency standard was sent to us by one of the manufacturers to determine its C-field
characteristics; this was a new off-the-shelf production unit. Measurements were made to determine
the effect of microwave cavity tuning on the C-field curve for 20 MHz above and below fo, as well as
at fo, for a +3-dB microwave power change above Po. Figure 12 shows the plot of the three C-field
curves. For the C-field curve tuned at fo, the maximum frequency change was about 3.2 x 10- 12

at a Zeeman frequency of 39 kHz per 3-dB microwave power change. There were zero crossings at
approximately 30, 64, and 74 kHz. The C-field at fo had a shape similar to that found earlier on Cs
standard number two. The same conclusion can be drawn for this standard as for the second one.
The factor perhaps more important than the actual C-field zero crossing is the cavity tuning. The
Rabi pulling is minimal in this particular Cs frequency standard. Also, there is no obvious periodicity
in the curve, which is in contrast to that found in the HP Cs standard reported on by De Marchilil,
or in the third Cs standard that we measured (see Fig. 11) earlier. The cavity pulling dominates the
frequency changes in this Cs standard.

INACCURACIES IN THE MEASUREMENT SYSTEM

Our measurement system introduces three sources of error or uncertainty: (1) frequency measurement
errors, (2) C-field current setting errors, and (3) power setting errors. The first error (Fig. 6) has been
shown: to be almost two orders of magnitude below the measurement data. The uncertainty in the
C-field current setting is probably on the order of parts in 104 in our laboratory environment over the
three months during which data were taken; this stability is largely set by the stability of a precision
film resistor. The third source of uncertainty, the measurement of the microwave power, is the most
difficult of the three to assess. Figure 13 shows the measured power at two levels over 21 days of the
C-field measurement time. Over a period of about two weeks, separate stability measurements were
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made on the power meter and its sensor. it was found that the noise in the measurement system, as
measured by the standard deviation, was more than two orders of magnitude below the noise in the
power measurements, as shown in Fig. 13. The data in this figure were analyzed statistically and, in
ccnjuction with the data in Fig. 6, were used to calculate the effects of these power variations on the
noise floor of the clock.

Using the power data from both power levels in Fig. 13, we computed the Allan standard deviation of
the power as a function of time. We then multiplied this statistic by a power sensitivity coefficient to
determine the Allan standard deviation of the frequency that would result from these power changes.
The power sensitivity coefficient used was 8 x 10 1 /dB, which was approximately the largest value
measured (see Fig. 6).

Table 1 presents the results of this analysis. Column 3 is the Allan standard deviation of the power
for time r, r being listed in column 1 with the number of data points being listed in column 2. The
resulting Allan standard deviation of the clock's frequency is given in column 4 for an assumed VF
dependency of 3.55 x 10- 11 /F and a C-field setting resulting in the sensitivity of an 8 x 10- 13/dB.

It was concluded from this analysis of the power data (Fig. 13) that, even if the C-field is not set close
to an optimum setting, the effect of microwave power changes on the Allan standard deviations will
be small for periods of less than a few days. At 2.5 days, the Allan standard frequency deviation that
is due to the beam tube noise is still about twice what could result from power variations. Thus, if the
Allan standard deviation of the power stayed about constant, the Allan standard frequency deviation
due to the beam tube noise and that due to microwave power variations would be about equal at 10
days. Figure 14 is a plot of the data in Table 1.

CONCLUSIONS

In this paper we have presented experimental results of the C-field experiment of De Marchi on
four cesium (Cs) frequency standards from two different manufacturers. The results showed that
in some Cs frequency standards, there were unique zero crossings that minimized the variations in
output frequency caused by changes in microwave power. In one Cs frequency standard, the long-term
frequency stability was measured at one of these zero crossings; however, the data did not clearly show
a significant stability improvement as had been previously demonstrated on HP Cs standards. None
of the other Cs frequency standards clearly had more than one zero crossing, but they all showed that
the cavity tuning was effective in minimizing the output frequency variations that were microwave due
to power changes. Therefore, to minimize the effects of microwave power changes on output frequency,
one should first carefully tune the microwave cavity to the Cs resonance frequency and then set the
C-field to a minimum or zero crossing of the C-field tuning curve.
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Table 1. Measurement Data

Power Data Frequency Data

Allan Std. Dev.

Time No. of [p ()], Allan Std. Dev. 3.55 x 10- 1 1

(T), days Points dBm [a y(T) Ea Cp() x 8 x 10- 13]

0.14 128 0.04390 0.3512 x 10- 13  3.228 x 10- 13

0.41 64 0.05794 0.4635 x 10-13 1.886 x 10- 13

0.82 26 0.03719 0.2975 x 10-13 1.334 x 10-13

2.5 12 0.04807 0.3846 x 10- 13  0.7638 x 10- 13
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QUESTIONS AND ANSWERS

GERNOT WINKLER, USNO: When you tune the cavity, how did you make sure that the phase
difference stayed constant between the two cavities?

MR. KARUZA: We tuned it for the best match, we didn't do anything with the phase.

LEN CUTLER, HP: The tuning pretty much has to be done externally. In the usual U-type Ramsey
cavity the phase shift end-to-end is not affected by the tuning.
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MODELING FAST MODULATION EFFECTS IN
CESIUM ATOMIC CLOCKS

J. P. Hurrell, W. A. Johnson, S. K. Karuza, and F. J. Voit
Electronics Research Laboratory

The Aerospace Corporation
P.O. Box 92957

Los Angeles, CA 90009

Abstract
A theory for fast modulation effects in cesium frequency standards has been devel-

oped and expressions derived for frequency offsets produced by Rabi and cavity pulling
with square-wave phase modulation. These are compared with equivalent expressions
for sine-wave phase modulation. Ratios of the amplitudes of the frequency offsets in
the two modulation schemes are calculated for a mono-velocity beam and shown to be
in agreement with measurements performed on a commercial standard. This analysis
allows a more complete evaluation and comparison of diAfferent modulation schemes
for cesium atomic beam standards.

INTRODUCTION

A number of different modulation schemes are used to implement the servo loop in cesium atomic
clocks. They include sine-wave phase (frequency) modulation, square-wave phase modulation and
square-wave frequency modulation. The choice of modulation scheme is based o, a number of consid-
erations, e.g., ease of implementation, optimization of cesium flux usage and Allan variance, minimized
frequency offsets. Analysis of servo loop gain has been performed for all these schemes and expres-
sions exist to model the gain dependence upon loop parameters. However, the analysis of the effects of
modulation scheme on accuracy and long term stability are less complete. Sine-wave and square-wave
frequency modulation effects have been consideredill within the context of slow modulationl21, but fast
modulation transients have not been modeled because of the lack of an atomic description of those
atoms that experience the step change in microwave phase or frequency. A theory for square-wave
phase modulation is outlined in this paper.

In the analysis of servo loop gain, it can be assumed that the cesium atoms experience a constant mi-
crowave frequency and the effects of phase modulation only perturb the relative phase of the precessing
atoms and the microwave field in the second arm of the Ramsey cavity{ l. In particular, the transient
effects in square-wave phase modulation can be safely omitted, and the contribution neglected from
those atoms which experience the step change in phase during their resonant interaction with the
microwave field. The error incu.red in the calculation of servo gain slope is only of order Win7 where
r is the interaction time and wm is the modulation frequency. Similarly, by neglecting the frequency
variation of the microwave field, small errors of order Awr are incurred in the frequency modulation
calculations. ±Aw represents the depth of frequency modulation.

Spurious servo signals are introduced by neighboring transitions (Rabi pulling) and cavity mistuning
(cavity pulling) and affect the performance of cesium frequency standards. Differences in the velocity
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distributions of I +m > and I -m > have the potential to generate a frequency offset by causing
a sloping background to the I 0 >-4 0 > transition. Both u-transitions (Am = 0) and weak ?r-
transitions (Am = ±1) may contribute to this background. Since the background and the servo
gain slope have different microwave power dependencies, the resulting offset provides a means for
transforming power changes to frequency changes4]. Cavity pulling can render cesium clocks sensitive
to both microwave power level and temperature changes. Both offsets are mediated by exactly those
contributions which could be safely neglected above.

Apart from transient effects in frequency modulation schemes, the unwanted signals can be calculated
by allowing the atoms to experience a constant microwave frequency during resonance, but one that
changes in time before succeeding atoms arrive. This preserves the conditions for standard microwave
resonance. The transient conditions, on the other hand, require a different description. This paper
describes an approach to include the transient contributions to both Rabi and cavity pulling. The
results comparing sine-wave and square-wave phase modulation offsets are compared with experiments
performed on a commercial frequency standard.

RABI PULLING

First order time-dependent perturbation theory is used to calculate the background signal resulting
from transitions which are far off-resonance. This approach can be easily applied to any modulation
scheme because it allows the phase modulation to be addressed by Fourier decomposition. Writing

< F = 4, m I M F = 3, m' >= E 2h, cos(wt + nwmt+On) (1)
n

for a particular I m >-+I m- > transition leads to a general first order transition probability, W, for a
single velocity given by

W -Cncm {sin(A + nwm/2)rsin(A + mwm/2)r }

x {cos[(m - n)wmlt - T(1 + D/L)I + Om - OJ + cos[(m- n)wm(t- TD/L) + Om - O.} .(2)

The notation follows [2] where 2A represents how far the microwave frequency is above resonance, r
is the transit time through one arm of the Ramsey cavity, T is the transit time between arms distance
L apart, and D is the detector distance from the second arm. Velocity averaging has been presumed
in order to average to zero the interference term between interaction regions (there are no Ramsey
oscillations in the wings of a transition!). The sin x/x terms arise from assuming perfect square-wave
amplitude variation of the microwave field on passing through a cavity arm[M1 . The expression can be
simplified by linearizing these terms with respect to frequency over the small n,m values of interest.
Then it can be tpplied to a particular modulation scheme to predict the fundamental Fourier signal
component appropriate to narrow-band amplification and detection.

a) Sine-wave modulation: w(t) = w + Aw cos wmt with C, = cJn(A-) and O = 0,

W Aw { c2 sin2 Ar CosWM[t - T(1 + DIL)] + coswm t - TD/L] (3)

This result has been derived previously by De Marchi[4).
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b) Square-wave modulation: cos[wt + 0(t)], with 0(t) alternating between 0 and 0 at frequency wmt

and for which

co = ccos0/2, Oo = 0/2; Cr = (2c/nir)sin0/2, 0n = 0/2 for n odd.

Only terms with n = 0, ±1 contribute and
('wrmsin O\ a f sin 2 AT 'l

W-4 W 2 s-'in A2 -A coswm[t - T(l + D/L)] +coswm[t - D/LII "  (4)

Aw times the phase factors in Eq.(3) may be interpreted as the instantaneous frequency in the two arms
of the Ramsey cavity. (2wm/r) times the similar phase factors in Eq.(4) are the Fourier components
of delta function responses from atoms residing in the two interaction regions at the time when the
step changes in phase occur. These expressions for W have to be averaged over velocity distributions
and summed over separate I m >--+ m' > transitions to complete the calculation.

These signals are nullified by a servo loop error signal, with the resulting offset determined by the
servo gain slope. The gain slopes are determined for the usual mono-velocity expressions[3] which
must also be separately averaged over the velocity distribution for the 10 >-* 0 > transition. All the
averaging procedures have been suppressed for the sake of clarity in the following expressions. The
procedures have been discussed elsewhereI].

aco)- -f 2 In2 Ar cOSWmT/2 cosom[t - T(1/2 + D/L)]

(W -WC)= Tsin2 2crJ(f)coswomf[t- T(1/2 + D/L)] (5)

with =2 (At sinwmT/2.

(2c sinS 9 2 sin2 AT }coswmT/2coswmlt - T(1/2 - DIL)]

(P -tWc)sq = T(116 ) sin 2 2cr sin wmT/2 cos wm[t - T(1/2 + D/L)] (6)

In the limit of small modulation index, Awo -- 0 and (W - W,)8 = (W - &oc)sq. At finite values for
Aw, (w - w), > (w - oc)aq. Exact values for this inequality will depend upon the velocity averages
and the specific values chosen for servo parameters. However, the magnitudes of the offsets will remain
very similar.

The perturbation expansion developed for W is in powers of (c/A). The ratio of second order to first
order terms is (c/A)2. Noting that c ;-, 2.5 kHz and A ; 20kHz, it is apparent that the series is
rapidly convergent.

CAVITY PULLING

Cavity pulling is caused by the asymmetry of the microwave spectrum about its unperturbed frequency,
induced by a difference between that frequency and the cavity resonant frequency. The fact that
square-wave phase modulation leaves the frequency unchanged except during the step changes in
phase leads to a natural modeling approach in which the atomic resonance is treated exactly before
and after the step change, while the transition itself is treated by perturbation theory. Only those
atoms residing in the separate arms of the Ramsey cavity at the time of the step changes are affected.
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If the transition occurs infinitely fast, i.e. in a time short compared to the precession period of the
atoms in the microwave field, the sudden approximation can be invoked to predict that the transient
itself will not induce any atomic response. Of course, the step change in phase will result in a servo
signal from those atoms, which will merely be added to the usual servo signal arising from the greater
number of atoms in flight between the two arms of the cavity. However, the finite bandwidth of the
microwave cavity prevents infinitely fast changes in phase from occurring and causes a breakdown of
the sudden approximation. Now the transient frequency changes are finite. Moreover, the positive and
negative frequency transients remain symmetric only if the microwave frequency is located at cavity
resonance. It is this asymmetry which records the cavity offset and induces a cesium beam signal at
the modulation frequency. This signal is derived from fast responses at the beginning and end of each
half-cycle of the servo error signal and may be written as

(2s8n.0)(8Q2w ) sin 2 2cr (2cr)/tan(2cr) }cosW T/2coswm[t- T(1/2-+ D/L)] (W -wo) (7)

When this is combined as before with the servo gain slope, the offset (w - we) can be calculated. For
a mono-velocity beam, it reduces to

(w - '__ __o -8QjWm coscmT/2 /_w\
wo faq w T sinwmT/2 ((2c)r/tan(2cr)} W - °  (8)

The similar result for sine-wave modulationli may be written

w T J(3 1+)a'f2I(2'~( o\
W W) -4Q2AW cosw {J \. wO) (9)

In the limit Aw -- 0, the two expressions become equal, and cavity pulling effects are the same for
sine-wave and square-wave modulation. The sine-wave frequency offset is reduced as Aw increases
from zero.

EXPERIMENTAL RESULTS

Sine-wave and square-wave modulation were compared by measuring the frequency of an atomic
standard for both modulation schemes, under as identical conditions as possible. This allows the
differences in modulation schemes to become apparent but does not attempt to optimize performance.
The square-wave modulation depth 0 was held close to 90 degrees and the modulator drive signal
was passed through a narrow band, unity gain filter and phase shifter to generate the sine-wave
modulation. This produced a modulation index (Aw/wm.) of unity and allowed phase adjustment to
maximize the signal. The modulation frequency was close to maximizing the gain slope of the servo
loop with wmT s ?r and fl - 2.

Rabi pulling was separately identified by measuring the frequency as a function of C-field at two
microwave power levels; the optimum power maximized the average beam current, and the higher
power was 3 dB above optimum. Figure 1 shows the resulting fractional change in frequency with
power level for both modulation schemes. Cavity pulling was determined by measuring the frequency
for cavity tuning on resonance and ±12 MHz off-resonance. In the data reduction, it was assumed
that the Rabi pulling was independent of cavity tuning, and the cavity pulling was independent of
C-field. Three cavity settings, two power levels and two modulation schemes lead to a total of twelve
curves of frequency versus C-field. The Rabi pulling could be reduced to a single curve at optimum
power by the following relationships:
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(w - wc)sq = 0.94(w - w,), for both power levels, (10)

and (w - W,)(P+3dB = 1.85(w - w,)(P) for both modulation schemes. (11)

This curve is shown in Fig.2 and illustrates that Rabi pulling effects are small in this standard. Zero
frequency offset may be arbitrarily chosen for the highest C-field, but is truely zero only at even higher
fields. The ratio 0.94 between square-wave and sine-wave amplitudes is closer to 1 than predicted
from Eqs.(5) and (6). In the absence of velocity averaging, this ratio is predicted to be J1(2) = 0.58.
Also, the ratio between high power and optimum power is predicted to be 2.5, slightly higher than
the measured value of 1.85. It is reasonable to anticipate that velocity averaging will improve the
agreement between theory and experiment. The approximately linear dependence on power arises
because the off-resonance transition probabilities increase linearly with power, whereas the resonant
transitions are already optimized.

Table I lists the measured offset frequencies versus cavity tuning. Systematic errors of unknown origin
exceed the standard deviation (2 x 10-13) in the frequency measurements. Zero offset was arbitrarily
chosen to be that for the sine-wave modulation case at optimum power and cavity tuned on resonance.
Eqs.(8) and (9) would predict a mono-velocity offset ratio

(W WC)aq 2J(2)= ---1.32 (12)
(0-w)a 1 + Jo(2)- J2(2)

The measured ratio, obtained by taking the difference of the offsets at ± 12MHz, is 1.3 at both power
levels. The power dependence of the offsets is contained in the usual expression (2cr)/tan(2cr) which
is zero for 4cr = ?r and rises to -1.7 as the power is raised 3 dB. Clearly, the optimum power did not
produce zero cavity pulling, but the increase by a factor 2.7 on raising the power 3 dB would imply
that the nominal power was within 1.6 dB of that necessary for zero offset.

CONCLUSIONS

Our measurements show that sine-wave and square-wave phase modulation yield similar values for
Rabi and cavity pulling effects in cesium frequency standards. The result is consistent with the theory
presented in this paper. It predicts that, in the limit of small frequency modulation depth, sine-wave
modulation produces the same frequency offsets as square-wave modulation. At higher modulation
depth, however, Rabi pulling tends to be larger and cavity pulling smaller for the sine-wave modulation
scheme. Exact predictions will require knowledge of specific servo parameters and averaging over beam
velocities.
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TABLE I.
Fractional frequency offsets (parts in 101") determined from measurements
at two microwave power levels for both sine-wave and square-wave modula-
tion. The cavity was tuned to the cesium frequency Fo and to Fo ± 12MHz.
The cavity pulling is normalized to the frequency for sine-wave modu-
lation at optimum power (maximum dc signal) and cavity tuned to Fo.
Standard deviation = 3 X 10- 13 .

Fo+12MHz Fo Fo-12MHz
optimum power sine-wave -0.9 0 3.6

square-wave -3.6 -1.2 2.2
optimum + 3dB sine-wave -3.6 -0.2 8.5

square-wave -8.2 -1.0 6.9
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ENVIRONMENTAL TESTS OF CESIUM BEAM
FREQUENCY STANDARDS

AT THE FREQUENCY STANDARDS
LABORATORY

OF THE JET PROPULSION LABORATORY*

Richard L. Sydnor, Thomas K. Tucker,
Charles A. Greenhall, William A. Diener, and Lute Maleki

California Institute of Technology
Jet Propulsion Laboratory

4800 Oak Grove Drive
Pasadena, California 91109

Abstract

Tests of the effect of various environmental parameters on HP 5061B, option 004,
cesium beam frequency standards have been made at the test facilities of the Frequency
Standards Laboratory at JPL. These standards were on loan from the United States
Naval Observatory for these tests as a part of a larger cooperative program of test-
ing and adjustment of cesium beam frequency standards between the United States
Naval Observatory, National Institute of Standards and Technology, Jet Propulsion
Laboratory and the University of Ancona. The environmental parameters of interest
include humidity, ambient pressure and temperature. Marked sensitivity to humidity
was found in all the standards, but the sign of frequency change vs relative humidity
was not the same in all standards. The results of all the tests will be given and plans
for future work under this program will be discussed.

INTRODUCTION

Purpose:

The tests described herein were performed by the Jet Propulsion Laboratory (JPL) in cooperation

with the United States Naval Observatory (USNO) JPL was chosen for this evaluation because of

its unique testing capability and facilities. They were conducted at JPL in the Frequency Standards

Laboratory Test Facility (FSL) in Pasadena, California, between June and September 1989.

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technolgy, under contract with the National Aeronautics and Space Administration.
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Test Facilities:

The JPL Frequency Standards Laboratory is responsible for the research, development and imple-
mentation of a wide variety of state-of-the-art frequency generation and distribution equipment used
within the Deep Space Network (DSN). In order to achieve the demanding performance and reliability
requirements, a substantial amount of assembly and subassembly testing is required. Toward this end,
an extensive testing capability has been developed which includes special equipment, facilties, proce-
dures and personnel skilled in the testing and characterization of precision oscillators and other signal
sources and signal processing equipment. This facility has previously described in the literatureN1.

The stability and environmental tests which are routinely performed in this facility are as follows:

1. Allan Variance

2. Spectral Density of Phase

3. Temperature Sensitivity

4. Humidity Sensitivity

5. Barometric Pressure Sensitivity

6. Magnetic Field Sensitivity (both AC and DC)

7. Vibration Sensitivity (0.1 to 30 Hz, small items).

The instrumentation and test area has approximately 2,700 square feet of floor space, and houses
the necessary instrumentation and test equipment. Additionally, two or more active hydrogen maser
frequency references are conveniently located in this area. Several cesium standards and clocks are used
for calibration to NIST and/or USNO. A GPS receiver is used to maintain these standards and clock
calibrations. All critical equipment as well as the units under test are powered by an uninterruptable
power source. The entire test area, as well as the environmental control system is backed up by an
automatically switched motor generator. Temperature control is maintained to within ±0.05 degrees
Centigrade through the use of a doubly redundant air conditioning system. Magnetic field variations
are minimized by the use of non-magnetic construction materials throughout the facility. As an
additional precaution, one of the reference hydrogen masers is housed in a magnetically shielded
enclosure.

Table 2.
Environmental Test Capability

Parameter Range
Temperature 15 to 35 deg. C ±0.05 deg.

Pressure ±24 inches of water ±0.5 inches.

Relative Humidity 11% to 90% RH ±5%

Magnetic Field ±0.5 Gauss
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Figure 1: Environmental Test Chambers

Environmental testing capability is provided by the three custom-built Tenny Corporation environ-
mental test chambers shown in Figure 1. Each chamber has 64 square feet of floor space and is
approximately 10 feet high, providing adequate space for the equipment under test as well as required
cables and peripherals. The capabiity of these chambers is shown in Table 2:

Measurement System

Figure 2 is a block diagram of the measurement system used to determine frequency stability and the
Allan deviation between the units under test and the laboratory reference masers.

TEST SCHEDULE

Preliminary Tests

Prior to performance and environmental testing, and after several days of stabilization, each of the
cesium standards was degaussed and aligned in accordance with the manufzcturers operating proce-
dures. The critical operating parameters of each of the standards was measured and determined to be
within the manufacturers specifications. Shortly after the tests were begun, Cebium Standard Number
1 failed. The tests were continued with Standards Numbers 2, 3 and 4.
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Figure 3. The results of each of these environmental tests are shown in Figures 4, 5, 6, 7, 8, 9,10,11
and 12.

Figures 4, 5, and 6 show the changes in frequency from standards number 2, 3, and 4 respectively vs
changes in relative humidity at four constant temperatures; 17, 22, 27 and 33 °C. The four humidity
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Figure 3: Schedule of Tests

levels which were used were 15%, 35%, 60% and 85%. We note that the changes in frequency are as
large as 4 x 10-13 for standard number 2 and somewhat smaller for the other two standards. We also
note that the changes in frequency were much smaller at the lower temperatures for the smae change
in relative humidity. This led us to believe that the important parameter might be the total water
content of the ambient air, so the data was re-plotted in Figures 7, 8 and 9.

The results of Figures 7, 8 and 9 are much more readily interpreted than those of Figures 4, 5 and
6. For Cesium Standards numbers 2 and 3, a clear trend is seen in the frequency vs water content,
with the frequency decreasing with increasing water content. Cesium standards number 4 has a
much more anomolous behavior which also depends on temperature, with a turn-over temperature of
approximately 30 00.

The tests shown in Figures 10, 11 and 12 are taken by varying the temperature while the relative
humidity was held constant. Again, we see that the lower humidity produces less frequency change
over the temperature range than higher humidity does. The frequency changes can be as high as
4 x 10-13 for the standards.

The frequency changes vs pressure produced no significant changes, and were below the level of un-
certainty of these tests.
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CONCLUSIONS

These data demonstrate that, if the ultimate stability is to be obtained from this type of cesium
frequency standards, not only must the temperature be controlled to a level of - ±0.1 00, but control
of humidity is essential. It appears that, at a nominal relative humidity of 35%, the humidity control
must maintain a stability of ;s ± 5%.

FUTURE PLANS

The second and third phases of this test program, i.e. the adjustment for minimum power dependence
and re-testing, have not been scheduled yet. Scheduling any series of tests entailing this length of
time among three different beaurocracies are, at the best, difficult. It appears that a better sequence
of tests might be arranged, based upon what was learned from this preliminary experiment. The
variation of frequency vs temperature at constant relative humidity should have been performed at
constant water content to give more meaningful results.

ACKNOWLED GEMENTS

The authors wish to acknowledge the cooperation of G. M., R. Winkler and L. Charon of the U. S. N.
0. for the use of the Cesium Standards for use in this test. The encouragement of Andea Di Marchi
was the spark that caused the fruition of this experiment.

REFERENCES

[1] Sydnor, R. L., "Environmental Testing at the Jet Propulsion Laboratory's Frequency Standards
Laboratory", Proc. of the 4 3Td Annual Symposium on Frequency Control, IEEE 89CH2690-6,
31 May-2 June, 1989, pp 289-295

414



J L -- - - -- -- -- -- - -- -- r -- -- TI-- -i- - - -- - - - - - - -

+ 0 O O j 09 100Relative

~ XI

-- ---- ---- 4------- r------r------

-------- ----+------- ---- ---- 4-----

I I I I

Figure 4: Frequency vs Relative Humidity, Constant Temperature, Cesium #2

JPL ---- -------------------------------------------

.1 - I------ - -- - - I -- -- --- I ---- j -- ----- -L---

'j 

I

+ 110 0 0 40 5 '0 ~ 0 O Rl0iv
V 2c Humidity

-*1-*--------------- ---- -- -------

---- : - . ---- ------- I-------1 - -- - - --

Figure 5: Frequency vs Relative Humidity, Constant Temperature, Cesium #3

415



-- - - - - - - -- -- -- -- -- -- - -

~ 4 ~ ~ 0~0~ 0 ~ ~ORelative
I0u idt

I ~ ~ ~ ~ 7 C

w -- -- r -- -- r -- -- I- -- - - - -

4 -- - - -- - - - - - -r -- - -- -- - -- - - -- - - -- - - 4 -- -- -

0 1! 1- g
+ HumidityI I

I I I I I 9/I3

- - ------ ------ ------ --------- ---- --------

I I I 27 I I

Fiur 7: Frqec vs Abolt Huiity Costn Tepraue Ceiu #

I I I I I I416



JPL=

---------- ~ ~ -- -- -- - - - - - - - - - - - - - - - -

a7 C

27 C

- ------- - - - -- - - - -

-------.------------- ----- - - - -

17 C

0 A- - -4- - -4. -

- - -- - - - - -- - - -- - - -- -- -- -

Figure 8: Frequency vs Absolute Humidity, Constant Temperature, Cesium 4

417U



------ ------------- 
--- 

-------.

60

CV-- - -- ------ - -- - - - - - --- - -- - - - - - - - - -

Cesiuirn #t2

i 85%

Figure 10: Frequency vs Temperature, Constant Relative Humidity, Cesium # 2

J P L - --- ---------- --------

------------ ---------- -------

30 Temperatur

------------------ ------------------- ------ ------ 4 --------------

CO---------------- ----------------------- - - ------ --------

Cesiulrn #1360

Figure 11: Frequency vs Temperature, Constant Relative Humidity, Cesium #3

418



-- - - - -- --- L - - - - -- - - - - - -- - - - - - -- - - - - -- - - - - -

~Temperatur

- -------------- r----------- ------- r--- -- ----------------

35%

------------------ --------------- p---- ------ i-- -------

------siufr~n 44

Figure 12: Frequency vs Temperature, Constant Relative Humidity, Cesium #4

419



QUESTIONS AND ANSWERS

ROBERT VESSOT, SAO: It is easy to put these in a plastic bag with a bag of silica gel, I suppose.
That would get rid of the bulk of the problem, but it would be interesting to know what you think is going
on in there.

LEN CUTLER, HP: Two things, probably. Power shift and resonance affects on the cavity tuning.

MR. SYDNOR: Professor Leschiutta took some data and he got an indication that the integrator
board was sensitive, also.

MR. REINHARDT: We have seen similar effects in other standards. The very high impedances in
servo boards can be affected.

MR. CUTLER: That is certainly possible. It is hard for me to say, but in the original designs, those
circuits were all guarded. They should have been very resistant to humidity changes.

MR. SYDNOR: There is another interesting bit of information-if you look at humidity effects in
hydrogen masers, there is along time constant associated with them. It may take several days for the effect
to take place. The effect on these cesiums was nearly instantaneous. It doesn't appear to be absorption of
moisture into a circuit board.

JACQUES VANIER, NRC: This is to Len Cutler. How does the humidity affect the cavity tuning?

MR. CUTLER: It is actually an interaction between power shift and cavity tuning. If the cavity is
properly tuned and doesn't change with humidity, then power shift doesn't affect things very much. If the
cavity is de-tuned then power shift will affect it.

MR. VESSOT: The tuning is a result of the dielectric effect of the humidity, I assume.

MR. CUTLER: That can affect it, yes.

MR. VESSOT: Would it have made sense to change the barometric pressure? That would change the
density and the dielectric constant.

MR. SYDNOR: We did change pressure at constant humidity and temperature. We couldn't see any
effect, it was in the noise. Of course, the pressure change was not huge, it was ±24 inches of water-like a
big storm.

MR. REINHARDT: One thing that I would recommend is to monitor the loop stress because you
have a frequency locked loop and the oscillator may be changing.

ANDREA DI MARCHI, UNIVERSITY OF ANCONA: I think that some of these questions
may be answered if we set these standards at the power insensitive point and then do the tests again.

MR. SYDNOR: That was the original plan.
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PERFORMANCE OF OPTICAL FIBERS FOR
REFERENCE FREQUENCY AND IF SIGNAL
TRANSMISSIONS IN VLBI OBSERVATION

Katsuhisa Sato and Tadayoshi Hara
Division of Earth Rotation

National Astronomical Observatory
Mizusawa, Iwate, 023 Japan

Abstract

We have constructed a 6 m antenna system in the Nobeyama Radio Observatory
(NRO) complex of the National Astronomical Observatory, Japan. This system is used
for the International Radio Interferometric Surveying trans-Pacific (IRIS-P VLBI)
network observation of the International Earth Rotation Service with the Mark-111
VLBI Back-end and the hydrogen maser frequency standard operating at the control
room of the 45 m antenna in the NRO. This 6 m antenna is located about 880 m apart
from the control room. Therefore, the 10 MHz reference frequency signal and the IF
signals should be transmitted over 880 m distance without signal phase fluctuations
in the Mark-111 VLBI observations. The phase stabilized signal transmission should
be attained by using phase stabilized optical fiber (PSOF). Prior to introduction of
this system, we have made a phase stability estimation by experiments.

The PSOF is currently developed at Sumitomo Electric Industries, Ltd. of Japan.
We have tested the prototype of this PSOF signal transmission system of which the
length is 1000 m. The phase stability of the 1000 m PSOF system is 3.95 x 10- 15
(t=1000 sec.) in Allan standard deviation (ASD) at the stabilized temperature of
21.4 0C -± 0.500 and at the frequency of 20.9 MHz. The stability is about 55 times
better than the ordinary coaxial cable transmission system. In the environment of
temperature variation of +30 0C, the stability of this PSOF is 1.97 X 10- 14 (t=1000
sec.) in ASD.

INTRODUCTION

A group for a 6 m antenna construction project in Division of Earth Rotation of National Astronomical
Observatory has currently constructed the 6 m antenna VLBI system which uses the Mark -111 back-
end in NRO complex. This system will be used for the IRIS-P VLBI network observation of an
International Earth Rotation Service. The Mark-III VLBI Back-end was originally installed as the
back-end of the 45 m antenna in the NRO. The location of the 6 m antenna is about 880 m apart
from the control room of the 45 m antenna where the Mark-lll back-end is installed.

The correlation amplitude in a VLBI correlation observation is dependent on the antenna diameter,
the system noise and coherence factor. The coherence factor of the VLBI observation is influenced
from a stability of a reference frequency signal. Our 6 m antenna is small in diameter and this small
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diameter is a large factor in decreasing the correlation amplitude. We could not install a preamplifiers
which have sufficiently low noise due to some limitations. So, we tried to maintain the coherence due
to the phase fluctuations of the reference frequency signal and IF signal transmission lines as small as
possible to obtain enough correlation amplitude.

Phase stability measurement of a coaxial cable and phase stabilized optical fiber (PSOF) signal trans-
mission systems was made to examine these systems can satisfy our requirement. In this paper, we will
report the result of the measurements obtained in the laboratory at the National Astronomical Ob-
servatory (NAO) Mizusawa and in the NRO where the PSOF is actually installed in the underground
tunnel for VLBI observations.

TOLERANCE OF PHASE FLUCTUATIONS

To obtain a moderately large correlation amplitude in the VLBI observation using the 6m antenna
system, we have decided maintain the coherence loss due to the phase fluctuations as small as 2%. It
means the limitation of the phase variation of 5 MHz reference frequency should be 0.01 * rms when
the noise is assumed to be white phase. In general, a phase variation < A0 2 >1/2 is expressed as

< A02 > 1/2= [3O 2 ].)W (1)

in Allan variance a 2 when the noise is white phase and r is integration timelI ]. Or, one can write

2 [< A0 2 >1/2 /(wr)] / 2. (2)

In the case of f = 5 x 106 Hz, r = 0.1, 10, 1000 seconds, A0 = 0.010, we have Allan standard
deviation (See Table 1).

PHASE STABILIZED OPTICAL FIBER

An ordinary optical fiber has positive thermal expansion coefficient and it causes transmission time
delay in proportion to a temperature when this kind of optical fiber is used for signal transmission.
The normal optical fiber has a silica fiber in the center and this silica fiber is coated twice. The
primary coating is a kind of an absorber for a friction between the center silica and secondary coating
wh'ch is crust. Sumitomo Electric Industries has currently developed PSOF which uses liquid crystal
polymer (LCP) for the secondary coatingN2l. The LCP has a negative thermal expansion coefficient
and compensates the positive thermal expansion coefficient of the center silica fiber. The change of
transmission delay time of this PSOF is 100ps/km in the temperature range of -40 0C -* +40 *C.

MEASUREMENT SYSTEM FOR PHASE STABILITY EVALU-
ATION

Time domain measurements of frequency stability have been made to obtain the ASD. A dual mixer
time domain (DMTD) system was used for these measurements[3]. We used a delay calibrator (D-cal)
of the Mark-III VLBI back-end in which both a 5 MHz reference signal and a 5 MHz test signal are
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mixed down to 25 Hz and the time interval between these two 25 Hz output signals from the D-cal is
measured. Two types of these DMTD system was made. One of these systems is for the measurement
of the frequency for 5 MHz and the other is the double conversion system for 20.9 MHz or 150.9 MHz
measurement. Figures 1, 2 and 3 show the block diagrams of these DMTD systems.

RESULTS OF THE MEASUREMENTS

The phase stability of PSOF with the length of 1 km has been measured at 5 MHz in the laboratory.
And the phase stability of RG-213/U coaxial cable with the length of about 490 m which is installed
most of the part in a trench is also measured at the frequency of 5 MHz. The depth of the trench is
about 50 cm and the temperature fluctuation in the trench is expected as ±0.4 *C/hour in December
at this depth. The results of these measurement is shown in figure 4. From this measurement,
we conclude the phase stability of PSOF is about 55 times better than that of coaxial cable. A
frequency dependency of the phase stability was found out for the PSOF in this measurement as
shown in figure 4. Extra measurement for an effect of a fiber distortion was made to make clear this
frequency dependency. From the figure 5, it is considered that the origin of this frequency dependency
is the distortion caused by the optical fiber. The distortion effect is considered to be caused by the
modulation of a signal by a reflected light signal in the fiber cable. It is recommended that the use
of the frequency over 10 MHz for less distortion effect from the figure 5. And an isolator in a optical
fiber line will help to eliminate this frequency dependency '. In our case, however, no isolator for the
reflected signals was used and the optical fibers were installed without any distortion due to antenna's
motion. A coaxial cable was used for the part of the inside of the antenna. The phase stability of this
PSOF at various environment temperature was measured at 20.9 MHz so that the distortion effect on
the fiber was smaller. The results of the measurement are shown in figure 6. The phase of the PSOF
is stable enough in the environment temperature change below +6 */hour. From the figures 4 and 6,
we have decided to use the PSOF's for the reference frequency and IF signal transmission lines of 6
m antenna system.

The specifications of the signal transmission system (PSOF system) which uses PSOF are shown in
Table 2. We have measured the phase stability of the installed PSOF system at NRO using the same
component used for the laboratory measurement at the frequency of 5 MHz and 150.9 MHz. The
figure 7 shows the result of this measurement. The temperature fluctuations of the tunnel which
was designed for the 5 element interferometer using 10 m antennas at the NRO is considered to be
very small. The PSOF systems for 6 m antenna are installed in this tunnel and very high phase
stability is expected even for ordinary coaxial cable because the tunnel is designed to stabilize the
phase of transmission signal in coaxial cables. So, the results of the phase stability measurement
for 1760 m round trip (880 m one way) coaxial cable is very stable compared to the result of the
490m coaxial cable in the environment temperature ±0.4 0/hour shown in figure 4. Even though,
the PSOF system is more stable than coaxial cable at 5 MHz but the ratio of the stability is not
55, because the frequency dependency which mainly caused by reflection of a light in a fiber affects
more strongly at lower frequency such as 5 MHz. The result of the measurement at 20.9 MHz in
the laboratory is also plotted in the figure 7. These result of the measurement made at 20.9 MHz
in the laboratory is considered to be almost the same as the result of the PSOF system installed for
6 m antenna because environment temperature variation for the measurement of the installed PSOF
system at NRO seems to be almost the same environment as the laboratory. The plots of 5 MHz,
20.9 MHz and 150.9 MHz in figure 7 follow the characteristics of the frequency dependency shown in
figures 4 and 5. The reference frequency which is transmitted through this PSOF system is 10 MHz
for 6 m antenna system. Assuming that the phase stability of 10 MHz is almost the same as 20.9
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MHz, we conclude that the PSOF system does not exceed the phase stability tolerance for coherence
loss of 2% when introduced to the 6 m antenna system at 10 MHz for the distance over 1700m. And
the stability of the PSOF system at 10 MHz is about 2.2 times lower than that of coaxial cable even
in the condition of temperature stabilized environment carefully designed for the 5 element mm wave
length interferometer.

CONCLUSION

The PSOF is used for 10 MHz reference frequency transmission of which the distance is over 880 m
in 6 m antenna system without exceeding the tolerance of phase stability estimated for coherence loss
of 2%. The PSOF is also used for wide band (100-520 MHz) IF signal transmission of which the
distance is over 880 m in this 6 m antenna system without a loss of a signal power. This IF signal
transmission system does not require the frequency response equalizer which usually degrades a phase
stability and is required for a coaxial cable system.
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Table 1. Tolerance of Phase Stability for VLBI
Observations which has coherence loss
of 2 % for X-band observation with
integration time of 800 seconds.

Integration Time Allan Standard Deviation < a, 2>, 2

0. 1 6. 8X 1 0-1
10 6. 8X10 '' 3

1 0 0 0 6. 8X 1 0 "'5

-880a PSOF
E/O

6. SITE;

GATE J

FLUKE 6160B i.......................... .........
5HHz 12dBm ATT 13dB

i.Odft 7.2dB

Computer R. IG C.

Figure 1. The block diagram of the Dual Mixer Time Domain
(DMTD) system for the phase stability measurement.
This system is used for the measureient of the installed
PSOF at NRO. The frequency of this system is 5MHz.
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Figure 2. The block diagram of the Dual Mixer Time Domain
(DMTD) system for the phase stability measurement.
This system is used for the measurement of 1km PSOF
in the laboratory. The frequency of this system is
20.9MHz.
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Figure 3. The block diagram of the Dual Mixer Time Domain
(DMTD) system for the phase stability measurement.
This system is used for the measurement of the installed
PSOF at NRO. The frequency of this system is 150.9MHz.
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Table 2. Specifications of Optical Transmitter and Optical
Receiver for PSOF

CHT-50 (MHz-5OMHz) Transmitter

Bandwidth 1--50MHz at gain flatness <± 1dB
Optical output level >-2dBm (mean value)
Electrical input level -5--3OdBm at 50 ohm load
Phase noise <-8OdBc at lOOHz offset
Phase stability <2°rms in 10 minutes
2nd harmonics <-30dB

CMR-50 (MHz-5OMHz) Receiver

Bandwidth 1-50MHz at gain flatness <± 1dB
Optical input level >-10--20dBm (mean value)
Electrical output level +10--20dBm (50 ohm & opt -lOdBm)
Phase noise <-8OdBc at 100lHz offset
Phase stability <2*rms in 10 minutes
2nd harmonics <-30dB

CMT-500 (10OMliz-52MHz) Transmitter

Bandwidth 100-520MHz at gain flatness <±ldB
Optical output level >-2dBm (mean value)
Electrical input level -5--3OdBm at 50 ohm load
Phase noise <-8OdBc at lOOHz offset
Phase stability <2°rms in 10 minutes
2nd harmonics <-30dB

CMR-500 (lOOMHz-520MHz) Receiver

Bandwidth 100-520MHz at gain flatness <±1dB
Optical input level >-10---20dBm (mean value)
Electrical output level -5--35dBm (50 ohm & opt -lOdBm)
Phase noise <-80dBc at lOOHz offset
Phase stability <2'rms in 10 minutes
2nd harmonics <-30dB
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RELIABILITY STUDIES OF LAMP CELLS
FOR USE IN RUBIDIUM VAPOR FREQUENCY

STANDARDS

T McClelland
Frequency Electronics, Inc.

Mitchel Field, New York 11553

Abstract

Atomic vapor frequency standards, and in particular rubidium vapor frequency
standards utilize electrodeless discharge lamps in order to measure the atomic hyper-
fine frequency. These lamps have been isolated as a reliability problem in commercially
available frequency standards, and have been associated with failures of rubidium
standards 6n GPS satellites. For satellites systems, lifetimes of ten years or more are
required.

An extensive study has been undertaken at FEI and the Aerospace Corporation to
establish reliability data for rubidium lamp cells. In this study, lamp cell failures are
attributed to one of two mechanisms; either random failures in which the probability
of failure is constant with time but the physical mechanism of failure is unknown,
or wear out failures due to consumption of Rb in the cell. An upper bound random
failure rate has been established for lamp cells manufacured at FEI. In addition, Over
thirty-five FEI lamp cells have been continuously operated for the last three years,
with regular Rb mass measurements to determine Rb consumption. The major Rb
consumption mechanisms have been clearly identified and techniques to minimize total
consumption have been established.

The results of this study are reported, with special attention to the implications for
future space programs. It is shown that adoption of precise lamp acceptance criteria is
critical to the attainment of extended lamp life. It is concluded that 20 year continuous
operation of Rb lamps can be achieved without difficulty.

This paper was presented,
but the text was not available for publication.
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ANALYSIS OF FUNDAMENTAL AND SYSTEMATIC EFFECTS
LIMITING HYDROGEN MASER FREQUENCY STABILITY

Edward M. Mattison
Robert F.C. Vessot

Smithsonian Astrophysical Observatory
Cambridge, Massachusetts 02138

INTRODUCTION

The hydrogen maser is currently one of the most stable frequency standards currently
available, providing frequency stabilities of several parts in 1016 for averaging times of
103- 10 4 seconds. Further improvement to the stability of hydrogen masers requires a
comprehensive understanding of the relative magnitudes of physical processes that influence
frequency stability. We discuss an approach to understanding a variety of thermodynamic
and systematic processes that can affect maser frequency stability.11 This examination
enables the maser researcher and user to identify stability-limiting effects and thus to
choose areas where improvements could lead to increased stability. As is true with many
complex systems, overall improvements can generally be gained only by attending
simultaneously to a variety of factors. Improving one aspect of the maser will not
significantly increase the frequency stability if variations in another area limits the stability
to a level comparable to the first.

The hydrogen maser's frequency stability is affected by fundamental thermal noise
and by systematic effects. The maser frequency stability, expressed by the two-sample, or
Allan, deviation(21 a~(r) typically has three approximately linear portions when displayed on a
log-log plot.

For values of the averaging interval r between approximately 1 and 100 seconds, C(r)
is approximately proportional to r - 1. This behavior results from thermally-induced phase
noise within the bandwidth of the maser's receiver system. Between roughly 100 and 1000
seconds a(r) is proportional to r' ; in this range of averaging interval, the frequency
stability is determined by thermal noise within the hydrogen atomic linewidth. For longer
averaging times u(r) is generally found to vary with r between r and r 1. TI behavior is
characteristic of linear frequency drift, while r behavior is termed random walk of
frequency.

FUNDAMENTAL STABILITY EFFECTS DUE to THERMAL NOISE

The Allen deviation at(r) due to thermal noise within the atomic linewidth is given
by[a3
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I k[ (1)

Here Qt is the atomic line Q, k is Boltzmann's constant, T is the absolute temperature within
the maser's resonant cavity, and P is the power delivered by the atomic beam to the cavity.

The effect of thermal noise on the maser's receiver is given by141

_ 1 kTB _1 FkTBI1±f3\
Ur()r P P (2)

Here F is the noise figure of the receiver system, B is the receiver's effective noise
bandwidth, P is the power delivered by the maser cavity to the receiver, /3 is the cavity
coupling factor, and w = 21rfm, where fm is the maser transition frequency, 1420.405...MHz.

It is recessary to express the frequency stability in terms of quantities that are either
measurable or controllable, such as the coupling factor, cavity Q, and hydrogen flux. These
parameters enter the Allan variance through the line Q and the beam power.

The power radiated by the beam can be expressed[31 in terms of the net flux I of
radiating atoms entering the storage volume, that is, the difference between the number of
atoms entering in the hyperfine state "c" (F=I, mF=O) and the number in the state "a" (F=O,
mF=O).

P = --Ith[ 2q2( +C1 - cq () - (3)2 It (th) \,Th/

where th , the minimum flux required for oscillation in the absence of spin exchange, is given
by

th h i (4)th=47rzo2Qci7

and the parameter q is defined by
= rh yL _ L (5)
87A2y Vb QC1 5

Here it is the Bohr magneton, o is the spin-exchange cross section, i, is the relative
hydrogen velocity in the storage bulb, V is the resonant cavity volume, ,7 is the storage
bulb's filling factor and Q, is the loaded cavity Q. In most masers ('tot/I) 2 because the
state selection magnet focusses atoms in both states "c" and "d"(F=1, mF=1) into the storage
bulb. If single state selection is used, only state "c" atoms enter the bulb and (Itt/I) s 1.
-yt is the total density-independent relaxation rate and -yd is the rate at which atoms are
removed from the storage bulb by escape through its entrance collimator and by
recombination on the wall surface. Generally, -yt exceeds -id because to magnetic
inhomogeneity relaxation and to wall relaxation processes other than recombination; in a
properly built maser ('t/'d) ; 1. Under similar assumptions, the parameter c in Eq. 3 has
the value c = 3.

The atomic fine Q is also related to the flux and the relaxation rates:

434



Q,= = (6)

To find the level of flux that minimizes the Allan variance a2(T), we can express

a 2(r) as a function of flux by substituting Eqs. (3) and (6) into Eqs. (1) and (2) and finding
the minimizing flux by differentiating with respect to I. It is physically reasonable that
values of I exist that minimize al (r) and q,(r). 09(r) is proportional to P-1 ; since P is a
quadratic function of I with a maximum (resulting from spin exchange relaxation
overwhelming the increase in power with increasing flux), 09(r) has a correspondifig

minimum. 4(r) is proportional to [ QIP] -. At low flux levels, Q has a maximum value
determined primarily by atomic loss mechanisms described by -yd, and its value decreases
with increasing flux. Thus the product Q2P has a maximum at a smaller value of flux
than does P alone, and a4(r) has a corresponding minimum at a smaller value of flux than
does 09(r).

Minimization of a?(r)

We wish to find maser operating conditions that minimize the Allan variance t4(r),
and thus the Allan deviation at(r). For a given maser the readily variable parameters are
the flux I, cavity coupling factor P3, and state selection ratio Itot/I. We assume that Q0, the
maser's unloaded cavity Q, is fixed, since it is determined by the dimensions and materials
of the maser's resonant cavity and storage bulb. (Altering the dimensions to change the
bulb filling factor, however, can affect Qo.) Then Q, the loaded cavity Q, is determined by
the coupling factor:

Q Q :+(7)

The parameter q can be expressed as
q =, q(1 +) (8)

where q is independent of P3 and is defined by

=_ 1tt (9)8 7rAo' Id 7? Vb Qo I
It is convenient to introduce the normalized flux variable

= I = 'it (10)T=q th -I"t

By expressing the beam power and line Q in terms of x and /3 and differentiating

with respect to x, one can find[1' 56I the condition on flux that minimizes a:
_ = 1-q (11)

From Eq. 12 we can express Eq. 11 as

(~s)= q(--) (13)45 -q
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This means that for a particular value of cavity coupling, the minimum Allan variance due
to thermal noise within the atomic linewidth occurs when the flux is adjusted so that the
spin exchange relaxation rate -Y2se equals the density independent relaxation rate It decreased
by the factor (1 - q)/(1 + q). For many masers, particularly those employing single state

selection, q < 1, and (;2 s)

Minimization of a,(T)

The contribution to the Allan variance due to thermal noise at the maser receiver is
given by Eq. 1. a2 is affected by the properties of the maser's receiver system through the
noise figure F and noise bandwidth B, and by the maser's operating conditions through the
beam power P and rf coupling factor /f. One approach to reducing a2 is by reducing the
noise figure and bandwidth. In practice this generally means narrowing the receiver's
lock-loop bandwidth and employing a low-noise preamplifier. a,2 can also be reduced by
adjusting the maser's beam flux and the cavity's coupling constant #. The conditions for
minimum value are established straightforwardly by setting the partial derivatives of Eq.
1 with respect to x and 3 equal to zero. The optimum value of flux is

= 1-3q (14)
x 4q

For q = 0.08, a typical value using a traditional state selector, Eq. 14 gives =, = 2.38, a
level of flux that is difficult to achieve in practice due to limitations imposed by beam optics
and scattering.

The optimizing value of P, for a value of q, -0.08,' is P=-14. Such a large value of P
would reduce the loaded cavity Q below the value required for oscillation, so that the
optimizing value of ft is unattainable. Then, to reduce a. as much as possible, P3 should be
made as large as possible consistent with the requirement for maser oscillation.

Characterization of Systematic Portion of Allan Variance

The expressions above for the Allan variance and the maser's operating conditions
allow one to calculate the consequences of adjusting the various operating parameters. The
mechanisms a2 and at contribute to 'the Allan variance for short (<102 sec) and
intermediate (,102 to 10' sec) averaging times. To include the contributions of systematic
effects, which dominate the stability for longer averaging times, one must model the long-

term Allan variance. T behavior, which has often been observed, is characteristic of
random walk of frequency. As is shown in the later discussion of systematic processes,
cavity pulling is a substantial source of systematic maser frequency variation. Maser
frequency variations due to cavity pulling are proportional to the ratio (Ql/Q). Conse-
quently we model the random walk component of a by

2
(7R W ) T (15)
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Long-term measurements of a pair of VLG-11 masers give the value

9 x 10 sec - 1 for masers with Q, - 39 x 103 and Qt - 2 x 109; thus a reasonable value
of e for comparison purposes is

2.4 x 1026 sec - 1  (16)

We shall assume that for masers with other values of Q and Qt, URw scales according to
Eq. 15, with the value of e given by Eq. 16. Improved control of systematic frequency-
pulling processes would be reflected in lower values of .

Effect of Maser Operating Parameters on a(r)

Using the expressions derived for the maser's operation we have calculated the Allan

deviation u(-)= [a(r) + a(T) + 1ZW(T)] for a variety of operating parameters. The
resulting graphs illustrate the benefits and tradeoffs that result from different choices of
operating conditions.

To examine the effect of state selection, we consider a maser equipped with an
adiabatic fast passage (AFP) state selection system. When the AFP system is off, Itot!'
2, and when the AFP system is on, the F=1, mF=l atoms are eliminated and Itot!I = 1.
Because q is proportional to tot/, the AFP system reduces the value of q by half.
Fig. 1 shows the calculated Allan deviation with the AFP system on and off. The values
assumed for q are typical of those measured in VLG-12 masers. For both curves we
assume the flux is adjusted to give z = 1, approximately the value that minimizes ut(r).
(This assumption means that the total flux 'tot with AFP on would have to be twice as large
as when AFP is off, in order to maintain the spin exchange relaxation rate -y, equal to -t.)
The curves show that, if the assumption z = 1 is satisfied, use of the AFP system would
increase the frequency stability by a factor of approximately 2 for averaging intervals from

1 to about 103 seconds. The long-term stability is unaffected because -Y",, and therefore the
line Q, is constant under the assumption of constant x.

The effect of varying the beam flux, as measured by the parameter z, is shown in
Fig. 2. Reducing z from 1 to 0.5 increases o only slightly, because Qt increases at the
same time that P decreases. The deviation o, increases by about 30% due to the decrease in
P, while cqRW decreases by about 20% because Qt increases. Reducing the flux substantially,
to z = 0.15, increases a, by a factor of about 3, and at by about twice, from their value for

x = 1. These increases are due to the decrease in beam power and to the fact that
the line Q decrease with flux is limited by the fixed value of 'Yt. uJw is about 40% lower
for x = 0.15 than for x = 1. We can see that a reduction of flux to the level of z , 0.5
would likely increase the long-term stability without substantially degrading the intermediate
term stability from its optimum value.

Increasing the cavity coupling factor # decreases the loaded cavity Q and increases the

rf power to the receiver. The decrease in Q, reduces the cavity pulling effect, thereby

improving the maser's long-term frequency stability, while the increase in receiver power
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improves the stability for short averaging times. Increasing 83 also increases q, which
decreases the beam power P, degrading the intermediate-term stability slightly. However, 8
cannot be increased indefinitely. In order for the maser to oscillate, the flux must be in a
range set by the condition P > 0, which results in the limiting condition on q, q < 0.172.
Using q = qo(1 +16) and q, , 0.08, typical for non-AFP operation, the limit on 13 is 83<1.15.
For P<1.0, the allowable range of flux reaches values accessible to both AFP and non-AFP
operation. The effect of 13 on maser frequency stability is shown in Fig. 3 forq = 0.04
(AFP on) and x = 1. Using a large coupling factor, 6 = 1, instead of a smaller value,
8 - 0.2, improves the short-term stability at r=1 second by about 9%, degrades the
intermediate term stability by about 15%, and improves the long-term stability by almost
40%, under the assumptions of our model.

The maser's long-term stability is determined by systematic processes. The stability
can be improved by decreasing the sensitivity of maser components to external influences
and improving their inherent long-term stability. Figure 4 shows the frequency stability
improvement to be gained by decreasing the systematic effects by a factor of 2, assuming
our model of a random walk of frequency proportional to the ratio Q,/Qt. We discuss
below a variety of systematic processes that can affect maser frequency stability.

SYSTEMATIC EFFECTS on HYDROGEN MASER FREQUENCY STABILITY

A great many physical effects can result in systematic maser frequency variations. It
is impossible in the space available to present an analysis of more than a few; rather, it is
our intention to describe a systematic approach to such an analysis, and to summarize the
results of a more extensive study. A detailed analysis of identified effects is given in
reference 1.

To analyze systematic effects, one must identify three levels of physical effects: (i)
basic physical processes that directly determine the maser's observed output frequency; (ii).
transducing factors that can affect the basic frequency-determining processes; and (iii)
driving mechanisms that can vary the transducing factors. Fundamental frequency-
determining processes include the cavity's resonance frequency, internal magnetic field, and
collisional and wall frequency shifts. In addition, phase variations in the maser's amplifying
and phase locking circuits can change the" observed output frequency. Transducing factors
include the cavity dimensions, the storage bulb's dielectric coefficient, the internal magnetic
field strength and gradients, the beam flux, the atomic state distribution, and the properties
of voltage dividers. Finally, intrinsic driving mechanisms - those independent of the
environment - include the creep of material dimensions over time, long-term voltage
reference aging, and aging of magnetic shield domains, while environmental driving
mechanisms include temperature, humidity, barometric pressure, magnetic fields, and
vibration. As an example of the three-step identification process, we note that both
material dimension creep, an intrinsic mechanism, and temperature, an environmental
mechanism, can affect the dimensions of the resonant cavity and, through the mechanism of
cavity pulling, the maser's frequency.
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Many of the three-step processes can be described analytically. The procedure is as
follows:

1. Identify the frequency determining mechanisms, such as cavity pulling or internal
magnetic field intensity.

2. Express the maser frequency f as a function of the relevant driving variables Xi,
such as temperature, time, or external magnetic field.

3. Calculate the frequency variation 6f as a differential:
-= I af ax, 9X. (17)

4. Calculate or measure the sensitivities a8/aX (e.g., af/aT.avity) .

5. Estimate or measure the driving functions 4Xi (e.g., aT.vity) .

As an example of this analytic approach, consider maser frequency variations due to
changes in the cavity's resonance frequency that result from changes in the cavity's
dimensions. Mechanisms that can affect the dimensions include bulk thermal expansion or
contraction of the cavity's structural material, expansion or contraction of the cavity's
metallic coating, relaxation of the coating's internal stress, and contraction of the cavity's
joints with time. The driving mechanisms are time and, cavity temperature. The maser
frequency variation due to these mechanisms can be written as

,8 R aT aL 8W , aT 872] la at- 8 at ] (18)

Here R and L are the cavity's radius and length, a, is the coating's internal surface stress, T
is the cavity's temperature, and t is elapsed time.

We consider those terms involving thermal expansion of the bulk cavity material.
It can be shown that the fractional change in resonance frequency with temperature is given
by

1 df, C
1 4 - (19)

fc dT =
where a is the linear coefficient of expansion of the cavity material, assumed to be isotropic.
Consequently, the maser frequency varies with temperature, due to bulk expansion, as

1 afo(bulk) J _ QA _-x0 77~~~ aT =- =- X 10- 5  (7)
f 872 - Qt)

for (Q/Qt) = 10-, a typical value for SAO VLG-12 masers. The effect of bulk expansion
on cavities made of different materials can readily be estimated. Table 1 gives the maser

frequency variations expected to result from a cavity temperature variation of 10- 5 0C for
cavities made of low-expansion Cervit or Zerodur and of metals such as copper or
aluminum.
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Some processes that affect the maser's frequency are not amenable to calculation or
measurement. An example are magnetic field effects. The maser frequency is affected
by the average magnetic field intensity in the storage bulb through the quadratic hyperfine
level dependence on magnetic field 7] - the Breit-Rabi - shift, and also by magnetic field
gradients through collisional (Crampton-Verhaar) shifts181. While the field magnetic
intensity, which drives the Breit-Rabi shift, can be measured, the internal field gradients,
which affect the collisional shifts, are difficult or impossible to calculate or measure.
However, the atomic state distribution in the beam, which also affects the collisional shifts, is
both measurable and controllable, through single-state selection. If all atoms are in the "c"
state, the collisional shifts are predicted to be zero. Fig. 5 shows measured sensitivities to
external magnetic field variations with an AFP system both off and on. The solid lines
represent the value of f//aB predicted by the Breit-Rabi equation from the measured
change in field intensity. It is clear that use of single-state selection substantially eliminates
the collisionally-induced field sensitivity.

Summary of Systematic Effects

An examination of a substantial number of systematic effects[1 ] is summarized in Fig.
6. The calculations assume attainable values of environmental driving functions and maser
sensitivities; for example, control of the maser cavity to 10- 5 °C is assumed. Solid lines
indicate ranges of variables that are fairly well understood, while dashed lines indicate ranges
that could occur if special care is not taken. Dotted lines represent variables whose behavior
is not well characterized. In particular, the long-term constancy of the wall shift is an area
needing careful investigation.

It will be seen that most known effects are at the low 10-16 level. Thermal changes
in storage bulb dielectric coefficient, possible cavity dimensional aging, and possible external
magnetic field variations are predicted to predominate at that level. Improving the stability
below 1 part in 101G will clearly require attention to many effects simultaneously.
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Cavity Material a (0 C-1) (1/f)(afo/DT) (0C-1) 8f/f (BT=10-5 OC)

Cervit or Zerodur -lx10- 7  jx10-12  jx10-17

Copper or Aluminum +2x10-5  -2x10- 10  2x10-15

Table 1. Frequency Variations Due to Cavity Bulk Expansivity
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QUESTIONS AND ANSWERS

JACQUES VANIER, NRC: You have built several masers over the years. Different masers have
different line Q's. Could you comment on the correlation between the line Q and the long term stability?
Does it depend on the line Q or on all these other parameters.

MR. MATTISON: Until recently, most of our masers have had line Q's between 1 and 2 times ten to
the ninth. It is only recently. with the VLG12 masers that we have had line Q's of 5 times ten to the ninth.
We really don't have good measurements of the long term stability of them yet. They are now at USNO and
that is where we are going to find out. I assume that Dr. Winkler will let us know about their long term
stability.

TOM ENGLISH, BALL CORP.: I noticed on your last view graph that you had a mechanism
called 'dielectric constant of the storage bulb'. Could you just say a few words about that?

MR. MATTISON: In the maser the storage bulb is made of quartz which acts to load the cavity.
The dielectric constant of the quartz changes with temperature and therefor changes the resonant frequency
of the cavity. That is quite a significant effect. HARRY PETERS, SIGMA TAU: I just wanted to say
that some of the considerations of optimization relative to power output, cavity Q etc. do not necessarily
apply to all configurations of hydrogen masers. If you have a cavity switching servo such as ours have, your
signal-to-noise ratio for your servo system depends on your amplitude of oscillation and the power coupled
out. Therefor, you tune more precisely with more power out and you might want to use a much higher Q
cavity than if you were not tuning this way. There are a few other parameters which may differ if you are
considering other automatic tuning systems.

MR. MATTISON: With any analytic approach such as this, the results depend on the model that
you are using. Clearly, as you say, if tuning is another process involved, you have to include that in the
calculation. It was not including here.
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Abstract

Temperature-compensated crystal oscillators (TCXO) are widely used in applica-
tions requiring precision frequency control or timing, especially when power availabil-
ity is limited and the temperature range is wide. The best overall accuracy in wide
temperature range (e.g., -55*C to +850C) TCXO has remained at about I ppm for
the past 30 years because of thermal hysteresis, the trim effect, and thermometry
inaccuracies.

In this paper a microcomputer-compensated crystal oscillator (MCXO) is de-
scribed. This MCXO employs external compensation, i.e., there is no frequency
"pulling". It thus permits the use of a low-hysteresis, low deviation-sensitivity SC--
cut crystal in a non-trimmed oscillator. Resonator self-temperature-sensing, using
a dual-mode oscillator, virtually eliminates thermometry-related errors. As a con-
sequence, all basic TCXO limitations are overcome or significantly reduced. The
MCXO incorporating this technology is capable of providing at least 10- to 100-times
improvement in overall frequency accuracy when compared to conventional TCXO.
Milliseconds-per-day timekeeping accuracy, with an input power of less than 40 mil-
liwatts, is now available.

INTRODUCTION

Temperature-compensated crystal oscillators (TCXO) are widely used in applications requiring pre-
cision frequency control or timing, especially when power availability is limited and the temperature
range is wide. The best overall accuracy in wide temperature range (e.g., -55°C to +85°C) TCXO
has remained at about 1 ppm for the past 30 years because of thermal hysteresis, the trim effect, and
thermometry inaccuracies.

Conventional TCXO are based on a method of "pulling" the crystal frequency, typically via a varactor,
to counteract the crystal's frequency vs temperature (f vs T) deviation. This approach requires a high
frequency-deviation-sensitivity resonator, i.e., a fundamental mode AT-cut, which usually possesses
thermal hysteresis in the 0.2 ppm to 1.0 ppm range. The high deviation-sensitivity, however, also
makes the TCXO susceptible to significant frequency error resulting from the thermal hysteresis and
aging of circuit components. TCXO trim effect is the degradation (rotation) of the compensated
f vs T characteristic when the output frequency is adjusted to correct for frequency aging. This
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effect, which cannot easily be corrected by ordinary circuit means, typically produces a 0.1 to 0.5
ppm error for a frequency adjustment range of ±3 ppm. Temperature sensing in a TCXO relies on
one or more thermistors placed close to the resonator. This method suffers from inaccuracies due to
thermal lag (thermal path differences and unequal crystal and thermistor thermal time constants),
thermal gradients across the crystal and between the crystal and thermistor (thermistor location and
self-heating), and thermistor instability.

In this paper we describe a microcomputer-compensated crystal oscillator (MCXO). This MCXO
employs external compensation, i.e., there is no frequency "pulling". It thus permits the use of a
low- hysteresis, low deviation-sensitivity SC-cut crystal in a non- trimmed oscillator. Resonator self-
temperature-sensing, using a dual-mode oscillator, virtually eliminates thermometry-related errors.
As a consequence, all basic TCXO limitations are overcome or significantly reduced. The MCXO
incorporating this technology is capable of providing at least 10- to 100-times improvement in overall
frequency accuracy when compared to conventional TCXO. Milliseconds-per-day timekeeping accu-
racy, with an input power of less than 40 milliwatts, is now available. More detailed descriptions of
the MCXO can be found in references 1 to 6.

RESONATOR SELF-TEMPERATURE-SENSING

Simultaneous excitation of a resonator in two modes provides a means for the resonator to sense its
own temperature. Previously, the only means available for resonator self temperature-sensing was the
b-mode of an SC-cut crystal when used in a dual b- and c-mode oscillator. However, the b-mode is
not well-behaved over a wide temperature range due to a high incidence of frequency and resistance
anomalies, i.e., activity dips.[1] In the MCXO, a different resonator self-temperature-sensing method
is being applied.[2 - 41 This method uses a pair of c-modes of an SC-cut resonator in a dual c-mode
oscillator. By employing an SC-cut, the c-modes are almost guaranteed to be free of activity dips
over the full operating temperature range.[' ]

Self-temperature-sensing is based on the "harmonic effect" as illustrated in Figure 1. The harmonic
effect is the change in the apparent orientation angle between harmonically related modes of a res-
onator. As shown, the effect progressively diminishes with increasing harmonic number M. For SC-cut
resonators, the effect primarily manifests itself as a change in the first-order temperature coefficient
of the polynomial

aMAT + bMAT 2 + cMAT (1)

where the normalized frequency, AfM/fM, and the difference temperature, AT, are referenced at,
e.g., 250C, and aM, bM, and CM, are the first-, second-, and third-order temperature coefficients of
frequency at harmonic number M.

THE THERMOMETRIC BEAT FREQUENCY

In the illustration of Figure 2, the fundamental-mode frequency, fl, is multiplied by three and mixed
with the third overtone frequency, f3, to obtain a beat frequency fp, i.e.,
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fp = 3fl- f3 (2)

Alternatively, another beat frequency can be defined as

f = f,- f/3. (3)

Using the f vs T dependence of the two modes as given by Equation (1), the beat frequency may be
described in normalized form as a function of temperature

A f#(T) _ 3al - na3 AT+ 3b1 - nb3 AT2+ 3cl - n3AT3, (4)
f# 3-n T 3-n T 3-n

where al, bi, cl, and a3, b3 , C3 are the temperature coefficients of frequency for the fundamental
mode and third-overtone, respectively; n is the ratio of the frequencies for the harmonic pair at the
reference temperature, i.e., n = f3/fl. A noninteger n is conveniently available, since the frequencies of
harmonic modes of actual resonators are rarely exact multiples of each other. Values of n ranging from
2.94 to 2.98 are typical for a variety of SC-cut designs.[1] Equation (4) then yields the temperature
coefficients for the beat frequency. The first-order term dominates the higher-order terms for at least
1000 above and below 250C. Therefore, when a pair of modes is simultaneously excited in a dual-mode
oscillator and combined a thermometric beat frequency is obtained, which can be used in an MCXO
for compensating either of the c-mode frequencies.

A typical resonator's fundamental-mode and third-overtone frequencies are shown plotted against
temperature in Figure 3. The apparent angle-of-cut change is evidenced by the shift of turning point
from +5°C to approximately +45C.

Figure 4 shows the temperature dependence of the beat frequency for the same SC-cut crystal unit.
The f vs T curve is monotonic and nearly linear. For example, for a -55°C to +85'C temperature
range, the maximum deviation from the best-fit straight line is about two percent of the total frequency
change. The high degree of linearity permits approximating the slope by its first order temperature
coefficient, which is -96 ppm/°C. Since n is usually in the range of 2.94 to 2.98, the temperature
sensitivity ranges from -60 ppm/°C to -150 ppm/ 0 C.

MCXO RESONATOR

Dual c-mode SC-cut resonators that are suitable for self temperature-sensing and MCXO application
have been successfully developed.W1] The major MCXO resonator requirements are:

a. f vs T characteristic that is free of significant anomaly,
b. minimum f vs T slope over the operating temperature range,
c. high Q, and
d. small hysteresis.

Plano-convex resonator designs of the proper contour were shown to be capable of meeting all re-
quirements. Figure 5 shows the f vs T characteristics for an optimum-design resonator for a -55°C
to +85°C operating temperature range. An optimum resonator f vs T characteristic is the one for
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which the maximum f vs T slopes of the two modes are minimized. This condition is satisfied when
the absolute value of the slope of the fundamental mode at the upper temperature extreme equals the
slope of the third-overtone at the lower temperature extreme. For the -55°C to +850C range, the
absolute values of the maximum slopes are 2.7 ppm per 0C, which occur when the turnover temper-
ature of the third-overtone is at about +20'C. The exact condition for optimum f vs T is that the
maximum f vs f6 slopes be minimized; however since fo vs T is nearly linear, the difference between
the two conditions is small.

FREQUENCY vs TEMPERATURE vs
ANGLE OF CUT CHARACTERISTICS

It has been shown that the necessary angle-of-cut tolerances can be readily achieved with conventional
cutting technology. For example, for the optimum -550C to -85 0C MCXO resonator (lower turnover
temperature - +20'C), a cutting error of 5 minutes results in an 80C shift in the lower turnover
temperature. For such an MCXO resonator, the rate of change in f vs T slope with lower turnover
temperature is 0.043 ppm/C 2 at -55'C. Therefore, a -5 minute error increases the lower turnover
temperature to +280C, which increases the slope at -55 0 C from the optimum 2.7 ppm/0 C to 3.0
ppm/ 0 C. A +5 minute error causes a smaller maximum slope change at -85oC, since the rate of
change in f vs T slope is 0.029 ppm/C 2 at -850C. Therefore, in many MCXO applications, the
angle-of-cut tolerance requirement may be loose enough for x-ray orientation and angle-correction
to be unnecessary.

MCXO AND TCXO RESONATOR COMPARISON

Table I shows a comparison between resonators for the MCXO and for precision analog TCXO. Not
only is the angle-of-cut tolerance looser for MCXO resonators, but so are the blank frequency and
plating tolerances. For example, in one MCXO implementation,N] pulse deletion is used to generate an
accurate time-corrected pulse train. The resonator target frequency during plating is chosen to ensure
that the resonator frequency is above the nominal clock frequency at all temperatures. Therefore, there
is no need to specify a tight plating tolerance. In fact, the accuracy achievable with "rough" plating
may be sufficient; i.e., no frequency adjustment should be necessary if the rough plating is reasonably
well controlled.

The hysteresis and aging are lower for MCXO resonators than for TCXO resonators because third-
overtone SC-cut resonators are inherently more stable than the fundamental-mode AT-cut resonators
usually used in wide-temperature-range TCXO. Another possible factor may be that the interface
between the rough plating and the fine plating can be eliminated in MCXO resonators.

Hysteresis is the major limitation on the f vs T stability that is achievable with the MCXO. Although
the majority of resonators exhibited hysteresis at the low 10- 8 level, some were in the 10-9 range.
This shows that MCXO's with an f vs. T stability in the 10-9, or better, range is a reasonable goal
for the future. For that goal to be met, further research is needed to gain a better understanding of
the mechanisms responsible for hysteresis.
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THE DUAL-HARMONIC-MODE
CRYSTAL OSCILLATOR (DHMXO)

Figure 6 shows one example of a dual-mode oscillator capable of generating the two c-mode frequen-
cies. This DHMXO can be described as two separate oscillators sharing a crystal that operates at
series resonance. A single section resembles that of the Butler or bridged-tee oscillator, and falls into
the family of crystal oscillators characterized by the crystal current being essentially equal to the tran-
sistor emitter current. In this configuration, the crystal is grounded to facilitate design. In each gain
loop, emitter degeneration provides negative feedback that if sufficient to reduce net loop gain below
unity for all frequencies except the desired c-mode frequency, where the crystal branch impedance is a
minimum. This condition is assured by the series tuned networks C,, L8, and C', L, which also serve
to decouple the adjacent mode signal. Using this circuit, the coupled frequencies can be attenuated
more than 50 dB below the primary output signal level. Positive feedback at each c-mode is provided
by the phase-shifting PI-networks consisting of C1, C2, and L3 and C', C2, and L,.

Simultaneous excitation of the c-modes can also be obtained with the single-gain-loop Colpitts-type
DHMXO shown in Figure 7. Suppression of undesired SC-cut b-mode frequencies is accomplished by
the network C2, L2, C2, L1, which is designed to appear capaciti;e, and which provides the correct
phase shift for oscillation only at the two c-mode frequencies. Inherent nonlinearities in the transistor
provide frequency multiplication and mixing such that the beat frequency is available at the collector
output following filtering of the higher frequency components. Either the fundamental mode or third-
overtone frequencies can be extracted at the emitter using a frequency selective amplifier. The single-
gain-loop DHMXO offers lower parts count and lower input power than the double-gain-loop circuit.
However, it does trade off the flexibility of independent control of crystal-current for each mode, and it
limits stability coefficient optimization. These limitations can prevent the single-gain-loop DHMXO
from achieving the high level of performance of the double-gain-loop design. However, use of the
single-gain loop may be warranted in applications permitting somewhat lower temperature-sensing

accuracy.

IMPLEMENTATION OF THE DUAL C-MODE METHOD

Implementation of the dual c-mode method is shown by the MCXO simplified block diagram of Figure
8. In this illustration, the thermometric beat frequency is the one defined in Equation 3. f is divided
by M to obtain a convenient value for gating a reciprocal counter with the third-overtone frequency
as the input. The reciprocal counter produces a number, N1, that represents the temperature of the
crystal. The divisor M serves to scale the N1 counter range, consistent with the required temperature-
sensing resolution and the number of counter bits. This number, or temperature word, is read by the
microcomputer and is used to compute a second number, N2, that programs the correction circuitry.
Correction algorithms may consist of evaluation of a polynomial, or a look-up table using coefficients
or table entries, respectively, that were stored in memory during the calibration process.

The authors' laboratory is sponsoring two contracts, using two different approaches, for implementa-
tion of the MCXO, at Frequency Electronics, Inc. (FEI), and at General Technical Services (GTS).
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THE FEI MCXO

The basic MCXO in development at FEI employs pulse deletion. [ ] The SC-cut resonator frequency, fl
or f3, is selected so that, at all temperatures, it is always greater than the required output frequency.
This ensures that pulses can always be deleted from the pulse train to provide the required number of
output pulses in each interval. If the calculated correction includes a fraction of a pulse, the remainder
is stored in memory, and an additional pulse will be deleted when the remainder, which is adjusted in
subsequent cycles, has reached or exceeded a full pulse.

Figure 9 is a more detailed digital control block diagram. There are two inputs, fp (; 157 kHz) and
fi (-- 3.3+ MHz). At the start of each measurement interval both the 12 stage fp counter and the
18 stage fi counter are reset to zero and started simultaneously. The microcomputer is set to detect
36 overflows of the fp counter to get a 0.94 second gate time (36 x 212/157 kHz = 0.94 s). The ft
counter then contains the number N, which is the remainder of fl/2 18 , i.e., fl modulo 218. The crystal
resonator is manufactured to have a f vs T characteristic such that, over the intended temperature
range, the number of overflows is always the same. For example, the resonator frequency can be
between 12 x 218 = 3.145728 MHz and 13 x 218 = 3.407872 MHz which is a Af/f of 262 kHz (80,000
ppm, not a major manufacturing dilemma). The microcomputer uses N, to compute Nd, the number
of pulses that must be deleted during the next measurement interval. The variable-divide counter is
loaded with Nd/fl so that a pulse is deleted each time the variable-divide counter overflows. The net
result is a pulse train with average frequency f, and missing pulses uniformly spaced in time.

Start-up time, i.e., the time interval between application of power and the first valid correction (pulse
deletion), is about 3.5 seconds. The output signal, fo, is a time-corrected pulse train that can be
divided to produce a 1 pps time reference, or can be used directly to drive a clock. Because of the
noise characteristics created by the pulse deletion process, additional signal processing is necessary to
provide rf output useful for frequency-control applications. This can be accomplished, for example,
by imparting the MCXO accuracy to a low-noise, low-cost, voltage controlled crystal oscillator via
a phase-locked-loop (PLL). A prototype MCXO, with a phase-locked VCXO operating at 5 MHz,
showed a phase noise of -100 dBc at 100 Hz and -140 dBc at 100 kHz.

Construction of the basic MCXO consists of an SC-cut lateral field crystal unit, custom hybrid dual-
mode oscillator, CMOS microcomputer, and a 2,550-gate application specific IC (ASIC). The power
consumed in each of the major assemblies for a compensated fi output and one-second update is:

Dual-mode oscillator 8 mW
Microcomputer 18 mW
ASIC 15 mW

41 mW

By extending the time between updates, e.g., to 60 seconds, the average input power can be made to
approach the idle power of the MCXO, which is about 25 mW.

An even lower average input power, approaching 5 mW, can be obtained by combining the MCXO
with a low-power clock.[6 In this approach, illustrated in Figure 10, the MCXO is turned off, except
when calibrating the low power clock. If the duty cycle is sufficiently low, the total input power will be
almost independent of MCXO power. As in the previous approach, temperature variations between
calibrations will affect the frequency, reducing the accuracy of the clock. Thus, there will be a trade-
off between input power and accuracy, as shown in Figure 11. The low-power clock can reduce the
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input power to 5 mW, but accuracy continues to decrease, reaching 70 milliseconds in 24 hours.

The FEI MCXO uses a Motorola MC1468705G2 microprocessor that has 2K of EPROM and 112 bytes
of RAM.

THE GTS MCXO

In the MCXO developed at GTS[41, fo is used to generate a correction frequency with a direct digital
synthesizer. The correction frequency is added to the third overtone frequency in a PLL to produce
a temperature-stable 10 Mhz output. In an alternative time-only mode, fp is used to generate a
constant 4 kHz, which is divided to produce a 1 pps clock output.

Referring to Figure 12, and assuming that the MCXO is set to the "frequency" mode, operation is as
follows:

The temperature-dependent beat frequency, f", is the output of the digital mixer, with fi the

fundamental-mode frequency and f3 the 3rd overtone frequency. The mixer is configured such that

f= fl/2 - f3/6 = f/2 (5)

The output of the mixer, f", is divided by 216 to produce a gate width of approximately 0.16 seconds
for the 24 bit counrer. The counter input is f3/2, i.e., nominally 5 MHz. The number of f, counts
measured in the 0.16 seconds, N1, is equivalent to the period of fp. N1 is used by the microcomputer
to determine the necessary correction from the stored calibration data. The microcomputer computes
the number N2 which sets the direct digital synthesizer (DDS). The DDS is driven by f3/32 (s 312
kHz) and gives an output frequency of between 200 and 900 Hz. This frequency, Af, is compared
with the difference between a (10 Mhz, AT-cut) VCXO and f3 in the PLL. The error signal controls
the VCXO so that the difference frequency is that computed by the microcomputer, i.e., the output
is 10 MHz.

The third-overtone oscillator can operate equally well at an offset of up to -2500 Hz, so the plating
target frequency of the SC-cut resonator can be 10 Mhz -1500 Hz ±100 ppm. Therefore, the resonator
for the GTS MCXO can also be only rough-plated.

Since no pulse deletion is used, one would expect a clean spectrum. However, under the condition
where the number N2 is other than an integer power of 2, the DDS is likely to produce a periodic
phase modulation that manifests itself as spurious sidebands on Af. By judicious selection of the PLL
bandwidth (approximately 10 Hz), the spurious sidebands will be suppressed and the VCXO output
phase noise will be only slightly degraded in the region outside the loop bandwidth. Within the loop
bandwidth the close-in noise is dominated by the short-term stability of the third-overtone frequency.
The phase noise for the current design (f,, = 10 MHz) falls from -106 dBc at 10 Hz to -160 dBc at
50 kHz. The noise floor depends on the VCXO signal-to-noise ratio, i.e., a low noise floor requires a
high crystal drive current. In the present VCXO, crystal current is about 1.5 mA.

To understand the operation of the "time" mode, refer again to Figure 12, with the switch set to
"T". In this mode, the PLL, including the VCXO, is disabled to conserve power. Further, the third-
overtone oscillator is activated only periodically, to update N1. In the time mode, the DDS is driven
by fl/16 (211 kHz, nominally), and N2 is calculated to deliver a constant 4 kHz output. The 4 kHz
is divided by 4,000 to give 1 pps. The long-term accuracy capability of the MCXO in the "time"
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mode is nearly the same as in the "frequency" mode, i.e., about ±1 x 10-8. However because of the
resolution of the DDS in the "time" mode, there is up to 4.7 microseconds of jitter. (The jitter in the
"frequency" mode is less than 50 nanoseconds.71)

The GTS MCXO currently (December, 1989) uses an Intel 87C51FA microprocessor that has 8Kbytes
of EPROM and 256 bytes of RAM on the chip. The internal EPROM holds the program, and the
RAM is used as a scratchpad. A 128 byte EEPROM (an ICT93C46) is used to store the polynomials
for the fundamental and third overtone frequencies. The aging-correction coefficient is also stored in
the EEPROM, making aging correction nonvolatile.

Start-up time in either operating mode is approximately 2 seconds. In addition to the initial tem-
perature measurement and correction computation periods, the start-up time in the frequency mode
includes the acquisition time of the PLL, and in the clock mode, the period delay in providing the
first 1 pps time tick in the divide by 4000 output stage.

MCXO PERFORMANCE TESTS

Four configurations of the MCXO5] were tested:

1. A packaged FEI MCXO consisting of a dual-mode oscillator, a microcomputer, and a gate
array.[31 We shall refer to this device as the MCXO, and report results for five samples.

2. A dual-mode oscillator design using a lateral-field resonator and hybrid circuit construction.
The lateral field resonator was designed to eliminate the requirement for the b-mode suppression
circuit in the oscillator. We will refer to this device as the LFR dual-mode oscillator, which is
a component in the MCXO described in Configuration (1).

3. A dual-mode oscillator design using a thickness-field resonator. 4] We will refer to this oscillator
as the TFR dual-mode oscillator. We tested two samples of the TFR dual-mode oscillator.
Each sample was tested with two resonators, one each from two manufacturers.

4. The dual-mode oscillator from configuration (3) with internal microprocessor compensation.
Testing was performed by GTSJ8]

F vs T PERFORMANCE

TEMPERATURE PROFILE

Details of the experimental setup and measurement methods can be found in reference no. 5.

MCXO F vs T

Figure 13 shows the results for a typical MCXO.

DUAL-MODE OSCILLATOR F vs T

It can be seen from Fig. 13 that the compensation can be improved with a simple "rotation," that
is, a change in the first-order temperature coefficient in the compensation algorithm. The necessary

452



frequencies are available from the MCXO, so that compensation of the devices could be simulated on
a desktop computer.

To perform the "simulated" compensation, we made a least-square fit of the set of data (fp, fi) to a
6th-order polynomial.

6

F(fpi) = C(fpi)p (6)
P=O

We then computed the residuals R,

R = fli - F(fpi). (7)

A plot of the residuals vs temperature is equivalent to an MCXO f vs T stability plot, assuming a
perfect technique for applying the calculated correction, e.g., pulse deletion or numerical synthesis.

LFR DUAL-MODE OSCILLATOR F vs T

Figure 14 shows a typical plot of the residuals from a 6th order polynomial for the 5 LFR dual-mode
oscillators. The algorithm does not take into account thermal history, therefore, it cannot eliminate
hysteresis.

Even including the hysteresis, the f vs T stability is ±2 x 10- 8. The probable cause for the difference
between the MCXO results and the simulated compensation is that the MCXO was compensated
midway in the manufacturing process. Subsequent manufacturing steps caused a change in the required
compensation coefficients, possibly by changing circuit strays. In the future, improved manufacturing
techniques should allow realization of the simulated compensation.

TFR DUAL-MODE OSCILLATOR F vs T

Figure 15 shows a plot of the residuals of a TFR dual-mode oscillator. The excellent results shown
indicate that it is possible to obtain very low hysteresis.

AGING

All five MCXO's were placed into a temperature chamber and put through the sequence depicted in
Figure 16. The duration of the aging segments was approximately 30 days. Figure 17 shows aging
data for a typical MCXO. The dashed line is a linear approximation of the last several days of data.
The value of the slope of the dashed line is given in the figure.

F vs T REPEATABILITY

Figure 18 is the superposition of 18 f vs T runs on MCXO 16723 taken over the course of 13 months.
Two different temperature ranges (-55°C to +85°C and -46°C to +68°C), two step sizes (20C and
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30C), and three soak times (4, 12, and 30 minutes) were used. The performance of the MCXO appears

to be independent of temperature range, soak time, and step size. Most important, there is no evidence
of any f vs T aging, which would occur, e.g., if the aging of the two modes differed significantly.

SUMMARY AND CONCLUSIONS

A performance summary is given in Table II.

Whereas conventional TCXO accuracy has remained at about 1 ppm for the past 30 years, the MCXO
now allows a temperature stability of 2 x 10-8 and an overall accuracy of < 5 X 10-8 for a -55°C to
+850C temperature range.

A thermometry method of using two c-modes in a dual-mode oscillator has been described. Its
potential is now being realized in the development of high-performance MCXO having stabilities 10
to 100 times greater than that of analog TCXO. The method overcomes the limitations of existing
temperature-compensation methods, is easy to implement, is microprocessor compatil 1c, and makes
possible a new generation of inexpensive, high-accuracy, low-power, temperature-compernsated crystal
oscillators.
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MCXO.

Table I
MCXO - TCXO Resonator comparison

Parameter MCXO TCXO

Cut, overtone SC-cut, 3rd AT-cut, fund.

Angle-of-cut tolerance Loose Tight

Blank f and plating tolerance Loose Tight

Activity dip incidence Low Significant

Hysteresis (-55*C to +850C) 10-9 to 10-8 10-7 to 10-6

Aging per year 10-8 to 10-7 10-7 to 10-6
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Table II

MCXO PERFORMRNCE SUMMRRY
f-T f-T

Source Res. # of (int) (ext) Hyst Rging

f-T 10-8 10- 8  10-8 1 '0 /d

FEI 21 12.5 3.2 2 2.0

FEI 19 5.5 - 1 0.6

FEI LFR 17 5.0 2.5 1 1.0

FEI 16 11.0 5.7 4.5 0.3

FEI 15 8.5 3.2 1.5 0.7

GTS 11 - 1.1 0.5 -

GTS TFR 11 - 3.1 2

GTS 1 1.0 - 0.8
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QUESTIONS AND ANSWERS

MR. REINHARDT: Why can't you just use a varactor and just feed back the information and control
the frequency directly?

MR. VIG: In the MCXO a varactor wouldn't work because it would affect the two frequencies differ-
ently. The fundamental mode would be pulled much more than the third overtone. It would mess up the
compensation. The idea is to avoid having to pull the frequency.

UNIDENTIFIED QUESTIONER: Do you have any data on the phase noise of these oscillators
and do you see any increase in phase noise due to amplitude variations in the drive?

MR. VIG: These were initially intended for clocks, so phase noise has not been of concern, although
we are finding more and more applications where people want both an accurate clock and a source for carrier
frequency control. We are looking at various ways of getting both a good clock output and a good frequency
output from the MCXO. The obvious way of doing it is to just phase lock a VCXO to it. That, in fact, is
being done in both approaches. When you do that, you will get the phase noise of the VCXO, which will be
basically signal-to-noise at the far out frequencies and whatever VCXO's do close to the carrier. Since the
temperature is not controlled, the close in phase noise will probably be temperature dependent. The is no
unique answer as to what the phase noise will be at one Hertz from the carrier.

MR. REINHARDT: If you let the VCXO run at a different frequency than the MCXO, the offset
could be controlled by the information from the MCXO and it could all be done in software.

MR. VIG: Exactly. One application that we have right now will use a 10MHz clock and a 60 Mhz
frequency reference, using that kind of approach.
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PTTI SYSTEMS ON THE EASTERN TEST RANGE

Christopher S. Duffy
James L. Wright

Computer Sciences Raytheon
P. 0. Box 4127, CSR 2230

Patrick Air Force Base, Florida 32925

Abstract

The Eastern Test Range (ETR) is a missile and rocket testing facility available to
military and commercial users for the launching and testing of space vehicles. The
ETR provides over 4,000 nautical miles of tracking coverage of these vehicles from
four major land-based tracking stations and one shipboard tracking station. At each
station there are a myriad of Precise Time and Time Interval (PTTI) requirements
that must be met. The most demanding requirements are: synchronization accuracy
to the United States Naval Observatory (USNO) Master Clock to 100 nanoseconds,
frequency accuracy of 1 x 1013 (Tau = 1 day), no single point of failure and continuous
(24 hours per day, 365 days per year) PTTI operation. This paper will update a
similar paper delivered at the Eightennth Annual PTTI Applications and Planning
Meeting and will describe the techniques employed to meet all of the ETRI's PTTI
requirements. Philosophical notions such as range PTTI service is much like a highly
reliable utility sevice, synchronization from GPS should not be overemphasized, and
gradual corrections are preffered to step corrections will be presented.

BACKGROUND

Figure 1 is a functional ESMC organization chart, showing only that which is germane to this pa-
per. The principal users of PTTI on the ETR are the launch sites at Cape Canaveral Air Force
Station (CCAFS) and the downrange tracking stations at Jonathan Dickinson Missile Tracking Annex
(JDMTA), Antigua, Ascension, and on the USNS Redstone. There are other ETR sites and instru-
mentation which require PTTI systems. Refer to Figure 2 for a map of the ETR locations. The ESMC
agency responsible for sustaining engineering and modernization of the Eastern Test Range (ETR) is
the Deputy Commander for Systems Development (ESMC/DV). ESMC/DV in turn directs the Center
Technical Services (CTS) contractor to implement the required engineering services to ETR systems,
which include Radar, Telemetry, Command Destruct, Optics, Communications, and Precise Time and
Time Interval (PTTI). In most cases the CTS contractor provides systems engineering services to
procure and develop systems utilizing equipment available from industry. The CTS contractor engi-
neers are also responsible for the design, development, fabrication, installation, and testing of unique
equipment which is not available from the private sector.

In order to satisfactorily accomplish its mission and to support Range customers with their programs,
the ETR has numerous PTTI requirements. ETR PTTI systems are often regarded as highly reliable
and accurate utility services which are required to operate twenty four hours a day, 365 days a year.
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Requirements range from providing a single Time-of- Year display in an aircraft control tower, to a
highly reliable system with over 160 output PTTI signals and synchronized within 250 nanoseconds
to the DoD Master Clock, to redundant Range Safety systems where no single failure (PTTI systems
included) can cause both systems to fail. Each PTTI system is designed to meet both the dependability
and accuracy requirements of the using system. To accomplish these obljectives in the most cost
effective manner, a hierarchy of "Clocks, each closely synchronized to the next higher level, has
been established. Thus each user of PTTI on the ETR will benefit from high quality Clocks without
incurring the expense of building independent timing systems.

SYNCHRONIZATION HIERARCHY

Each ETR facility, where PTTI services are provided, is traceable to the DoD Master Clock. The
Range Clock, collocated with the Station Clock at the Cape, is synchronized and traceable to the DoD
Master Clock to within 250 nanoseconds. Each Station Clock is synchronized and traceable to the
Range Clock to within 500 nanoseconds. Site requirements determine the synchronization accuracy
and traceability of each Site Clock to its local Station Clock. Refer to figure 3 for a composite
synchronization diagram.

To achieve and maintain the required synchronization accuracies, time interval and frequency compar-
isons are made among all local timekeeping equipment (Cesiums, Digital Clocks, Micro Phase Steppers,
Time Signal Generators, etc.) and outside reference sources (GPS, LORAN-C, Portable Clock, etc.).
These frequent comparisons provide the basis for the thorough understanding of how each equipment
behaves relative to all others. Thus when one component fails to compare as expected against all
others, whether that component be a Cesium, Micro Phase Stepper, or GPS Receiver, its contribution
to the local time scale is discounted and minimized. Consequently no "out of spec performance" from
a single equipment or system should cause failure to meet an ETR accuracy specification.

The ETR has resisted adopting GPS as the one and only PTTI system of the future. While GPS is ar-
guably "the best" synchronization source to UTC (DoD MC) and its recent history has demonstrated
sub 50 nanosecond (RMS) accuracies to the DoD Master Clock, there have been occasions when UTC
(DoD MC) - UTC (GPS) has exceeded 400 nanoseconds. When Selective Availability (SA) is fully
implemented, the RMS value of UTC (DoD MC) - UTC (GPS) is expected to be approximately 300
nanoseconds. Thus ETR PTTI systems requiring better than 100 nanosecond accuracies employ Ce-
sium ensembles and synchronization information from Portable Clocks, GPS, LORAN-C, and various
other PTTI radio frequency (RF) sources.

RANGE CLOCK

The Range Clock is located in the CCAFS PTTI Center, Range Control Center, Cape Canaveral
Air Force Station, Florida. The Range Clock serves as the reference for all time and frequency on
the ETR. Its major components are four high performance Cesium Beam Frequency Standards, three
Micro Phase Steppers, seven Digital Clocks, two Global Positioning System (GPS) Receivers and two
LORAN-C Receivers. The three Micro Phase Steppers are utiliied to correct the output frequencies
from three of the Cesiums so the resultant frequency is more nearly that of the DoD Master Clock. The
Digital Clocks provide time derived from each frequency source (Cesium and Micro Phase Stepper).
The GPS and LORAN-C Receivers provide frequent time transfer information from the DoD Master
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Clock, used in conjunction with Portable Clock data to derive the long term corrections employed by
the Micro Phase Steppers.

PTTI VAULT

Figure 4 is a photograph of the PTTI Vault where much of the Range Clock equipment is installed.
This is an environmentally controlled area where the equipment is installed on low frequency shock
mounts and the temperature and humidity are closely monitored. Currently temperature is controlled
to approximately one degree Celsius. Chart Recorders are used to show the phase relationships of the
various frequency sources.

The performance history of a frequency standard can be used to predict its near future time only
when it has been continuously operated in a controlled environment and without adjustments. For
this reason extensive precautions are taken to insure that the environment is constant and power is
always present to all equipment in the PTTI Vault. No adjustments are made to the oscillators, and
frequency corrections are made using only the exacting digital features of the Micro Phase Steppers.

The entire PTTI Vault is operated from an Uninterruptable Power Source (UPS). In the event the
UPS does fail, all equipment is battery backed-up for approximately 48 hours.

PTTI MONITOR AND CONTROL SYSTEM

Figure 5 is a photograph of the PTTI Monitor and Control System and various PTTI receivers. The
computer based monitor system automatically collects time interval measurements made among the
various equipments in the PTTI Vault, the PTTI receivers, and the local Station Clock equipment.
Measurements are made daily at 1800 UTC, upon restoration of ac power, and upon operator demand.
Provisions are also available to set up a "Special Measurement Set" where several measurements can
be made more frequently and/or at specified times. The operator may also enter narrative information
pertinent to the operating PTTI on the ETR into a "Daily Log" file. Currently, this system is used
only to collect and store data, and to assist the operators in determining the Micro Phase Stepper
values.

Figure 6 is a diagram of the PTTI Monitor and Control System, as it is now and as it will be when
completed. PTTI Monitor and Control Systems will be installed at each Station Clock. They will
be networked together in a star configuration with the CCAFS controller at the center of the star.
This design will allow the CCAFS controller to retrieve PTTI measurements from all the downrange
Station Clocks, schedule GPS and LORAN-C common view measurements between Station Clocks,
and effect adjustments to the Micro Phase Steppers. The CCAFS controller software will derive the
"Paper Clock" for each Station Clock and output, via the IEEE-488 Bus, Micro Phase Stepper values
so the resultant frequency from each Cesium/Micro Phase Stepper pair is corrected to be syntonizsd
to that of the DoD Master Clock. The first "Paper Clock" ensemble algorithm will be similar to the
one being used at the USNO Time Service Alternate Station, Richmond Heights, Florida.

Currently PTTI Monitor and Control Systems are installed at the Cape PTTI Center, CCAFS and
JDMTA. A partial extension of the CCAFS PTTI Monitor and Control System was implemented at
the Antigua PTTI Station Clock several years ago. Until recently the only sub 10 microsecond time
transfer system available was LORAN-C. Because Antigua is in a fringe reception area for LORAN-
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.C the correct cycle tracking is unreliable. The best way to insure proper timing at the unmanned
Station Clocks, is to validate its continuous operation by taking frequent time interval measurements
between various timing sources after the correct time had been validated by a Portable Clock. At
Antigua, automated time interval measurements between the Station Clock Cesium Beam Frequency
Standards, Time Signal Generators, LORAN-C Receiver, and GPS Receiver are taken every 6 hours,
and transmitted back to the CCAFS PTTI Center. Operators at CCAFS analyze the received data
and develop Micro Phase Stepper values used to slowly slew the Antigua Time Signal Generators to
be closely synchronized to the Range Clock. One set of measurements is made simultaneously with
measurements made at the Range Clock (1800 UTC) so the Antigua Station Clock synchronization is
verified using LORAN-C and GPS common view techniques.

Plans will expand the PTTI Monitor and Control System to include automated verification of Site
Clock performance. Since unmanned ETR Site Clocks now are driven by Synchronized Time Code
Generators, synchronized to the local Station Clock, it has become apparent that Site Clock timing
errors (due to loss of input signal, transmission noise, equipment failures, etc.) can go unnoticed
indefinitely. Thus it is imperative that a means to monitor the performance of Site Clocks be developed.
The Site Clock Monitor System will monitor all the Site Clocks at a given Station (CCAFS, Antigua,
Ascension) and provide status information to each PTTI Monitor and Control System. To verify
the proper functioning of the Site Synchronized Time Code Generator, an IRIG B120 signal, output
from the Generator, will be sent to a digitally controlled switch located at the local Station Clock. A
microcomputer will switch select a specific Site Clock IRIG B120 to be decoded for Time-of-Year data
and control function data (encoded status bits from the Site Clock). The Site Clock IRIG B120 will
also be examined to determine if its phase (time offset) is within predefined values. Any discrepancies
will be transmitted to the CCAFS PTTI Monitor and Control System, where operators will be alerted
to the potential problems and can initiate responsive action.

CCAFS STATION CLOCK

Since both the Range Clock and the CCAFS Station Clock are collocated in the same facility, the
CCAFS Station Clock obtains its sense of time and frequency from the Range Clock. Two Time
Signal Generators are synchronized to the Range Clock and are driven from the corrected (Micro
Phase Steppered) frequencies of the Range Clock. These Time Signal Generators are capable of
producing all IRIG serial time codes and decade pulse repetition rates (1 pulse-per-day through 100
kpps). In addition they generate various non-standard time codes which are required by customers
not yet totally in compliance with the IRIG standards identified in Document 200-70, published by
the Range Commanders Council. Like outputs from each Time Signal Generator are compared in
a Coincidence Monitor Panel, where any synchronization difference greater than 2 microseconds or
disagreement in code content activates an audible alarm and illuminates an identifying lamp to indicate
which signal pair is in disagreement. Outputs of the manually selected Time Signal Generator are
conditioned and then provided to Range Communications for distribution to authorized users within
a forty mile radius.

All Station Clocks are scheduled to have these redundant Time Signal Generators and associated Co-
incidence Monitors replaced with modernized equipment. The new equipment will employ triplicated
Time Signal Generators and a Coincidence Monitor which will automatically select the best Time
Signal Generator for distribution to PTTI users. Additionally the modernized distribution equipment
can sense an output amplifier failure and will select an alternate output amplifier for distribution. The
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CCAFS Station Clock is scheduled to receivw, this new equipment when the Station Clock is relocated
to a new facility in the summer of 1991.

Another major PTTI system located at the CCAFS Station Clock is the USNO Monitor system.
This system employs the Data Acquisition System (DAS) described by the Automation of Precise
Time Reference Stations (PTRS) paper presented by Paul J. Wheeler during the Proceedings of the
Fifteenth Annual PTTI Applications and Planning Meeting. With the USNO Monitor System, the
Naval Observatory obtains GPS data from a Naval Research Laboratory GPS Receiver and time
interval measurements made between the Station Clock, the PTTI Vault Cesiums, and the LORAN-
C Receiver 1 pps signals. The Naval Observatory compares readings from this system with those
simultaneously made against LORAN-C at their site in Washington D.C. and provides a real-time
time transfer measurement utilizing common-view LORAN-C techniques. The results of the USNO
data analysis is transmitted to the Range Clock for use in coordinating and steering its local time
scale.

CCAFS SITE CLOCKS

Timing signals are distributed to outlying instrumentation sites (Site Clocks) via standard telephone
cable plant, video cables, and a local UHF Radio system. Most signals are transmitted over 19
AWG or 22 AWG telephone cables in bipolar pulse form to the Site Clocks where the signals are
reconstructed into standard dc level shift or amplitude modulated formats. Newer Site Clocks now
employ Synchronized Time Code Generators which input IRIG B120, compensate for transmission
delay, and output required IRIG standard codes, decade repetition rates (1 pps through 1 kpps), and
decade frequencies (100 Hz through 100 kHz). The Synchronized Time Code Generators also provide
"Flywheel" operation through input signal code errors and loss of input signal. Thus site timing
signals are uninterrupted and accurate even if there are momentary input faults.

Site Clocks within a forty mile radius of the CCAFS Station Clock can also obtain time via the UHF
Radio system. Timing Signals from the Station Clock are Time Division Multiplexed and transmit-
ted 1 millisecond early on a 1750 MHz carrier. Site Clocks with receiver and decoder equipment,
demultiplex and output the required signals "on time" (within the 1 microsecond resolution of the
delay compensation equipment). This system is now over 20 years old and will be replaced by a new
upgraded UHF system. The new system will use the Micro Phase Steppered frequencies from the
PTTI Vault to synthesize the 1750 MHz carrier. IRIG B120 and 1Mhz, from the Station Clock, will
amplitude modulate the RF carrier. Thus all UHF signals are transmitted coherently and a suitable
receiver can output time and frequency closely synchronized and syntonized to the CCAFS Station
Clock.

The multiplexed timing signal is also transmitted, via video cable frc'n the Station Clock, to Site
Clocks which have requirements for redundant transmission paths fro.. the Station Clock.

Each Site Clock timing signal is provided to the requiring user equipment from a separate buffered
amplifier. Thus each user is unperturbed by other users collocated at the instrumentation site. Signal
levels are adjustable from 0 to 10 volts (peak-to-peak or base-to-peak depending on signal type).
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DOWNRANGE STATION CLOCKS

Station Clocks at each of the downrange Stations employ redundant timing systems similar to those
currently employed by the CCAFS Station Clock. However, unlike the CCAFS Station Clock which
is driven directly from the Range Clock frequency standards, downrange Station Clock systems are
driven from local Cesiuras (only Antigua and JDMTA also employ Micro Phase Steppers). Downrange
Station Clocks obtain time transfers via semi-annual portab!e clock calibrations from the Range Clock.
Time transfers are also made using GPS, LORAN-C, Transit, GOES, and WWV timing receivers.

Replacement of the redundant downrange Station Clock equipment with the new triplicated systems is
currently in progress at JDMTA and will soon be accomplished on the USNS Redstone. Modernization
of the Ascension and Antigua Station Clocks is scheduled for completion before the end of 1992.

secticn*DOWNRANGE SITE CLOCKS Downrange Site Clocks obtain PTTI signals from the local
Station Clock and provide signals to users in a manner similar to that of the CCAFS Site Clocks. The
only notable difference is the absence of an UHF Radio system, however the Time Division Multiplex
system is used via wideband video cables.

SUMMARY

The ETR PTTI systems are continuously being upgraded to meet current and projected requirements.
Major considerations for each of the ETR PTTI systems are accuracy, traceability, dependability,
remote control automation, and low costs for implementation and operation. Generally, these systems
are built using commercially available equipment, perform in various field environments, and are
operated and maintained at low costs.
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Figure 5. PTTI Cesium Vault
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NASA/JPL DEEP SPACE NETWORK
FREQUENCY AND TIMING

Paul F. Kuhnle*
Jet Propulsion Laboratory

California Institute of Technology
4800 Oak Grove Drive

Pasadena, California 91109

Abstract

The Jet Propulsion Laboratory (JPL) supplies, maintains, and operates the NASA
Deep Space Network for ground tracking of outer space probes. There are three major
complexes which are located near Los Angeles, California; Canberra, Australia; and
Madrid, Spain to provide continuous coverage of the desired spacecraft. This paper
will describe the Frequency and Timing equipment utilized at the three complexes,
and the methods of time synchronization and frequency syntonization between the
three complexes and the National Institute of Standards and Technology (NIST).

Diagrams and specifications of today's system and anticipated future requirements
will also be presented.

Introduction

NASA/JPL operates the Deep Space Network which consists of three complexes located around the
world. These are located at Goldstone, California; near Robledo, Spain; and Tidbinbilla, Australia.
From these three sites, continuous coverage of Deep Space probes (e.g.., Voyager, Pioneer, Magellan
and Galileo) is possible. Each site has multiple antennas for simultaneous coverage of several spacecraft
or antenna arraying of a single spacecraft. Each complex has one centralized control room which
includes one timing subsystem that is distributed to all users. Time synchronization and frequency
syntonization between the three complexes and the National Institute of Standards and Technology
(NIST) is accomplished today using the GPS constellation.

Configuration

Each complex (e.g.., Goldstone, CA) has a complete Frequency and Timing subsystem. All three com-
plexes have nearly identical equipment and configuration. A typical overall high level block diagram
is shown in Figure 1. This is further detailed in several additional block diagrams, epch of which is

*This work represents the results of one phase of research carried out at the Jet Propulsion La'.)oratory, California
Institute of Technology, under a contract sponsored by the National Aeronautics and Space Administration
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one block from Figure 1. These include the Frequency Standards Group (Figure 2), the Reference
Frequency Synthesis and Distribution Group (Figure 3), the Master Clock and Timing Group (Figure
4) and the Monitor and Control Group (Figure 5).

Frequency Standards

The Frequency Standard Group (Figure 2) consists of the atomic frequency standards and accessories.
The primary and first backup standards are both active Hydrogen Masers manufactured by the Smith-
sonian Astrophysical Observatory (SAO). The primary unit is a model VL11B and the backup is a
model VLG10. The third and fourth units are Hewlett Packard 5061A Cesium Beam Frequency Stan-
dards with the "option 004" High Performance tube. All four are battery backed and are, in addition,
connected to the Complex Uninterruptible Power Supply (UPS).

Reference Frequency Synthesis and Distribution

The four frequency standards are connected to the Coherent Reference Generator (CRG). The cabinet
provides the switch gear to select one of the four frequency standards, synthesis of several additional
frequencies and distribution of these to all users within the complex. The frequencies supplied are
0.1, 1, 5, 10, 10.1, 45, 50, 55 & 100 MHz. The total number of outputs is currently 225. To minimize
crosstalk and interference the newer distribution amplifier design has a minimum reverse isolation
between outputs of 100 dB. The isolation between the four frequency standards is 140 dB minimum
to attenuate crosstalk to below the Hydrogen Maser performance specifications. The CRG is a JPL
design that has evolved over the past 17 years and occupies two 7 foot high rack cabinets. It is entirely
packaged with plug-in field replaceable modules. The entire assembly is equipped with computer based
monitor equipment for hard failure detection (no output) and frequency standard selection.

The Phase Calibration Generator (PCG) transmits a reference frequency from the CRG to the antenna.
It uses active (feedback) stabilization of the 20 MHz reference frequency to preserve the Hydrogen
Maser stability. The device includes a transmitter, receiver and two comb tone generators. The
transmitter-receiver pair provides the frequency stability and the comb tone generators the S & X
band comb tone spacing and pulse amplitude that is injected into the antenna feedhorn. This provides
the method of measuring the receiver delay stability. The principal uses of the PCG are to deliver a
Hydrogen Maser stable reference to the antenna for receiver First Local Oscillator use and comb tones
to the receiver for Very Long Baseline Interferometry (VLBI) measurements. The PCG is used in two
antennas at each complex: 1) the 70M antenna and 2) the 34M High Efficiency Antenna.

Several users require the 100 MHz reference frequency in the antenna cone areas. To provide stabilized
100 MHz, a frequency multiplier (20 to 100 MHz) is connected to the PCG 20 MHz output. This syn-
thesized 100 MHz is distributed to 4 users, using distribution amplifiers with 100 dB minimum reverse
isolation. This equipment is mounted in a temperature controlled container, which is installed in the
antenna cone area. This 100 MHz meets the present day required Frequency stability performance
requirements. This equipment was designed and developed at JPL.
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Master Clock and Timing Group

This group contains the complete set of timing equipment. The major assemblies consist of the Phase
Locked Oscillator, Triple Redundant Master Clock (MCA), Time Insertion and Distribution Assembly
(TID) and multiple Time Code Translators (TCT).

The Phase Locked Oscillator is a 5 MHz Voltage Controlled Crystal Oscillator that is phase locked to
the CRG output (and frequency standard). The purpose of this device is to act as a "flywheel" during
reference frequency interruptions. This was implemented to maintain clock service during the 10 to
20 milliseconds reference frequency outage when the CRG switches to another frequency standard.

The master clock contains three independent Time Code Generators which are setup to be in syn-
chronization and driven by the complex atomic frequency standard that is currently in use. All three
generators are voted by majority vote logic that selects a minimum of two being within limits as the
correct time of day and pulse timing.

The TID is a distribution assembly that formulates a modified IRIG-G code for distribution to all the
TCT's in the zomplex (100 maximum). The requirements are that not only UTC be distributed, but
a second time code be available which is titled Simulation (SIM) Time. This code may be offset from
UTC to anytime within a year to the nearest second. It is programmable to any or all of TCT's in the
complex by the centralized Computer Control console. This SIM time programmability is necessary
to meet the requirements of simultaneous multiple antenna users, one of which may be performing a
training or software exercise for a future planned event.

The TID generated modified IRIG-G code contains UTC in the same format as specified in the IRIG-
G specification. The SIM Time code is inserted in the control functions part of each frame. Flags are
inserted in each frame that instruct each TCT on the leap year and leap second function. In addition,
an address code is inserted in each frame to instruct a discrete TCT on SIM time and required flags
(leap year and leap second). In this manner each TCT may be assigned to UTC or SIM time with the
necessary flags. Each address is repeated every 100 frames of TID's code (I second).

The TCT is really a synchronized Time Code Generator. Each TCT accumulates time from the same
5 MHz reference source as the MCA. The TCT is synchronized and controlled by the modified IRIG-G
code. The TCT output contains time code and pulses. The current codes available are NASA PB-1
(millisecond of day and day of year) and BCD (millisecond of day and day of year). Timing pulses
available are 1 PPS, 10 PPS, 100 PPS and 1000 PPS.

The Timing Jitter and TOT offset relate to TCT performance. The TCT jitter is inherit within the
assembly design and exceeds the requirement by a comfortable margin. Each TCT in the complex may
be adjusted to decrease the Master Clock to TCT propagation delay to less than 100 nanoseconds.
This offset is adjusted and calibrated when the TCT is installed and subsequently verified at regular
intervals.

Time Synchronization

GPS is currently the method for measuring the three DSN complexes timing versus UTC at NIST. The
"NBS" (NIST) receiver design is currently in use at the three complexes. Data is acquired daily at each
receiver (DSN complexes and NIST) versus selected GPS satellites using a predetermined schedule.
This data is accumulated weekly at JPL by the DSN Timing analyst and compared with UTC from
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(NIST). The result is the "Common View" measurement technique. Weekly time synchronization and
frequency syntonization reports are publicized weekly to the DSN.

Monitor and Control

Figure 5 shows the block diagram configuration of the FTS Monitor and Control. Each major assembly
has a dedicated microprocessor computer with keyboard for monitor only or monitor and control
purposes. Control is limited to the TID, PCG and CRG. Computer control of the Master Clock and
Frequency Standards is intentionally omitted, due to the possibility of erroneous messages causing
misadjustment of the equipment. The FTS is normally controlled and monitored from the Centralized
Monitor and Control (CMC) console. This console is the central area where the entire complex is
controlled and monitored for major functions throughout the complex. Local front panel control at
each FTS major assembly has also been provided.

Requirements & Performance

There are many detailed requirements imposed on the DSN Frequency and Timing. These are updated
to meet requirements for the future planned Deep Space Missions. Only the most important will be
addressed in this paper. These involve stability and offset.

Allan Deviation

Allan Deviation requirements and performance are shown in Figure 6. Various missions overrule the
general specifications and have more stringent requirements, some of which are difficult to meet with a
Hydrogen Maser, which leaves little margin for the transmission to an antenna that is 300 to 700 meters
from the frequency standard. Requirements for the recent Voyager Neptune encounter and the future
Galileo and Mars Observer missions are also shown. Note that the Voyager Nep .,:ne performance
met the mission requirements and this was at the antennas using a non- stabilized coaxial cable that
is buried one and one half meters below the ground surface. The section on the antenna structure
is exposed and subject to the environment which is the most significant contributor to the stability
degradation.

The above described non-stabilized coaxial cable method will not be satisfactory for the Galileo
or Mars Observer mission stability requirements. While the PCG is feedback stabilized and will
marginally meet the Allan Deviation, other parameters limit the assembly performance. Current
work, in process, using fiber optic transmission lines should solve this problem.

Power Spectral Density of Phase

The single sideband phase noise requirements and performance are shown in Figure 7. The require-
ments for Voyager Neptune and subsequently for Mars Observer were better than Frequency and
Timing could support. The recent JPL revisions to the Hydrogen Maser electronics have improved
the phase noise performance with a reasonable margin. This was accomplished by replacing the VCO
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with a BVA type crystal voltage controlled oscillator (VCO) and frequency multipliers that did not
degrade the VCO. The tracking filter was also replaced with the single sided loop bandwidth set to ap-
proximately 0.5 HZ. This equipment was installed prior to the Voyager Neptune encounter to support
the Radio Science Occultation and Ring Experiment. These revisions are currently being installed in
the balance of the DSN.

Offset and Jitter

Table 1 shows the specifications and nominal performance frequency and time offset, timing jitter
and TCT offset versus the Master Clock. The frequency and time offset is the maximum permitted
between the three complexes and the National Institute of Standards and Technology (NIST). The
knowledge of frequency and time offset is specified somewhat tighter; this is not a problem with the
present GPS time synchronization and frequency syntonization techniques used in the DSN. These
requirements are easily exceeded with a comfortable margin.

Future Requirements and Improvements

Future missions in the planning stage will possibly require tighter specifications than possible with
the equipment implemented or in process, at this time. It is estimated these would be required about
year 1995 to 2000. Some of these specifications could be:

" Allan Deviation of I x 10-16 at sampling times between 1000 and 10,000 seconds. The driver
could be Gravitational Wave Experiments.

" Improved Phase Noise of 10 to 20 dB better than the specifications in Figure 7. This will

probably be especially true for close to the carrier responses.

" Reduce the knowledge of timing offset to 1 nanosecond between NIST and the three complexes.

" Reduce the maximum permitted time offset between NIST and the three complexes to 1 mi-
crosecond.

The near term improvement is to utilize fiberoptic links to distribute the 100 MHz reference to the
DSN antennas from the control room. The Allan Deviation and Phase Noise requirements for Galileo
and Mars Observer cannot be met with the present configuration using the PCG. A combination
of new state of the art fiberoptic transmitters, receivers and near zero temperature coefficient cable
appear to meet the requirements from an ongoing test series. It is planned to complete the evaluation,
the design in 1991 and to start installation in the antennas during 1992.

Other possible future improvements that are currently being developed or considered by NASA/JPL
are:

" Feedback stabilized fiberoptic reference frequency links at 100 MHz to obtain Allan Deviation
performance below 1 x 10-15 at 104 seconds.

" Fiberop~ic reference frequency links at 1GHz to reduce the phase noise contributed by the links.
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" Hydrogen Masers with Adiabatic Fast Passage to obtain Allan Deviation performance of I x 10-16

at 104 seconds.

" Superconducting Cavity Maser Oscillator that is phase locked to a Hydrogen Maser providing a
distinct improvement in Phase Noise and short term Allan Deviation performance.

" Mercury Trapped Ion Frequency Standards as a standalone device or as the long term low aging
reference to steer a Hydrogen Maser.

" Sapphire Dielectric Resonator Oscillator

" Two-way time transfer to replace or augment GPS, as a method of time synchronization to the
one nanosecond level.

These will be considered in the future as project requirements determine the need for DSN implemen-
tation.

Summary

Requirements for Frequency and Timing performance have been tightened in the last few years and
will undoubtedly continue to in future years. The recent phase noise performance improvements and
near future fiberoptic transmission links will meet Galileo and Mars Observer mission Radio Science
experiment requirements. Future, yet to be determined, requirements should be met by equipment
currently being researched and developed at JPL.
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Table 1. Offset and Jitter Requirements and Performance

NOMINAL
SPECIFICATIONS PERFORMANCE

FREQUENCY OFFSET 9 x 10-13 MAX <5 x 10"13

FREQUENCY OFFSET KNOWLEDGE 3 x 10-13 MAX <1 x 1013

TIME OFFSET 20 ts MAX <5 ts

TIME OFFSET KNOWLEDGE 10 gis MAX <100 ns

TIMING JITTER 2 ns MAX @ 1 a <2 ns @ 1
(1, 10, 100, 1 K PPS)

TCT OFFSET vs MCA 100 ns MAX <100 ns
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QUESTIONS AND ANSWERS

CERNOT WINKLER, USNO: You mentioned a future requirement for phase or frequency distri-
bution to 1 x 10-15 at the antenna. Over what time interval.

MR. KUHNLE: 1000 to 3600 seconds. It is for some preliminary gravitational wave experiments that
they are setting up to do with Galileo.

MR. MCNABB: In one of your early slides, you had cesium standards. I saw no multipliers, but you
were coming out with 100 MHz. Where did that 100 MHz come from?

MR. KUHNLE: I left them off the diagram to keep the diagram from becoming too complicated. We
do have 5MHz to 100 MHz multipliers and distribution amplifiers in an outboard box with the cesiums.
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SYNCHRONIZING LORAN-C MASTER STATIONS
TO COORDINATED UNIVERSAL TIME

G.R. Westling, M.D. Sakahara and C.J. Justice

United States Coast Guard

Washington, D.C.

ABSTRACT

In 1987 the Coast Guard, anticipating Public Law 100-223, began improving the
synchronization of its Loran-C master stations. Two parallel approaches were
begun. One was to develop a hardware addition to the master station's frequency
standard rack to provide timing offsets and maintain synchronization with
Coordinated Universal Time (UTC) using GPS timing receivers. The other was to
examine administrative methods to improve the master station synchronization as

reported by the U.S. Naval Observatory (USNO). Three such methods were studied:

frequency control, time step control, and modified master station control.
These methods were used at three Loran-C master stations: Seneca, NY, Dana, IN,
and Malone, FL. All three methods achieved significant synchronization
improvement. Key improvement factors were timely and precise time-difference

offset reporting by USNO and no-notice timing corrections by the Coast Guard.

INTRODUCTION

The Coast Guard began improvements to the synchronization of its master
stations in anticipation of Public Law 100-223, Section 310 (1). This law
requires the Coast Guard to synchronize all Loran-C master stations in the
United States to within approximately ±100 nanoseconds (ns) of Coordinated
Universal Time (UTC). An accurate and timely method of time transfer from UTC,
as maintained by the USNO, to the Loran-C master station's time is one of the
keys to successful compliance with the law (2). In March 1987, the Coast Guard

began studying two ways to improve the synchronization of its Loran-C master
stations:

The first approach was a study conducted by the Coast Guard Electronics
Engineering Center, Wildwood, NJ, (EECEN). The EECEN was tasked to develop an
addition to the frequency standard rack to provide precise time using the GPS
system to transfer time between USNO and the Loran-C station (LORSTA). The
EECEN would also study and evaluate methods of coordinating Loran-C time with

GPS time to within +30 ns. Their equipment would be used to monitor and steer

the local cesium oscillators, keeping them synchronized to UTC.

The second approach was a series of experiments using administrative
techniques to steer the master station's clocks. The Coast Guard believed that
it could approach 200-ns synchronization using the administrative method and,
possibly, 100-ns synchronization as the techniques were refined.

Results

The result of these two approaches is that Loran-C offsets have been held

within ±100 nanoseconds of UTC to donfidence levels ranging from 61% to 78% for
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the four Loran-C chains in the lower 48 states (Northeast U.S. (NEUS), Southeast
U.S. (SEUS), Great Lakes (GLAKES), and the U.S. West Coast (USWC)) since 1 May
1989. For the NEUS, SEUS, and GLAKES Chains, these offsets are daily averages
of measurements comparing Loran-C signals received at USNO, Washington, D.C.
with the USNO master clock. For the USWC chain, the signal is received at a
USNO supported Precise Time Reference Station (PTRS) at the Naval Weapons
Testing Center, China Lake, CA, and linked to the USNO master clock via GPS time
transfer. These chains were chosen for their proximity to USNO monitoring
facilities.

The remaining chains required by law to be synchronized to UTC are the
Canadian East Coast (CEC) chain, the Gulf of Alaska (GOA) chain, the Central
Pacific (CENPAC) chain, the North Pacific (NORPAC) chain, and the two
midcontinent expansion project (MEP) chains: the North Central U.S. (NOCUS) and
South Central U.S. (SOCUS) chains. Synchronizing the master stations of these
chains requires adding to or upgrading USNO PTRS facilities. The Coast Guard
intends to include the LABSEA chain, the Canadian West Coast (CWC) chain and the
required CENPAC chain, with minimal equipment additions.

This report discusses the administrative efforts from the standpoints of
performance, procedures and future recommendations.

IMPROVING THE SYNCHRONIZATION OF LORAN-C MASTER STATIONS ADMINISTRATIVELY

Improving the synchronization of Loran-C master stations using administrative
techniques was one of the least expensive alternatives the Coast Guard
considered feasible. It could also be implemented quickly at selected chains.

The USNO proposed one method of improving synchronization, and the Atlantic
Area Regional Manager (responsible for the NEUS, SEUS, GLAKES, CEC and LABSEA
Loran-C chains) proposed two methods.

USNO Proposal

The USNO proposed to develop a steering algorithm to steer the master operate
oscillator. This technique uses frequency changes to maintain synchronization.
It was tested at LORSTA Seneca, the master station of NEUS.

Atlantic Area Proposals

The first proposal from the Atlantic Area Regional Manager was to retain the
current method of controlling master stations and to reduce the offset data
averaging period from 30 days to 3. This involves making a combination of time
steps and frequency adjustments to the master operate oscillator to maintain
synchronization. It was decided to test this technique at LORSTA Malone, the
master station of SEUS.

The second proposal from the Atlantic Area Regional Manager was to use daily
time steps to "zero" the master station's daily offset. The record of offsets
and subsequent corrections would then be used to calculate monthly frequency
adjustments to reduce the magnitude and frequency of the time steps needed to
maintain synchronization.

To maximize the performance of the new techniques, the Coast Guard suspended
the requirement to issue prior user notification of timing corrections being
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made to the master stations. The Atlantic Area Regional Manager solicited
objections to removing the prior notification requirement and received no
response. Therefore, the plan was implemented.

GENERAL ASSESSMENT OF SUCCESS

The Frequency Control Method used at LORSTA Seneca

The USNO is responsible for reporting the timing offset of Loran-C master
stations. To do this, USNO compares the arrival time of a Loran-C master signal
to the station's time of coincidence (TOC) with the universal second. A modeled
propagation time and equipment delay from the station to the monitor point is
subtracted from the time difference, or offset, to move the time reference to
the master station. The offset data are then averaged over a day. The average
offset is published daily in USNO's Series 5 report and biweekly in their Series
4 report. This process is used to monitor all Loran-C master stations under the
jurisdiction of the United States. For LORSTA Seneca, USNO uses its PTRS in
Washington, DC to directly monitor LORSTA Seneca's signal.

The USNO began by averaging LORSTA Seneca's offset data for 4 days and, based
on the averaged data, recommended a frequency correction, if necessary. The
correction was entered in a special Electronic Bulletin Board (EBB). At a
predetermined time, the watchstander at LORSTA Seneca called the EBB to obtain
the day's correction. If a correction was recommended, the watchstander entered
the correction and confirmed its entry with the EBB.

The performance of this method is shown in Figure 1. Performance statistics
from USNO's steering method are listed in Table 1.

Improved Synchronization at NEUS
From To Mean Sigma

usec usec

Jan. 1, 1988 May 25, 1988 -0.26 0.65

May 25, 1988 Oct. 14, 1988 -0.045 0.139
Oct. 14, 1988 Jan. 17, 1989 -0.109 0.130
Jan. 17, 1989 May 15, 1989 -0.023 0.160
May 15, 1989 Aug. 17, 1989 -0.031 0.061

Table 1. The Synchronization Performance
of Loran-C Station Seneca.

The period from 01 January 1988 through 25 May 1988 shows LORSTA Seneca's
performance before 4-day averaging began. The USNO began calculating steering
corrections on 03 May 1988. During the start-up period, LORSTA Seneca's offset
was reduced approximately 5-fold, as shown in Figure 1. The improvement lessens
during the winter of 1988, from 14 October 1988 through 17 January 1989. On 17
January 1989, USNO reduced the minimum time between corrections from four days
to three, resulting in another improvement. On 15 May 1989, USNO again
decreased the minimum time between corrections from three days to one. The
average offset improved somewhat as a result, and the standard deviation of the
offset was more than halved.

The goal of this experiment, as with the others, was to attain a zero offset
average and to minimize the standard deviation. As Figure 2 shows, about 84%

493



(79 of the 94 offsets plotted) of the offsets from 15 May through 11 August were
within the +100-ns limit of the law.

This experiment was successful. The offest of LORSTA Seneca went from a mean
of -0.26 microseconds (usec) and a standard deviation of 0.65 usec before the
improvement to a mean of 0.031 usec and a standard deviation of 0.061 usec after
the minimum period between corrections was reduced to one day. This is more
than a 10-fold improvement.

The Accelerated Coast Guard Master Control Method Used at LORSTA Malone

For the SEUS Loran-C chain (SEUS), the Coast Guard proposed to accelerate the
current technique used to maintain master synchronization. Prior to this, daily
offset data collected over a 30-day period were analyzed to determine if the
station required a time step or frequency adjustment. The proposed technique
reduced the 30-day period to about 3 days. The experiment was coordinated by
the Coordinator of Chain Operations (COCO) for the SEUS. The synchronization
improvement project was started at the same time as that for NEUS.

This method provided a significant improvement in LORSTA Malone's
synchronization, as shown in Figure 3. Performance statistics of the technique
used at LORSTA Malone are shown in Table 2.

Improved Synchronization at SEUS
From To Mean Sigma

usec usec
Jan. 1, 1988 Oct. 14, 1988 -0.32 0.86

Oct. 24, 1988 Apr. 21, 1989 -0.029 0.188

Apr. 21, 1989 Aug. 17, 1989 -0.006 0.089

Table 2. The Synchronization Performance
of Loran-C Station Malone.

The period from 01 January 1988 through 14 October 1988 shows LORSTA Malone's
performance before the experiment, including the start-up period beginning on 03
May 1988. LORSTA Malone's synchronization improved significantly using this
technique. The average offset was reduced 15-fold, with a 4-fold reduction in
the standard deviation. On 21 April 1989 LORSTA Malone's operate oscillator was
replaced, and this resulted in an additional 50% reduction in both average
offset and standard deviation. The overall performance is shown in Figure 4.

The Time-Step Control Method Used at LORSTA Dana

The technique applied at LORSTA Dana used small time steps to maintain
synchronization and occasional frequency adjustments to reduce the number and
magnitude of the time steps. The watchstander at LORSTA Dana called the USNO
EBB and examined the Series 5 report for the day's offset. If the offset was
greater than +50 ns, then the offset was "zeroed" using 40-ns time steps. The
time steps and offsets were plotted, and frequency adjustments were made, as
needed, after 30-days of observation. This technique has the advantage of being
able to collect long-term drift data that can be used to steer the cesium
frequency standards.
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Figure 5 is a plot of offsets for LORSTA Dana, and it shows that
synchronization improvement was almost immediate. Performance statistics of the
system are shown in Table 3.

Improved Synchronization at GLKS
From To Mean I Sigma

usec usec

Jan. 1, 1988 Feb. 24, 1989 -0..08 0.64

Feb. 24,1989 Aug. 17, 1989 -0.013 j 0.099

Table 3. The Synchronization Peformance
of Loran-C Station Dana.

The period from 01 January 1988 through 24 February 1989 shows LORSTA Dana's
performance before time-step control was begun. After the start-up period from
12-24 February 1989, this technique produced the largest improvement in the
shortest time, nearly an 8-fold decrease in the average offset and a 6-fold
decrease in the standard deviation. Figure 6 shows the synchronization
performance. There is a gap in the data every weekend, giving a false periodic
appearance to the offset plots. The gap occurs because USNO does not issue the
Series 5 report on Saturday and Sunday.

Improving Synchronization at Other Loran-C Stations

After the Coast Guard observed the successes in the Atlantic Region, the

Pacific Area Regional Manager began using the time-step control technique at
LORSTA Fallon, NV, the master station of the USWC chain, on 12 February 1989.
This is the same method used at LORSTA Dana. The USNO was unable to furnish
daily offset reports with lO-ns resolution (the resolution of the offset reports
for NEUS, SEUS and GLAKES) until 17 April 1989.

The offset plot in Figure 7 shows the 100-ns resolution of the offset data
used to maintain LORSTA Fallon's synchronization. Note the sinusoidal seasonal
drift common to Loran-C in this plot. Once USNO increased the precision of the
reported offset data to 10 ns, LORSTA Fallon settled within the ±100-ns
boundaries. Table 4 lists the progress of improving the synchronization of
LORSTA Fallon.

Improved Synchronization at USWC
From To Mean Sigma

usec usec

Jan. 1, 1988 Feb. 24, 1989 -0.151 0.61

Feb.24,1989 Apr. 27,1989 -0.113 0.141

Apr. 17, 1989 Aug. 17, 1989 0.015 0.116

Table 4. Synchronization Performance

of Loran-C Station Fallon.
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Synchronization improved from a mean offset of -151 ns to one of 15 ns with a
6-fold reduction in standard deviation. The short period between the beginning
of the synchronization improvement project (24 February 1989) and when USNO was
able to publish daily offset reports with 10-ns resolution (17 April 1989) is

not considered significant, but the later synchronization improvements are.
Figure 8 shows the performance of LORSTA Fallon from 17 April 1989 through 1i1
August 1989.

OVERALL PROGRESS AND RESULTS

As shown above, the three techniques (USNO's frequency control (NEUS),
modified master control (SEUS) and time-step control (GLAKES, USWC) all provide
significant reductions in the synchronization offsets as reported by USNO.
Table 5 shows the

Improved Synchronization Performance
May 1, 1989 through August 17, 1989

~of Daily Averages
Station Mean Sigma % 10 Ds Aveags

<lO00ns < 200ns

Seneca -0.050 0.076 73.5 96.3
Malone -0.012 0.089 61.8 100.0
Dana -0.007 0.073 78.4 100.0
Middletown 70.020 0.116 75.5 89.8

Table 5. Overall Administrative Synchronization
Performance.

overall performance of the four master stations involved in the preliminary
administrative effort to improve master synchronization with UTC. All four
experiments gave synchronization offsets within ±100 ns at least 60% of the
time. The data are from the summer of 1989. The effect of increases in
propagation noise during the winter months is to be determined.

CONCLUSIONS

The administrative methods for improving Loran-C master station
synchronization evaluated herein have been effective. They have reduced the
offsets of the four experimental master stations to within +200 ns of UTC 97% of
the time. Average offsets were reduced to near zero values and, more
significantly, the standard deviations were reduced to near 100-ns.

The Coast Guard will continue testing the three methods of improving the

synchronization of Loran-C master stations. The administrative techniques will
be refined, and further improvements are expected. This winter season should
show the full capability of the methods, including their strengths and
weaknesses.

LIMITATIONS OF THE ADMINISTRATIVE CONTROL METHODS

The synchronization improvements shown for the four chains tested are at the
limit of feasibility, given the facilities available. Even these significant
improvements must be viewed critically, for several reasons.
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First, the synchronization experiments run by the four chains were developed
to determine the best methods of synchronization and to identify problems. They
may have to be further refined to satisfy long-term operational requirements for
using synchronized signals.

Second, these results reflect the more quiet spring/sununer propagation season
and may hide the fact that synchronization accuracy depends strongly on the
proximity of the PTRS and the master transmitter. Changes in overland
propagation will probably increase the errors in synchronization accuracy.
These errors increase with distance from the transmitter. To minimize
propagation error for reliable synchronization, a PTRS should be located in the
service area of each Loran-C master station and, ideally, it should be
relatively close to the master. The receiver site at USNO is just marginally
within the service area of the three chains discussed-.

SUMARY

Significant improvements have already been made in Loran-C synchronization to
USNO UTC using only administrative techniques. If additional hardware
techniques such as two-way satellite time transfer and environmental chambers to
increase cesium frequency standard stability are also used, it is highly
probable that the requirements of Public Law 100-223 will be satisfied,
independent of how that law defines the synchronization confidence limits.

REFERENCES

1. Public Law 100-223, "Airport and Airway Safety and Capacity Expansion Act of
1987."

2. Interim Report #1, "Enhanced Interchain Timing," Coast Guard Electronics
Engineering Center, Wildwood, NJ, 01 May, 1989.
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FREQUENCY AND TIMING SYSTEM
AT THE NATIONAL INSTITUTE FOR STANDARDS (NIS)

Safaa Samuel
National Institute for Standards

Cairo-Egypt

ABSTRACT

The National Institute for Standards (NIS), is charged with the res-
ponsibility of establishing and maintaining the national standards of
physical measurements and providing means for their effective utili-
zation. Time and frequency division of Egypt makes the interna-
tional comparison to relate NIS frequency standard to UTC.

Traceable frequency calibrations to NIS of standard clocks kept in
other Egyptian scientific organizations, military and industrial
laboratories are provided by means of daily television measure-
ments and common-view monitoring of Loran-C signals by the user and
by NIS.

This paper describes the Frequency and Tinming system used at the
NIS and the methods of comparing NIS frequency standard with UTC.

Diagrams and specifications of today's system and plans for future
work will be presented.

1. INTRODUCTION:

Time and Frequency Laboratory of Egypt was ;stablished in 1967. In
that year the National Institute for standards NIS took delivery
of its first commercial cesium standard. From then on, it has
been developing step by step and its performance level has also
progressed gradually. International comparisons are continuously
carried out to relate NIS frequency standard to UTC since 1967.
Reception of VLF transmissions from GBR (16KHz), Rugby, England was
used for phase comparison with good results L1-23.

In March 1982, NIS contracted with AID and National Institute of
Standards and Technology NIST, Boulder to improve the time and fre-
quency measurement system. Upon the delivery of receivers, reception
of Omega transmissions and LORAN-.C navigation signals have been
started. The results of continuous phase comparison between Monro-
via, Liberia and the NIS frequency standard using the Omega
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transmitter (12 KHz) a distance of 5100 km were given in Ref [3]
A study of the receiving conditions using the Loran-C transmissions
of the Mediterranean chain was made at NIS to determine the accu-
racy and reliability of time difference measurements [4]

2. PRESENT STATUS

2.1. Reference clock system:

The reference clock system currently being used at the NIS con-
sists of the Cesium Beam frequency standard, a secondary Rubidium
vapour frequency standard and high quality crystals. The primary
frequency standard for the timing system is the HP model 5061A
(opt. 004) Cesium beam oscillator. The outputs of the frequency
standard are used as reference signals to drive the LORAN-C recei-
vers and other equipment via the distribution amplifier. Battery
operated power supply is used to provide uninter-ruptible power
to the standard in the event of a power failure.

2.2. Measurement Facility:

The receiving system comprises two VLF receivers, three automatic
Mieco receivers and two 2000 C LORAN-C timing receivers. The data
acquisition system is based at present on a personal computer with
time-of-day clock, printer and disc store the data system was pro-
vided from NIST, Boulder [51 . A functional diagram of the equi-
pment used for the realization of UTC (NIS) is given in Fig.1 and
the photo of the timing system is shown in Fig.2. UTC (NIS) is
connected permanently to the start terminal of each channel of the
4 channel time interval counter.

Each station is received by means of two types of the Loran-C rece-
ivers and the receiver output is connected to the stop terminal. Each
measurement is the mean of 400 time difference readings. The
computed results, together with a time tag are printed each hour on
a floppy disc for permanent storage and subsequent analysis.

3. DATA COLLECTION AND PROCESSING

For many years, Loran-C 7990 Y from kargabarun, Turkey in the Medi-
terranean sea chain has been the mainstay of the time link from NIS
to the Bureau International ae l'Heure (BIH). Regular measurements
are made on the automated measurement facility. The time interval
counter makes the time interval measurements and transfers them
to the computer for storage on disc. When all the necessary data
is stored, time position analysis is accomplished by using the
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data analysis system.

The data collected at NIS at the last 2 months referencing the NIS
to 7990 Y is a good example of problems arising in the received data.
The plot shown in Figure 3 shows that around October 23 the data had
a sudden jump of about 6 us, then continimng drifting at the same
rate. Figure 4 gives the data after reluov~ng phase jumps.

In the meantime a continuous check on the accuracy of the 8990 X
station clock is carried out '6' . Reception of this signal sho-
uld be of great value to users in our area and to south Asia be-
cause of much storter distance, 408 km from NIS. Figure 5 gives the
relative frequency of the 8990 X station clock.

An example of measurements made over a number of days is shown in
Figure 6. The values shown represent the daily accumulated phase
shift. The phase shift is measured by comparing the output of a
Loran receiver to the cs(NIS) for a period of 24 hours.

4. TIME AND FREQUENCY CALIBRATION AND DISSEMINATION

The dissemination of the time/frequency units within the country
is realized by two techniques,
1. Passive TV synchronization technique: Accuracies of 100 us in time

and xi0-9 in frequency can be achieved.

2. LORAN-C common view monitoring: Frequency calibration require-
ments at the level of part in 1012 can be achieved using this
service.

Calibrations are provided for precision oscillators and reports giv-
ing the relative frequency versus cs.(NIS) are supplied.

Periodically the NIS.holds workshops intended for engineers and lab
technicions involved in the application of time and frequency mea-
surements.

5. FURURE PLANS

In the near future the developments in the time and Frequency stan-
da-ds field will focus on the development of accurate time comparison
techniques via satellites (e.g. GPS '7., two way communication satel-
lites).

The future goals of the division include also the use of Arabsat as a
vehicle for time and Frequency dissemination . This project will
help the communications industry to meet some of the timing require-
ments in digital communication systems.

503



For all the activities planned and mentioned above, anyone intere-
sted in cooperating will be welcomed. The laboratory also welcomes
any proposals from other laboratories, for collaboration in this
field.

6. CONCLUSION

Current activities in the PTTI area at NIS Egypt has been presented.
NIS maintains a cesium beam reference standard, continuously compared
with UTC using Loran C signals. NIS clock data is reported. The
relative frequency of the clock station 8990 X is given.
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Fig.5. CS US LORAN 8998X (M)
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Fig. 6.

DATE UTC(NIS)-LORAN PHASE Wi')

1989 MJD LORAN C Turkey LORAN C Homyd
(7990-Y) (8990-x)

Oct 31 47830 +0.23 +0.20

Nov. 1 47831 -0.11 +0.16

*2 47832 -0.23 +0.12

3 47833 -0.18 +0.12

4 47834 -0.21 +0.12

5 47835 -0.05 +0.20

6 47836 -0.10 +0.16

7 47837 -0.13 +0.10

8 47838 -0.10 -0.84

9 47839 +0.02

10 47840 -0.36
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QUESTIONS AND ANSWERS

GERNOT WINKLER, USNO: I wonder if there is any possibility of suggesting to the authorities
which operate chain 8990 to put it more exactly on frequency, because your numbers indicate a frequency
offset of somewhere around 1 x 10-11. Or am I mistaken?

MS SAMUEL: They don't make an attempt to keep it on frequency.

MR. WINKLER: Then I suggest that they adjust it regularly as is done in the U.S. to keep it very
close to the time and frequency of a national reference. In that case, the users could obtain the services
directly, for example, frequency calibration.

MS SAMUEL: They don't want to negotiate with Egypt.
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ULTRASTABLE QUARTZ OSCILLATOR FOR
SPACECRAFT

Jerry R. Norton
The Johns Hopkins University

Applied Physics Laboratory
Johns Hopkins Road

Laurel, Maryland 20707

Abstract

A new series of quartz oscillators that have excellent performance has been de-
veloped for use in spacecraft. Some oscillators using this design have demonstrated
24-hour aging rates of less than 1 x 10-11, 100-s Allan variances of 7 x 10- 14 , and a
phase-noise floor of -158 dBc.

Variations in resonator performance exceeding factors of 10 have been found during
the evaluation of resonators using the same test oscillator; this finding indicates that
oscillator performance is still dominated by the quartz resonator. SC cut resonators
manufactured by different companies using a variety of mounting techniques and res-
onator enclosures have been used in this design. Some performance parameters are
directly related to resonator type.

The oscillators are designed to survive the rigorous environment of a rocket launch.
They are projected to have a minimum useful life of 5 years in a space environment
through the use of conservative design margins, high-reliability components, and a
rugged mechanical package. A vibration isolation system is incorporated that atten-
uates the band of frequencies generated by currently available launch vehicles that
could potentially damage the oscillator. The oscillators are compact and low weight
and have low power consumption.

A dual thermal insulating system using a unique Dewar flask design and a space
blanket (alternate layers of a porous spacer and radiation-reflective aluminized Mylar)
is used to isolate critical oscillator components from the thermal environment and to
reduce power consumption. The design of the Dewar flask, which is made from tita-
nium, requires no pinch-off tubes or other protrusions outside of the basic cylindrical
envelope of the Dewar.

A clearly defined frequency versus ambient pressure change was recognized during
development of these oscillators. Components used in the oscillator were identified as
the main cause of the pressure sensitivity, but after these components were replaced,
a pressure sensitivity remained that is related to individual resonators and resonator
types.

INTRODUCTION

This paper will present the performance results from a new series of high-performance quartz os-
cillators developed for use aboard spacecraft. Test results revealed the quartz resonator has a very
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heavy impact on oscillator performance. Design features that make this oscillator well suited for use
in spacecraft will be discussed. Finally, measurement results and observations of oscillator frequency
versus ambient pressure will be presented.

More than 30 oscillators using the same basic design have been fabricated, and 24 of the oscillators have
been spaceflight qualified. A 5-MHz third-overtone SC cut resonator controls the output frequency of
the oscillator. The resonator and critical oscillator components are housed in a high-stability single
proportionally controlled oven that maintains a constant temperature over the ambient operating
temperature range to ensure high performance.

ALLAN VARIANCE AND PHASE-NOISE RESULTS

Table 1 contains data selected to illustrate the performance of some of the best and worst oscillators.
The mean 100-s Allan variance for the entire oscillator group is very good, and four of the oscillators
(S/N4, S/N10, SC5, and SC7-92) achieved an Allan variance in the 10- 14 range. Data for the series of
oszillators designated by SC7 are particularly interesting. Oscillator SC7 is a test oscillator that was
used to evaluate resonators, and the dash following SC7 indicates a specific resonator being evaluated.
As shown in Figure 1, the 100-s Allan variance for this group of oscillators (SC7, SC7-2, SC7-92,
SC7-10, and SC7-38) varies over a wide range (8 x 10- 14 to 1.5 x 10-12). The only difference between
these oscillators is the resonator; therefore, performance must be related to the individual resonator.
As a further indication that oscillator performance is dominated by the resonator, oscillators SC8-4
and SC7 used the same resonator and performed similarly (see Figure 2), yet they are very different
physically and even use different types of electronic components. The mean Allan variance for the
group of oscillators and the Allan variance for two of the best performing oscillators SC5 and SN10
are also presented in Figure 2. The Allan variance for r of 1000 s is heavily influenced by the oscillator
aging. For oscillators that. have very low aging rates, such as SC5, there is little difference between
the 100- and 1000-a Allan variances. Phase-noise data for the oscillators are also presented in Table
1, and a plot of phase noise is depicted in Figure 3. If the Allan variance and phase-noise data for
the same osciliator are compared, tracking between the two is not consistent. Actual phase noise
is probably 6 to 10 dB better than presented, particularly below 10 Hz, because of two sources of
potential error: (1) a low-phase-noise reference oscillator was not always available for phase-noise
testing, and (2) the phase-noise test equipment has an error of 10 to 12 dB below 10 Hz. The phase-
noise data presented are on the conservative side. Although the data are known to have some error,
the oscillator performance is at least as good as shown. All the data presented in this paper do not
assume equal noise sources from each oscillator.

Other oscillator performance data are presented in Table 1 without comment except for frequency
versus temperature. A design change was implemented, which reduced the temperature coefficient
to the mid to low 10-13 range per degree Celsius. Resonators from both Bliley Electric and Piezo
Crystal have been used in these oscillators; performance from each manufacturer has varied between
very good and mediocre.

THERMAL ISOLATION SYSTEM

These oscillators were designed to operate in a space environment where power consumption, size,
weight, and the ability to survive the rigors of a rocket launch are always of concern. The method of

510



providing thermal isolation for the oscillator has a direct influence on these parameters. Glass Dewar
flasks have good insulating qualities, but they are bulky, heavy, and fragile. Space blanket or super
insulation (alternate layers of a porous spacer and radiation-reflective aluminized Mylar) is extremely
efficient but requires a vacuum to be effective. Oscillators at the Applied Physics Laboratory have
traditionally used super insulation for thermal isolation; however, requirements for the oscillators to
operate at atmospheric pressure have been requested by some of our sponsors. Not being very fond
of the penalties imposed by a glass Dewar, we designed the titanium Dewar flask shown in Figure
4, which has very appealing characteristics. The titanium Dewar is light and rugged, has a small
cross-sectional area between the walls, and has no pinch-off tubes or other protrusions outside the
cylindrical shape of the Dewar. These advantages far outweigh the titanium Dewar's disadvantage of
not being as thermally efficient as a glass Dewar. When the titanium Dewar is used in combination
with super insulation, a thermal isolation system is realized with a slight increase in size and weight,
which permits ground-based operation yet retains the extremely efficient insulation qualities in the
vacuum of space.

VIBRATION ISOLATION

A mechanical resonance in the system used to attach the quartz disk to the resonator enclosure will
sevf.. ly damage or destroy the resonator if excited. The frequency of this resonance is in the range of
200 to 1000 Hz. A unique vibration isolation system that is equally effective in all three orthogonal
axes is incorporated in the oscillator design to isolate the resonator from the external environment
for frequencies above 100 Hz. Figure 5 presents the attenuation characteristics of the isolation system
as a function of input excitation frequency. The heart of the system is an elastomeric frustoconical-
shaped isolator molded from a low-Q RTV compound. A photograph of the vibration isolation system
is shown in Figure 6. By varying the thickness, diameter, and composition of the RTV, the cutoff
frequency and attenuation characteristics of the isolator can be tailored to accommodate different
weights and vibration profiles. The isolators are carefully processed to eliminate air bubbles during
molding and are then baked out in a vacuum to remove volatile components from the molded isolators.

AMBIENT-PRESSURE-INDUCED FREQUENCY CHANGE

During early development of this oscillator, a slow varying frequency change was observed that did
not seem related to any known cause. The character of the frequency change suggested it would be
related to temperature. Ambient temperature and frequency were monitored, and little correlation
was observed between the two. A second oven was added to a test oscillator, but the frequency
wander persisted. The frequency wander does not occur during oscillator evaluation in a vacuum
that simulates a space environment. After observing the oscillators for several months, the frequency
changes in air seemed to be related to weather-front movements. When the atmospheric pressure was
recorded and compared with the oscillator frequency changes, correlation between the two was quite
good, as shown in Figure 7. Two of the oscillators, SC5 and SCll, have a negative frequency change
when the pressure increases, whereas the frequency change of oscillator SC3 is positive with increasing
pressure. Figure 8 shows how two oscillators performed during the passage of hurricane Hugo up
the East Coast. When pressure increases, frequency changes are larger and the change occurs more
rapidly, which may be observed in both Figures 7 and 8. An air dielectric vari-ble piston capacitor
used to set the oscillator output frequency was considered to be the most likely component causing
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the frequency changes. This capacitor was removed, and indeed the frequency changes were decreased
but not eliminated. Tests are continuing to be conducted, but the following observations can be made.
The glass-enclosed resonators from Bliley show the largest variation from unit to unit; some have
almost no change, whereas others are 10 to 20 times worse. Metal-enclosed resonators from Piezo
Crystal have smaller frequency changes than the Bliley units by a factor of 2 to 5; however, only a few
samples have been tested. BVA resonators have the best performance, but again the number tested
is quite small (< 5).

The size of the oscillator is 5 x 4 x 2.2 in., it weighs 1.7 lb, and it consumes 0.9 W at 27 degrees
Celsius.

CONCLUSION

An oscillator has been designed that is well suited to cope with the harsh environment of a rocket
launch and the vacuum of space. The oscillator has outstanding performance and perhaps could be
even better or at least more consistent if there was a clear understanding of why some quartz resonators
perform better than others. This knowledge could then be applied to resonator design and fabrication
technology to improve the breed of currently available resonators.
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Table 1
1 35 0SC I I I t I I I I

SERIAL NO AVERAGE SIN41 S/N10 SC4! SC51 SC8-41 SC7 SC7-21 SC7-92 SC7-10! SC7-38

DriftRate/24Hr I 41E-111 6E-121 75E-11I 2E-10 4E-121 2E-1II 3E-11i -4E-111 7E-121 1E-101 2E-10
ALLAN VARIANCE I 1 I 1__ _ _ I I _ _ _

Tau(Sec) _ _ _ 1 _ 1 _ _ 1 i _

001 1 1 1 1 i 62E-121 69E-12 I 1 1 5E-11t 
01 1 52E-121 4 6E-121 7 7E-12i 2 7E-121 2 1E-12' 1 4E-121 1 3E-121 2 3E-121 11E-12 1 5E-12! 48E-12
1 1 65E-131 33E-131 65E-131 31E-131 35E-131 41E-131 49E-131 43E-131 1 5E-13! 61E-131 31E-12

10 1 17E-131 1 6E-131 98E-141 21E-13' 89E-141 22E-131 24E-13! 25E-131 12E-131 91E-13! 4 8E-12
100 1 1 7E-131 89E-141 84E-141 2 1E-131 66E-141 1 8E-131 1 9E-131 34E-131 81E-14 15E-12! 7E-12

1000 95E-131 1 4E-131 1 3 1E-131 7 4E-14 3 1E-131 4 1E-131 3 3E-131 I
PHASE NOISE dBcIHz I I I I I I I I I I

Freg Oftse(HZ) i I I I 1 1 1 _ _ _ _ _ _

1 1 -114631 -1131 -1141 -1121 -1211 -1101 -1141 -1111 -1221 -1091
10 1 -138751 -1411 -141 1 -1421 -1391 -1351 -1411 -1351 -1361 -1341
100 -148251 -1471 -1481 -1521 -147i -1471 -153! -1451 -147 -1441
1000 1 -151 001 -149 -1501 -153t -1501 -1521 -1541 -1471 -153 -1471
10000 1 -152 63 -150! -150! -155) -1521 -1541 -1571 -147t -1561 -1471

100000 -153 251 -1491 -150 -155t -1521 -156! -157 -147 -1601 -148!
Freq as Function I I I I _____ _

of I I ? i I 1 _ 1
Temperature per°G 1 5E-121 21E-121 8 6E-13! I i 62E-131 t _
Load 1 24E-121 2E-121 27E-121 5E-121 2E-121 70E.101 38E-101 I
Voltage 1 20E-121 1E-121 3E121 I I I I <1E-121 I

Output Characteristics I I I ? I I I I I
Voltage Level 155! 1381 1 5' 21' 151 1 181 1 9! 1 1891 1
Harmonic (dBc) 1 -621 -62! <-60! -451 -48' I -631 1
Spurious (dBc) -77! -721 <-80 ? I ? I I 

10-1

1 0 - 1 32 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

10-1
SC7
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Figure 1. Allan variance of oscillator SC7.
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Figure 2. Allan variance of selected oscillators.
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Figure 3. Phase noise of selected oscillators.
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Figure 4. Dewer flask.
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Figure 5. Attenuation characteristics of the isolation system as a function
of input excitation frequency.
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Figure 6. Vibration isolation system.
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Figure 7. Oscillator SC3, SC5, and SC11 pressure-induced frequency change.
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Figure 8. Oscillator SC9 and SC1O pressure-induced frequency change.

517



QUESTIONS AND ANSWERS

FRED WALLS, NIST: Of the oscillators that reach - 7 x 10-14/ , were they just SC cut? Could
you comment as to whether they were fifth overtone SC's or what?

MR. NORTON: All the resonators used for this paper were third overtone SC's, 5 MHz. We use
resonators from two different manufacturers with at least three different mounting techniques. The oven is
a single proportional oven. Is there anything else that you want to know?

MR. WALLS: You are one of the few people that have seen many oscillators drop below 1 X 10-13

and obviously some of your circuit design makes quite a difference. Would you care to comment on what is
special about your circuit?

MR. NORTON: To be honest, the is nothing extremely special about it. It is a modified Colpitts
oscillator. We have a fairly heavy copper oven which probably helps with the thermal problems. We
think that we have a pretty good oven design, which certainly contributes to the overall performance. The
measurements in parts in ten to the 1414 are not isolated cases. Those are not something that we see once
or twice. When the barometric pressure is nice and stable, we see 3 and 5 in ten to the fourteenth for short
periods of time. I might mention that the frequency wander that we see-these are spacecraft oscillators and
we do qualify them in a thermal vacuum system. Once they get in there, that frequency wander goes away
so I think that it would be important to seal oscillators if you were building oscillators for ground based
operation.

MR. WALLS: I guess that I would agree with that. It is not just pressure but I believe that humidity
plays quite a role. Those that have been hermetically sealed seem to perform substantially better.

MR. NORTON: We haven't run any tests with humidity, but when you get weather front changes
you get humidity changes. The environment that these oscillators are tested in is a dual air conditioning
system so that, while the humidity is not constant, it doesn't change very rapidly or very far. I would agree
that humidity contributes something to it also.

MR. WINKLER: I am going to ask you where the pressure was measured. The reason for the question
is that there is a world-wide diurnal cycle which one can see everywhere. I couldn't see that on your data.
The suspicion is that it was measured inside some sort of vessel or inside the laboratory.

MR. NORTON: Obviously it is inside a building. The pressure was measured inside the same enclosure
with a recording barometer which is capable of measuring to a one/hundredth of an inch of mercury. The
barometer and the device under test were separated by 6-+8 feet.

MR. WINKLER: It is still strange that one does not see the diurnal effect.

MR. NORTON: Remember that that was for very short intervals, a couple of hundred hours. If you
are concerned about the pressure measurements-we are located about 20 miles from BWI, the Baltimore-
Washington International airport. We have correlated our data with data from the airport, so I don't think
that we have a problem as far as pressure measurements are concerned.

UNIDENTIFIED QUESTIONER: In the oscillator circuit, is the crystal dissipation controlled by
self-limiting, or an automatic gain control circuit?

MR. NORTON: It is an automatic gain control circuit.
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AN UNBIASED WEIGHTING METHOD FOR DATA
IN GPS COMMON VIEW

Zhuang Qixiang, Jian Shuguang, Fan Neng Shanghai Observatory,
Chinese Academy of Sciences

ABSTRACT

The mode parameters for GPS common view time transfer is estimated and an unbiased
weighting method (UBWA) for data in GPS common view is discussed in this paper. The
one .jitter of each time series is determined by the standard deviation of residuals of
polynomialregression, which define weights used to compute a weighted average. Averaging
the double difference observables during an integral length (30 days), the systematic biases
existingbetween every two timeseriesare corrected in constantmonthly relative to a reference
time series. The GPS common view data among NRC in Ottawa, NBS in Boulder and
USNO in Washington DC, are calculated by using three different methods: UBWA, equal
weights average method (EWA), and direct weighting method (DWA). The final weighted
averages are compared in terms of 7 (standard deviation of residual), Allan variance
(frequency stability) andtimediscontinuity (caused by increasingordecreasingtimeseries).
Results showed that UBWA is superior to the others.

ESTIMATE FOR MODE PARAMETERS

GPS single difference observables between stations reflect receiver clock differences between stations
directly and apply to high precision time comparison widely, i.e. the so called common view mode. Its
model equation can be expressed as;

tBAJ() = t AJ( ) - t 1 (t)

1/c(Rqj(T))+((f -fJ)/fJ-91A-f,)J/)()C-'C )+ tB(ion)+tAS(trop) (1)
where A and B refer two stations, i refers the satellite, -t is the epoch for measurement. tA, (-r ) a n d t 8, (-c)
are the time readings at stations A and B respectively, and the corrections have been made on these
readings for the offset of the receiver system time delay. RA, and R e, are the distances from satellite j
to stations A and B respectively. fA and fB are the receiver clock frequencies at stations A and B
respectively. f , is the satellite clock frequency. tAe(ion) and tA(trop) are the differenced iono-
sphere error correction and the differenced troposphere error correction, respectively.

A common view track which repeats every sidereal day defines a time series comparing the clocks at
the two stations. Each time series represents the time measurement of signal propagation over a specific
path from one station to the satellite to another station. Change in path is caused by different satellite
or different measurement time, and forms different time series. Some experiments have reported that
the different time series between two stations has not only the different time jitter, but also obvious
systematic bias. Through analyses of GPS various difference observables, the reason for existing jitters
and biases could be understood. For different measurement geometry and measurement epoch, GPS
various error sources which include ephemeris, ionospheric and tropospheric models, receiver coor-
dinates as well as frequency offset between the reference clocks have different effect on GPS single
difference observable.

519



Assuming GPS common view time series is a constant linear discrete time system. For a specific common
view time series i, Z, (k) is defined as the optimal estimate of the i "hcommon view measurement X, (k)
the observation equation is:

Xl(k) = ,iZ(k) + Ul(k) + E,(k) (2)

Where, for one dimension scalar time comparison, the coefficient matrix 4', = (1, 0): i refers to the 11h

common view measurement (i = 1, n), k refers to the k ' day (k = 1, m), U, (k) is the systematic part
of the error which includes the frequency offset and drift between the reference clocks, propagation
error, ephemeris error as well as receiver coordinates error. E, (k) is the random perturbation part of
error which includes the random perturbation of atomic clocks as well as the measurement noise caused
by propagation, ephemeris and receiver.

The systematic bias U, (k)between the ih time series and the j ' time series is determined by the GPS
double difference observable tAB ( ) over an integral data length (about 30 days) and the average
value is Bias which is used to perform correction in constant relative to reference time series. The
simulation of the deterministic properties of a time series is using polynomial,

X,=a+bT,+bT2+...+ bTn (3)

App]ying linear regression to measurement data set Tk a n d X,(k), the coefficients of the polynomial
are determined by least mean-square estimate. Thus Z,, the optimal estimate of the measurement X b
is obtained. It is important to examine the confidence in the result by taking the residual
A(k) = x,(k) - Z,(k) as the estimate of E,(k).

First, the sampling time, r, for common view time series is usually one day. Assuming E, is Gaussian
noise process, it includes mainly the white frequency noise and flicker frequency noise. So, E, is well
modeled by equation (4), Allan variance. The mean squared time error is expressed by equation (5).

C2(_C) = (ho/2) :" + h- 21n(2) (4)

E 2(C) = ho - + 4h. ,n I(2) 2  (5)

When the calibration interval -r = = I day, Cis twice as large as 0, and it is not divergent.

Secondly, the typical residuals curve for a common view data length of about 135 days is in Figure 1.
Let
X = [(A(k) - E.)/d] = 300 (6)

F~x) = 4(2n)-" e-,/ (7)

where, mean value Em = 0 so, the normalized distribution curve [F (x) - X] is in Figure 2. It conforms
obviously normal distribution N (0, a).

Hence it is reasonable to have cr, the standard deviation of residuals as the one sigma jitter of time
series. RMS, the standard deviation of GPS double difference gives an estimate of measurement noise
of double difference observables. The variance of double difference between thet '" and the i " common
view time series is S 2. Applying the N-corner hat technique, the variance estimate R1S ' of the i '"can
be completed:

RMS 2 = (n-2) ( ZS2 -B (8)

B = (2n- 4)"' S2, (S2 = O)(9
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Thus, RMS can be considered as the estimate of measurement noise Vk.

Bias, 7 and RMS are three major parameters of GPS common view time series. The common view data
from MJD47011 to MJD47278 among NRC, NBS and USNO are divided and calculated monthly. Table
1 gives the data status. Bias, X and RMS are calculated in each data section. Taking an example, Table
2 lists the values of Bias, Z and RMS for NRC-USNO link and data sections from 1 to 5.

The results in Table 2 are significant.
1. The Biases of time series over five data sections are quite stable the variable value is only

several nanoseconds. By using linear regression, the average correlation coefficients are
0.15 and 0.27 for Z-Bias and RMS-Bias respectively. This indicates a fact that systematic
Bias is independent of random perturbation, hence it is acceptable to correct bias in
constant.

2. Usually the Z value is larger than the RMS value. The Z value seems to be correlative to
the data section, e.g. the 2 values for all twelve time series become large in data section
3, but the RMS value is not correlative to the data section. These conform the above
analyses: Z is the sum of system noise and measurement noise, while RMS is mainly the
measurement noise.

3. The values of Z and RMS are correlative to the time series basically, and the Bias for each
time series is quite stable. Thus, the time series could be referred to as independent each
other and to weight in one over variance is optimum. Because the correlation coefficient
of Z-Bias is small than that of RMS-Bias, to have Z as one sigma jitter of time series is
preferred.

4. The above results are obvious not only for NRC-USNO link but also for NRC-NBS link.

UNBIASED WEIGHTING METHOD

Based on the above analysis, an algorithm for processing data of GPS common view time comparison
is recommended to be referred to as Unbiased Weighting Method (UBWA). It has the following fea-
tures.

1. Averaging the double difference observables during an integral length (- 30 clays), the
systematic biases existing between every two time series are corrected in constant monthly
relative to a reference time series.

2. The one sigma jitter of each time series is determined by the standard deviation Z of
residuals of polynomial regression, which defines weights in one over E square.

3. Using raw measurement data at all, no interpolation or extrapolation for losing data points.
For bad points, it can be identified and removed by computer program.

The steps and formulae for UBWA are as follows. The kth day and the ith path common view data
between two stations is Xi(k), and the ith path common view data form a time series:

X,(k) (k= 1 ,m) (10)

Where, m is total measurement days, in practice M=30 as a data section. i=l, n, n is the number of
common view paths each day between two stations. So total has n time series. Do least square fit for
the ith time series and calculate the standard deviation 1, of residuals, then the optimum Ncight for the
ith series is:
IV, = l/Z2z (l1

Choose a reliable and continuous time series as reference one, namely the jth. The double differences
for all other series relative to reference onecan be calculated,

521



Til(k) = X,(k)- Xj(k) (i = I, n - I ;] ji; k= I, m) (12)

The average systematic bias Si between the ith series and th series is:

Si= Z_ T,,(k)/m (13)

k-I

The Si value is used to correct the daily data of the ith time series,

Xik = X (k)+ S, (io j;k= 1,m)

} (14)

Xgk = X
1(k) (i=];k= 1,m)

Considering the losing data points, the daily weight for the ith time series needs to be calculated,

V~k = ViX 1(k) 0O

(15)

l~lik = 0 Xj(k)= 0

So,

AI/ i= I'/lk ZVWIk (16)
1- I

Finally, the weighted average of n time series at the measurement epoch of the jth time series can be
obtained,

n

Xk=Z AlkXik (k= 1,m) (17)
I- I

RESULTS
The common view data among NRC, NBS and USNO are computed by using three different methods
from data files extending for a length of about nine months. The time series of final weighting average
are compared in three performance characteristics. The three methods are: Unbiased Weighting method
(UBWA), Direct Weighting method (DWA) which does not correct the systematic bias, as well as Equal
Weights method (EWA). The three characteristics are: the standard deviation z of residuals of poly-
nomial regression, the frequency stability Allan variances at different sampling time and the time dis-
continuity caused by increasing or decreasing the number of time series. Results showed that UBWA
is prior to the others.

1. Data file is divided into ten time sections showed in Table 1 and computed in three
methods monthly. The weighted average series UBWA, DWA and EWA are
obtained respectively. The standard deviations Z of residuals of three time series
are listed in Table 3. The UBWA results are better than the others, they are about
4.9 ns for NRC-NBS link and about 2.4 ns for NRC-USNO link. The E value is the
indication of time perturbation of time series.

2. The frequency stability Allan variances at sampling times of 1, 2, 3, 7, 12, 16, and
20 sidereal days are calculated for UBWA, DWA and EWA weighted average time
series respectively. Results are plotted in Figure 3 which has coordinates log
log car(.)- 10log - and -r in seconds. UBWA series has the best frequency
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stabilities. The o y (t) is better than 1 part in 1013 for sampling times of five days
and longer, this meets the requirements of high precision time and frequency
comparison between timing laboratories.

3. Because of the existence of systematic bias, the time discontinuity could appear at
the conjunction point between two consecutive data section when the weights of
time series changed largely or the number of time series increased or decreased
especially. Due to correction of Bias, this effect should be not obvious for UBWA
method. During data sections 1 to 5 from MJD 47144 to 47278, the number of time
series was changed intentionally to exam the possible time discontinuity. The
computed results are listed in Table 4 and the time discontinuity is the smallest for
UBWA method.

4. In UBWA method, it is required to choose a reference time series and to correct
systematic biases for other time series relative to the reference one. For large
geographic area or multistation GPS common view data, it is not possible to find a
common reference time series. But, this can be solved by using reference time series
relay method, and time accuracy could be ensured.
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Table 1. Data status

section MJD Interval No. of time
(days) series

1 47248-47278 31 12
2 47218-47248 31 12
3 47188-47218 31 12
4 47158-47188 31 12
5 47144-47158 15 12
6 47113-47143 31 10
7 47083-47113 31 10
8 47053-47083 31 10
9 47023-47053 31 10
10 47011-47023 13 10
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Table 2. Parameter estimate for common view time series (NRC-USNO) (ns)

Path 031 061 091 092 093 111 112 113 121 122 123 131
1 -4 23 -13 14 -1 17 23 20 -18 20 16
2 -5 24 -13 -12 -4 -16 22 18 -16 20 20

Bias 3 -1 28 -7 -13 -4 -15 22 24 -18 25 16
4 -2 24 -13 -14 -5 -16 23 21 -19 22 17
5 3 22 -13 -7 0 -14 25 21 -16 21 19

1 3.6 3.6 3.4 4.1 4.6 3.4 3.8 3.4 4.6 4.5 5.1 3.7
2 3.8 2.5 3.6 3.1 2.6 4.6 3.3 3.4 4.2 3.3 4.9 3.3

E 3 8.6 8.4 12.5 7.4 8.9 8.0 9.9 8.6 9.4 9.2 10.2 6.9
4 4.8 5.4 5.2 5.2 4.9 4.5 5.3 4.0 4.8 3.4 5.3 5.6
5 5.2 4.0 4.9 4.2 5.8 4.5 4.7 6.0 6.1 3.3 6.1 4.8
1 2.8 3.6 3.3 3.2 4.2 4.0 3.0 1.6 4.4 3.5 4.2 3.4
2 3.1 2.1 5.2 4.5 2.8 4.4 3.0 2.7 3.6 2.7 4.7 3.0

RMS 3 2.7 2.1 5.8 2.3 2.6 2.2 4.8 2.9 2.0 3.3 5.0 3.8
4 3.2 3.2 4.4 2.8 2.5 1.9 4.6 2.6 5.6 2.4 4.5 3.0
5 1.6 2.6 5.8 4.9 7.8 1.5 1.7 2.1 4.8 2.2 3.0 3.4

Table 3. Z values of weighted average time series

section NRC--NBS (ns) NRC-USNO (ns)
UBWA DWA EWA UBWA DWA EWA

1 5.04 4.94 5.08 2.28 2.93 3.02
2 3.79 5.24 5.24 1.73 1.73 1.81
3 10.15 11.86 11.62 8.11 8.16 8.53
4 3.87 4.08 7.02 3.56 3.73 3.78
5 2.93 3.71 3.45 4.02 4.18 4.34
6 5.68 5.91 5.97 4.11 5.32 5.82
7 6.90 7.48 7.75 3.26 3.74 3.67
8 4.38 4.54 4.68 2.76 3.82 5.10
9 4.18 7.82 9.87 4.13 4.26 4.29
10 1.66 2.60 2.71 0.44 4.94 4.10

4.86 5.82 6.34 3.44 4.28 4.45

Table 4. Time Discontinuity (nanoseconds)

Data section 5->4 4->3 3->2 2-> 1
Number of time 12-> 10 10-> 12 12-> 10 10-> 12

series
Conjunction 47158 47188 47218 47248

Date

NRC UBWA +1.7 -2.0 +1.9 -2.0
DWA -1.7 -7.3 +2.3 +3.2

NBS EWA +4.2 -4.2 +4.0 -3.7

NRC UBWA -2.0 +2.4 -0.4 -1.1
DWA 2.2 -1.2 +5.4 -5.2

USNO EWA +3.6 -2.3 +3.5 0.7
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Simultaneous Transmission of a Frequency Reference
and a Time Code Over a Single Optical Fiber*

G. Lutes and M. Calhoun
Jet Propulsion Laboratory

California Institute of Technology
4800 Oak Grove Drive
Pasadena, CA 91109

Abstract

The Apollo communications station is located at the JPL/NASA Deep Space Com-
munications Complex at Goldstone California. It supports the manned Shuttle flights
and Earth-orbiting scientific and communications satellites. This station needs precise
frequency and timing references to perform its various tasks. In the past the station
used a local Cesium clock to keep track of time which was established with a Loran-C
receiver. The station's frequency and timing system has recently been upgraded to im-
prove accuracy and reliability. In the new configuration, a 5 MHz frequency reference
and a NASA 36-Bit time code are provided to the station from a central frequency
and timing facility located 10 kilometers away. Both signals are transmitted from the
frequency and timing facility to the Apollo station over a single optical fiber using a
slightly modified commercial fiber optic link. This paper describes this dual channel
fiber optic transmission system and gives its performance.

INTRODUCTION

The Apollo Deep Space Station (DSS-16) is located at the JPL/NASA Goldstone Deep Space Com-
munications Complex (DSCC) in the Mojave Desert near Barstow, California. This station supports
manned shuttle flights, Earth orbiting scientific satellites, and communications satellites. The Apollo
station requires exacting frequency and timing references for precise measurements needed for space-
craft navigation and various science experiments.

Apollo station's frequency and timing system is being upgraded to improve its stability and accuracy
and to lower its maintenance and operating costs. The upgrade will also improve the stations synchro-
nization to the central frequency and timing facility and thus to the other stations in the Goldstone
complex.

The upgrade consists of a dual channel fiber optic link which provides improved frequency and timing
signals to the Apollo station from the complex's central frequency and timing facility. The fiber optic
link transmits a 5 MHz reference frequency and a NASA 36 bit time code simultancuusly on a single

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under contract with the National Aeronautics and Space Administration.
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fiber over a distance of 10 kilometers from the central frequency and timing facility to the Apollo
station. This paper describes the fiber optic link consisting largely of commercial assemblies and
compares the quality of the new frequency and timing reference signals to the quality of the previous
frequency and timing reference signals.

PREVIOUS FREQUENCY AND TIMING
REFERENCE SIGNAL SOURCES

Previous frequency and timing reference siganls used at the Apollo station were derived from a WWV
receiver, a LORAN-C receiver and a Cesium frequency standard. The WWV receiver was used to
determine time within 12 ms eliminating the LORAN-C ambiguity. LORAN-C was then used to refine
the time setting to within 1" microseconds. The time was checked against a one second tick transmitted
over a microwave link from DSS-12. Using this equipment, the time could be set to within about 10
microsecond relative to UTC1]. The Cesium frequency standard generated the stations frequency
reference and maintained time between updates.

NEW FREQUENCY AND TIMING
REFERENCE SIGNAL SOURCES

The frequency and timing signals to be used in the Apollo station's new frequency and timing system
are provided by the Goldstone DSCC's central frequency and timing facility. The frequency and timing
facility is located in the centralized Signal Processing Center (SPC) located 10 kilometers from the
Apollo station.

The 5 MHz frequency reference is provided by one of two H-masers which reside at the centralized
frequency and timing facility. The second H-maser is a redundant hot spare. The frequency stability
of the H-maser is about 1 x 10-15 for 1000 second averaging times.

The time reference is a GPS receiver which is also located at the central SPC. At the SPC the time
can be set to within 100 ns relative to UTC. Time is periodically transferred to a time code generator
which generates a NASA 36 bit time code. The time code generator uses the H-maser frequency
reference to maintain time between the periodic updates.

The two frequency and timing signals from the SPC are transmitted on a single optical fiber to DSS-16
where they are used as the stations frequency and timing references.

THE FIBER OPTIC DISTRIBUTION SYSTEM

Fig. 1 is a block diagram of the fiber optic frequency and timing distribution system. There is a signal
combiner at the input which adds the frequency reference signal and time code signals together into a
single signal path. This composite signal is applied to the input of a commercial fiber optic link which
transmits the composit signal to the far end of the link. The fiber optic receiver detects the received
composit signal and provides the input to a diplexer which separates the frequency reference signal
from the time code signal. The signals are then amplified to the desired levels.
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The input signal combiner has two inputs, one for the time code, and one for the 5 MHz frequency
reference. The time code passes through an active low-pass filter and an amplifier. The low pass filter
eliminates high frequency components of the time code above 10 kHz. The signal out of the filter goes
to one port of a commercial resistive signal combiner. This signal combiner is of the resistive type to
minimize intermodulation distortion which is excessive in transformer type combiners.

The 5 MHz frequency reference signal passes through an isolation amplifier. This amplifier prevents
time code signals from feeding back into the frequency reference source which would result in cross
modulation between the two signals. After passing through the amplifier the signal goes to the other
port of the signal combiner.

The signal out of the signal combiner goes to the fiber optic link which transmits it to the Apollo
station. The fiber optic link is a Wavelink model 3290 manufactured by the Grass Valley Group, a
subsidiary of Tektronix, Inc. This link utilizes FM pulse modulation. The optical carrier, which is
emitted by a laser diode, is AM modulated with a pulse at a subcarrier frequency of 24 MHz. The signal
to be transmitted is applied to the FM modulator which frequency modulates the 24 MHz subcarrier.
At the receiver end of the link the subcarrier signal is AM detected with a photodiode detector. The
transmitted signal is recovered from the detected subcarrier with a frequency discriminator.

When the signal transmitted by the fiber optic link was first tested for frequency stability there was
a hump in the Allan deviation which couldn't be accounted for. Further investigation identified the
source of the hump. It was frequency modulation generated by the thermal control circuit which
stabilized the temperature of the FM modulator in the fiber optic transmitter. This control circuit
used pulse width modulation to control the heater. The switching period was around 0.07 Hz.

In an attempt to eliminate the frequency instability resulting from the thermal control circuit it was
modified to work as a linear feedback circuit. This was accomplished by replacing a capacitor in the
feedback loop filter with a larger value capacitor. This modification successfully eliminated the hump
in the frequency stability and resulted in a lower Allan deviation.

Cross modulation products were reduced by adjusting the modulation index and input signal levels in
the transmitter. This resulted in the best frequency stability and lowest Allan deviation.

A resistor was changed in the output circuit to modify the output impedance of the receiver from 75
ohms to 50 ohms. Otherwise the receiver was unmodified.

The receiver's output signal goes to a diplexer which separates the 5 MHz frequency reference from
the NASA 36 time code. In the diplexer the time code signal passes through an active low-pass filter
with gain and then to the output connector. The 5 MHz reference signal is amplified and partially
filtered by an amplifier with a low frequency cutoff of 100 kHz.

A quartz frequency staridard is used as a filter at the output of the fiber optic link. It is locked, in
a 1 Hz bandwidth feedback loop, to the 5 MHz reference frequency from the diplexer. This filter
eliminates the time code from the frequency reference signal and reduces its noise bandwidth. The
quartz frequency standard is a model 1054A manufactured by FTS, Inc.
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PERFORMANCE MEASUREMENTS

Thermal Coefficient of Phase Delay

The change of phase delay through the terminal equipment resulting from a temperature change was
measured to determine its Thermal Coefficient of Phase Delay (TCD¢). TCDO is given in degrees
phase change per 0C change in temperature.

Knowing the value of TCDO is important because it can be used to predict Allan deviation if the
temperature versus time function is known for the assembly environment.

To measure TCDO the assembly was placed in an environmental test chamber with a temperature
range of 150C to 350C. The temperature in the test chamber was then adjusted to an arbitrary
reference temperature of 15'C. The phase across the assembly under test was measured at the operating
frequency of 5 MHz. The temperature of the test chamber was then changed in 50C steps. After each
temperature change the temperature of the assembly under test was allowed to stabilize then another
phase measurement was made. The results were then evaluated.

The measured TCD# of the transmitter terminal equipment including the fiber optic transmitter, and
the signal combiner is 0.12 degrees phase per 1 'C change in temperature. For the receiver terminal
equipment including the fiber optic receiver, the diplexer, and the clean-up loop the TCD¢ is 0.1
degrees phase for a 1 0C change in temperature.

Thermal Coefficient of Delay for Fiber Optic Cable

The Thermal Coefficient of Delay (TCD) for cables is usually expressed in change per unit length and
given in parts-per-million per 0C (ppm/°C). Loose tube single-mode fiber optic cable is used in this
installation. Its TCD has previously been measured and found to be 7 ppm/0 C.

The delay variations through the buried fiber optic cable at Goldstone have been measured. It was
found to be less than 50 picoseconds total variation over 58 kilometers for a period of several days.
These measurements were taken when the day to night temperatures in the area varied from about
43 0C during the day to about 15 °C at night. From this data it is assumed that the delay variations
in the fiber optic link are neglible compared to the specified time stability, of 100 ns.

Signal-To-Noise Ratio (SNR)

Because FM modulation is used the SNR of the received signal is virtually constant until the loss in
the FO cable and connectors is 28 dB which is equivalent to a transmission distance of 56 km. No
signal is received when 28 dB loss is exceeded.

Differential Phase Noise

Differential phase noise is a measure of phase noise added to a signal by the transmission system. It
is often defined as double sideband rms phase noise density and is given in dB below the carrier in a
one Hz bandwidth (dBc/Hz). The carrier referred to is the transmitted signal.
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Differential phase noise is measured across the transmission system. The input signal is used as
the reference and the output signal phase noise is measured relative to the input. The phase noise
of the signal used as a reference therefore does not contribute to the differential phase noise of the
transmission system. The phase noise measured in this manner is only the phase noise contributed by
the transmission system.

A block diagram of the measurement system used to measure differential phase noise is shown in
Fig. 2. Power splitter splits a 5 MHz input reference signal into two signals. One signal is applied
through a phase shifter to a phase detector's LO port. The other signal is applied directly to the
phase detectors RF port. The signals applied to the phase detector's LO and RF ports are adjusted
to the manufacture's suggested levels, with the use of appropriate amplifiers and attenuators. The
phase shifter is adjusted to obtain 90' phase difference between the phase detector's input signals. A
phase detector's output voltage is zero for 90' phase difference between its input ports.

To measure the phase noise, the resultant baseband noise out of the phase detector's output port is
applied through a low pass filter to the input of a low frequency spectrum analyzer. The phase noise
spectrum is read from the spectrum analyzer and recorded.

Table 1 gives the requirements for the new frequency reference signal. Its measured differential phase
noise is given in Fig. 3. The time code was transmitted during the phase noise measurement and
caused a slight rise in the phase noise between 100 and 1,000 Hz.

Allan Deviation

A block diagram of the system used to measure Allan variance is shown in Fig. 4. An offset generator
offsets a 100 MHz frequency reference signal generated by a H-maser frequency standard by 1 Hz.
The offset generator used was designed and constructed at JPL. The output of the offset generator
drives the LO port of a mixer.

A 5 MHz signal from the same H-maser is transmitted through the fiber optic link along with a NASA
36 time code. At the output of the fiber optic link a tracking filter reduces the noise bandwidth of the
transmitted 5 MHz signal to 1 Hz. It also separates the digital time code signal from the from the 5
MHz frequency reference signal.

The 5 MHz signal out of the tracking filter drives a times 20 frequency multiplier which multiplies
the 5 MHz up to 100 mHz. The resulting 100 MHz signal drives the RF port of the mixer. The
output of the mixer is the difference frequency between the 100 MHz + 1 Hz from the offset generator
and the 100 MHz signal from the times 20 frequency multiplier. This signal which is nominally 1 Hz
passes through a low pass filter to an Allan variance test system. This system precisely measures the
time interval between zero crossings of the 1 Hz signal from the mixer. The system uses this data to
calculate the average frequency between the zero crossing intervals. It then evaluates the equations
for AllanN2l variance and Allan deviation and plots the results.

The Allan deviation for the frequency reference signal provided by the fiber optic distribution system
is compared to the Allan deviation of the previously used CesiumN1 frequency standard in Fig. 5.
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CONCLUSION

The stability of the frequency and timing references for the DSS 16 DSCC was improved considerably
with the use of a fiber optic link which was assembled primarily from commercial assembles. This link
transmits a 5 MHz reference frequency signal and a NASA 36 time code simultaneously over a 10 km
distance on a single optical fiber.

Measurements on the stability of the signals supplied by this fiber optic link verified that the signals
are much better than the signals used previously.

The stability of the signals supplied by this fiber optic link is not as good as the stability of signals
transmitted by custom fiber optic links used elsewhere in the DSN. However, the system described in
this paper is relatively inexpensive and can provide reference signals which are nearly as good as the
best reference signals used in the DSN.
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TABLE I

SPECIFICATIONS FOR THE NEW FREQUENCY REFERENCE

Amplitude: 1 volt rms, 50 ohms

Harmonics: -40 dBc

Non Harmonics: -80 dBc

SSB Phase Noise (1 Hz Bandwidth):

Offset From the Signal

1 Hz -86 dBc

10 Hz -124 dBc

100 Hz -130 dBc

1 kHz -140 dBc

1 kHz to 100 kHz -140 dBc
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QUESTIONS AND ANSWERS

PAUL QUINN, ROCKWELL: Did you find it necessary to phase lock the multiplexing frequency
with your reference frequency?

MR. CALHOUN: No, there is no multiplexing, just analog addition.

MR. QUINN: There is no degradation due to that?

MR. CALHOUN: There was some cross-talk in the system just due to the non-linearities throughout
the system, but I was able to separate the two signals at the analog de-multiplexer with virtually no
degradation after I put the disciplined freouency standard in.

MR. QUINN: Does the filter take care of the errors due to multiplexing?

MR. CALHOUN: Yes, it does. The bandwidth on that filter, by the way, is one-half Hertz. It is a
very narrow bandwidth tracking filter.
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COMMON-VIEW GPS TIME TRANSFER ACCURACY
AND STABILITY RESULTS

James R. Semler
Interstate Electronics Corporation

1001 E. Ball Road
Anaheim, California 92803

Abstract
This paper presents the results of time and frequency dissemination research at

Interstate Electronics that achieves 10-nanosecond timing accuracy and stability of
parts in 101 4 over continental baselines. Global Positioning System (GPS) receiver
data is processed by a differential, common-view technique that cancels most of the
cardinal errors. We characterize the noise in the GPS data by using multicorner-hat
separation-of-variances techniques. These noise values set Kalman smoother parame-
ters for removal of random noise in the common-view data. The disagreement between
various satellite measurements provides a measure of common-view GPS accuracy.

We present a summary of the analytical concepts, followed by the results of real-
world data processing in common-view tests between Interstate/Anaheim and the
United States Naval Observatory (USNO). The results of side-by-side GPS receiver
testing, using the algorithms described here, provide measurements of GPS receiver
stability, which can reach levels of I nanosecond per sidereal day.

INTRODUCTION - WHAT AND WHY

Although navigation, testing, and sensor data gathering have often required precise, stable time main-
tenance, currently implemented technology lacks the accuracy required by new military program de-
mands. Correlation of signals recorded by remote sensor data gathering systems needs highly accurate
synchronization of several remote sites' frequency standards. Some systems demand synchroniza-
tion accuracies of 10-nanosecond error or better for meeting their requirements. Testing applications
also impose stringent synchronization and time stability requirements, particularly with the Global
Positioning System (GPS).

Validation of state-of-the-art time and frequency dissemination accuracy and stability demands
"prior-free" analysis techniques that do not depend on a predetermined system model nor the avail-
ability of a superior reference clock. The introduction of such a reference merely begs the question,
as the reference itself may be invalid. "Who checks the checker?" Other programs demanding high
instrumentation accuracy have faced similar problems in validation. The current performance anal-
ysis methodology used for GPS, Trident II, and similar navigation/time systems, however, lacks the
capability to provide independent estimates of time stability without prior modeling. Kalman filtering
and maximum-likelihood estimation require elaborate models for accurate performance estimation.
However, they fail to provide parameters needed in the model description, such as CPS clock noise
variances. Current accuracy validation techniques implement systems or clocks that must be several
times more accurate than the system under test. The technique cannot by itself validate the accuracy
of the so-called reference, thus casting doubt on the analysis results.
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The long-term stability of GPS-based time and frequency dissemination depends on the long-
term repeatability of the GPS ranging signal delays. As such, a GPS receiver designed for precise
time transfer has different design priorities from one designed for dynamic navigation. Hence, military
users of GPS have not yet reaped all the benefits of the extensive time and frequency dissemination
research by the civil and academic communities. Existing military GPS receiver designs emphasize
ruggedness, antijam capability, and Kalman-based navigation data processing. These considerations
conflict with long-term receiver delay stability needed for precise time maintenance.

To provide cost-effective solutions to these problems, Interstate Electronics Corporation (IEC)
has developed the needed time and frequency dissemination technology and performance analysis
techniques in support of numerous military applications. In 1989 we completed the program initiated
in August 1988 to:

" Demonstrate remote clock synchronization accurate to within 10 nanoseconds or less in real-
world testing over baselines ranging from zero to continental distances.

" Develop, implement, and test prior-free algorithms that estimate the stability of each component
of a time and frequency dissemination system based on GPS measurements.

To achieve these objectives, we have been:

" Conducting GPS common-view time transfer tests to validate the 10-nanosecond accuracy over
a continental baseline.

" Performing GPS common-view time transfer tests over a zero baseline to measure receiver delay
stability.

" Implementing the latest multicorner hat separation algorithms to provide quantitative GPS
system clock noise variance estimates.

" Teaming with the Time and Frequency Division experts at the National Institute of Standards
and Technology (NIST) in developing and implementing these approaches.

COMMON-VIEW GPS - APPROACH AND RESULTS

Our time transfer approach uses a single GPS satellite in common view from two clock locations to
provide error cancellations, even over large baselines, which permit us to achieve the accuracy goal.
Radio techniques using WWV or WWVH, LORAN, portable clock trips, or single-view GPS do not
meet our goals. Timing using the Space Shuttle or laser-based systems is prohibitively expensive[I].
Thus GPS common view emerged as the most cost-effective solution.

Two stations equipped with GPS receivers can compare their local time standards to nanosecond-
level errors by tracking the same satellite simultaneously, and then differencing the measured local
time offsets with respect to GPS time. This differential processing cancels most of the major GPS error
sources. Variations on this technique allow us to compute the long-term stability of GPS receivers in
the Interstate GPS laboratory.

The GPS consists of three segments: space, control, and user. The space segment contains sev-
eral satellites in semisynchronous orbits that have ground tracks zepeating each sidereal day. These
satellites emit an RF signal consisting of a carrier wave modulated by a pseudorandom code and a
navigation message. The control segment tracks these signals, determines the satellite orbit and clock
offset parameters, and uploads these data to each satellite. However, the control segment orbit de-
termination introduces satellite position and time errors into the uploaded data. The user segment
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also tracks the satellites, demodulates the orbital data, and computes position and time from the
range measurements. These measurements are taken by time-correlation of the pseudorandom code
received from the satellite with a copy generated by the user equipment. Because the correlation
process introduces the user clock error into the transit time measurement, the user must also solve
for time errors. The four variables, three position coordinates and one time correction, require four
correlation measurements for a fully determined solution. If the user equipment stores its presurveyed
position, then GPS time can be obtained by tracking only one satellite.

Users needing to synchronize their clocks can do so by taking measurements against the GPS time
scale and then differencing their local clock offsets from that time scale. If two users agree to track
a satellite in common view from both sites simultaneously, the differencing cancels most of the GPS
measurement errors, as shown in Figure 1.

The GPS measurements contain several errors from satellite orbit and clock corrections, ionospheric
and tropospheric effects, user-surveyed position, and receiver delays. Some errors can, however, be
removed. Satellite clock correction error drops out completely because its effect on ranging error is
identical in both time offset measurements. The satellite orbital errors project into range measurements
as shown in Table 1. When common view satellite measurements are differenced, however, the orbital
error cancels to the magnitude of the difference of the projections. The extent of this cancellation
depends on the distance between the receivers. The orbital error can dominate the other errors
in a common-view GPS measurement if the distance between the receivers is very large, such as
intercontinental distances.

Although the common-view technique removes the largest portion of GPS time offset measurement
error, some error sources are not reduced by this practice. Ionospheric delays pose particular prob-
lems. Unless dual-frequency measurements are available,, the user must rely on the broadcast single-
frequency model. This model removes only 50 percent of the overall ionospheric error. Common-view
measurements over baselines less than 1,000 kilometers, however, tend to remove most of the residual
ionospheric errors. Further suppression of the ionospheric error occurs if measurements are taken
at night during low ionospheric activity. Tropospheric models provide accuracies less than 1 foot in
range, as demonstrated in Reference 2. Errors in receiver coordinate surveys introduce ranging errors
similar to ephemeris errors.

The repeatability of the common-view GPS measurement accuracy pivots on the repeatability of
receiver delays. Because of the differential comparisons, the magnitude of the delay does not matter
so long as the delay is calibrated relative to the other GPS receivers used in common view and
that delay remains the same from day to day. Short-term noise introduced by the tracking loops is
suppressed by least-squares fitting of raw ranging data. The long-term delay variation depends on
RF filter bandwidth, architecture, and environmental sensitivity. Typically the delay variation is a
percentage of the absolute delay. For example, a receiver with 100 nanoseconds of delay experiences
1 nanosecond of delay variation from day to day. These stability requirements drive the design of the
RF downconverter and tracking loops of the GPS receivers.

To validate the GPS common-view error budget presented in Table 1 in a real-world application
on continental baselines, Interstate has collected and analyzed data gathered over such a baseline. We
combined data from a NIST GPS receiver situated at the Interstate Anaheim facility and the USNO
GPS timing receiver in Washington, D.C. The data analysis took place at IEC, using the separation-
of-variances technique and common-view data processing algorithms described in this paper. Fifty
days of uninterrupted data concluding on MJD 47636 (20 April 1989) were examined to provide these
results. The architecture of the NIST receiver is described in detail by Davis and others in Reference
3.

The GPS tracking schedule for this experiment exploited the repeating ground tracks of the Block
I satellites. The new PRN 14 satellite was not used for the experiment due to control segment testing

539



during the data gathering interval. The schedule is given in Table 2. One notes the extremely low
elevation of PRN 12 as seen at Interstate; its track time tends to fall during daytime here. The other
tracks tend to occur at nighttime, reducing single-frequency ionosphere error. These times are shifted
4 minutes per solar day to follow the repeating ground track.

The NIST receiver at Interstate measured the phase of an HP 5061 cesium standard relative to
GPS. The receiver at USNO provided the phase of UTC (USNO) relative to GPS; these data were
downloaded from the USNO dial-up service. We examined the data for missing points. Any gaps were
filled with linear interpolation of the local-SV and local-GPS measurements. Then the IEC-GPS and
UTC-GPS measurements were differenced to produce six series of common-view GPS measurements
of IEC-UTC (USNO) time differences. Each series consists of one time difference measurement per
sidereal day from a given GPS satellite.

We analyzed the GPS common-view measurement tracks using the multicorner hat separation-
of-variances software (described later in this paper) to produce estimates of the measurement noise
found on each repeating measurement track. This makes the implicit assumption that all the variances
are constant over the data interval. The noise introduced by each satellite path was estimated via
a three-corner hat on the differences between IEC-UTC estimates on separate satellite paths. As
the long-term GPS measurement noise has the characteristic of white phase modulation, we scale the
Allan deviation by 86,160 seconds to obtain measurement noise filter values. The results are presented
in Table 3. One quickly notes that PRN 12 measurements exhibited three times the noise seen on the
other paths.

We next estimated the frequency stability of the IEC-UTC difference by applying the separation
of variances to the local-GPS tracks. At an averaging time of one sidereal day, we observed stability
of 1.03 x 10-13. This value was used to adjust the common-view time transfer Kalman filter process
noise matrix accordingly. We divide the Allan variance at one sidereal day by 86160 to produce the
correct process noise matrix frequency noise parameter. Next, a two-state Kalman filter-smoother
produced estimates of smoothed IEC-UTC phase and frequency offsets from each common-view track.
We apply the smoother to each track individually. The effectiveness of the smoother can be seen by
examining the smoothed residual root-mean-square values. The RMS of the difference between the
raw common-view data and the smoothed estimates for all tracks is presented in table 4, along with
the percentage of measurements accepted by the Kalman filter.

The final step in the time transfer consists of taking a weighted mean of the IEC-UTC phase
estimates from the various GPS tracks. The weights are determined from the table 4 values to achieve
optimal stability. Another weighted mean omitting PRN 12 was also taken due to the anomalous
nature of the PRN 12 path. Figures 2 through 5 show each track's difference from the weighted
mean in both cases. We clearly see the biasing of PRN 12 from the rest of the tracks. Its greater
noise also compels the weighting algorithm to ignore that track when combining the satellite data.
Therefore, comparison of the IEC-UTC (USNO) weighted averages between the two cases revealed
differences of 1 nanosecond or less. As a measure of time transfer accuracy and consistency, the
RMS of all tracks' differences from the weighted mean is computed by the weighting software. For
the all-inclusive weighted mean, the RMS amounted to 13.02 nanoseconds. For the weighted mean
omitting PRN 12, the RMS of the differences amounted to 5.6 nanoseconds. It is thus apparent that
the results demonstrate the feasibility of 10-nanosecond time transfer using GPS over continental
baselines. However, even more room for improvement exists. Improvements in surveying, ionospheric
models, and antenna multipath resistance could lead to consistent nanosecond-level performances.

The stability of the IEC-UTC (USNO) difference as estimated by the GPS common-view process
is presented in Figure 6. The differences were first fit to a quadratic to remove deterministic frequency
bias and drift. The mean clock bias removed was -18069.99 ns. The mean frequency removed was
-279.46 ns per sidereal day. The mean frequency drift was 0.0931 ns per sidereal day squared.
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ZERO BASELINE TESTS MEASURE RECEIVER STABILITY

We can compute the long-term stability of collocated receivers by driving them off the same local
frequency standard, comparing the time offset measurements from the two receivers, and computing
the Allan two-sample variance from the data stream. The negligible baseline provides for complete
GPS navigation message error cancellation. The errors due to survey and atmospheric modeling cancel
if common values are used in both receivers. The remaining difference between the two local-GPS
measurements in common view consists of the relative delay between the two receivers plus random
error. By applying the smoothing technique described in this paper, we can quantify the long-term
receiver delay stability.

Interstate has performed common-view time synchronization tests in the Anaheim laboratory that
demonstrate this concept. The test compared the NIST receiver at IEC with a similar time transfer
receiver, the Allen Osborne Associates TTR-6 model GPS receiver. We observed a 3.6 nanosecond
standard deviation in unsmoothed GPS time differences. We also observed GPS receiver stability to 2
nanoseconds per day. Figure 7 presents the smoothed time differences taken over 40 days. Each point
on the plot indicates the difference between the NIST receiver's estimate of local-GPS time bias and
that from the Allen Osborne receiver. The mean value of these differences measures the uncompensated
cable delays and receiver signal delays. The GPS common-view measurements represented in figures
8 and 9 are a composite of measurements from GPS satellite (PRN) numbers 3, 6, 9, 11, 12, and
13. The smoothed receiver delay comparisons reveal that the NIST and Osborne receivers both have
long-term stability of less than one part in 10- 14 for averaging times of one to eight days. Figure 10
indicates the long-term stability values.

MULTICORNER HAT ALGORITHMS CHARACTERIZE GPS
NOISE

The multicorner hat concept overcomes a fundamental limitation of time and frequency measurements
by introducing a third oscillator into the measurements to provide observability of each clock's Allan
variance. Because oscillator phase measurements can be made only with respect to another clock,
either clock could potentially cause the noise quantified by the Allan variances. To resolve which clock
is "at fault," we introduce a third clock, then find Allan variances of all three possible differences. If
the three clocks are independent, we may assume that the variance of the differences is tie sum of the
individual clock Allan variances. Three Allan variances of difference data permit us tn .olve for each
clock's Allan variance, removing the effects of the other two clocks. By extending the three-corner
hat concept to systems with multiple timing error sources, we can compute the stability of individual
clocks within the GPS system. This concept, pioneered by Allan and Weiss in Reference 4, permits
us to validate the stability of GPS time synchronization without having to develop and to implement
elaborate system error models laden with free parameters. Figure 11 shows the steps performed in
the multicorner hat separation of variances. We sort the GPS time difference data into measurements
taken each sidereal day. The repeating GPS ground track permits us to eliminate systematic error
creeping into the results by enforcing the same geometry on each common-view measurement. We
then remove deterministic phase, frequency and frequency drift coefficients through a quadratic fit to
the sidereal-day track data. Householder transformations used for the fit ensure numerical accuracy,
as described by Bierman in reference 5. The residuals from this quadratic fit contain the random
errors, which we can characterize through use of the multicorner hat concept.

We can take three types of time difference measurements with a GPS receiver: local-GPS, local-
satellite, and GPS-satellite. Each satellite provides these measurements from each tracking iterval.
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We can decompose the errors in those measurements into their constituent parts:

" Local frequency standard instability,

" GPS ephemeris and atmospheric errors,

" GPS uploaded satellite clock correction errors,

" GPS master system time instability and

" Satellite oscillator instability.

We difference the local-GPS offset measurements from three satellites to isolate the combined noise
due to ephemeris and clock correction error, then apply the three-corner hat to obtain the sum of the
Allan variances due to those two error sources for each of the three satellites. The same technique
applied to the local-satellite clock offset data produces the sum of the Allan variances of ephemeris
and satellite hardware clock noises. We combine these preliminary three-corner hat results from a
given satellite with the Allan variances of the original three measurement streams from that satellite
to obtain the final separation of variances. We can express the Allan variances of the difference data
in terms of their constituent parts, analogous to the three-corner hat. We then invert this expression
to solve for the individual error source Allan variances, performing a five-corner hat for each of the
three satellites used in the preliminary variance separations. This provides three estimates of local
clock stability and GPS time stability that can be averaged to obtain the final stability estimates.

The multicorner hat procedure suffers from the possibility of computing negative variances for
some of the stability estimates. Three potential causes of such results are (1) insufficient data to
separate all variances; (2) unmodeled correlations between measurements; and (3) one of the clocks in
the multicorner hat is much more stable than the others and is thus obscured by noise. We remedy the
first problem by gathering more time difference data. The second problem can be solved by modeling
correlation terms in the multicorner hat. The occurrence of the third problem indicates that clocks
with greater stability are needed. In any case, the nonnegative variances can be accepted as good
estimates of stability.

We can see the multicorner hat's applicability to general performance validation problems from
the preceding discussions, particularly in navigation applications. Given three independent navigation
systems we can compute the accuracy of each system by taking the sample variance of the mutual
difference data, then applying the three-corner hat to the resulting values. This provides a prior-free
system validation methodology. Extensions of the multicorner hat to include cross-correlation terms
between navigation systems can estimate the effects of common system components. For example,
if two aided inertial navigators share a common inertial unit but use different range aiding systems,
then a correlation term can be added to the multi-corner hat. Extra differences are then required to
separate all the variances.

Interstate applied the separation-of-variances technique described above to time difference data
gathered in November 1988. Figures 12 to 15 show the excellent time stability of the various clocks
in the GPS, as validated by the multicorner hat algorithms. The HP 5061B cesium beam standard
exhibited frequency stability 50 times better than specified by the manufacturer, as shown in figure 12.
GPS time showed comparable stability to that of the HP cesium in the IEC laboratory, as exhibited in
Figure 13. In the short term, however, the HP outperformed the GPS in time stability. From this we
can see that GPS time reaches a flicker noise frequency modulation floor of approximately 6 x 10- 14

at an averaging time of 3 days.
Our multicorner hat approach allows us to show that in the GPS space segment, proper isolation

of rubidium oscillators can provide an environment in which cesium-level performance results. Figure
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14 indicates the excellent long-term stability of the cesium beam standard aboard the GPS PRN 3
satellite. A.flicker floor of less than 3 x 10-14 occurred between averaging times of 4 and 8 days. In
contrast, figure 15 shows that the performance of the GPS PRN 9 rubidium standard actually surpassed
that of the spaceborne cesium at averaging times of 1 and 2 days. This short-term superiority is
expected in rubidium standards and is further enhanced by the relatively benign environment of the
GPS satellite. No apparent force acts on the satellite nor are there extreme temperature fluctuations,
thus the usual causes of poor rubidium performance do not pervade the satellite environment. In
addition, the PRN 9 rubidium has special heat-dissipation hardware that enhances its performance.

The GPS control segment can benefit from this research by using the multicorner hat approach as
an independent performance monitor on the new Block II satellites. In addition, the concepts behind
the multicorner hat have application in any performance validation problem where the accuracy of
the references is of interest.

ACKNOWLEDGMENTS

The author would like to thank the following persons: Len Jacobson, Dr. Ken Brunn, and Gerry
Grayson of Interstate for managerial support of this project; Tony Kurlovich of Interstate for RF
receiver stability analysis; Randy Hom, Robert Crane, and Manny Beckers of Interstate for technical
support; and David Allan, Marc Weiss, and Dick Davis of NIST for their interest and consulting
services throughout the project.

REFERENCES

1. Allan, D. W., "National and International Time and Frequency Comparisons," Time and Fre-
quency Division, National Institute of Standards and Technology, Boulder, CO.

2. Phase 1 Navstar/GPS Major Field Test Objective Report, Tropospheric Correction, Navs-
tar/GPS Joint Program Office, Space and Missile Systems Organization, Los Angeles Air Force
Station, Los Angeles, CA., 4 May 1979.

3. Davis, Dick D.; Weiss, Marc A.; Clements, Alvin C.; and Allan, David W., "Remote Synchro-
nization Within a Few Nanoseconds by Simultaneous Viewing of the 1.575 GHz GPS Satellite
Signals", Time and Frequency Division, National Institute of Standards and Technology, Boul-
der, CO.

4. Allan, D. W., and Weiss, M., "Separating the Variances of Noise Components in the Global
Positioning System," Proceedings of the Fifteenth Annual Precise Time and Time Interval Ap-
plications and Planning Meeting, December 1983.

5. Bierman, G. J., "Factorization Methods for Discrete Sequential Estimation," Academic Press,
New York, 1977.

NOTE: References 1, 3, and 4 are also available in documentation supplied as part of the NIST
Time Dissemination Service.

543



Table 1. The GPS common-view error budget Table 2. GPS tracking schedule 20 April 1989
for continental distances shows the domination shows geometry of common-view measurements.
of satellite ephemeris error. For shorter
baselines the orbital error contribution [ IEC USNO
decreases significantly, increasing the potential PRN Time of Track i
accuracy. No. (Zulu) Elevation imuth Elevation Azimuth

(deg) (deg) (deg) (deg)

Contribution 3 7:18 50 40 61 340
Error Source (ns)

6 2:22 60 124 62 242

Ephemeris 8.5 9 3:12 88 273 47 288
GPS receivers 4.9
Ionosphere 1.4 11 3:56 38 31 58 351

Troposphere 1.4 12 13:18 21 61 60 90
Relative Survey 1.4
Root-Sum-Square Total 10.1 ns 1 5 4 3 5 3

Table 3. Common-view measurement noise Table 4. Common-view smoothed residual
estimates from multicorner hat show poor RMS values indicate higher noise on PRN 12
PRN 12 performance. path.

PRN One-Day Allan Equivalent Noise PRN Smoothed RMS Percentage
No. Variance Measurement Sigma

Variance (ns) No. Variance Accepted
(ns2)

3 5.31 100
3 1.14 x 10-26 84.63 9.20

6 4.73 100
6 6.33 x 10-27 46.99 6.85

9 5.43 100
9 8.40 x 10-27 62.36 7.90

11 8.17 x 10-27 60.65 7.78 11 5 100

12 8.16 x 10-26 605.76 24.61 12 11.30 100

13 8.70 x 10-27 64.58 8.04 13 4.45 100
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