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" INTRODUCTION

Research Initiation Program - 1988

AFOSR has provided funding for follow-on research efforts for the participants in the

Summer Faculty Research Program. Initially this program was conducted by AFOSR and ~~

popularly known as the Mini-Grant Program. Since 1983 the program has been conducted
by the Summer Faculty Research Program (SFRP) contractor and is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to about half the
number of participants in the SFRP.

Participants in the 1988 SFRP competed for funding under the 1988 RIP. Participants
submitted cost and technical proposals to the contractor by 1 November 1988, following their
participation in the 1988 SFRP.

Evaluation of these proposals was made by the contractor. Evaluation criteria consisted
of:

1.  Technical Excellence of the proposal
2.  Continuation of the SFRP effort
3.  Cost sharing by the University

The _st of proposals selected for award was forwarded to AFOSR for approval of funding.
Those approved by AFOSR were funded for research efforts to be completed by 31 December
1989.

The following summarizes the events for the evaluation of proposals and award of
funding under the RIP.

A Rip proposals were submitted to the contractor by 1 November 1988. The
proposals were limited to $20,000 plus cost sharing by the universities. The
universities were encouraged to cost share since this is an effort to establish
a long term effort between the Air Force and the university.

3. Proposals were evaluated on the criteria listed above and the final award
approval was given by AFOSR after consultation with the Air Force
Laboratories.

C. Subcontracts were negotiated with the universities. The period of performance
of the subcontract was between October 1988 and December 1989.

Copies of the Final Reports are presented in Volumes I through IV of the 1988 Research
Initiation Program Report. There were a total of 92 RIP awards made under the 1988
program.
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INTRODUCTION
Research Initiation Program - 1988

AFOSR has provided funding for follow-on research efforts for the participants in the
Summer Faculty Research Program. Initially this program was conducted by AFOSR and
popularly known as the Mini-Grant Program. Since 1983 the program has been conducted
by the Summer Faculty Research Program (SFRP) contractor and is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to about half the
number of participants in the SFRP.

Participants in tae 1988 SFRP competed for funding under the 1988 RIP. Participants
submitted cost and technical proposals to the contractor by 1 November 1988, following their
participation in the 1988 SFRP.

Evaluation of these proposals was made by the contractor. Evaluation criteria consisted
of:

1.  Technical Excellence of the proposal
2. Continuation of the SFRP effort
3.  Cost sharing by the University

The list of proposals selected for award was forwarded to AFOSR for approval of funding.
Those approved by AFOSR were funded for research efforts to be completed by 31 December
1989..

The following summarizes the events for the evaluation of proposals and award of
funding under the RIP.

A Rip proposals were submitted to the contractor by 1 November 1988. The
proposals were limited to $20,000 plus cost sharing by the universities. The
universities were encouraged to cost share since this is an effort to establish
a long term effort between the Air Force and the university.

B. Proposals were evaluated on the criteria listed above and the final award
approval was given by AFOSR after consultation with the Air Force
Laboratories.

C. Subcontracts were negotiated with the universities. The period of performance

of the subcontract was between October 1988 and December 1989.

Copies of the Final Reports are presented in Volumes I through IV of the 1988 Research
Initiation Program Report. There were a total of 92 RIP awards made under the 1988

program.
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PROGRAM STATISTICS

Total SFRP Participants

Total RIP Proposals submitted by SFRP
Total RIP Proposals submitted by GSRP
Total RIP Proposals submitted

Total RIP’s funded to SFRP
Total RIP’s funded to GSRP
Total RIP’s funded

Total RIP’s Proposals submitted by HBCU’s
Total RIP’s Proposals funded to HBCU’s

153

121

126

85

88

8

4
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Laboratory

AAMRL
AFWAL/APL
ATL

AEDC
AFWAL/AL
ESMC

ESD

ESC
AFWAL/FDL
FJSRL
AFGL

HRL
AFWAL/ML
OEHL

AL

RADC

SAM

WL

WHMC

Total

LABORATORY PARTICIPATION

SFRP
Participants

10
8
8
5
8
1
2
8

10
7

12

14

12
4
8

12

16
6
2

153

RIP’s
Submitted

8 (1 GSRP)
8

9 (1 GSRP)

5 (1 GSRP)
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RIP’s
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> 0o

o
MBEOODWHORBRTBRNDORDE O

Qo
Qo

28
55

2
5




[ 2 A

4

v

LIST OF UNIVERSITIES THAT PARTICIPATED

Akron, University of
Alabama, University of
Albany College

Arizona State University
Arizona, University of
Arkansas State University
Arkansas, University of
Auburn University

Austin Peay State Univ.
Ball State University
Boston College

California State Univ.
California, Univ. of

Calvin College

Carnegie Mellon University
Central State University
Central Wesleyan College
Cincinnati, University of
Clarkson University
Clemson University
Colorado State University
Columbia Basin College
Dayton, University of
Delta State University
East Texas State University
Eastern New Mexico Univ.
Fairleigh Dickinson Univ.
Fayetteville State Univ.
Florida Inst. of Technology
Florida, University of
Francis Marion University
George Mason University
Georgia Inst. of Technology
Georgia, University of
Gonzaga University
Hampton University
Illinois Inst. of Technology
Indiana University

Iowa State University
Jackson State University
Jacksonville State Univ.
Jarvis Christian College
Kentucky, University of
LaVerne, University of
Louisiana State University
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Louisiana Tech. University
Lowell, University of
Maine, University of
Meharry Medical College
Miami University

Miami, University of
Michigan State University
Michigan Tech. University
Michigan, University of
Minnesota, University of
Missouri Western State Coll.
Missouri, University of
Montana, University of
Montclair State College
Morehouse College
Muhlenberg College
Murray State University
Nebraska, University of
New Hampshire, Univ. of
New Mexico, University of
New York State University
New York, City College of
North Carolina State Uuiv.
North Carolina, Univ. of
Northern Illinois Univ.
Ohio State University
Oklahoma State University
Oral Roberts University
Oregon Inst. of Technology
Oregon State University
Pennsylvania State Univ.
Polytechnic University

Pr: irie View A&M Univ.
Presbyterian College
Purdue University
Redlands, University of
Rennsselaer Polytechnic Inst
Rice University

Rochester Inst. of Tech.
Rose-Hulman Inst. of Tech.
Saint Paul’s College

San Francisco State Univ.
Santa Clara University
Southeast Oklahoma State U.
Southern Mississippi, Univ.
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LIST OF UNIVERSITIES THAT PARTICIPATED

Continued
Southern University -2 Tuskegee University
Southwest Missouri State U. -1 Virginia Polytechnic Inst.
St. Norbert College -1 Warren Wilson College
Staten Island, College of -1 Wayne State University
Syracuse University -1 Wesleyan College
Taylor University -1 West Florida, University of
Tennessee Space Inst., Univ. -1 West Texas State Univ.
Tennessee Tech. University -2 West Virginia Tech.
Tennessee, University of -1 Western Illinois University
Texas A& University -1 Western Michigan University
Texas Lutheran College -1 Widener University
Texas, University of -4 Wilberforce University
Towson State University -1 Wisconsin-Madison, Univ. of
Trinity University -1 Wright State University

Total
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PARTICIPANTS LABORATORY ASSIGNMENT




PARTICIPANT LABORATORY ASSIGNMENT

AERO PROPULSION LABORATORY
(Wright-Patterson Air Force Base)

Dr. Suresh K. Aggarwal (1987)
University of lllinois at Chicago
Specialty: Aerospace Engineering

Dr. Mingking K. Chyu
Carnegie Mellon University
Specialty: Heat Transfer

Dr. Derek Dunn-Rankin
University of California
Specialty: Laser Diagnostics (combustion)

Dr. Wayne A. Eckerle
Clarkson University
Specialty: Experimental Fluid Mechanics

ARMAMENT LABORATORY
(Eglin Air Force Base)

Dr. Ibrahim A. Ahmad
Northern Illinois University
Specialty: Statistics and Operations

Dr. Charles Bell (1987)
Arkansas State University
Specialty: Mechanical Engineering

Dr. Stephen J. Dow
Univ. of Alabama in Huntsville
Specialty: Discrete Mathematics

Dr. Joseph J. Feeley (1987)
University of Idaho
Specialty: Electrical Engineering

Dr. Arthur A. Mason (1986)
University of TEnnessee Space Institute
Specialty: Physics

Dr. Douglas G. Talley
University of Michigan
Specialty: Combustion

Dr. Richard Tankin (1987)
Northwestern University
Specialty: Mechanical Engineering

Dr. Cheng-Hsiao Wu (1987)
University of Missouri
Specialty: Solid State Physics

Dr. Manuel A. Huerta
University of Miami
Specialty: Plasma Physics

Prof. Anastas Lazaridis
Widener University
Specialty: Ablation, Solar Energy

Dr. Kwang S. Min
East Texas State University
Specialty: Signal Processing

Dr. Joseph J. Molitoris
Mubhlenberg College
Specialty: Nuclear Physics

Prof. Wafa E. Yazigi
Columbia Basin College
Specialty: Solid Mechanics




—

- v

va

Harry G. Armstrong Aerospace Medical Research Laboratory

(Wright-Patterson Air Force Base)

Dr. Charles D. Covington
University of Arkansas
Specialty: Digital Signal Processing

Dr. Barry P. Goettl
Clemson University
Specialty: Engineering Psychology

Dr. David G. Payne
SUNY Binghamton
Specilaty: Human Memory

Dr. Donald Robertson (1987)
Indiana University of PA

Specialty: Psychology

Dr. Joseph E. Saliba
University of Dayton
Specialty: Engineering Mechanics

Dr. Sanford S. Singer
University of Dayton
Specialty: Enzymology

ARNOLD ENGINEERING DEVELOPMENT CENTER

(Arnold Air Force Base)

Mr. Ben A. Abbott (GSRP)
Vanderbilt University
Specialty: Electrical Engineering

Dr. Eustace L. Dereniak
University of Arizona
Specialty: Infrared Physics

ASTRONAUTICS LABORATORY
(Edwards Air Force Base)

Dr. Gurbux S. Alag (1987)
Western Michigan University

Specialty: Systems Engineering

Dr. Clarence Calder
Oregon State University
Specialty: Stress Wave Propagation

Mr. David B. Chenault (GSRP)
University of Alabama

Specialty: Physics

ix

Prof. William M. Grissom
Morehouse College
Specialty: Combustion Diagnostics

Dr. William Sutton (1985)
University of Oklahoma
Specialty: Heat Transfer

Dr. Ahmad D. Vakili
Univ. of Tennessee Space Inst.
Specialty: Unsteady Flows

Dr. David W. Jensen
Pennsylvania State University
Specialty: Advanced Composite Materials

Dr. John Kenney (1987)
Eastern New Mexico University
Specialty: Phsyical Chemistry

Dr. Mark A. Norris

Virginia Polytechnic Inst. & State Univ.

Specialty; Structural Dynamics &
Controls




ASTRONAUTICS LABORATORY
(Edwards Air Force Base)
(continued)

Dr. Phillip A. Christiansen
Clarkson University
Specialty: Physical Chemistry

Dr. Susan T. Collins
California State University
Specialty: Matrix Isolation Spectroscopy

AVIONICS LABORATORY
(Wright-Patterson Air Force Base)

Prof, William K. Curry (1987)
Rose-Hulman Inst. of Technology
Specialty: Computer Science

Dr. Gerald W. Grams
Georgia Tech.
Specialty: Atmospheric Physics

ENGINEERING AND SERVICES CENTER
(Tyndall Air Force Base)

Dr. Wayne A. Charlie
Colorado State University
Specialty: Geotechnical Engineering

Dr. David H. DeHeer
Calvin College
Specialty: Molecular Biology

Dr. Deanna S. Durnford
Colorado State University
Specialty: Groundwater

Dr. Neil J. Hutzler
Michigan Tech. University
Specialty: Environmental Engineering

Dr. Rameshwar P. Sharma
Western Michigan University
Specialty: Fluid Mechanics

Dr. Siavash H. Sohrab (1986)
Northwestern University
Specialty: Engineering Physics

Dr. David Hemmendinger
Wright State University

Specialty: Logic Programming

Dr. Periasamy K. Rajan
Tennessee Tech. University
Specialty: Digital Signal Processing

Dr. Mateen M. Rizki
Wright State University
Specialty: Modeling and Simulation

Dr. Peter Jeffers (1987)
S.UN.Y.

Specialty: Chemistry

Dr. Richard S. Myers
Delta State University

Specialty: Experimental Physical Chem.

Dr. William Schulz (1987)
Eastern Kentucky University

Specialty: Chemistry

Dr. Dennis Truax (1987)
Mississippi State University
Specialty: Civil Engineering
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ELECTRONIC SYSTEMS DIVISION
(Hanscom Air Force Base)

Mr. George N. Bratton
Austin State Peay State Univ.
Specialty: Statistics

FLIGHT DYNAMICS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Peter J. Disimile (1986)
University of Cincinnati
Specialty: Fluid Mechanics

Mr. Thomas Enneking (GSRP), (1987)
University of Notre Dame
Specialty: Civil Engineering

Dr. Awatef Hamed
University of Cincinnati
Specialty: Engineering

Dr. Yulian B. Kin
Purdue University Calumet
Specialty: Stress Analysis

Dr. Oliver McGee (1987)
Ohio State University
Specialty: Engineering Mechanics

FRANK J. SEILER RESERACH LABORATORY

(United States Air Froce Academy)

Dr. Richard Bertrand (1985)
University of Colorado

Dr. John F. Dalphin
Towson State University
Specialty: Computer Science

Dr. Stephan Kolitz (1986)
University of Massachusetts
Specialty: Operations Reserach

Dr. James A. Sherwood
University of New Hampshire
Specialty: Solid Mechanics

Dr. Gary Slater (1987)
University of Cincinnati
Specialty: Aerospace Engineering

Dr. Kenneth M. Sobel
The City College of New York
Specialty: Eigenstructure

Dr. Forrest Thomas (1987)
University of Montana
Specialty: Chemistry

Mr. David F. Thompson (GSRP)
Purdue University
Specialty: Computer Information

Dr. William E. Wolfe
Ohio State University
Specialty: Geotechnical Engineering

Dr. Tammy J. Melton
St. Norbert College

Specialty: NMR Spectroscopy, Atomic Spectroscopy Specialty: Inorganic Synthesis




FRANK J. SEILER RESERACH LABORATORY

(United States Air Froce Academy)
(continued)

Dr. Dan R. Bruss
Albany College of Pharmacy
Specialty: Physical Organic Chemistry

Dr. Charles M. Bump (1987)
Hampton University
Specialty: Organic Chemistry

Dr. Michael L. McKee
Auburn University
Specialty: Molecular Orbital Theory

GEOPHYSICS LABORATORY
(Hanscom Air Force Base)

Dr. Lucia M. Babcock
Louisiana State University

Specialty: Gas Phase Ion-Molecule Chem.

Dr. Pradip M. Bakshi
Boston College

Specialty: Quantum Theory

Dr. Donald F. Collins
Warren Wilson College
Specialty: Optics, Image Processing

Dr. Lee Flippin (1987)
San Francisco State University

Specialty: Organic Chemisty

HUMAN RESOURCES LABORATORY

Dr. Patricia L. Plummer
Columbia Univ. of Missouri
Specialty: Quantum Chemistry

Dr. Howard Thompson (1987)
Purdue University
Specialty: Mechanical Engineering

Dr. Melvin Zandler (1987)
Wichita State University
Specialty: Physical Chemistry

Dr. Janet U. Kozyra
University of Michigan
Specialty: Space Physics

Dr. Steven Leon (1987)
Southeastern Massachusettes
Specialty: Mathematics

Dr. John P. McHugh
University of New Hampshire
Specialty: Fluid Mechanics

Dr. Timothy Su (1987)
Southeastern Massachusetts Univ.
Specialty: Physical Chemistry

(Brooks, Williams and Wright-Patterson Air Force Base)

Dr. Ronna Dillion (1987)
Southern Illinois University
Specialty: Educational Psychology

Dr. J. Kevin Ford
Michigan State University
Specialty: Industrial/Organ. Psychology

Dr. Jorge L. Mendoza (1986)
Texas A&M University

Specialty: Psychology

Dr. Philip D. Olivier (1986)
University of Texas
Specialty; Electrical Engineering
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HUMAN RESOURCES LABORATORY

(Brooks, Williams and Wright-Patterson Air Force Base)

(continued)

Dr. Hugh. P. Garraway, II1
Univ. of Southern Mississippi
Speciaity: Computer Based Learning

Dr. Douglas E. Jackson
Eastern New Mexico University
Specialty: Math/Statistical Information

Dr. Charles E. Lance
University of Georgia

Specialty: Industrial/Organizational Psy.

Dr. Thomas L. Landers
University of Arkansas
Specialty: Reliability & Maintainability

LOGISTICS COMMAND
(Wright-Patterson Air Force Base)

Dr. Ming-Shing Hung (1986)
Kent State University

Dr. Mufit H. Ozden
Miami University
Specialty: Operations Research

Dr. Dharam S. Rana
Jackson State University
Specialty: Quantitative Techniques

Dr. Jonathan M. Spector
Jacksonville State University

Specialty: Logic

Dr. Charles Wells (1987)
University of Dayton
Specialty: Management Science

Dr. Robert K. Young
University of Texas
Specialty: Experimental Psychology

Specialty: Business Administration & Management Science

MATERIALS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Bruce Craver (1987)
University of Dayton
Specialty: Physics

Dr. Parvis Dadras
Wright State University
Specialty: Mechanics of Materials

Dr. David A. Grossie
Wright State University
Specialty: X-ray Crystallography

Dr. Gordon Johnson (1987)
Walla Walla College
Specialty: Electrical Engineering

Dr. L. James Lee

The Ohio State University

Specialty: Polymer & Composite
Processing




MATERIALS LABORATORY
(Wright-Patterson Air Force Base)
(continued)

Dr. Barry K. Fussell
University of New Hampshire
Specialty: Systems Modeling & Controls

Dr. John W. Gilmer (1987)
Penn State University
Specialty: Physical Chemistry

Dr. Michael Sydor
University of Minnesota
Specialty: Optics, Material Science

Dr. Richard S. Valpey
Wilberforce University
Specialty: Organic Synthesis

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY

(Brooks Air Force Base)

Dr. Steven C. Chiesa
Santa Clara University
Specialty: Biological Waste Treatment

Dr. Larry R. Sherman
University of Akron

Specialty: Organotin Chemistry

ROME AIR DEVELOPMENT CENTER
(Griffiss Air Force Base)

Dr. Keith A. Christianson
University of Maine
Specialty: Electronic Materials

Dr. Hugh K. Donaghy
Rochester Inst. of Technology
Specialty: Natural Language Processing

Dr. Oleg G. Jakubowicz
State University of New York
Specialty: Neural Nets

Dr. Louis Johnson (1987)
Oklahoma State University
Specialty: Electrical Engineering

Dr. Samuel P. Kozaitis
Florida Institute of Tech.
Specialty: Optics, Computer Architecture

xv

Dr. Gary R. Stevens
Oklahoma State University
Specialty: Stochastic Processes

Dr. Shirley A. Williams (1986)
Jackson State University
Specialty: Physiology

Dr. David Sumberg (1987)
Rochester Institute of Tech.

Specialty: Physics

Dr. Donald R. Ucci
[llinois Inst. of Technology
Specialty: Adaptive Arrays

Dr. Peter J. Walsh
Fairleigh Dickinson University
Specialty: Superconductivity

Dr. Kenneth L. Walter
Prairie View A&M University
Specialty: Chemical Engineering Process

Dr. Gwo-Ching Wang
Rensselaer Polytechnic Inst.
Specialty: Surface Sciences




SCHOOL OF AEROSPACE MEDICINE

(Brooks Air Force Base)

Dr. Ronald Bulbulian
University of Kentucky
Specialty: Exercise Physiology

Dr. John A. Burke, Jr.
Trinity University
Specialty: Inorganic Compounds

Dr. Hoffman H. Chen (1986)
Grambling State University
Specialty: Mechanical Engineering

Dr. Frank O. Hadlock (1986)
Florida Atlantic University
Specialty: Mathematics

Dr. Eric R. Johnson
Ball State University
Specialty: Protein Biochemistry

Dr. Harold G. Longbotham
Univ. of Texas - San Antonio
Specialty: Nonlinear Digital Filtering

Dr. Mohammed Maleque (1987)
Meharry Medical College
Specialty: Pharmacology

WILFORD HALL MEDICAL CENTER
(Lackland Air Force Base)

Dr. David R. Cecil
Texas A&I University
Specialty: Algebra (Finite Fields)

WEAPONS LABORATORY
(Kirtland Air Force Base)

Dr. Albert W. Biggs (1986)
Unviersity of Alabama
Specialty: Electrical Engineering

Dr. Parsottam J. Patel (1986)
Meharry Medical College
Specialty: Microbiology

Dr. William Z. Plachy
San Francisco State University
Specialty: Physical Chemistry

Dr. Ralph Peters (1987)
Wichita State University

Specialty: Zoology

Dr. Thomas R. Rogge
Iowa State University
Specialty: Finite Element Analysis

Prof. Sonia H. Sawtelle-Hart
Univ. of Texas - San Antonio
Specialty: Exercise Physiology

Dr. Wesley Tanaka (1987)
University of Wisconsin

Speciaity: Biochemistry

Dr. John R. Wright
Southeast Oklahoma State Univ.
Specialty: Biochemistry

Dr. Donald Welch (1986)
Texas A&M University
Specialty: Microbiology

Dr. William M. Jordan
Lousiana Tech. University
Specialty; Composite Materials




WEAPONS LABORATORY
(Kirtland Air Force Base)
(continued)

Dr. Lane Clark
University of New Mexico
Specialty: Graph Theory

Dr. David A. Dolson
Murray State University
Specialty: Laser Spectroscopy

Dr. Arkady Kheyfets
North Carolina State Univ.
Specialty: Mathematical Physics

Dr. Barry McConnell (1987)
Florida A&M University
Specialty: Computer Science

Dr. William Wheless (1987)
New Mexico State University
Specialty: Electrical Engineering
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MINI-GRANT RESEARCH REPORTS

1988 RESEARCH INITIATION PROGRAM

Technical
Report
Number Title and Mini-Grant No. Professor
Volume I
Armament Laboratory
1 Statistical Analysis of Residual Target Dr. Ibrahim A. Ahmad
Performance and for Measures of Target
Partial Availability
Pending Approval
210-9MG-010
2 Synergistic Effects of Bomb Cratering, Dr. Charles Bell (1987)
Phase II
760-7TMG-025
3 Automated Motion Parameter Determi- Dr. Stephen J. Dow
nation from an Image Sequence
210-9MG-025
4 Modeling and Simulation on Micro- Dr. Joseph J. Feeley (1987)
computers, 1989
760-TMG-070
5 Two Dimensional MHD Simulation of Dr. Manuel A. Huerta
Accelerating Arc Plasmas
210-9IMG-090
6 Modeling Reactive Fragments Prof. Anastas Lazaridis
210-9MG-011
7 Target-Aerosol Discrimination for Dr. Kwang S. Min
Active Optical Proximity Sensors
210-9MG-016
8 The Dynamics of Impact Dr. Joseph J. Molitoris
210-9MG-008
9 Report Not Acceptable at this Time Prof. Wafa E. Yazigi
210-9IMG-015




Arnold Engineering Development Center

10

11

12

13

14

Multigraph Kernel for Transputer Based

Systems
21-9MG-087

MTF Studies of IR Focal Plane Arrays
at Low Flux Levels
210-9MG-020

Droplet Size Distributions and Combustion

Modeling in a Pintle Injector Spray
210-9MG-069

Multiple Scattering in Solid Fuel
Rocket Plumes
760-0MG-091

Influence of Forced Disturbances on the

Vortex Core and the Vortex Burst
210-9MG-056

Astronautics Laboratory

15

16

17

18

19

Large Space Structure Parameter
Estimation
760-TMG-042

Integrated Strain Measurement in
Composite Members Using Embedded
Constantan Wire

Pending Approval

210-9MG-076

Calibration of the Infrared Spectro-
polarimeter
210-9MG-026

Computer Code to Include Core Polar-
ization in Effective Potential Basis
Set Expansion Studies

210-9MG-092

Fluorescence Spectra of Matrix-
isolated Lithium
210-9MG-115

Mr. Ben A. Abbott (GSRP)

Dr. Eustace L. Dereniak

Prof. William M. Grissom

Dr. William Sutton (1985)

Dr. Ahmad D. Vakili

Dr. Gurbux S. Alag (1987)

Dr. Clarence Calder

Mr. David B. Chenault (GSRP)

Dr. Phillip A. Christiansen

Dr. Susan T. Collins




20

21

23

24

Calibration of Composite-Embedded
Fiber-Optic Strain Sensors

Pending Approval

210-9MG-052

Energy-And Time-Resolved Photophysics
and Photochemistry of High Energy
Cryogenic Metal-Containing Rocket Fuels
760-TMG-019

Experimental Verification and Develop-
ment of Structural Identification
Techniques on a Grid

210-9MG-045

Report Not Available at this Time
210-9MG-103

Experimental Investigation of the
Stability of Jets Near the Critical
Point

760-6MG-110

Electronics Systems Division

25

26

27

HF Network Evaluation
210-9MG-012

Report Not Available at this Time
210-9MG-023

Reliability in Satellite Communication
Networks

Pending Approval

760-6MG-094

Engineering and Services Center

28

29

High Intensity Compressive Stress Wave
Propagation Through Unsaturated Sands
210-9MG-075

Decontamination and Elisa Analysis

of Blood Group Substances from Human
Tissue

Pending Approval

210-9MG-112

Dr. David W. Jensen

Dr. John Kenney (1987)

Dr. Mark A. Norris

Dr. Rameshwar P. Sharma

Dr. Siavash H. Sohrab (1986)

Mr. George N. Bratton

Dr. John F. Dalphin

Dr. Stephan Kolitz (1986)

Dr. Wayne A. Charlie

Dr. David H. DeHcer




30

31

32

33

34

35

Volume II
Frank J. Seiler
36

37

38

39

40

Estimation of Jet Fuel Contamination
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VAPORIZATION BEHAVIOR OF PURE AND MULTICOMPONENT FUEL DROPLETS
IN A HOT AIR STREAM

By

S.K. Aggarwal®* and G. Chen**

ABSTRACT

The vaporization behavior of a liquid fuel droplet in a laminar hot air flow has been studied
theoretically and experimentally. In the experimental study, conducted at the WPAFB, a droplet-
on-demand generator facility has been developed and extensive data has been obtained on the
dynamics and vaporization of a fuel droplet injected into a well-characterized hot laminar flow. The
droplet size and velocity histories have been measured by the Phase-Doppler Particle Analyzer.
In the theoretical study, the vaporization behavior has been studied by using three liquid-phase
models, namely the thin-skin, diffusion-limit, and infinite-diffusion. Predicted results generally show
good agreement with the measured data. It is recommended that, for relatively low-temperature
conditions, either the diffusion-limit model or the infinite-diffusion model be used. The comparison
also indicates that the thermophysical properties of the gas film surrounding the droplet should be

calculated accurately; especially the effect of fuel vapor should be included.

*Assistant professor
**Graduate Assistant
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INTRODUCTION

Literature on the behavior of an evaporating/burning droplet is extensive. Starting with the
classic d*law model {1}, several improved vaporization models [2,3] have been developed.
Numerous experimenta! studies [2] have also been reported. However, not much information is
available on the behavior of evaporating droplets in relatively low temperature air streams. Under
such conditions, the possibility of an envelope flame is precluded and the dropiet gasification rate
is low. The droplet heat-up time may not be negligibly small compared to its lifetime, although the
latter is relatively large under low-temperature conditions, and the liquid-phase transient processes
may still be important.

In the present study, an experimental-theoretical investigation of the vaporization behavior
of a fuel droplet in a well-controlled hot l[aminar flow has been conducted. As indicated above, the
past research on droplet vaporization has not considered such conditions. The study is also relevant
to the understanding and modeling of the processes in non-dilute sprays, where the gas temperature
and vaporization rates are relatively low.

In the following, a brief description of the experimental set-up , development of the
theoretical models, and comparison of the theoretical and experimental resuits are given.

EXPERIMENTAL FACILITY

The experimental part of the research has been conducted by Dr. T.A. Jackson and G.L.
Switzer at the Wright-Patterson Air Force Base. The test configuration has been designed for
injecting fuel droplets in a well controlled laminar on well-characterized turbulent. heated flow field
with only axial gradients of temperature and velocity. It consists of heating elements . inlet flow
conditioning equipment, a droplet-on-demand injection system, and a confined test section. The
instrumentation used include a Phase Doppler Particle Analyzer (PDPA). a hot wire anemometer.

a micro-thermocouple, and a laser sheet lighting system.
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Air was filtered, dried to a dew point of 22 K, and metered into a 25.4 cm diameter plenum
chamber. This chamber contains. in series, a scintered metal diffusing element, a fine mesh screen,
two resistance heating elements, a second fine mesh screen, and a flow straightening honey comb.
At the end of this section the flow had been evenly distributed, heated to 400 K, and decelerated
to a velocity of 0.16 m/s. This air then enters a circular-to-square transition section leading to the
test section. In this transicion the flow is accelerated to a mean velocity of | m/s. The velocity and
velocity rms profiles at the test section inlet are illustrated in Figure 1. Note the very low values
of the rms, indicating turbulence intensities of less than 3%. These measurements were made with
a hot wire anemometer and confirmed with the PDPA. Figure 2 indicates the inlet air temperature
profile (orthogonal to :ach other and both are through the center of the test section). These
measurements were taken with microthermocouple (Chromel-Alumel, 0.13 mm diameter lead joined
to form a measurement bead approximat: ly 0.25 mm in diameter) positioned in the test section by
a long sting inserted from the exit plane of the section.

The test section is 8.9 x 8.9 cm and 45.0 cm long, constructed of four pyrex panels. the flow
is driven vertically upward. Figures 1 and 2 indicate that conditions in the test section were
uniform out to a radial position of approximately 1.5 cm. In the center of this section droplets are
injected. Figure 3 is an illustration of the test section along with a photo of a stream of droplets
iluminated with a sheet of lascr light. Optical measurements of droplet diameter and local velocity
are made along the flow axis by the PDPA. For this experiment the test chamber assembly is
positioned, relative (o fixed measurement volumes, by a x-y-z precision traversing table.

The Phase Doppler Particle Analyzer is an interferometric droplet sizing device. It sizes
single droplets by measuring the radius of curvature of the droplet. There are several publications
[4.5,6,7] describing its features and the accuracy with which it determines droplet size. For this
effort a single component system was used. Some velocity limitations were discovered during this

effort and are reported in a separate paper [8].
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The most critical component of the experimental set-up is the droplet-on-demand generator.
The study of the droplet vaporization behavior for various fuels requires a generator which can
inject droplets axially into a flow of air heated to 400 K without perturbing the velocity or
temperature uniformity of the flow. Single monosized droplets are required having diameters in
the range 50-90 um, each droplet having identical velocity and trajectory. An essential characteristic
of the system requires long-term stability. That is, once a droplet of given diameter and velocity
is produced, these two parameters must remain stable for a period of up to 0.5 hours, while relative
diameter measurements are being performed. Several designs were testing before deciding on the
final configuration for the droplet-on-demand generator, as shown in Fig. 4. Its operation is based
on a piezoelectric (PZT) cylinder 0.7 mm ID x 1.3 mm OD x 19 mm in length. A voltage pulse
applied between the inner and outer surfaces of the PZT causes the cylinder to contract radially.
This contraction creates a pressure pulse which forces liquid in the cylinder through a glass nozzle
whose aperture diameter is equal to that of the desired droplet. The most critical aspect of this
generator design is the shape and quality of the nozzle which is formed by melting and polishing
glass capillary tubing. A properly formed nozzie produces clean, single droplets with PZT drive
voltage as low as 10 V. One of the most useful features incorporated in the design shown in Fig.
5 is a nozzle-mounting configuration which allows convenient removal of the glass tip for cleaning
or replacement. Another important aspect of the generator operation is the thermal isolation
required over the 60 cm length of the droplet-generator support, shown in Fig. 4, from the heated
air flow to prevent pre-vaporization of the fuel. This isolation is provided by a water-cooled sheath
which also serves as a support for the generator. Note that the generator is located at the tip of
the generator support.

Several operational parameters have been identified which have a major influence upon

successful generator performance, the most sensitive of these being PZT drive-voltage amplitude,
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pulse width, pulse-repetition frequency, and liquid pressure. The liquid viscosity, PZT temperature,
and rise and fall times of the PZT pulse also impact generator performance but to a lesser extent.
Proper generation operation, as shown in Fig. 3, requires 2 delicate balance among these
parameters. When control of these parameters is exerted with sufficient sensitivity and stability,
the generator performs very reliably.

Development efforts during this study resulted in a compact, versatile and reliabie technique
for production of single droplets and introduction of these droplets into a well-controlled hot air
flow. The droplet-on-demand has produced droplets using water, hexane, and decane as the
working fluids. Through precise control of the operational parameters, several discrete diameters
in the range of 40-90 um can be stably generated from a single 65 um nozzle aperture. Droplet-
generation frequencies range from one droplet up to a stream of droplets at 1 kHz, with adjustable
exit velocities varying between 0.2 and 10 m/s.

Several data sets have been obtained by using the above generator facility. The parameter
varied in these sets is the fuel type. Fuels considered are hexane, decane, and a bicomponent fuel
with equal amounts of hexane and decane. For each set, the droplet size and velocity are measured
along its trajectory. The local gas velocity and temperature profiles are aiso measured. The latter
information along with the initial drop size and velocity are used in the predictions. Note that the
gas-phase turbulence level has been maintained sufficiently low so that the hot air flow can be
considered essentially laminar. The experimental data is used to compare the vaporization models
as described next.

THEORETICAL MODEL

The theoretical model involves the calculation of velocity, size, and surface properties of an
evaporating droplet along its trajectory in a laminar hot air flow. The time-dependent Lagrangian
equations for the droplet position, velocity, and size are solved numerically. The local values of gas

velocity and temperature required in the computations are taken from the experiments described
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earlier. Three vaporization models studied are the thin-skin, infinite-diffusion, and diffusion-limit.
Basically, the models differ in the representation of the transient liquid-phase processes, and, thus,
in the calculation of droplet surface properties.

The thin-skin model for the single-component case neglects the liquid-phase transport
completely. The droplet surface is assumed to be at a wet-bulb temperature which is determined
by the local conditions. The infinite-diffusion model considers the temporal variation of
temperature and composition (for the multicomponent case) but assumes that these are uniform
spatially.

In the diffusion-limit model, the transient heat and mass transport within the droplet are
assumed to be represcnted by the unsteady heat and mass diffusion equations. The solution of
these equations provides the temperature and composition at the droplet surface. These properties
are needed in the Lagrangian calculations. Further details can be found elsewhere (3,9]. Also the
details of the theoretical mode! will be provided in a separate publication [10].

RESULTS AND DI ION

The predicted and the experimental results are presented for an evaporating fuel droplet
injected into a prescribed hot air flow. The results are obtained for three fuels, namely hexane,
decane, and a mixture of hexane and decane. Initial conditions for the Lagrangian calculations and
the local gas-phase properties are taken from the measured data.

Preliminary comparison with the experimental data indicated that the predicted results are
quite sensitive to the thermophysical properties of gas film outside the droplet. An accurate
calculation of these properties requires that not only the properties be considered temperature-
dependent, but the effect of changing composition should also be included. Note that in the
presented study the gas-phase flow field in laminar and steady. A droplet, however, encounters an

unsteady flow field due to the velocity and temperature gradients in the axial direction.
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Figure 6 shows the predicted and experimental droplet velocity along its trajectory. Results
are given for both hexane and decane fuel droplets. The measured gas velocity is also shown in the
figure. The droplet velocity, which is much higher than the gas velocity at the injection point,
relaxes rapidly to an equilibrium value and then follows the variation of gas velocity along the
trajectory. The important observation is that the calculated values agree very well with the
experiment data. This means that the solid sphere drag correlation works well for the present
situation. However, as mentioned earlier, the properties of the gas film surrounding the droplet
needs to be calculated accurately.

Figure 7 shows the variation of the diameter squared obtained experimentally and predicted
by the thin-skin (T.S.), diffusion-limit (D.L.), and infinite-diffusion (I.D.) models as well as the
experimental values. The fuel is hexane. Two data sets are shown to assess the repeatability of
data. The corresponding plots for decane are given in Fig. 8. For all the cases shown, the overall
agreement between predictions and experiment is quite good. For hexane, all three models predict
a slightly faster rate of vaporization compared to that obtained experimentally. In addition, the
calculated values are not sensitive to the models. However, for the decane case, some sensitivity
to the models is indicated. The diffusion-limit and infinite-diffusion models show better agreement
with the experimental data compared to the thin-skin model. This can be easily explained by the
plots of droplet surface temperature given in Fig. 9. For hexane, the wet-bulb temperature is quite
low, the droplet surface temperature does not vary significantly, and all three models predict aimost
the same surface temperature. Consequently, the droplet size variation is not sensitive to the
models. For decane, however, the wet-bulb temperature is relatively high and the droplet transient
heating becomes important. As a result, the vaporization behavior is sensitive to the models.

Another interesting observation is that the infinite-diffusion and diffusion-limit models
predict almost the identical behavior for the decane case. There is no discernible difference in the

droplet surface temperature and size predictions for the two models. The implication is that for

69-8




relatively low-temperature environment, one could use either the infinite-diffusion or the diffusion-
limit model. The thin-skin model is not recommended, however, especially for relatively non-
volatile fuels.

Figure 10 demonstrates the importance of including the effect of composition on fuel vapor
in calculating the thermophysical properties of the gas film outside the droplet. For curve M1,
these properties are calculated for a mixture of air and fuel vapor based on a weighted average of
the surface and environment values. For curve M2, the mass fraction of fuel vapor in the gas film
is assumed to be zero. As indicated in the figure, the exclusion of fuel vapor in the calculation of
transport properties leads to an overprediction of the vaporization rate. It is also important to note
that for the present conditions, the fuel vapor mass fraction at the droplet surface is relatively small
since the surface temperature is low. This means that the effect of fuel vapor in calculating
properties will be even more important for the high-temperature environment, where the fuel vapor
mass fraction will be relatively large.

Results for an evaporating multicomponent fuel droplet are given in Fig. 11. The fuel is a
mixture of hexane and decane with initial mass fraction of each being 0.5. The predicted resulits
are shown for the modified d-square law, infinite-diffusied, and diffusion-limit models. It is
interesting to note that the experimental data indicates a batch-distillation type of behavior, which
is better simulated by the infinite-diffusion model. However, the difference between this model and
the diffusion-limit model are negligible. The modified d-square law does not show as good an
agreement as that by the other two models.

CONCLUSION

The vaporization behavior of a fuel droplet in a laminar hot air flow has been studied
theoretically and experimentally. Pure as well as multicomponent fuels have been considered.
Numerical results predicted by three vaporization models, namely the thin-skin, diffusion-limit, and

infinite-diffusion, have been compared with the experimental values. Important conclusions are:
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(1) The predicted droplet velocity variation along the trajectory shows excellent
agreement with the measured data, indicating that the solid-sphere
drag law is quite adequate for the conditions considered. However,
an accurate calculation of the gas-film properties has a strong effect
on the predictions.

(2)  The vaporization behavior of hexane fuel droplets is not sensitive to
the vaporization models. However, for a less volatile fuel such as
decane, the vaporization behavior shows some degree of sensitivity
to the models. The implication is that even for low-temperature
conditions such as considered here, where the droplet lifetime’is
relatively large, the transient droplet heating should be represented
in the theoretical model.

3) The variable property effects are important for an accurate
prediction of droplet velocity (and thus droplet trajectory) ar.d size.
Not only the effect of temperature but also that of fuel vapor should
be considered for calculating the thermophysical properties of the gas
film surrounding the droplet.

The present study is by no means complete. Future work should include (i) measurement
of droplet surface properties such as temperature and composition (for the multicomponent case),
(ii) droplet vaporization in a well-characterized turbulent flow field, and (iii) higher environment
temperature.
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Figure 3. Generation of 55-um Droplets at 10-Hz Rate.
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Vortical Structures in 2-D Slot Burner - Cold Flow

Richard S. Tankin
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ABSTRACT

Vortical structures are examined experimentally for cold flow
from a 2-D slot burner. The vortical shedding processes are clearly
observed using a two-dimensional sheet lighting technique coupled
with a chemically reacting system. By varying the flow rates, four
different types of vortical structures are observed - separated by
regions of stability (transition regions). From sets of data, flow maps
were constructed showing the zones occupied by the four types of
vortical structures and the regions of stability. The effect of the
width of the bluff-body (burner lip) on the flow map and frequency
of vortical shedding are presented. Hot wire measurements were
used to obtain frequency spectra. For the range of Reynolds numbers
in this study, a single vortical shedding frequency appeared except in
an isolated region wkhere the spectra are quasi-periodic. Broad-band
spectra are characteristic of the transition regions. The Reynolds
number of the slot flow varied from 2 to 110; the Reynolds number
of the air flow varied from S0 to 400.

INTRODUCTION

Flame stabilization has been, and still is, an important subject in
combustion research. Bluff-body nozzles in cembustors represent a
typical configuration for accomplishing flame stabilization. This
configuration of nozzles is widely used in industry; for premixed and
diffusion flames, for liquid fuels (sprays) and gaseous fuels. The flow
field behind a bluff body nozzle, even without combustion, is very
complicated. Small scale mixing (molecular) is accompanied by large
scale mixing due to the vortical structures that are created. Since
these vortical structures may be very intricate, it was decided to
obtain some information about their formation and growth through
flow visualization.

In practical applications, the geometrical arrangement for
bluff-body nozzles is usually axially symmetric (cylindrical shape).
The fuel - liquid in the form of a spray or gaseous - issues from the
center of the nozzle; and the air (for diffusion flames) issues from a
concentric annular region. Many text books describe the essential
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al,1983; Li and Tankin, 1987, Namazian and Kelly, 1985; Kimoto et al,
1981) and numerically (e.g.. Scott and Hankey,1983; Boyson et al, 1981).
The 2-D bluff-body geometry has not been studied as extensively; partly
because of the added difficulty involved in obtaining uniform 2-D flow at the
nozzle exit. However when properly designed, this nozzle has the advantage
of generating vortices that are simpler to analyze experimentally than axially
symmetric nozzles.

For flow past cylinders (2-D bluff-body), vortices that are formed at the
points of separation are regularly shed from alternate sides of the cylinder.
Recent papers, such as, those by Perry et al, 1982; Perry and Steiner, 1987,
Eaton,1987; etc. clearly demonstrate this. 2-D jets have likewise been studied
both experimentally and theoretically. For 2-D jets, vortical shedding occurs
when a critical Reynolds number is exceeded. The vortical shedding patten
may be symmetric or antisymmetric - depending on the velocity distribution
profile at the exit of slot (see Sato, 1960)- and is due to the instability that
occurs at the free boundary layer (see Sato and Sakao,1964; Beavers and
Wilson,1970; Rockwell and Niccolls, 1972; Thomas and Goldschmidt,1986;
etc.). We have mentioned the flow past cylinders (2-D bluff-body) and 2-D
jet flows because the flow in this study is, in some respects, a combination of
these two flows.

Recently chaotic analysis has been used to describe the transition from
laminar to turbulent flow. Fenstermacher et al,1979 have applied chaotic
analysis to Taylor vortex flow; Curry et al, 1984 applied it to Benard natural
convection flow; Sreenivasan,1985 applied it to wakes behind cylinders; and
Dubiri et al,1987 applied it to a two-stream mixing layer. Williamson, 1988,
re-examined the discontinuity in the vortex shedding from a circular
cylinder. He explained this phenomenon as a change in the mode of oblique
shedding, not as a "route to chaos". In the present paper, we have observed
different regions of vortical shedding for gas flow from a 2-D slot burner
immersed in a co-current 2-D air flow. The results are interesting because as
one proceeds from one region of vortical structures to another (by changing
the flow rates), one passes through regions of stability (where vortical
shedding ceases). The streamwise component of the velocity fluctuations
were measured for all the identifiable types of vortical structures and
transition regions. From the velocity fluctuation measurements, frequency

spectra were obtained; and the relative amplitudes of the peak frequencies
were examined.

XPERIMENTAL SETUP

A schematic diagram of the experimental setup is shown in Figure 1.
The details describing the introduction of TiCl4 into the apparatus has been
adequately described by Roquemore et al, 1983 and Li and Tankin, 1987.
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Figure 2 is a schematic drawing of the slot burner and Figure 3 is a
photograph of the burner. Three different inner slot widths were used in this
study - 0.25cm, 0.45cm, and 0.60cm. The slot length is 15 cm. Laterally
surrounding the inner slot is a bluff-body; the outer dimension of the bluff-
body is fixed at 2.5cm. The width of the bluff-body is formed by a quarter-
round, circular insert (one on each side) which in addition to forming a
bluff-body provides contraction of the slot flow, thus resulting in more
uniform flow at the slot exit. The thickness of the boundary layer and the
intensity of the turbulence is reduced when the flow is contracted. Depending
on the insert used, the contraction ratio was 3.2, 4.2,or 7.6.. Special care was
taken in transitioning the flow from a round tube to a rectangular channel
before it entered the slot burner. Downstream of this transition region are
guide vanes and screens within the burner body, which results in a uniform
2-D flow at the slot outlet.

The slot-bluff body unit was centered in a nearly square test section that
measures 26cm by 23cm and through which air flows. Quarter round inserts
were mounted on each side (at the exit) of this container, contracting the flow
from 23cm to 4cm; thus providing a contraction ratio of 5.75. The air enters
this portion of the test section on each side of the slot bumner, impinges on
deflector plates, passes through screens and exits the nozzle as 2-D flow. To
reduce the effects of external disturbances, the test section is fitted with a
chimney which is 36cm high - made of aluminum and containing glass
windows. A course screen (1/2" x 1/2"mesh) was placed on top of the
chimney to further reduce the effects of external disturbances.

Since combusting flow is planned in the future, two small channels are
located at the ends of the slot (see Figures 2 and 3) through which a non-
combustible (N2) gas will flow. Propane will flow through the slot bumer -
air will flow outside. The N2 will suppress the flame from burning inward
from the ends; in this manner the two dimensionality of the flow will
hopefully be maintained.

To visualize the flow field, laser sheet-lighting in conjunction with
TiO2 particles, which are generated at the nozzle exit, was used. This setup
provides a very useful visualization technique. A dry gas, in this case bottled
N2, passes over a pool of TiCl4 liquid, picking up some TiCl4 vapor which is
carried with N2 through the slot bumer. This TiCl4 vapor reacts with water
vapor, which is present in the air flow external to the slot exit, to form TiO?2
particles. These particles act as scattering centers for the laser light. The
TiO2 particles, formed in this manner, have been reported to be fairly
uniform - ranging in size from 0.2 to Imm: thus they follow the flow field.
The importance of this method of seeding is that the particles are formed
external to the nozzle; thus eliminating the problem of clogged screens. To
further insure no clogging in the test section, a transparent filter containing
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a series of fine mesh screens is installed just upstream of the test section. If
there 1s any water vapor present in the N2 gas lire, TiO2 particles be detected
in the transparent filter unit. Thus, the problem can be addressed before the
screens in the test section become clogged. Another important aspect of this
method of seeding is that the TiO2 particles do not appear uniformly
distributed throughout the flow but in a thin layer where the two gases - N2
(containing the TiCl4 vapor) and air (containing water vapor) - come in
contact. Thus, allowing one to observe in detail the vortical structures, which
are formed at this interface. When we wished to examine the recirculating
zones near the slot, the experimental setup was slightly modified. TiCl4 was
introduced into the air flow through two small hypodermic tubes as well as in
the slot (N2) flow. A very small flow rate of N2 , which acted as a carrier
gas, trickled through these tubes. This tiny flow of N2 which has no
observable effects on the flow pattern (recirculating zones or vortical
structures (ownstream), seeds the recirculating zones that are formed on the
air side of t":e bluff body.

Three hotographic techniques were used in this study; each having
certain adv ntages and disadvantages. In one case, normal photography was
employed. The resolution of the film was excellent but the shutter speed
limited the resolution of the fine scale structures that are present in the
vortices. 1 -ing a 3 watt Argon ion laser as a sheet-light source, Tri X film,
and an aperure setting of f=1.4; we were limited to shutter speed of 1/500
sec. For the second method, a high speed video camera was used. This unit,
with sufficient light, could take video pictures at a rate as high as 6000 frames
per second. However because of the limited light intensity, we were not able
to exceed 250 frames per second - which was more than adequate for
tracking th ~verall motion of the vortical structures in our experiments.

With this ¢ . we were able to follow the progress of a selected vortex;
thus, meas: :s shedding frequency, position, and translational velocity.
The resolut this camera, which contained 240x192 pixels, was inferior
to normal | -aphic film. In the third method, a digital image processor
was used. imera has an intensifier and better resolution (244 x 388
pixels) tha: ligh speed video camera. Pictures were taken with this
image proc at shutter speeds of less than 1 microsecond. This unit,
which was I to 60 images per second, has supportive software which
enhances ar :nds the measurements to include, for example, intensity
distribution: 1 shutter speed is esseatial if one wishes to examine the fine
structures a vortex. A comparison of the three photographic
techniques in Figure 4 where Regjor = 45.0 and Reg,jr = 328. This is
not really a omparison, because the advantages of the digital image
processor (1 autter speed) is not apparent. Later, one will see typical
pictures illu- -g the fine vortical structures obtained with this unit.
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To examine the two dimensionality of the flow, the flow is sheet lighted
horizontally. This was achieved by rotating the giass rod (lens) 90 degrees
(vertical) and positioning a plane mirror above the test section. When taking
these pictures, the 1/2"x 1/2" mesh screen on top of the chimney was
removed.

The shedding frequency of the vortical structures is measured with the
high speed video camera. The method used is as follows: A fixed point is
chosen in the flow (on the video screen). The framing time for each frame
appears on the screen along with the video image. Each time a vortex passes
the fixed point on the screen, a shedding period can be determined. The
shedding period (shedding frequency) is obtained by averaging over at least
10 vortices. To determine the influence of the selected position, the shedding
frequency was measured at different selected points in the flow field. The
variation of the measured shedding frequency with selected position was
negligible. Also a chopper, driven by an A.C. motor, was used to form a
strobe of the laser beam and check the frequency measurements.

A hot-wire, constant temperature anemometer was used to measure the
streamwise component of the velocity fluctuations. The hot wire was
operated at an overheat ratio of 20%. The probe supporting the hot wire is
"L" shaped and was inserted vertically from above. The hot wire was
positioned about 7 cm downstream (above) of the slot, mid-plane of the slot
length and 0.8 cm laterally from the slot centerline. Frequency spectra were
obtained from the measured velocity fluctuations using a R360 real spectrum
analysis software and an IBM AT PC.

In these hot wire measurements, for each frequency spectrum, 1024 data
points of velocity are collected. The resolution of the spectrum depends on
the time interval chosen between data points. In order to reduce the
electronic noise in the system, a 225Hz low-pass filter was used, as well as
averaging successive spectra ( 4 10 64 spectra were sometimes averaged). The
"Hanning window" was applied to each spectrum to improve the frequency
resolution. A linear scale was chosen to display the frequency spectra.

The experiments were conducted ar low Reynolds numbers for both the
slot and the ais flows. ™ ne Reynolds number is defined as VD/v, where V (the
average exit velocity) is the volumetne flow rate divided by the exit area, and
D is the width of the slot or the air channel. In this study, Resjot ranged from
210 110 and Reajr ranged from 50 to 400. Three slot widths (0.25, 0.45 and
0.60cm) were used to determine the effect of slot width (bluff-body) on the
vortical structures. During the experiments, the supply pressures at the
rotameters of the air and N2 were maintained constant.

RESULTS AND DISCUSSION

The results of this study will be presented as follows:
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(1) A series of photographs showing the vortical structures
will be presented for typical sets of experiments.
(2) Plots indicating the flow maps for various types of
vortical shedding for a given bluff-body configuration
will be presented.
(3) Measurements of shedding frequency, intensities
within a vortical structure, path-lines of individual
vortices,etc.will be presented.
(4) A series of photographs were taken to determine the
validity of the assumption that the flow is two-dimensional.
(5) Measurements of velocity fluctuations obtained with
a hot wire anemometer and their frequency spectra will
be presented.

Figures 5 and 6 are typical sets of photographs showing the vortical
structures. These experiments were performed with a slot width of 0.45 cm
and with Reair=392 and 222 respectively. The Reglot was varied from 2.0 to
108.2 Before describing the classification of the vortical structures, some
general characteristics and nomenclature should be mentioned. The bluff-
body, in this case, separates the slot flow (N2 with TiCl4 vapor) from the air
flow; and in the process, usually results in a pair of recirculating zones. One
member of the pair is caused by the expansion of the slot flow and is
designated the "IRZ" (inner recirculating zone). The other member is . 1sed
by the expansion of the air flow and is designated the "ORZ" (outer
recirculating zone). The relative size and the dynamic interaction between
these recirculating zones determine the shedding characteristics and the type
of vortical structures observed. There also is interaction between the vortical
structures on each side of the slot.

Type I (Figures 5a,5b,7a,7b)

As can be seen from Figures 5a and particularly 7a, the slot jet (N2) does
not penetrate the ORZ. This condition occurs for relatively high air flow
(Reajr greater than 335) and low slot’ﬂow. The structures of these shedding
vortices are similar to the Von Karman vortical structures (see Perry.1982,
Figure 7). The influence of the slot flow on the shedding vortical structures is
negligible because of the low momentum flux of N2 as compared to the
momentum flux of the air. The size of the unstable (shedding) ORZ is much
larger than the IRZ. This is evident in Figures 7a and 7b. which are
photographs along with schematic drawings showing in greater detail the
recirculating zones. These pictures were taken with the digital image
processor at shutter speeds of about 1 microsecond. For the photographs
shown in Figure 7, the experimental setup, as mentioned earlier, was slightly
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shown in Figure 7, the experimental setup, as mentioned earlier, was slightly
modified. TiCl4 was introduced into the air flow through two small
hypodermic tubes as well as in the slot flow. A tiny flow of N2, which acted
as a carrier gas. in the hypodermic tubes had no observable effects on the
flow pattern (vortical structures downstream or both recirculating zones).
The seed particles (TiO?) are carried by the air that flows near the slot; thus
providing visualization of the ORZ (not visible with TiClg only in slot flow).
The dashed lines in the schematic drawings represent structures that are
believed to be present, but not observed. At Reair=222 ( Figure 6), Type I
flow does not exist. Reair>335 is required for Type I to exist, as will be seen
later on the flow map.

Transition I-II (Figures 5c¢,6a,7d)

When Resjot is increased to 6.6 in Figure 5, the first transition region
occurs. In this region no vortical shedding occurs - both recirculating zones
(ORZ and IRZ) are stable. For Reajr=222, this transition region exists from
0 <Reslot < 3.3. Figure 6a is a photograph at Resjot = 2.0. In Figure 7c, it is
seen that the inner recirculating zone has grown in magnitude due to the
increased slot flow rate.

Type 0 (Figures 5d,5¢,6b,7d)

When Res]ot is increased to 9.2 in Figure S, vortical shedding is
observed again (5d). This is also seen in Figure 6b where Reslot= 6.6. By
examining the video pictures taken at 125 frames/sec, it was observed that
both sets of vortices (from ORZ and IRZ) were unstable and shedding. The
downstream roll-up of vortices are not seen. From Figure 6b,7d, it is seen
that only a small amount of fluid is split away from the vortices in both the
ORZ and IRZ. This fluid is convected downstream. The interaction between
the air flow and the slot flow is rather weak. This unstable flow region occurs
over a relatively narrow range of Resjot.

Transition II-1IT (Figures 5f,6¢,7¢)

When the Regsot is increased to 17.9 in Figure 5 and 9.3 in Figure 6, the
vortical shedding again ceases. Both recirculating zones are stable. The
vortices in these zones are comparatively equal in size (see Figure 7¢). The
high speed video records reveal a very smooth flow.

Type III ( Figures 5g - Sm,6d - 6k,7f,7g)

When Res]ot is increased to 20.5 in Figure 5 and 10.5 in Figure 6,
vortical shedding reappears and much more complicated vortical structures
appear downstream. In this region, the IRZ, in contrast to Type I, are lifted
off the bluff-body and the interaction between the air flow and the slot flow is
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much more intense. In Type III, the process involving vortex roll-up
dominates the structure; but this roll-up is accompanied by bending,
stretching, and irregular deformation of the rolled-up vortices. In Type I a
special vortical shedding behavior was observed when Res|ot lies between
about 23.5 and 31.0 (see Figures Sh,51). These structures are not seen in
Figure 6 because the Reajr is not high enough (this will be seen later on flow
maps). In this isolated region (23.5 < Reslot<31.0 ), the two vortices, that are
shed within one period, collide with each other; thus generating greatly
erratic and deformed vortical structures downstream - not repeating their
structures from vortex to vortex. Orderly structures are not observed. With
further increase in Reslot (larger than 32 in Figure 5) the vortical structures
downstream are ordered again and can be clearly identified (Figures 5j, 5k,
51, 5m ). Thus, at sufficiently high Reaijr, there exists in Type III an isolated
region where there is strong interaction resulting in disorderly vortical
structures. Vortical crossover is an interesting phenomenon observed in
Type II. This is clearly shown in Figure 8 where the trajectories for a single
vortex is plotted for different Reslot values (note: these data were obtained at
Reair =264 and is typical of plots at other Reajr in Type III - except for the
"disordered structures” regime). On this plot (Figure 8) there is a trajectory
of a vortex of Type IV which is seen not to crossover. Near the upper and
lower boundaries of Type III, (labelled "Borderline Type III" in Figure 8 -
upper boundary), the rolled-up vortical structures are not so intense; so
crossover doesn't occur.

The static and dynamic structures of vortices in the recirculating zones
in Type II are similar to those in Type II (compare Figures 7d and 7f, 7g),
except the IRZ has lifted and is located above the ORZ. The IRZ and ORZ are
separated by a "cavity” in Type III which is not found in prior types. This
“cavity” is located beneath the IRZ at higher values of Resjot (see Figure 7).

Figure 9 is a schematic drawing showing the typical type II vortical
structures similar to those seen in Figures 5k and 6h. The vortex crosses to
the opposite side of the slot and is encased in a "pocket" formed by the
distorted interface. The two consecutive vortices are connected by a "braid”
structure which is produced by the merging of the two interfaces. The

"braid” structure has been defined and discussed in research on mixing layers
by Corcos and Sherman, 1984.

Transition ITI-IV (Figures 5n,61,7h)

When Res]ot is increased to 65.2 in Figure 5 and 28.8 in Figure 6, the
shedding of vortices ceases and again vortical structures downstream of the
recirculating zones are absent. In this region, which exists over a very
narrow range of Reg]ot, the [RZ present in previous types does not appear in
this transition state. The "cavity" and the ORZ are stable with no vortical
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shedding (see Figure 7h). From the experimental observations, it appears
that the "cavity"” has replaced the role of the IRZ.

Tvpe IV (Figures 50,5p,5q,5r,6m,6n,60,7i)

This is the last type of vortical structure identified in this study. As
Resjot 1s increased from about 67 to 108 in Figure S and for values greater
than 32 in Figure 6, the influence of the air flow on the formation of vortical
shedding structures is very small. The shedding vortices appear to originate
in the "cavity" and have the appearance of vortical structures observed for 2-
D jet flow. Table I summarizes the classification of vortical structures, and
indicates the relations between IRZ and ORZ.

A summary of the data for more than 90 flow conditions, obtained in the
manner described, is shown in Figure 10 ( slot width is 0.45 cm). The dark
circles indicate vortical shedding and empty circles indicate no vortical
shedding. The isolated region - designated as "disordered structures” - within
Type III is where vortices are being shed - but not orderly. Similar plots
were obtained with slot widths of .25 cm and .60 cm. These results are seen in
Figures 11 and 12 respectively. Table II gives the critical Reynolds numbers
for each of the types of vortical shedding, and the approximate equations that
separate the different regimes.

The shedding frequency is an important parameter in hydrodynamic
stability theory because it represents the most unstable mode in the flow field.
The effects of three independent quantities - Resjot, Reair, and Dglot - on
shedding frequency are examined in Figure 13. Figure 13a shows the effect
of Reg]ot on shedding frequency for a slot width of .45c¢cm and Reajr=328.
These data ( as well as those in Figures 13b and 13c) were obtained from high
speed video recordings. As can be seen the shedding frequency increases
monotonically with Reg)o¢. There appears to be a discontinuity in the slopes
at the Transition II-IIT and Transition II-IV. Similar results were obtained
for other slot widths and other air flow rates. The effect of Reair is shown in
Figure 13b in which the shedding frequency is measured for Ds]or=0.60cm
and Type III vortical structures. Likewise Figure 13c shows the effects of
Dslot for three different slot widths - 0.25¢cm, 0.45¢m, and 0.6 cm.

Another feature which becomes apparent from this study is the
interaction of the vortices as they move downstream. The interaction occurs
in pairs anc each pair consists of vortices of opposite sign (vortex couple).
This is seen in Figures 5j, 5k, 51, Sm, 5p, 5q and 5r; it is believed to occur
further downstream for flows seen in Figures Sa, 5b and 5g / the field of
view was limited by the windows in our test section). This interaction
between vortices (pairing of vortices of opposite sign) has been predicted by 4
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several investigators; such as, Batchelor, 1967; Deem and Zabusky, 1978;
Pierrehumbert,1980; etc.

Three dimensional structures, produced by end effects, will be present
in these expenments since the experimental device (slot) is of finite length
(15¢m). In addition, strong nonlinear interactions are occurring. Since we
assumed the flow was two-dimensional (over the measured region), it was
necessary to check this assumption. To do this, the laser sheet light was
oriented horizontally (by rotating the glass rod 900-vertically) and a plane
mirror was placed above the test section (tilted about 45 degrees from the
vertical). In this manner, pictures were obtained looking from above at
horizontally, sheet-lighted flow. A series of pictures were taken at three
different vertical positions: (1) the laser sheet-light was located just above the
nozzle exit, (2) the laser sheet-light was located 2.5 cm above the nozzle exit,
and (3) the laser sheet-light was located 7.5 cm above the nozzle exit. These
vertical positions are shown in Figure Sa. Pictures were taken over the entire
range of flow rates. Figure 14 shows some typical photographs. End effects
are seen in all cases, but the flow appears to be two-dimensional - especially
at the surface and 2.5 cm elevations. This is apparent, because the TiO?2
particles are clearly aligned - nearly straight lines with curvature only at the
ends. At the 2.5cm and 7.5 cm elevations, the pictures as seen in Figures 14
oscillate laterally as a unit (at the shedding frequency). At the 7.5cm location,
the three-dimensional effects are more apparent - particularly in Figure 14f,
where the illuminated particles are not aligned in straight lines. At other
times, at the same flow conditions, these strong three dimensional effects
were not so obvious when similar pictures were taken. Thus, we believe some
of the three dimensionality was caused by outside disturbsnces such as the
removal (before each photograph was taken) of the screen located on top of
the chimney. Normally, we would have claimed_the flow to be two-
dimensional along the midplane of the slot (7.5cm from each end) where the
vortical data were taken. However, in a recent paper by Williamson, 1988, in
which he examines the vortical shedding from a cylinder, he found oblique
shedding exists. He used oblique shedding to explain the discontinuities in the
Strouhal-Reynolds number relationship. Thus, oblique shedding may account
for some of the curvatures seen in the horizontally lighted flow; see for
example Figur: 14f where both “three-dimensional” and "oblique shedding”
are labelled. To check this possibility, a sheet of vertical light is aligned along
the length of the slot. Oblique shedding, we think, occurs and is more
apparent in Type III. A photograph showing what we consider oblique
shedding is seen in Figure 15. We don't know whether its cause is the same as
in Williamson's experiments.

Figures 16a and 16b are examples of typical photographs taken with the
digital image processor having a shutter speed of 1 microsecond. These two
photographs were at similar flow conditions as those in Figures 6h and §j




respectively. One can see in these enlargements the fine structures present in
the vortices. Figure 17 is an enlargement of a shed vortical structure similar
to the flow conditions in Figure Sk. Superimposed on this vortex is the
optical intensity distribution measured along the centrally-located dotted line
in the photograph (the two outer dotted lines represent the limits of the
intensity amplitude). As a shed-vortex passes a velocity measuring probe
(such as a hot wire anemometer), one might expect to see velocity
fluctuations which are related to these intensity fluctuations superimposed on
the shedding frequency (since slot flow, N2, and air flow are rolled up into
these vortical structures). These may give the appearance of the onset of
turbulent flow. However, the diffusion of vorticity will probably be much
more rapid than the diffusion of the TiO? particles in the flow; thus the
velocity changes, which may be present, would not be as abrupt as the
intensity changes shown in Figure 17.

To check this conjecture, hot wire measurements were made. The mean
value of the velocity was removed from the signal because we were primarily
interested in the frequency spectrum associated with the velocity fluctuations.
The scale of the velocity amplitude is not maintained constant from one set of
experimental tests to another. In this study, we were interested in the number
of independent frequencies and the relative amplitudes between the
fundamental frequency (shedding frequency - fs) and its harmonic modes
(for each test). Typical measured results are shown in Figure 18 where
Reair=392, Dslot=0.45cm and Reslot was chosen to include all types of

vortical structures. The frequency spectrum for each type of vortical
structure is described as follows:

Tvpe I (Figure 18a)
The flow is periodic and only one frequency appears (the shedding
frequency - fs) along with its first and second harmonic frequencies.

Type 11 (Figure 18¢)
The spectrum is similar to that for Type I. The shedding frequency is

dominant. The amplitudes of the higher harmonic modes are much smaller
than the amplitude of f.

Type OI(Figures 18e,18f,18g,18h,18i)

Figure 18e falls within the shaded region of the flow map labelled
“Disordered Structures” in Figure 10. Owing to the strong interacticn
between the vortices, the velocity fluctuation record is more erratic and less
periodic than in Types I and II. The accompanying frequency spectrum
shows that the flow in this region is not as random as one might expect. Two
independent frequencies are found which explain this spectrum (quasi-
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periodic flow); the fundamental frequency, fs, is 4.5Hz., and the second
independent frequency is 1.6 Hz. This second independent frequency can be
identified as having the second largest amplitude. The other significant peaks
are simply linear combinations of fs and f2. When the Reslot is increased to
36 (beyond the "Disordered Structures"), the periodic flow field reappears
and only one fundamental frequency is found (Figure 18f; fs=5.5Hz).
Further increase in Reslot ( Figures 18g, 18h, 18i) results in more
complicated time series records (velocity) which are attributed to the rolling-
up processes of the vortices. In Figure 18i, the flow field is dominated by the
first harmonic (biharmonic resonance) instead of the shedding frequency-fs.
In this flow - Type III, high Reslot - the vortices from each side line up along
the centerline of the slot; thus, producing a signal that is twice fs. This can be
seen in Figure 5Sm and in the trajectories plotted in Figure 8 - particularly the
one labelled "Borderline Type II".

Type IV (Figure 18k)

In Type IV, two peak frequencies are observed in the frequency
spectrum - Figure 18 k is typical. The shedding frequency, which is the peak
frequency occurs at 30Hz; the second frequency at 18.2Hz, is believed to be
due to intermittent pairing or subharmonic resonances. That is, if shedding is
precise and uniform, then we would obtain subharmonic frequency (15Hz
instead of 18.2 Hz) due to pairing. Petersen and Samet (1988) examined pure
jet flow and obtained subharmonic resonances.

Transition Regions I-T (Figure 18b), [I-IT1 (Figure 18d) and III-IV (Figure
18)

In these transition regions a common characteristic is the broad-band
spectrum. The velocity fluctuating signal is very weak in these regions as can
be seen in Figures 18b,d,and j. The spectra associated with these velocity
fluctuations is not caused by electronic noise. If the experimental conditions
are extremely well adjusted, without any external disturbances, and carefully
maintained (the transition region is very narrow); we believe there would be
no vortex shedding (thus, no frequency spectrum). Because of the sensitivity
of these transition regions to small disturbances, the flow will tend to
oscillate - ever so slightly - between its two neighboring regions. Thus we
conclude the broad band spectra is due to vortical structural changes which
occurs between Types I and II, II and II, and III and IV.

CONCLUSIONS

For the configuration considered in this study - 2-D slot burner - there
are four different regions of vortical shedding observed. These regions are
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separated from each other by transitional regions in which there is no
vortical shedding.

We ascribe the different regions of vortical shedding (Types I, II, I,
and IV) to the interaction between the inner and outer recirculating zones.

We observed a region (a portion of Type III) where the vortical
structures were not orderly, but actually quasi-periodic with two
independent frequencies.

In Type III the vortices crossed over from one side of the slot to the
other side of the slot. This crossover phenomenon is associated with the
rolling-up process of the vortices and the interaction between vortices on
each side of the slot.
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Figure 1 Schematic diagram of the experimental setup.
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Figure 3 Photograph of the slot burner.
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(¢) from digital image processor.
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(b) from high speed video camera.
Figure 4 Comparison of pictures taken from different photographic techniques.

(a) from regular 35 mm camera.
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Figure 13(a) Shedding frequency of vortex vs. Reslor (Dslot =
0.45 cm and Reair = 328).

75-32




12
a
1 .
]
10 4 o
o
o 2]
o]
8 1 e +
+
g®® +
§ 1 aaa + 7
Q EE at
= B + )
S 61 a * @ Re(air)=392
& e + Re(air)=328
+'a® 8 Re(air)=264
+g° x  Re(air)=201
o
417 d
- ] -
x!
0 20 40 60 80 100
Re(slot)

Figure 13(b) The effect of Reajr on the shedding frequency
(Dslot = 0.60 cm).

75-33




Frequency

10

B

9 -

| @ D(slot)=.60cm

&  Di(slot)=.45cm .
84 ® D(slot)=25cm s @
L o]

1 a o

7-4 - s g a
A g
|} s a
6 4 4 a
] [ a
a a -

) . . & Re(air)=328
5 - « ,% 0o

j . a D

a
4 o T L4 o L} ]
10 20 30 40 50
Re(slot)

Figure 13(c) The effect of Dgjo¢ on the shedding frequency

(Rea'uv = 328\

75-34

60




(d) Regjor = 24.8

’

Figure 14. Photographs of horizontally sheet-lighted flow
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Figure 15 Photograph of vertically sheet-lighted flow. (Dglot = 0.45 cm,

Reair = 328, Regjot = 34.0)
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Table 1

Summary on the classification of vortical structures.

structure
" IRZ. ORZ
Cavity
type stability | size | stability size
type | stable small | unstable | large
transition
stable small stable large
state I-lI
type !l unstable | small | unstabie | large
transition
stable | equal{ stable
state 11-1ll > | eqwal
unstable
type I _ unstable . present
(lifted)
|
transition
absent stable
state I1l-1V present
type IV absent stable present
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Table 11 Critical values of Re number for various types ot

vortical structures.

Dsloz
025 cm 0.45 cm 0.60 cm
type
R>82 R > 56 R > 44
type 1
Reair > 330
375<R <82 21.9<R <56 173 <R <44
type Il Resior > 2.6 Regior > 3.0 Reslor > 33
Rea> 190 Rea > 153 Rea,, > 136
5.6+75/RES]Q( 4+1 17/Re$lol 3.6+129/Re5]01
<R <375 <R <219 <R <173
typc HI Reslog > 6.3 Relel > 8-5 RCSIO‘ > 11.8
Reyir > 128 Re,ir > 161 Reg > 186
9+166/Reg 01 6.8+173/Resiot 5.5+186/Res 0t
<R <305 <R<175 <R< 126
t ar
ype Resior > 10.6 Regior > 20.8 Regior > 31.0
Reajr > 289 Reair > 330 Reair > 374
R<56+ R<40+ R<3.6+
type IV 75/Res) 00 117/Regi00 129/Res o,
Rcslol > 208 RCSIOI > 280 Reslot > 330
Note R = Resir / Resior
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Calculations of Interface-State Occupation Function
and GaAs/Ge Heterostructure Solar Cell Efficiency

SUMMARY and ABSTRACT

In the course of performing the research under this grant, we have
enlarged our earlier research under the sponsorship of 1987 USAF-UES Summer
raculty Research Program and subsequently published the results (J. N.
Bullock, C. H. Wu, J. F. Wise, "Interface Contribution to GaAs/Ge
Heterojunction Solar Cell Efficiency," in IEEE Transactions on Electron
Devices , 1238-1243, July 1989). We have also mada calculations on
interface-state occupation function. Part of this result has been presented
(C. H. Wu, T. T. Huang and J. N. Bullock, "Theory of Non-equilibrium
Heterojunction Interface-State Occupancy in Semiconductors," Bulletin of the
American Physical Society, Vol. 34, No. 3, p. 1028, 1989) and the completed
result is to be submitted for publication soon.

In our study, we have shown that in certain heterojunction interfaces,
such as GaAs/Ge n-n heterojunction, interface states plays an important role
in the performance of GaAs/Ge solar cell efficiency. The interface-state
occupation function depends not oniy on local electrons and holes at the
heterojunction but also on carriers within the diffusion length of the
junction. Simmons-Taylor's theory of trap-state occupation function is
modified to include the heterojunction interface and non-local carrier
concentration effects. Our calculations of the interface-state occupancy
for a n-n GaAs/Ge heterojunction show that equilibrium Fermi level is not

shifted by V,, where V1 is the potential across the Ge side when a total

1’
voltage of V is applied across the heterojunction. Thus, GaAs side also

contributes to the Fermi level shift. Recombination rates for electrons and
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holes are not equal at any position across the junction because carriers can
tunnel into the interface. As a result, total current is not conserved at

either side of the heterojunction.
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Introduction:

In our earlier work, under the sponsorship of 1987 USAF-VES Summer
Faculty Research Program, we have shown (1) that the amount of interface
charge present at GaAs/Ge heterojunction plays an important role in
determining the GaAs/Ge solar cell efficiency. As we have pointed out, the
more the interface charge, the better the solar cell efficiency until a
limit is reached. MHowever, we have assumed that interface charge is
independent of the applied voltage. This points out the importance of
studying the occupation function of interface trap-states in order to
calculate the interface charges. The occupation function of heterojunction
interface states under a non-equilibrium situation has not been
investigated. In particular, as applied voltage is increased, an electron
at a distance away from one side of the junction can tunnel via, or be
captured by, interface states into the other side of the junction. This
non-local effect causes the total current from the continuity equation to
become non-conservative. Therefore, it is very important to know how the
occupation function varies with applied voltage when this non-local effect
is also included in the calculations in order to evaluate accurately the
overall solar cell efficiency. In this report, we formulate the theory of
heterojunction interface state occupation function and present the

calculated results.

76-4




Theory of Heterojunction Interface-State Occupation Function:

A GaAs/Ge heterojunction under an applied voltage V is shown in Figure
1. The conduction and valence band discontinuities are AEC and AEV
respectively. Vbl and Vbz are built-in voltages and V1 and V2 are applied
voltages on Ge and GaAs sides respectively.

The interface states are illustrated by the short horizontal bars at
the interface. At equilibrium, these interface states are filled up to the
Fermi level, EfO' When the heterojunction is under applied voltage V, the
Fermi level on the GaAs side is shifted upward by voltage V2 to Ef2 and the
Fermi level on the Ge side is shifted downward by voltage V1 at Ef1 SO that
vV = V1 + V2. It is obvious from Figure 2 that at the interface the same
interface states will be increasingly filled to Ef2 if one considers only
the GaAs side and will be decreasingly filled to Ef2 if one considers only
the Ge side. However, there can be just one interface occupation function
that governs the filling of those states. This illustrates the necessity of
finding the correct function so that the heterojunction solar cell
efficiency can be evaluated accurately. Another problem that cannot be
neglected is that when the interface charges increase, the barrier height is
also increased. However, the barrier thickness is reduced in such a way
that an electron within the distance of the mean free path can be captured
by the interface trap and then re-emit to the other side of the junction.
Thus, there is a second transport mechanism that is dominated by tunneling
via interface states. This mechanism is different from the conventional
mechanism of carrier transport by a thermionic mechanism with direct
tunneling from one side of the junction to the other. Tunneling transport
via interface states is a nonlocal effect and can be taken into

consideration when one evaluates the heterojunction interface occupation
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function(z). In bulk defects at nonequilibrium condition, Simmons and
Tay]or(3) have provided a theory to calculate the occupation probability
that can be extended to evaluate the heterojunction interface occupation.
There are essentially four rate processes from each side of the junction
that interact with the interface states. Denote ry 2s the rate of capture
per unit area (number of carriers/cmz-sec) from the Ge side to the interface
states at energy E and density of states Nt(E). If the capture cross
section of the interface trap is %1 for an electron at the Ge side whose

thermal velocity is v and mean free path ll’ then ry; €an be written as

= . 0 +l 21 T . d . -f
a1 7 Oyt Y Ing(0) + g jo L0 (0 dxD e (1-F) < N (1)

Equation (1) expresses that an electron at a distance x away from the
interface from the Ge side and within the mean free path to the interface
will be captured if there is a tunneling probability Tn1 (x) to the
interface state and nl(O) is the local electron density. The rate ral is
expressed in terms of a joint probability that is proportional to the number
of vacancies available at the traps, (l-f)Nt, and the total number of
electrons available from the conduction band at position x=0, including non-
local effect. Here f is the interface occupation function. The integration
over variable x gives the tota)l rate from all possible conduction electrons.
An electron that is captured by the interface trap can re-emit to the

Ge side with a rate of b1 which is

- 2' [ ] [
Ppy = Iol Nt f enl(x)dx (2)

in which enl(x) is the emission rate for an electron at interface state
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Figure 1:

Vbl'vL’. -

Ge/GaAs Interface Band Diagram. Efo is the Fermi level at equili-
brium. Efl(EfZ) is the Fermi level on Ge(GaAs) side under applied
voltage, V. The lower diagram is the potential profile across the
junction. At equilibrium, V1=V2=V=O, and vbl(vbz) is the built-in
voltage in Ge(GaAs) side. The potential profile indicates the
existence of interface charges at the junction. Horizontal bars
indicated interface states ral’ b1 el and rqy are four rate
processes associated with electrons and holes from Ge side.
Similarly razr Tp2s e and rqp are those associated with GaAs

side.
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energy E to emit to the conduction band of Ge at position x. The quantity
(Nt - f) is the number of electrons available to make such emission.
Holes at position x can be captured and re-emitted in the same way as

electrons. Denote el and rqy @S those rate processes. We have

£
1
Pey = %1 ° Vo [py(0) #+ %1 Jo Tor(x) = py{x)dx] =+ Ny - f (3)
and
4
rap = Jo (1F) = e (x)dx (4)

in which opl’ and Tp1 have the same meanings as the corresponding terms in

Equations (1) and (2), except they are for holes.

Similarly, there are four corresponding rate processes from the GaAs
side. They are denoted by raz> "b2r Tepe and r42 respectively. At
equilibrium we have the conditions that

r + =

al  Ta2 "l t T

and

r +r r

cl c2 dl
In this case, the interface occupation function f reduces to the Fermi

+ 42 (6)

distribution function fo, which can be written as

] 1
o T E T )

Thus Equations (5) and (6) can be used to express L and e in terms of
the parameters used in Equation (1) and the corresponding quantities from
the GaAs side.

At nonequilibrium and steady-state conditions, we have a net
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recombination rate that can be expressed as
Pal " b1t Taz " "b2 T Ter T Td1 T Tez T Td2 (8)
The left hand side of Equation (8) denotes the net electrons coming into the
interface trap, while the right hand side denotes the net holes into the

trap. Equation (8) is the condition that determines the occupation function

f(E,V) as a function of the interface energy E and applied voltage V. The

result can be written as

n. +n.,+ e, +e
f)E V) = _1 _2 _pl- pZ— - — _ (9)
nytn, + P+ P e, tentep tep
where
- 1 4
Ry = 0, 0veIn (0) + g fo T (%) ny(x)dx] (10)
- 1 M
5, = 0 -v-[p(0) + i ]o To1(x) py(x)dx] (11)
— - - 2‘ - -
e, = 0, v e (E.;(0)-E)/KT, Iol T (0e (B ()-E)/KT g (12)
— - - 2 - -
€ = °p1'V'Nv1[e (E-Evl(o)) E)/KT Jol Tpl(x)e (Evl(x) E)/dex] (13)

Similarly for nz,'pz, €2 and epz.

We note that in the n-type limit

and
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Thus, equation (9) is reduced to

1 (14)

Where the occupation f may not be written in the form of Fermi distribution
with a quasi-Fermi level. Rather, the occupation function depends on
properties from both sides of the heterojunction.

The occupation function for GaAs/Ge heterojunction for doping

3 O18 3 of GaAs side is shown in

Figure 2 when the equilibrium interface charge is QSO = 2.8x1012/cm2. It is

concentration of 1017/cm in Ge side and 5x10°"/cm
worth noting that the Fermi-energy shift is not equal to V1 as indicated in
Figure 3 because of the contribution from GaAs side.

Conclusions

Non-equilibrium steady-state occupation for heterojunction
semiconductors is derived for the first time. It can be generalized to
include non-local effects of electron-hole captures and emissions.

The distribution function generally depends on free carrier densities
on both sides of the heterojunction. In the GaAs/Ge heterojunction example,
our calculations show that the occupation function resembles closely the
Fermi distribution with a Fermi level shift that is not equal to Vl or VZ'

With non-local effects, electrons and holes are not recombined in equal
amounts on each side of the heterojunction. Processes such as Eaz * M1

allow electrons from side 2 be captured at the interface and re-emitted at

side 1.
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Computer Simulation of Adaptive Resource

Management in Real-Time

William K. Curry

ABSTRACT

An investigation was made into utilizing techniques from the field of
artificial intelligence to create adaptable resource management systems.
The systems of particular interest in this investigation were aircraft
electronic counter measure (ECM) control systems. These systems are
tightly constrained to give a reliable, real-time response specifying
aircraft counter measure resource allocation. The characteristics of
this problem which this research focused on were the representation of
resource management knowledge, solutions to the "credit assignment"
problem to facilitate learning in the electronic warfare (EW)
environment, and the learning techniques best suited for achieving real-

time, reliable updating of stored rescui.e management knowledge.
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I INTRODUCTION

The increasing density of the enemy threat environment in Electronic
Warfare (EW), and the increasing sophistication of the threat radars
used, have combined to make the field of Electronic Counter Measures
(ECM) one in which response time and the effectiveness of resource
allocation have become critical factors [l1). When a hostile presence is
detected there is a short period of time during which an ECM technique
can be expected to succeed. The difficulty is compounded by these ECM
resources being specialized, in the sense that a particular technique
may or may not be an effective deterrent in a given threat situation.
These constraints suggest that as much of the decision process as

possible should be automated.

The problem presented by automated control is that computer software has
generally relied on static responses to previously anticipated input
patterns. Thus systems are, in general, unable to adapt to new types of
inputs or unanticipated input combinations within real-time constraints,
if at ail. In the case of an ECM system, this limitation may force the
aircraft crew back into a slow, manual decision making mode and thereby

jeopardize the mission and/or the aircraft.

The Software Development Group of the Avionics Lab of AFWAL has been

studying the application of new computer system design concepts

generated by the fields of Artificial Intelligence (AI) and Software
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Engineering, to the solution of complex and highly constrained systems
such as these. This research is a continuation of the work I began with
this group during the summer of 1987 under the Summer Faculty Research

Program sponsored by the Air Force Office of Scientific Research.

Using computer simulation, investigation was made into the management of
limited, specialized resources, under real-time response constraints.
The primary focus was the automatic control and assignment of Electronic
Counter Measure (ECM) resources for an aircraft operating in a hostile
electronic environment. Techniques from the fields of AI and object
oriented system design were utilized in an attempt to maintain real-time
response in a very large space of possible situations while designing a
fiexible, maintainable system. We also utilized AI techniques to endow
our system with adaptive capabilities to allow for simple, unassisted

"learning" of acceptable responses to unanticipated situations.
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II OBJECTIVES OF THE RESEARCH EFFORT

Several existing AI techniques have potential in enabling software
systems to undergo very simple learning processes. If an ECM control
system can be developed which, by use of these learning techniques, will
adapt to its current environment and "learn" the proper response to an
unexpected threat, then the system might be relied upon in new
situations to, at worst, degrade gracefully in its performance and at
best, generate an effective response. If a generated response was found
to be effective it could also store that information for later addition

to the pool of knowledge known by all ECM systems.

The learning techniques we were most interested in were characterized
by the “"connection strength", "goal-seeking adaptive element" approaches
which have lately been studied under the classification of neural
network applications [6]. Our particular problem seemed to belong to
the domain of associative-learning problems and seemed to lend itself
most naturally to a linear-mapping approach for mapping threat

combinations to responses.

The research goal was to produce a computer simulation of the problem,
modeling the mechanisms by which a system such as this could adapt to
new inputs correctly while giving a resource allocation recommendation

on a real-time basis. Due to the real-time constraints placed on this
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system, the capability was needed to produce both a good, quick response
when fast response was critical and an optimal response when the
processing time was available. Since a system such as this would most
likely have a long maintenance period, it was also important to consider

simplicity, flexibility and maintainability in our implementation.
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III Model Design Constraints

1. Domain

In an attempt to generalize the problem area to a non-militarized,
generic, resource management problem, it was decided to map the ECM
environment, in as much detail as possible, to the problem of an
imaginary creature (we named an EWOK) trying to survive in a hostile
world. Whereas the aircraft has threats, the EWOK has predators, the
aircraft has ECM tools, the EWOK has various techniques of confusing or
evading his enemies, etc. In our EWOK world the number, type, and
current activity of the predators combine to produce an overall
situation. This situation is evaluated by our EWOK, which then responds
with a defensive strategy consisting of one or more techniques. The
natural constraints placed on the EWOK’s responses where found to have a
reasonable correrpondence to the constraints placed on the aircraft's
ECM system. For example the aircraft may release a flare, while the
EWOK may release an odor, but both actions are limited by distance,
time, threats against which they may prove effective, and the number of

times during a single encounter that they may be used.
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2. Knowledge Representation

Our EWOK needed both the capability to quickly evaluate the current
environment’s threat potential and to perform simple learning functions
when needed. We therefore utilized concepts from Fuzzy Cognitive Map
(FCM) structures to translate environment situations to EWOK responses
and to represent the knowledge the EWOK had accumulated concerning
response effectiveness. These structures were chosen because, a) they
are fairly simple in concept and provide adequate support for a
linear-mapping approach to an associative-learning type problem, b) they
provide for fast, efficient querying and updating mechanisms for the
current knowledge base via simple matrix operations, and c) their
representation lends itself to a formal mathematical analysis [4] with
more ease than some of the other representational schemes. This last
attribute allows for its capabilities and limitations to be studied and
documented with some precision, providing greater confidence in its use

in situations where the cost of failure is high.

A FCM structure is a fuzzy signed digraph type of structure used to
represent the interrelationships between the entities being modeled.
Digraphs are used to represent the causation believed by the current
model to be present among the model’s entities. Entities in these
models may represent objects, concepts, conditions, etc. The causation
connections are signed because both positive (positive causal influence)
and negative (inhibitive causal influence) relationships may be present,
and they are called fuzzy because the strengths of the connections may

be allowed to change as the system perceives a stronger or weaker causal
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relationship between the nodes. For example an entity representing high
interest rates would have a negative influence on an entity representing
high consumer spending. High consumer spending would have a positive
influence on high economic growth, which in turn might have a positive
influence on high inflation. High inflation would tend to have a
positive influence on high interest rates, completing the cycle. B,
Kosko [4] gives a fuller explanation of the FCM's structure and

operation.

3. Learning Technique

This ability to change the represented causal strength between two items
during system operation by modifying their connection value in the FCM
structure provides a simple learning mechanism which we felt could be
utilized in creating an adaptable system. How this connection value
should be modified has been the subject of much research in the past
[7]. Hebb advanced the formula A>wij = C Xin where C was a
learning rate constant, the X;s were the input conditions (in our case
the environment characteristics) and the Yjs were the output response
vector. This approach however would allow for no decrease in our
connection value, a capability that is vital if we need to learn to
discard a option that was previously thought to be valid. In our model
we needed a function of AX; to influence our connection values since it
is the change in status of the threats in the environment as they

reacted to our defensive techniques that determined whether those

techniques should be used again. Two of the existing equations
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utilizing a change in the input vector to adjust the connection values
are the Differential Hebbian: A wij = 'wij +Q X4 AYj, which for our
model had the problem of not allowing previously derived connection
strengths to change gradually, so as to give preference to historically
derived knowledge, and Klopf’'s formula [6]: A wij -AXiAYj, which also
considers any change in the output vector when computing the new
connection values. For our model, since the output vector (Yjs or the
set of defensive responses) is held constant over a learning period, we

adopted a learning formula of the form AWi - f(AXi)Yj where Y: was 1

N j

if the jth technique was used and 0 otherwise. Our function, £,
returned a delta to apply to the connection values which was based on
the change in the environment’s danger potential to the EWOK, the extent
to which credit for the change could be assigned to individual
responses, and the level at which the EWOK was working when it made the

response (since general knowledgc should change much more slowly than

knowledge about a particular threat).

In our model the collection of these connection values were treated as a
transformation matrix which transformed an initial vector representing
the current environment to a vector representing both the current
environment and the EWOK'’s selected responses to that environment. The
transformation was applied repeatedly to the vector until subsequent
transformations yielded resultant vectors within a tolerance range of 5%
of the previous vector’s values. This tolerance range was introduced
due the difficulty of achieving exact convergence with some

trarsformation matrices, as is discussed in Kosko [4]. This final
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transformed vector yielded the pattern of defense techniques that were

nominated for activation within the EWOK.

Each vector element represented either an environment characteristic to
be considered or else a EWOK response to be applied. A simple model
which allows for only the presence of a bear or a hawk and a response of
only run or hide is shown in figure 1. Our model allowed for no self-
activation, thus the diagonals of the transformation matrix which do not
correspond to input conditions were zero to represent no effect.
Matrix diagonal elements which do correspond to input conditions were
set to 1.0 because the input conditions needed to be preserved in the
input vector. Since the use of one response may have an effect on the
use of another response, our model also stored connection values to
model the effect of a response choice on the other responses available.
In this case, one can’'t run and hide at the same time so there is a
negative connection value between the two. The transformation matrix

mapped the input vector to a new vector using the mapping equation

To avoid unbounded increase or decrease of the vector elements, each
resultant vector element was clipped at the values 1.0 and -1.0 after
each transformation. The input vector, as shown in Figure 1, represents
only that a bear is present in the environment. After the first
transformation via the above equation we have a result vector of (1.0
0.0 0.5 0.3). Feeding this vector back into the transformation equation

we get a new result vector of (1.0 0.0 0.2 -0.2). We can continue this
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procedure until convergence is achieved at the 11th jteration with both
the input and resultant vectors being (1.0 0.0 1.0 -0.7), representing
that we have decided to place more confidence in running than in hiding
when a bear is present. If the situation grows worse after trying to
run, we may attempt to reduce the current connection weight between bear

and run in our transformation matrix.
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Bear Hawk Run Hide
Vector =( 1.0 00 00 00)

Transformation Bear Hawk Run Hide
Matrix . -

Bear{ 1.0 0.0 0.5 03
Hawk | 0.0 1.0 0.2 0.6

Run | 0.0 0.0 00 ~-10
Hide 0.0 00 ~-1t0 00

Figure 1
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4. Control Mechanisms

Our system objects communicate by passing messages between one another.
In order to control the complexity of the system’s message passing, it
was designed using some of the concepts found in the work of P. Green
[5] on Activation Frameworks. The use of these techniques offered us
two advantages. First, the number of objects with which any individual
object must communicate is reduced, making the system’s data flow, and
thus future modifications, much simpler. This is accomplished by
separating the objects in the model’s domain into major object classes
and then placing them under the control of a central transaction manager
for that class of objects. If a message needs to be sent to a
particular object it is first routed through that object’s class
manager. The second advantage found in this approach is that, if
needed, the class manager of an object class can be designed so as to
queue incoming messages to objects in its class, rather than immediately
sending them on. The messages can then be forwarded only when some type
of "process" message is received. This can aid response time in those
cases where the processing of these messages may be very time consuming
and may subsequently be found unnecessary for the system’s next required
response. In a system placed under real-time constraints this lower
level processing may need to be scheduled for periods of less processing

demand or ignored completely when the situation permits.

An example of how our model uses this approach can be found in the

communications path between our EWOK creature and the individual threats
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around it. When the EWOK has decided what response it wishes to make to
its current situation that information is not sent directly to each
individual threat currently present. The information is sent only to a
class manager object known as the environment where it is placed in a
queue. The environment object must be explicitly told to process its
queue contents before the information is distributed to each of the
individual threats. Since the processing that a threat must go through
to determine its counter response may be significant, our system has
thus achieved some measure of control over when non-critical processing

is actually performed.
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v Model Implementation Details

1. Hardware and Language Base for the Model

The system was originally developed on an IMI (Lisp Machines Inc.) Lisp
machine using the Zetalisp dialect {3] of the LISP programming language.
It was later ported to a Digital Equip. Corp. VAX environment running
the VMS operating system and using the Common Lisp implementation
developed by LUCID. In an attempt to make the system as portable as
possible, with the exception of parts of the user interface, only Common
Lisp (2] constructs were used. To aid in management of the the system’s
complexity and to introduce added flexibility, the system was designed
with an object oriented appiroach and implemented using the Flavors

object oriented development constructs (3].

2. Model Structure

The system is built around a collection of objects, the five primary
objects of the system being the environment object, the EWOK object, the
EWOK memory object, the connection weight table object, and the user
interface object. All other system objects are subservient to one of
these primary objects. A high level diagram of the system is shown in

figure 2.
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The environment object communicates with a collection of threat objects
representing the EWOK’s predators. The threat objects contain all of the
information needed to uniquely identify their type, what they are
currently doing, and how dangerous their current activity is to the
EWOK. These threat objects also contain information about which
techniques are effective against them and which techniques may actually
aid their cause. This information is used in determining the threat

response to the EWOK'’s defenses.

The EWOK object represents the actual creature. It communicates with
four types of subservient objects, state objects, mission objects, its
internal memory system object, and technique classification objects.
The technique classification objects are used to break the EWOK's
defenses into major categories, such as expendables which have quantity
limitations, territorial techniques which depend on surrounding terrain,
etc. Each category may require different preconditions in the EWOK and
the environment before its techniques are viewed as applicable. Each
technique classification object knows about and communicates with its
own group of defense technique objects. These classifications were
created so as to have a one-to-one correspondence to the ECM technique
classifications used by the Air Force. The EWOK memory system object is
where the EWOK's current knowledge of threats and techniques known to be
effective against them is stored. It it the heart of the system and is

described in more detail in the next section.

Due to time constraints on this research the state objects and mission

objects were only partially implemented and there was no analysis made
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of their impact on the EWOK'’s response behavior. The intended purpose
of the state objects were to represent the effect of internal EWOK
states (i.e. hunger, tired, etc.) on the response given to a threat.
For example if the EWOK is healthy he may choose an active defense
technique against a threat, such as fighting, whereas if he is not
healthy he may simply try to flee from the threat. These objects
correspond to conditions that may exist onboard the aircraft, such as
low fuel, aircraft damage, etc. The mission objects where intended to
keep track of what the EWOK is trying to accomplish and how important it
is that it be completed. These objects, when active, would influence
the class of responses the EJOK considers first when a threat appears.
This is the area in an ZICM system where the relative importance of crew

safety and mission completion would be accounted for.

When any of the technique, EWOK state, or EWOK mission factor objects
fire (i.e. become active, become selected, etc.) they send a message
communicating this event to all of the other internal EWOK objects.
When an object receives information about another object’s firing it
checks the weight table object for any effect this event should have on
its own tendency to fire. Thus we achieve a representation for the
interdependent relationships of technique use on other techniques, EWOK
internal states on technique use, and EWOK mission factors on technique
use. To avoid a large amount of background processing in the EWOK
object these messages are queued by their object class manager as they
are created and are actually processed only on direction, as described

above in the control mechanisms section.
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The weight table object is where the initial connection strengths of the
system’'s entries are kept. It represents the knowledge the EWOK has
before any learning takes place. When the system is first irvoked the
EWOK's memory system is initialized with the weights found in this
object. It not only stores initial threat-technique connection values
but also stores the weights used to represent the technique-technique,

EWOK state-technique and EWOK mission-technique interactions.

3. User Interface

The system is menu driven with top level options of setting environment
characteristics or talking to the EWOK. If the user opts to set
environment characteristics then a second set of options is presented
allowing him to turn on/off threats or modify threat characteristics.
When a threat is turned on or a currently active threat has its
characteristics changed, update messages are sent to the EWOK via the
environment object. When the user opts to communicate with the EWOK he
is also given a second menu of options. Capabilities are provided for
querying for and/or modifying the EWOK internal state and mission/goal
factors which are active, and for asking the EWOK to produce a response
to its current environment. The example program runs in appendix C show

a complete list of the menu options present.

4. Basic Operations

When the EWOK is asked to respond to its current environment, the EWOK's

memory system is used to construct a defense for each of the threats
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currently active in the environment. A simple example of this process
can be seen in example 1 of appendix C, which is discussed in detail in
part 1 of section V of this report. The EWOK memory structure functions
only as a knowledge base for the effectiveness of the EWOK’s techniques
against threats encountered. Whether the technique chosen by the memory
structure is currently in use against another threat (which may make it
unavailable for use against the current threat being considered), or has
been used up in the past (for expendable techniques), or violates the
current EWOK mission or state factor constraints, must be determined by
examining the current state of the EWOK's technique objects. Although
the technique objects have been implemented, the interaction of these
objects with the EWOK's memory structure has not been completed. At
present the EWOK's techniques are assumed to be unconstrained in these
regards and the response returned from the memory structure is taken as

the EWOK’'s final response with no further investigation.

The selection process is a function of how dangerous the current threat
is to the EWOK and whether a quick answer is needed or the optimal
answer can be found. The threats in the current environment are first
ordered by the gravity that their presence lends to the situation, thus
the more serious threats get matched with a response first. If the
situation poses an immediate, critical danger to the EWOK it may be
necessary to formulate a quick response which avoids as much processing
as possible. This kind of response could be likened to a creature’s
reflex actions. However if the EWOK has the time to completely assess
the situation it would want to do all of the processing needed to return

the response it felt was optimal. 1If a quick answer is needed, the
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number of iterations the EWOK's memory FCM objects are allowed to
perform while seeking output vector convergence are reduced. If the FCM
cannot converge in this limited amount of time then it will give up and
force a higher level default response to the threat. Also, the
constraint checking performed by the technique objects would be limited
by checking selections on the basis of a high level estimate of which
defense groups would be the most effective in dealing with the current
threats. The processing needed to recognize and account for all of the
technique to technique interactions possible would thus be bypassed. As
mentioned above, these constraint checking mechanisms of the model are
not fully implemented at this time. If time permits a optimal answer,
then the EWOK’s memory FCM objects are given more time to converge on a
response. Also, when constraint checking is performed, all messages in
the EWOK's object input buffers are processed and a steady internal
state achieved prior to this checking. This allows for all pbssible
interactions between techniques, mission factors and EWOK internal

states to be recognized and provided for.

“,
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5. Credit Assignment

One of the problems faced by a learning system is how to assign .redit
for effected changes to the correct factors. These changes may be
produced in a complex enviromment by a complex response, thus making
this process a very difficult one. Determining when learning could take
place and in what direction that learning should be applied was
delegated to a learning critic in our system. During the cycle of
environment evaluation, response generation that the EWOK goes through,
the learning critic is constantly comparing the previous environment’'s
threat characteristics with those of the current environment. If the
two cases are similar enough (for our system this meant that the threat
population had not changed in number and type) then learniug was
attempted. The defensive techniques used in the response to the
previous environment are determined and, using the EWOK's memory object,
the confidence that the EWOK had in those techniques when it chose them
is retrieved. This is accomplished by having the EWOK’s memory, upon
special request, return the final activation vector for the current
situation rather than just the most active technique. For example, the
result returned in our previous bear/hawk/run/hide example would be the
vector (1.0 0.0 1.0 -0.7) instead of the selection "run". The credit
assigned to a technique is then based upon that technique’s previous
confidence value (the value in the returned activation vector associated
with that technique). A normalization process is then performed to
assure that no more then 100% total credit is being assigned. This

approach to credit assignment allows for the introduction of a weighting
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factor on the learning rate so that techniques the EWOK had previously
developed a high confidence in, lose that confidence gradually when they
prove ineffective in isolated encounters, while techniques whose
previous <lIZ_ct were unknown are allowcd to gain confidence rapidly when

they prove effective.

6. The EWOK'’s Memory Structure

The EWOK’s memory is structured as a type of a discrimination network.
Each node in the network has its own FCM object whose connection
strength values are tailored to that particular level of detail. At the
highest node the EWOK distinguishes between friends and threats. At
present the EWOK makes no use of the information that a friend is
present. If a threat is sensed then more discrimination is attempted
along such lines as land based threats, air based threats, or water
based threats. At the bottom of the discrimination network individual
threats are identified. The FCM at each node needs to be initialized
with the current knowledge of how to deal with threats at that
particular level. The EWOK is able to generate a response at any level
of the network, but the further down the threat can be discriminated the
more confidence can be placed in the response generated because the more
individualized the connection strengths become to that threat. If the
EWOK memory receives a threat that has characteristics that do not exist
in its current network it creates a new memory node for that type of
threat at the lowest level in the network to which it can be identified.
The FCM at this new node may be initialized to the values of the FCM of

the node immediately above it in the discrimination network to obtain a
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starting point (this mechanism has has not yet been implemented). It
can then begin to learn and store proper responses to this n>w type of
threat. An example of this operation is given in example 4 of appendix

C. which is discussed in part 4 of section V of this report.

7. FCM Implementation

Each node in the EWOK's memory network has a FCM object associated with
it. This FCM contains the current knowledge of the effectiveness of the
various responses to threats distinguished to that level. 1If the EWOK
decides to generate a response at a particular level it sends the FCM at
that level a vector containing information on the current environment.
The FCM uses its transformation matrix to map this input vector to a new
vector containing the pattern identifying which responses are valid
candidates for the given situation. This transformation is an iterative
process with the output vector of the previous mapping being input to
the next mapping operation. This iteration continues until either the
process reaches a steady state, identified by the transformed vector
being within a tolerance distance of the input vector the transform was
applied to, or else the maximum number of iterations allowed is reached.
This final vector is returned as the EWOK memory's response to the

situation.

As is detailed by B. Kosko [4], when working with simple FCMs restricted
to binary integer node connection values of 1 or -1, there are only 2"
possible binary states for a FCM representing n nodes. Thus the FCM

must converge in at most 2" iterations. 1In practice FCMs usually
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converge after the first few iterations. In our system the connection
values have been relaxed to allow for real number values between 1.0 and

-1.0, but by introducing a tolerance distance we are still able to

of iterations.

8. Model Effectiveness

The advantages of this model lie in the run time flexibility of the
EWOK's memory system. When unknown threats appear, they are given their
own memory space and the EWOK begins the process of learning how to deal
with them. Since each memory node has its own FCM, the ability to store
and utilize general knowledge is available. The EWOK is therefore never
at a loss for some type of reasoned response, even if it must be a very

general, default type of response.

One of the disadvantages of the representation chosen is the structure
can in some situations lead to a large overhead of processing needed to
generate a response. Also it should be noted that the learning critic
is still only a first cut, simplistic approach to the decisions that it
must make. Its current effectiveness has much room for improvement and

there are many degrees of freedom still to be investigated in this area.

9. Operations Implemented in the C Language

A couple of the system’s operations where found to be too time consuming

when implemented in LISP and an equivalent C implementation was
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developed. This inefficiency was associated with large numbers of
matrix operations, for which C produces more optimal code. The
operations for which this alternate implementation was necessary were
the application of the transformation matrix to the environment vector
in the FCM objects and the look-up of initial knowledge from the weight
table when initializing the EWOK's memory on system start-up processing.

The C code for these operations has been included in appendix B.

[
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v Model Results

Several model test runs are shown in appendix C. The following sections
give a detailed explanation of the model’s actions as observed in these
examples. The model is menu driven and thus the test runs shown consist
of the sequence of menus presented by the system, the menu option
selected and the system's response. In each example the first action is
to enter a dialogue with the environment object and define the threats
currently present. No threats are present when the system is initially
started but there are several threat types whose characteristics are

known to the environment object.

1. Example 1 - No Learning

In this example, through an environment object dialogue, a lion is
placed 80 units from our creature and a snake is placed 25 units from
our creature. Both threats are allowed to take on their default mode of
activity which is the search mode. After the threats are defined, a
dialogue with the EWOK object is started and the creature is asked to
generate its best response to the current situation. The response given
is to shriek at the snake and growl at the lion. If, as is shown, the
EWOK is asked to respond again to the same situation, two new respomnses
are selected. This is due to a arbitration mechanism built into our
EWOK which works to assure that no response will be repeated for that

threat until other equally valid responses have their chance to
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influence the situation. This arbitration is needed because the
learning process requires experience before allowing the EWOK’s memory
system to indicate a definite preferred response to a particular threat,
and therefore the EWOK'’s memory must eventually try all responses which

are equally valid for that threat.

2. Example 2 - Learning for a Single Threat

In the second example, one of the system’'s trace flags is turned on to
show part of the learning process. By way of an environment object
dialogue, a lion object is placed 50 units from the EWOK in its default
search mode of operation. When the EWOK is asked to respond to this
threat it reports that the lion should be shrieked at. As in example 1,
the EWOK is asked to respond again to the same situation with no
situation changes. The EWOK stores internally the previous situation it
encountered. When asked to respond to a situation it compares the last
situation with the current situation and if they are similar enough (for
our simple approach this simply means the same threat set is present)
learning is attempted. The EWOK also stores a measure of the
seriousness of the previous situation and if learning is attempted the
seriousness of the previous situation is compared with the seriousness
of the current situation. In this case, since there were no situation
changes the seriousness measure was the same, as shown in the display of
the old measure and new measure both being 1.25. Since the situation
has not been impacted at all by the previous response, no change is made

in the confidence factor for shrieking at lions. The small value
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displayed, -0.001, is due to round off error in the calculations and has

little effect on the confidence factors.

In the example we then go back into a dialogue with the environment
object and make a significant change in the situation. We assume that
the last response, which was the use of camouflage, caused the lion te
drift 100 units further away from the EWOK. Since the threat set is the
same when we return to the EWOK and request a new response, learning is
attempted. This time the new situation seriousness measure is down to
1.0 and a significant change in the positive direction is made to the
confidence level of using camouflage against lions. We then see that
the EWOK memory system returns to camouflage as the current desired

response to the lion.

To show learning in the negative direction we then return to the
environment and indicate that the previous response, which was our
camouflage response, caused the lion to take notice of the EWOK and move
from the search mode of operation to the track mode of operation. When
we return to the EWOK and request a response this time the seriousness
measure has increased to 2.0 and camouflage’s confidence rating for
lions is moved in the negative direction. The change factor is printed
as a positive number but the direction it is applied is negative when
the new seriousness measure is higher than the old one. Thus the next

response selected is to try mimicry on the lion.
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3. Example 3 - Learning With Several Threats

The third example shows the effects of having several threats in the
threat set when learning is attempted. First, a crocodile is placed 100
units away in track mode, a tiger is placed 100 units away in search
mode, and killer bees are placed 300 units away in chase mode. The
EWOK's response to the situation is a preliminary shrieking at the
“iller bees and the crocodiles and growling at the tiger. We then go to
the environment and indicate that the response set helped the situation
with the crocodile but hurt the situation with the tiger. Returning to
the EWOK and asking for a new response, we find that the-impact of the
previous response set was so mixed that our learning mechanism does not
single out growling as a preferred response for tigers but returns the
new response set of camouflaging itself from the killer bees and
crocodile and using mimicry on the tiger. If we now go to the
environment and indicate that this new response set causes clear
improvements in the situation with the tiger and has no impact on the
crocodile or killer bees we find that the EWOK'’s learning process
selects camouflage as the response to have confidence in for tigers.
This is because camouflage is the dominate response in the previous
response set and is therefore given most of the credit for the situation
improvement. Much work and research is needed in this area of the model

to prevent difficulties such as this.
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4, Example 4 - Adding New Memory Nodes for New Threat Types

In the fourth example the FCM trace flag for the system is turned on to
show the memory node creation that is performed. A new threat type, a
wild boar, is created through an environment object dialogue in which
the threat characteristics are specified. The only identifying
characteristic we give to our wild boar that the EWOK can recognize is
that it is a land based threat. When the EWOK is queried for a response
to this new threat the EWOK’'s memory module looks down its
discrimination network and finds it can discriminate no farther than
land_based threats. It then creates a new memory node at this level.
It may be useful to take the current land_based threat node’'s FCM as a
initial FCM to use with this threat’s memory node, although this option
has not yet been implemented. A response of shrieking at the wild boar
is returned because it currently uses the same default FCM as the other

threat memory nodes.
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VI REMAINING PROBLEMS AND GAPS IN THE SYSTEM

Some of the areas of the system needing further study and analysis are

described below.

1. Rate of Learning

Little investigation had been made into the proper rate of learning that
the EWOK'’s memory should undergo. It is currently designed such that
the rate of learning increases as the threat recognition moves down- the
discrimination network. The observation that the response of shrieking
doesn’t work well on a lion would have a small negative impact on the
shrieking response’s confidence factor stored in the FCM object at the
threat level, a little greater impact in the FCM object at the
land_based threat level, and its greatest impact in the FCM object
actually at the lion threat level. Due to time constraints this
behavior has not yet been fully implemented. This approach is based on
the ideal that the more specific the new information is the more impact
is should have and the more general the knowledge, the less likely it
should be to change. The overall rate of learning and exactly how‘

closely it should be tied to various aspects of the environment's

changed factors is a subject of further investigation.

2. Factors Influencing Learning
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There are many characteristics of the environment that may be considered
in determining the direction and amount of learning appropriate in any
given situation. These characteristics include such factors as overall
seriousness of the situation, the seriousness of individual threat
potentials, number of threats, number of friends saved or lost, etc.
How each of these factors should contribute to the change the EWOK's

knowledge base undergoes has yet to be fully investigated.

3. Mission Characteristics and Internal EWOK Conditions

The effect of the immediate high priority goals of the EWOK, such as
achieving a specific objective, reaching safety, protecting others, etc.
has not been studied for its impact on response desirability. This area
is one of importance because in the ECM field these questions would
translate into the needs of the mission, which greatly impact the final

defensive behavior.

Another area deserving consideration is the effect of internal EWOK
conditions on response selection. Factors such as the EWOK being
hungry, hurt, strong, etc. may strongly influence which measures are

more desirable.

Both of these considerations will produce a competing goal problem for
this model since the EWOK may find it has two or more valid goals whose
satisfaction interfere with one another. The creature will eventually

need methods of setting goal priorities and determining whether all
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goals may be satisfied at the same time or some goals will need to be

sacrificed in favor of more important ones.

4. Effects of Other EWOK Creatures Present

The EWOK should be able to take advantage of the presence of friends in
its defense strategy. This would, however, greatly increase the
complexity of the situation and the number of options the EWOK must

consider when responding.

5. Good Respons2 And Best Response

More investigation is needed into the criteria and methods to use in
generating a good quick response as opposed to a best, more process
intensive response. At present this is implemented by controlling when
messages sent to selected objects are actually processed and by limiting
the number of iterations the FCM structure in the EWOK's memory will go
through while seeking a steady state situation. Other options might
include generating a response at a higher level in the EWOK's memory
discrimination network, implementing reflex actions which are
independent of the EWOK's memory system altogether, or having an
alternate knowledge representation mechanism whose flexibility isn’t as
great as that of the FCM approach but which doesn’'t depend on an

iterative process to produce a reasonable response.

6. Arbitration of Equally Confident Responses.
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No detailed analysis has been made of the best way to choose between two
or more responses which have equal confidence ratings in the current
situation. This is current done on a random basis with no real analytic
approach. Some of the possibilities include associating priorities with
technique classes (e.g. always choose a passive technique over an active
one, use last any techniques which are classified as expendables,
minimize the use of internal energy, etc.), associating priorities with
each individual technique, allowing us to designate some techniques as
last resort actions, or using some type of least-recently-used or

most-recently-used technique approach.

7. Credit Assignment

The assigning of credit to the active techniques when a situation
improves or grows worse is an area which merits more investigation.
When multiple techniques are being employed against multiple threats,
considering only the overall situation measure and past technique
confidence levels leaves large gaps in our learning algorithm where the
system may miss significant, previously unknown, cause and effect
relationships. The best method of determining the direct effect of a
particular technique on a particular threat in the presence of other
techniques and threats is not clear at this point but is a question of

great importance to the goals of this project.

The additional problem of how to detect, assign credit for, and

subsequently represent in our EWOK's memory system, the causative effect

of technique combinaticns on an individual threat also remains in the
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current system. For example it may be that hiding and shrieking at the
same time may be more effective against bears than either of the two
techniques taken individually, but that this combination is not useful,
or even harmful in the presence of other threat types. Our system
currently has no mechanism for capturing or representing this type of
information. This information would need to be incorporated into the
technique-technique activation connection strengths but at present there
is no provision for making these connection strengths a function of the

particular threat.
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8. Memory and Technique Object Interaction

The system needs the capability to represent both the current knowledge
about the effectiveness of techniques against threats and the
constraints placed on technique use, such as limited quantities,
technique/technique interference, etec. The FCM structures in the EWOK's
memory object provides for a flexible representation of technique
effectiveness while creating technique objects to contain all of a
technique’s current status information and limiting characteristics,
provides a flexible method for representing a technique’s fixed and
dynamic constraints. If both representational forms are to be used in
the same system, as was the approach taken in this project, they must
have a complete interface between them so as to give a comprehensive
assessment of which techniques to activate. At present this interface
has not been developed in our system. It is envisioned as being one in
which the EWOK memory object'’s selections are filtered through the
technique object’s constraint information before they are delivered as a

recommended action.
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VI1I CONCLUSIONS AND SUMMARY

The system described in this report shows promise for providing real-
time adaptation in a reasonably reliable fashion. There are still a
number of aspects that need more detailed study and analysis. The
memory structure accounts for the general, default reasoning option
which we feel is important in this type of system. The Fuzzy Cognitive
Map structure utilized in knowledge representation provides for a
relatively simple, straight forward way of modifying a knowledge base

gradually in a controlled direction.

The object oriented design utilized in developing this system has proven
to be a great aid in complexity management throughout the projéct. It
has allowed for clean interfaces and a natural modularization which
other design approaches would have rendered more difficult. It can,
however, in some instances lead to more overhead processing if a great
deal of information needs to cross object boundaries. This is a

liability in a system where real-time response is critical.
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Proving equivalence of high- and low-level
architectural descriptions in VHDL

Summary

The purpose of this project has been to conduct preliminary investigations of possible
techniques for doing formal verification of hardware designs written in the VHDL hardware
description language. VHDL is a new industry standard (IEEE-1076) for hardware
specification and its implementation includes a simulator for descriptions written in the
language. While simulation is a vital tool, it cannot provide a demonstration that a design
meets its specification except in those simple cases where exhaustive simulation is possible and
feasible. Formal verification that a design is correct with respect to its specification is
currently an active area of research {7, 8, 11, 18], although relatively little has involved the use
of VHDL ([22] presents some very preliminary steps).

A proof that a design or implementation is correct must compare a design with its
specification. The degree to which the proof can be formal depends on the precision with
which a specification and a design can be stated. In certain respects VHDL is an ideal tool for
the task, since it combines the ability to give both high-level and low level-descriptions in a
single language, accessible to practicing designers. One may give a behavioral description of a
component that states how it is to function. One may also give a low-level architectural
VHDL description in terms of the simple logic elements that are intended to provide the
desired behavior. In addition, VHDL has two features that are useful in approaching formal
verifications. One of these is the set of signal attributes that carry a great deal of informaticn
about the state of hardware signals, such as their recent history and stability. The other is the
capability of embedding assertions in VHDL that specify conditions that should hold at a cer-
tain point. When a VHDL specification is ‘executed’ by the simulator program that is part of
the language description, these assertions cause exceptions to be raised if they fail to hold.
The hardware designer can thus check that a design meets its specification by making the
specification take the form of such assertions. Such checks are a useful preliminary to explicit
verification.

The principal work in this project was to continue the exploration of these features that
the investigator had started during his UES Summer Faculty Fellowship. This included further
development of the translation from VHDL to the language of a proof-assistant, HOL [Higher
Order Logic], further study of the semantics of the signal attributes in VHDL, initial steps in
using the VAL preprocessor [Vhdl Annotation Language] from Stanford, and explorations with
the HOL tool. On the negative side, the author and his graduate-student assistant, Mr. John
Van Tassel, found that some of the features we most needed to use in VHDL, such as the sig-
nal attributes, remained not fully implemented in the VHDL toolset that they used. More
important, however, we also found that we had to shift the focus of the study to some extent,
since a crucial issue became the precise specification of VHDL itself. The language reference
manual (LRM] that gives the semantics of the language is not itself a formal document, and at
times it became difficult to know precisely how to interpret parts of it. As a resuit, during the
final stage of our study we began to look at how to use the apparatus we had developed in
oider to give a formal specification of parts of VHDL, particularly of its timing model and
hence, of the simulation cycle defined in the LRM.
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STAGES OF THE PROJECT

1. Automatic generation of VHDL temporal assertions

By using the built-in signal attributes of VHDL, it is possible to write assertions in the
language that state the meaning of signal-assignment statements and the contexts, such as
guarded blocks, in which they occur. We have focused on assertions that give the temporal
properties of these statements, such as the simple example of a statement and the automatically
generated assertion that states its meaning:

S1 <= (S2 and S3) after D
assert( (not S2’stable(D)) or (not S3’stable(D)) or (S1 = (S2°delayed(D) and S3’delayed(D))))

These are a first step toward formal verification since they can then be translated further to the
language of theorem provers. We continued the development of the Prolog translation program
that generates these assertions automatically as it analyzes a VHDL specification; it was started
during the summer, 1988 UES Fellowship. Since the assertions that it generates are those that
should always be true during a simulation run, one side-effect of using this program has been
enabling us to test our understanding of the VHDL model of time against the implementation
of the simulator by checking to see if our translations of such temporal statements ever yicld
false assertions.

The translation program now handles signal assignment statements with both transport
and inertial delay and with guards, standard control structures such as if-then-else and case-
statements, processes and guarded blocks. It is based on a Prolog program in the form of an
attributed translation grammar, a particularly convenient form in which to develop such
source-to-source translations. It can readily be extended to include additional VHDL con-
structs, since it recognizes even those parts of the language for which it does not generate
equivalent assertions.

The implementation in the Intermetrics VHDL simulator of the signal attributes such as
‘stable that we use in these assertions is now correct. However, as we developed our program
we continued to find further flaws in the implementation of other attributes. Toward the end of
the project we needed to use the 'last_event and ’last_active attributes, for instance, but found
that they were not correctly initialized. This error has since been fixed, but too late for our use
in the project.

2. Automatic translation of VHDL temporal assertions into Higher Order Logic

The original plan, to translate from VHDL to Cambridge LCF, a theorem-prover, was
superseded by translation to HOL (Higher Order Logic, another mechanization of formal logic.
The primary reason for this was that HOL has already been used extensively for studies of for-
mal verification of hardware design, particularly by groups working under Dr. Michael Gordon
at Cambridge University and Dr. Graham Birtwistle at the University of Calgary. The use of
higher-order predicate logic, rather than just first-order logic, provides a precise way of
representing hardware components formally. Briefly, a signal is a function that maps time to a
domain of signal values; components are higher-order functions that map functions (input sig-
nals) to functions (outputs). HOL itself is a proof-assistant rather than a mechanical theorem-
prover, the user has to direct the search for a proof. The translation from VHDL to HOL was
also easily automated, using another Prolog translation grammar with a new set of output
operations to generate HOL rather than VHDL assertions. At present the same VHDL state-
ments that can automatically be translated into equivalent VHDL assertions can also be
translated into HOL by our program.
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There is an obvious question, however: how do we know that our translations from
VHDL to HOL are correct? In generating VHDL assertions about signal-assignments state-
ments the corresponding question can be partially answered by the VHDL simulator. If the
assertions do not generate exceptions, then they are at least consistent the impiementation of
VHDL provided by the simulator. The answer to the question is that we do not. Our transla-
tions appear reasonable, but in the absence of a formal specification of VHDL, and in particu-
lar, of the timing model and simulation cycle, it is impossible to ascertain the correctness of
the translation. In fact, we prefer to regard our restatement of VHDL in HOL as a first step
toward such a formal specification, and the first conclusion that we have reached in this project
is

There is a great need for a formal semantics of VHDL, particularly of its timing
model and simulation cycle. HOL is a formal language with the clean semantics of
a functional language. It is a good candidate for such a formal specification
language for VHDL.

3. Proofs that implementations meet specifications

Our approach here was to take advantage of the fact that VHDL permits — indeed,
encourages — the use of descriptions at different levels of detail. One may write a high-level
behavioral description of a device and also a gate-level architecture for it. The behavioral
description is essentially a specification of the device. It is easy to obtain a VHDL assertion or
the equivalent HOL that characterizes this behavior, either explicitly if the designer writes the
assertion or by means of our translation programs. This assertion may then be embedded in
the entity declaration for the low-level description, where it will apply to any architecture for
that entity. A simulation run will then test the specification against the implementation, and if
the tests are passed, one may then tum to formal verification - thods to prove that the imple-
mentation is correct with respect to that specification. Our posiwion is that the ability to use the
assertions first at the simulation level and then, by translation to HOL, at the formal level, is a
benefit, since it permits initial evaluation by simulation before undertaking the harder task of
verification.

There is a rapidly growing body of work on hardware verification with HOL, we looked
at how it might be applied to our VHDL translations. We choose a small example from the
literature, a parity checker [18].* Writing the behavioral and the gate-level VHDL was
straight-forward, and the automatic translation to HOL was virtually identical to the original
HOL descriptions. In emulation of the HOL example, the VHDL model used transport delay
for simplicity. However, even with this simplification, the VHDL simulation found momentary
violations of the assertion derived from the behavioral description, when that assertion was
embedded in the gate-level architecture. The reason, of course, was that signal assignments
take at least time in VHDL, so that assertions that express outputs as functions of inputs
momentarily fail when the inputs change. This is a general problem with VHDL descriptions,
and one needs to be able to express the notion of eventually: eventually, when all changes in
inputs have propagated through a component, then then test an assertion. The VAL prepro-
cessor for VHDL (3, 4] provides precisely this capability; it permits the designer to make
assertions in a more natural style. Eventually we acquired a preliminary implementation of
VAL, thanks to the kindness of its implementors, and were able to experiment briefly with it.
However, due to implementation problems, we were able only to get to the point of seeing that
what we would eventually need to do would be to express VAL-like asscrtions in HOL.

* This example is also included in the paper that appears in the appendix of this report.
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In comparing the simulation of the VHDL description of the parity-checker with the HOL
description, we also observed that one of the assertion violations generated by the simulator
represented a race-condition in the device. It did not exist in the simplified unit-delay timing
model used in the HOL description, but VHDL does not permit one to simplify to that degrec.
In fact, one could argue that the HOL model is oversimplified, at least in the absence of an
explicit description of the clocking of input signals that would guarantee that internal state of
the device has stabilized before the input is clocked. Much of the work with formal
verification to date does not spell out the assumptions it makes about details of timing. A ten-
tative conclusion that we have reached in this project is that on the one hand, the timing model
of VHDL, particularly its treatment of assertions as true at every —step, is too fine-grained for
verification purposes. On the other hand, formal verification techniques need to take into
account more of timing details than they have so far, and need to give formal descriptions of
these details. In short,

The timing-model of VHDL, or something like that, needs to be incorporated into
verification in HOL or in other formalism. In fact, giving a formal specification of
the VHDL timing model would be a means of achieving this end as well.

We made some very preliminary investigations into how one might represent that timing
model in HCL. These initial steps focused on appropriate data-structures; we intend to carry
them further to experiment with their utility.

4. Conclusions and presentation of project results

Mr. Van Tassel and the investigator presented a paper at the IFIP-IMEC International
Workshop on Applied Formal Methods for Correct VLSI Design (Belgium, Nov. 13-16, 1989)
(30]. This paper, "Toward Formal Verification of VHDL Specifications"”, summarizes work
done in the project, and is included as the Appendix of the present report. It will also appear
in the proceedings, to be published by Elsevier. Portions of this work were done by Mr. Van
Tassel as part of his M.S. thesis for Wright State University, supervised by the investigator.
The thesis, "The Semantics of VHDL with VAL and HOL: Towards Practical Verification
Tools" [29], will appear as a technical report.

The present grant provided support for the investigator to attend a workshop, Banff III:
Higher Order Logic and Hardware Verification, Sept., 1989. This workshop provided a good
review of theoretical tools in mathematics and theorem-proving. It also appears that some of
the work in [15, 16] on HOP, a process-oriented hardware model will be applicable to our
work, since the translation between this language and HOL can be adapted to the similar trans-
lation of VHDL. With other sources of support, I was also able to attend two other conferences
on hardware verification, CHDL 89 (Washington, D.C., June, 1989) and a workshop on
Hardware Specification, Verification, and Synthesis at Comell University (July, 1989).

In conclusion, the goal of the Research Initiation Program project was to explore some
possible ways of applying formal verification techniques to VHDL descriptions. Such an
open-ended goal is subject to change as the project advances, and to some degree that occurred
here. We were successful in developing the prototype tools to generate VHDL assertions
automatically and to translate them to HOL, and we believe that these can be expanded to be
of practical value. Along the way we found that we needed a more formal specification of
VHDL itself than has yet been developed, and it appears to us that the most fruitful next step
would be to work out such a formal specification using HOL itself. Indeed, we regard some
such precise specification of the VHDL simulator as an immediate necessity. Without it, ver-
sions of VHDL will multiply as fast as new simulators are implemented. If VHDL is to
succeed as the standard it is intended to be, it must be truly standardized as rapidly as possible.
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1. SUMMARY

The majcr goal of this research program was the izve.czment of
a learning system capable of automating the tasks of image processing
and pattern recognition. This objective was accomplished by using
a hybrid learning system consisting of adaptive control mechanisms
coupled with evolutionary learning strategies. To test the prin-
ciples incorporated in this system, a prototype closed-lcop learning
system was implemented and used to design morphological feature
detectors. These detectors were then applied to the task of
handwritten character recognition. The prototype system achieved
near perfect performance on sets of training images and excellent

results on independent test sets.

2. INTRODUCTION

Methods for analysis of raw image data typically utilize sta-
tistical processing techniques to extract critical features of
images that are then passed to a symbolic information processing
system for interpretation. This approach to image processing requires
human expertise for the id;ntification of crucial components of the
images and organization of a knowledge base. Once implemented, these
systems are rigidly structured and their application is restricted
to a small class of images. To overcome the limitation of this

traditional approach to image processing, alternate systems that

are capable of managing non-structured information must be developed.
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During the tenure of a UES Summer Felilocwship in 1988, I was

-
=

aszigned to the Image Calculus Przgram of Dr. Louis Tamburino at
Wright-Patterson Air Force Base. That summer, we successfully
developed a basic software system for binary image processing and
the collaborative effort has continued throughout the period of the
Initiation Award.

The Image Calculus Programis a hybrid learning system consisting
of two major components, a classical pattern recognition module and
a learning module. The pattern recognition module is composed of
two components, a feature detector subsystem and a classifier
subsystem. The feature detector subsystem extracts features from
images and passes a feature vector to the classifier subsystem that
assigns each image to a class. A set of pre-classified images are
processed by the system during a training phase. Whenever an image
is placed in an incorrect class during the training period, a system
error is recorded. These errors are passed to an evaluation component
of the learning subsystem that assesses the performance 0of different
activities of the recognition system. The learning system then
adjusts the pattern recognition system to reduce future classifi-
cation errors.

The feature detector subsystem is based on principles of
mathematical morphology that utilize image erosion operations.
Image erosion is the systematic removal of points from the input
image as it is compared to the structuring element, or second image.

For our initial detectors morphological analysis was limited to

erosion operations that utilize structuring elements to evaluate
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the input image. Each coincidence between the template and the image
is marked as a single point in a third, or resultant, image. The
marked point is a distinguished point in the structuring element,
and the ultimate result of eroding an image by a specific structuring
element is the production of a smaller collection of points in a
resultant image. If a detector defined by a structuring element
produces a non-null resultant image after an erosion, then the input
image contains the feature embodied by the detector. Vhen =
structuring element 1is applied to a set of input images, the
collection of binary responses forms a feature vector that is fed
to the classification system. Our current experiments are limited
to two-class identification problems so the classification system
is not required. When the system is complete, a single layer neural

network classifier will be included to handle multi-class problems.

3. WORK COMPLETED

3.1 Laboratory Setup

The Computer Science and Engineering Department at Wright
State University established an Adaptive Vision Laboratory to
specifically support this program on image processing and pattern
recognitiocn. The Avionics Laboratory at Wright-Patterson Air
Fforce Base provided funds to purchase a Sun 3/260 workstation
that was placed in the laboratory. In addition, the University

contributed two Sun 3/60 workstations and two Zenith 80386
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computers. This equipment Is connected to the Etharnet so

that personnel on the project can collaborat=z a2n softwars:
development. Since the initial studies were performed :ia the
PC-DOS environment, considerakle time and effort was devoted :o

transitional existing software to the new environment.

3.2 Design Formalism and the Model

A formalism was developed to describe the structure of the
closed-loop hybrid learning system. In this formalism, two ma:-or
system ccmpcnents are identified: the pattern recognition module

and the learning module. The pattern recognition module is

ot

e

defined using the principles of mathematical morphology, and th
learning module is described uélng learning automata. The
closed-loop learning process consists of selection, application,
evaluation, and variation. Specifically, the learning moduls
selects a rule and passes it to the recognition module. The
recognition module applies the rule to the current processing
task and returns the result to the learning module. The learning
module evaluates the result and varies the rule. This evolutionary
process is then repeated. When a satisfactory level of performance
is achieved, the learning module is turned off leaving an adaptea
rule in the recognition module. Existing research in learning

automata was reviewed and our work represents an extension of

ztochastic learning automata to the area of adaptive control in
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image processing. The formalism was presented t¢g Dr. ‘lzr-*=

Wittman, Air Force Cffice of Scientific Research on TZecember

1988.

3.3 Control Strategies

A control strategy was developed for allocating resources to
the pattern recognition module. The purpose of this strategy is
to achieve an acceptable level of performance in the recognition
module using a limited amount of computational resources. The
control strategy, termed the envelope strategy, computes “he
range of parameter settings that produce the highest expected
performance by monitoring a series of trajectories through a
resource allocation parameter space. To test the control strategy,
ideal parameter ranges were established for a sample image
processing proklem by an extensive series of experiments. The
envelope strategy was then applied to the same problem. The
parameter settings generated by the envelope control strategy
agreed with the ideal ranges at a fraction of the computaticaal
cost. A formal mathematical treatment of the envelope strategy

was presented at the NAECON Meetings, 1989.

3.4 Image Database

We designed and implemented software to facilitate the
generation of an image database. This effort included interfacing
a 300dpi scanner to a 80386 workstation. The images scanned using
this device were low quality and unsegmented, so we developed a

software tool to assist in the conversion from raw scanner Iaput
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binary format. An editor program was developed to allow a user
to preview the image files, select a 32x32 pixel region of the
image, and load the chosen image into an edit buffer. The individual
pixels of the buffered image can then be selectively altered.
Noise can be added or removed in the border of the images during
this process. To further improve the gquality of the images,
preprocessing algorithms were developed and applied to remove
chatter from the edges of the 1mages. This preprocessing concist 2
of applications of morphological closing and opening operations
followed by a thinning process that reduced the images to skeletons
of uniform thickness. Using this system, approximately one
thousand examples of alpha-numeric characters were prepared and
loaded into the database. These images were used to construct

training and test sets for subsequent experiments.

3.5 Automated Feature Extraction Experiment

The first long term experiment using the image processing
system was initiated on the 80386 PC. The entire experiment
consisted of a series of independent two class recognition
sub-experiments. Each sub-experiment involved the automatic
generation of an erosion template capable o0of discriminating a
set of target images from a set of non-target images. The target
set was composed of four samples of a single alpha-numeric

character from the set (A-Z,a-2,0-9) while the non-target set
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was comgcesed of four samples cf each of the remaining alzha-n_meri:
characters. A variety of t=mplat= sciz2c5 was tested. I addition,
each suk-cxperiment was repeated using hit-or-miss and
foreground-only templates. With each run requiring approximately
one hour, the entire experiment required approximately 1200
machine hours.

On preprocessed training images, an accuracy rate close to
100% was obtained using templates of size 5x5 to 1010 on images
0f size 32x32 pixels. Smaller template sizes (3x3 and 4x4) also
performed wall (%60-%8C accuracy). These results demonstratz tuat
with preprocessed images, discriminating features are extremely
local. The generaﬁed hit-or-miss templates contained too many
background points. In essence the system eliminated non-target
images using background points as opposed to recognizing target
images using foreground points. We observed a stability property
Wwith respect to the location where a template fits into an image.
Across a class of images, a good template £its in the same general
area in each image. This ihplies that the template is extracting
an invariant feature of the image.

After completing the transition from the PC environment to
the Sun environment, a new series of experiments using handwritten
characters was initiated. Sixteen samples of the characters A-2
and digits 0-9 were collected from different individuals. Each
character was framed in a 32x32 window but not enhanced in anyway.
Our previous images were skeletonized, but these new images are

thick and highly distorted. We have successfully recognized a
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traning images and are obtaining reasonakle performance

on sets of test images. We have hegun to modify +he 223
system %o 1ncorporate a two-phase genetic learning =z.3crithm

which should increase system performance.

4. PUBLICATIONS

"Automated Feature Detection Using Evolutionary Learning Processes",
L.A. Tamburino, M.M.Rizki, and W. VanValkenburgh, NAZCON,
Dayton, Ohio, pp. 1080-1087, (1989).

"Computational Resource Management in Supervised Learning Systems',
_.A. Tamburino, M.M.Rizki, and M.A. Zmuda, NAECON, Daytcn. Chio,
pp. 12074-1079, (1389).

"Automatic Generation cf Binary Feature Detectors'", L.A. Tamburino
and M.M.Rizxi, IEEE ARerospace and Electronic Systems Magazine,
September {(1989),
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Abstract

An experimental investigation into the effects of a roughened surfaces
cn boundary layer characteristics in an adverse pressure gradient was
undertaken. This study was carried out at hypersonic speeds using the High
Reynolds Number Facility located at the AF Wright Research and Development
Center in Dayton, Ohio. Unit Reynolds numbers between 10 million/ft and 30
million/ft were obtained at a nominal Mach Number of 6. The rough surface
topography consisted of machined proturbances 0.020 inches high, 0.040
inches in both length and width, with spacing between the individual
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