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1 Introduction

This Final Report describes the results of a Phase I SBIR project to investigate 4D optical
interconnects recorded in inhomogeneously broadened absorbers.

Our concept has the potential to provide much larger numbers of interconnects than can
be achieved using electronics. The need for an extremely large number of interconnects was
considered in a recent DARPA-sponsored study.[1] There are a number of applications which
might require more interconnections than can be realized using electronics (about equal to a
dumb honeybee). For example, vision applications, including infrared search and track, may
require more than 1010 interconnects and 1013 interconnects per second.

Our interconnect architecture makes use of holographic interconnects stored in spectral hole
burning (SHB) materials. The use of holography provides access to a volume of material to
achieve a very large storage capacity of interconnect values.

The work described here makes use of presently available materials in new ways. Our 4D
concept is based on the unique properties of spectral hole burning materials. In addition to the
three spatial dimensions available using volume holographic techniques, a fourth, independent
dimension, laser frequency is available. This independent dimension is achieved by using ma-
terials capable of recording information at one specific laser wavelength which cannot be seen
by any other wavelength. By making use of additional laser wavelengths, information can be
stored and read independently at many laser wavelengths. In this report we also discuss a second
recording mechanism using index of refraction changes which has important advantages for the
available spectral hole burning materials.

Our 4D interconnect concept provides a way to fold the access to the four spectral and spatial
dimensions into a compact package. The use of four independent dimensions allows implemen-
tation of a completely general 2D to 2D interconnect. This general 2D to 2D interconnection
capability makes optimum use of the space-bandwidth product of the spatial light modulators
used to supply the input and training patterns.

All of the known spectral hole burning materials operate at cryogenic temperature. (4K).
The use of cryogenic materials in this application is not a serious drawback because refrigerators
are available which are compact and which have low power consumption. For example, APD
Cryogenics makes a closed-cycle refrigeration system which can provide at least 1 W of cooling
at 4.2 K.[2] This system has sufficient cooling capacity to cool a large number (100 or more) of
interconnect modules. This overcapacity means that the size and weight (200 Kg) of this system
could be reduced considerably for applications requiring a small number of interconnects.

1.1 Organization of This Report

Section 2 provides the motivation, answering such key questions as: Why do we want very
large networks? What are the limitations of existing concepts? What is our concept and why
can it overcome these problems?

Our goal in Phase I was to characterize the properties of a 4D optical interconnect neural
network "building block" based on current and projected properties of spectral hole burning
media, The Phase I Statement of Work contained five major tasks:

1. Perform an ana!ysiq of spectral hole burning materials and project potential performance
for 4D interconnect applications.

II I I I1



2. Determine the architecture requirements for (a) writing connections, (b) using connec-
tions, (c) learning, and (d) refreshing connection values. Estimate near-term and far-term
building block performance. Identify key issues which must be addressed if far-term
performance is to be reached.

3. Determine spatial light modulator requirements for a 4D interconnect device.
4. Define a set of experiments to address the key issues determined in items 1, 2, and 3.
5. Prepare a Final Report describing the results of Phase I.

The results of the fcur technical tasks of our Phase I Statement of Work are prestated in this
report. Section 3 reports our analysis of burning frequency channels in SHB media. We show
that it should be possible to create frequency channels with sharp edges. These sharp edges
will allow modulation of the refractive index on the highly transmitting side of the channel edge
by changing the absorption on the highly absorbing side of the band edge. Recording highly
efficient phase holograms in SHB media should be possible using this technique. In Section 4 we
describe our neural network architecture, which makes use of optical interconnects and electronic
non-linearity and feedback in a natural way. The component requirements for the optics, laser,
detector, and recording material are analyzed in this section. The requirements for the spatial
light modulator, one of the key system components, are closely linked to the choices of the
other system components. These SLM requirements are summarized in Section 5. The fourth
Statement of Work task, defining a set of experiments for Phase H, is reported in Section 6 of
this report.
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2 Motivation for the 4D Interconnect Concept

Our system can potentially implement extremely large networks. In this section, we will
motivate further development of our concept by addressing several key questions: Why do we
want very large networks? What are the limitations o& existing concepts? What is our concept
and why can it overcome these problems?

2.1 Requirements for Neural Network Size

Optics and electronics are competitors for'niplementation of neural networks. Electronics
has the advantages of being a mature technology, of coupling well to existing computers, and of
energy efficient computation, required for thresholding at each neuron. Optics has advantages in
the interconnect area; although reasonable number of interconnects can be implemented electron-
ically, many more optical communication channels can use the same medium simultaneously.
The advantages of optics become important when extremely large numbers of interconnections
are required.

Are extremely large numbers of interconnects really required? This question was considered
in a recent DARPA-sponsored study.[3] Figure 1 shows a result of the study group's consider-
ation of the connectivity of various biological organisms. Each organism is characterized by the
estimated total number of connections between neurons and the number of connections used per
second. The study also estimated the future capabilities of electronic and optical implementations
of networks; these are shown in Figure 2 on the same axes, interconnects and interconnects per
second. We have added the projected capabilities of a 4D interconnect device connecting two
fully-populated 1000 x 1000 element planes and operating at a frame rate of 1 KHz.

Applications for artificial neural networks include robotic control, speech understanding, sig-
nal processing, and vision. The requirements for these applications vary widely. Robotic control
requirements have been estimated to be between 102 and 104 interconnects and interconnects per
second, while other applications may have far more stressing requirements. For example, vision
applications, including infrared search and track, may require more than 1010 interconnects and
1013 interconnects per second. Weather prediction, not discussed in the DARPA report, may
have requirements far exceeding even those of vision.[4] Figure 3 summarizes the requirements,
in terms of interconnects and interconnects/sec, for a number of potential applications. Clearly,
as more powerful neural network realizations become available, important new applications will
appear. One of the goals of our Phase U1 work will be to identify some of these applications and
design a demonstration to show this applicability.

We conclude from these estimates that implementing hardware capable of being trained
to be as smart as a: honeybee is at the limit of what electronics can provide. Surpassing this
capability should be possible through the use of optics. In the remainder of this section, we
will present reasons why our 4D interconnect concept can surpass other optical implementations.
In Section 5.2 we will present results of our Phase I architecture study showing how our 4D
interconnect concept can be used in a neural network processor.

3
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Figure 1. Estimated connectivity of various biological organisms. (A dapted from DARPA Neural
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Figure 3. Estimated requirements for various neural network applications. (Adapted from
DARPA Neural Network Study Final Report, 1988.)

1 2.2 Limitations of Existing Optical Interconnect Methods

Many methods have been proposed for using optics to connect large numbers of processors.
In his section we will limit the discussion to methods which use free space propagation and
transmission masks or holograms to connect ID or 2D spatial light modulators (SLMs) with ID
or 2D detector arrays.

Three methods proposed for implementation of optical interconnects are shown in Figures 4,
5, and 6. Figure 4 shows a method studied by Farhat and Psaltis[5] for connecting two 1D
arrays using a 2D transmission mask. Two cylindrical lnses (not shown) are used to diverge
the light from the input array to all columns and to collect the light transmitted through each
row of the mask. For input and output arrays of N elements each, N 2 transmission mask values
are sufficient to specify all possible interconnections. For N = 1000, 106 interconnects can
be implemented. Figure 5 shows how to obtain a large number of interconnects using a 2D
hologram as the interconnect medium.[6] Although 2D SLMs and detector arrays can be used
as the input and output respectively, unused areas must be maintained to avoid crosstalk in the
output plane. This is due in part to the fact that the capacity of the interconnect medium scales
as the area; this scaling relationship means the number of input and output elements scales as
the linear size of the interconnect medium. This method thus has very similar capacity to that
of Figure 4.

5
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2.2.1 Summary of the Fractal Input/Output Concept

A method capable of providing greater capac-.ty is shown in Figure 9. In this case, a volume
hologram is used to connect two partly-populated 2D planes. Since the number of interconnects
scales as the hologram volume, the number of input and output states will scale as the 3/2 power
of the interconnect hologram linear dimension.

Fractal patterns of dimension 3/2 have been proposed to supply the required dimensionality
at the input and output planes.[7] The fact that some input and output positions must remain
unused is easily seen f,. examination of Figure 9. Each connection between an input and an
output state is recorded by a grating throughout the volume of the interconnect medium. The
angular selectiity in the direction perpendicular to the Bragg planes is high, but it is low in the
directron parallel to these planes. For this reason, inputs from the same row to certain outputs
are not free from crosstal and must not be used. This ambiguity is shown in Figure 7. Psaltis
has shown in detail how this requirement leads to fractal patterns at the input and output.

2.2.2 Effective Utilization of SLM Capacity

The requirement to leave many states unused in the input and output planes leads to un-
derutilization of the space-bandwidth product of the input SLM and of the detector elements
in the output plane. The effect of this underutilization is illustrated in Table I for the case of
volume hologram interconnects. The underutilization is not severe for small input/output arrays,
but as the array size grows the penalty becomes worse and worse. For example, to achieve
an equivalent system to the potential 4D concept to connect two 1000x 1000 elements planes,
SLMs with an area 100 times larger must be used.

This conclusion is unsatisfactory for two reasons. First, it hurts most for the implementation
of large numbers of interconnects, exactly the area where optics should surpass electronics.
Second, it wastes the precious commodity of space-bandwidth product (number of pixels) in the
input SLM. Increasing this number has been a goal of a number of recent research programs,
and thus the use of fractal input/output seems a step backwards.

The 4D interconnect concept proposed here overcomes this difficulty and should allow
the implementation of much larger numbers of interconnects in a single device than 2D or
3D interonnect concepts. The use of fully-populated planes is well-matched to existing and
projected input and output devices. In Sectioti 5.2.6, we will present a compact optical design
for a 1012 interconnect system.

2.3 The 4D Interconnect Concept

The 4D interconnect concept makes use of laser frequency to provide a fourth dimension
in adiition to the three spatial dimensions available in a volume hologram. This additional
dimension allows the capacity of the interconnect medium to scale as the fourth power of the
linear size of the interconnect medium. This scaling implies that the number of input and output
states scales as the square ot the linear size of the interconnect medium.

One way to achieve a 4D interconnect medium is to use . volume holographic medium in
which volume gratings can be stored as a function of laser frequency. We believe a class of
materials, known by various names, which we have chosen to call collectively spectral hole
burning (SHB) materials, meets this need.[8" In these materials, the absorption can be reduced

7
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Figure 7. The crosstalk problem which occurs when using 3D interconnects. This figure shows
two pairs of input/output points which are connected by the same volume grating.

Table I. Utilization of SLM Space-Bandwidth Product

Number of Area A1  Area A2  Area A3
States N (2D 1/0) (3ID fractal 1/0) (1D fractal I/O)

oc N cx N4/3  (c N 2

4K 0.4 mm 2  6 mm 2  1600 mm 2

64K 7rmm 2  264mm2  4xl105 m 2

IM 1 cm 2  106 cm 2  106 cm 2

16M 16 cm 2  4295 cm 2 2.6 x 108 cm 2

Assumes 10 um pixels
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by illumination with light. At low temperatures, the homogeneous linewidth is much less than
the inhomogeneous linewidth, and so a large number of independent holes can be burned, as
shown in Figure 8. By using interference patterns to burn spatially varying patterns throughout
the volume of an SHB material, holographic gratings can be recorded, which are only seen by
the recording wavelength.

a

Figure 8. Spectral hole burning provides an additional dimension by allowing access to homo-
geneously broadened subpopulaons of an inhomogeneously broadened absorber.

By properly organizing the inputs and outputs as a function of laser frequency and space,
we can use fully-populated input and output planes. A schematic of this concept is shown in
Figure (). The network operates in two modes which we will call learning and calculating. In
the learning mode, both the input and training planes are illuminated thus recording holograms
in the interconnect medium. In the calculating mode, only the input plane is illuminated, and the
radiation is diffractx to the output plane. In each case, the input plane is divided into columns,
each illuminated by a unique laser frequency. Thus, although the Bragg selectivity is low when
moving from column to column, crosstalk is prevented by this use of laser firequency.

At the output plane, the incident radiation at all wavelengths is summed incoherently. Any
thresholding or other non-linearity required can be applied electronically. Because the outputs
are non-negative either a bias level or dual-rail logic must be used.

We will discuss the architecture of a network in Section 5.2. Using simple feedback from the
output plane back to the input plane, multi-layer networks can be realized. Introducing a second
output plane corresponding to a reimaged input plane allows error signals to be propagated back
through the network. This reverse use of the interconnect medium permits "backpropagation",
a training method for multilayer networksan9 to be implemented.

9
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Figure 9. The 4D interconnect concept.

2.4 Key Issues for 4D Interconnects

In Phase I, we analyzed spectral hole burning materials for our application, examined the
architecture and component requirements, and defined an experimental plan to be performed
during Phase II.

The key issue to be addressed in Phase II will be an experimental confirmation of our
Phase I analysis. We need to verify that the quality and diffraction efficiency predicted by our
analysis can be achieved. A second issue is the confirmation of the material modeling effort
required to predict the performance of SHB materials used to record refractive index holograms,
as described in Section 5. Successful recording of refractive index holograms will be the key to
greatly increased network capabilities. Finally, a demonstration of the performance of this type
of neural network will be needed to begin the process of technology transfer planning, which
will be essential for a successful Phase III.

10



3 Analytical Modeling of Spectral Hole Burning Materials

This section describes the results of Task 1 of our Phase 1 Statement of work, Spectral Hole
Burning Material Analysis.

The fundamental and practical aspects behind the frequency channel structure and the record-
ing of phase holograms are detailed. Computer models have been developed which permit an
assessment of the capabilities of the approach. These models indicate that the resultant structures
permit efficient phase hologram storage in SHB materials with a significant dynamic range.

3.1 Spectral Hole Burning

The concept of spectral hole burning (SHB) is best understood on the molecular level. A
single molecule has a set of energy levels between which transitions are allowed. If the energy
of the photon approximately matches one of the transition energies required, the photon can be
absorbed by the molecule. If upon absorption, a chemical change to the molecule is induced, the
absorption levels of the new molecule will not match the old ones. Therefore, the new molecule
will not absorb light at the frequency of the first photon. In this way, the absorption capabilities
of the molecule can be radically changed by exposure to light.

The width of the absorption peak is determined by the fundamental lifetime of the energy
levels involved and the vibrations of the molecule and the medium in which it is contained.
The resultant spectral width is called the homogeneous linewidth. At low temperatures, the
broadening because of thermal effects can be reduced to 10 to 30 MHz.[10-141 Because of the
highly periodic structure of a crystalline lattice, a large number of molecules will absorb at the
same frequency when immersed in a single crystal. If the molecules are contained in a glass
with little or no short range order, then each molecule sees a separate environment, providing
separate absorption frequencies. This spread in frequency caused by the variation in molecular
environment is known as the inhomogeneous linewidth and is generally quite large (10 THz or
more[10]). (10 THz is about 12 nm wide at a wavelength of 600 nm.)

It is important to remember that the inhomogeneous absorption peak for a glass is composed
of a large number of individual molecular populations which can be individually addressed by
selecting the laser frequency (see Figure 10). Exposure at a single frequency which causes
a photochemical change can effectively make the medium transparent ("burn a hole") in the
medium over a narrow frequency range. The frequency width of the "hole" is simply the
homogeneous linewidth of the medium.

This effect has been studied over the last 10 years in both organic and inorganic glasses and
has been shown to be clearly observable with spectral widths ranging from 10 GHz at 77 K to
10 MHz at I K.[10] It has been previously shown by others that this approach could be used
for storage of data via absorption holograms[15] and as bit-oriented spectral holes.[16] It has
even been shown that multiple spectral holes can be made at the same frequency using different
applied electric fields (i. e. Stark broadening).[17]

11
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Figure 10. Schematic diagram representing the concept of individually selectable molecular
populations within an inhomogeneously broadened spectral line.

3.2 Using the Real Part of the Refractive Index: Synopsis

The problem with spectral hole burning as it has been studied so far is that it is largely
absorption-oriented. In a bit-oriented memory scheme this is ideal because it provides a "black
and white" demarcation of the bit which relates directly to the measured light signal. Bit-oriented
optical memories, however, are limited generally to an optical thickness of the material related to
the depth of focus (and, therefore, resolution) of the optical system used.[18] Therefore, the full
volume of a thick material (0.5 to 1 cm) is difficult to address. This same absorptive attribute
also limits the efficiency of the holograms that can be stored (and therefore their number).
This limitation can be seen from consideration of Kogelnik's coupled wave analysis[19] of
mixed hologram efficiency. The expression he derived is shown below and indicates that the
modulation of either the real or imaginary components of the refractive index can contribute to
the efficiency (q) of the hologram.

1 = [sinh2 (cjd/4 cos 8) + sin 2 (irnld/A cos 8)]e - "od/ C.co  (1)

where

a, = the modulation in the absorptivity,

ao = the average absorptivity of the material,

nl = the modulation of the real component of the refractive index,

0 = the half angle between the incident and reference beam used to create the hologram,
and

12



d = the thickness of the holographic medium.
If the holographic material has any average absorptive properties, then the overall efficiency

of the hologram will be directly limited by simple absorption effects through the exponential term
in equation (1). Consideration of these inherent absorptive effects cause absorption holograms to
be limited to 3.7 percent efficiencies, while phase holograms (stored in non absorbing materials)
can reach efficiencies of 100 percent. In fact, if the dynamic range of the index modulation
is large enough, multiple holograms, each of 100 percent efficiency, can be stored in the same
material at the same wavelength.

When one considers the storage of multiple holograms of modest efficiency (less than 1
percent) the quadratic terms in equation (1) simplify to being proportional to simple squares of
the real and imaginary index modulations. Given this relationship we find that the hologram
efficiency declines as 1/Np2, where NH is the number of holograms stored. This can be seen
to limit the number of holograms which can be stored directly. If a hologram efficiency of
10- 5 is required, equation (1) will permit the storage of only 60 absorption holograms. If the
dynamic range of the real component of the refractive index permits the storage of a single
100 percent efficient hologram, then 316 holograms can be stored. Because the phase hologram
approach has no fundamental limit (other than practical material property considerations), the
number of phase holograms which can be stored is virtually unlimited. The key is to then
explore material approaches which permit phase hologram storage and have the potential for
large dynamic ranges.

Both bit-oriented and holographic memories based on absorption require large amounts of
light to be absorbed during reading operations rapidly causing erasure of the data. Refractive
index modulation (phase) holograms do not suffer from these problems. They have the ability to
diffract the light without significant absorption. Using holograms permits data storage in depth,
and using the real part of the refractive index permits reading of data without erasure; these are
two critical factors in achieving a truly enormous data density in a useful system.

The Kramers-Kronig relation[20] expresses the direct relationship between the real (refrac-
tive) and imaginary (absorptive) parts of the dielectric constants of a material (and therefore
the real and imaginary parts of the refractive indices). For a single absorption line the relation
is seen in Figure 11. Because of a spectral absorption at a single homogeneously broadened
frequency the refraction is altered in the near vicinity of the absorption peak. The key point to
be noted is that the absorption falls off more rapidly than the refractive effect. If the absorption
could be modulated spatially, one could read a phase hologram when the reading frequency is
off resonance and an absorption hologram when on resonance. If the modulation is large enough
and the absorption at the reading frequency low enough, near 100 percent efficiency is possible
with phase hologram storage.

If the absorption peak is made wider by using a multiplicity of populations centered over
a range of frequencies, then the real part of the refractive index can be enhanced near the
absorption edge. The effect is logarithmic with frequency width, but the effect can be large
enough to make the peak of the real part of the refractive index modulation even larger than the
peak of the imaginary part (see Figure 12 ). The locations of the peaks of index and absorption
modulation, in frequency space, are still shifted relative to each other, allowing reading in a low
absorption region of the spectrum. This structure can be replicated many times in frequency
space and each structure can be accessed independently simply by changing the illumination
frequency.
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Figure 11. Real and imaginary components of the refractive index for a single damped oscillator.
Note that the real part has a range that extends well beyond that of the imaginary component.
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Figure 12. Schematic of two adjacent absorption structures showing the modulation of the
resultant refractive index. Such a structure is possible with porphyrin in polyethylene at 4 K.
The frequency coordinates of this structure will essentially scale as T1's .

Writing and reading can (and should) also be done in the low absorption tail. Absorption in
the tail will induce photochemical changes to molecules located throughout the broad population
peak. Because the absorption is low, however, it permits modulation of the molecular populations
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(and therefore the refractive index) through the depth of the material, permitting highly efficient
and selective holograms to be generated. It therefore permits one to "tap the resources" of a
large molecular population without being completely absorbed by it.

Increased access is allowed by adding more degrees of freedom (dimensionality). Storage
as a function of frequency can provide such access. The frequency channel structures shown in
Figure 12 are best viewed as access paths into and out of the material for reading and writing
purposes. Without these channels, the material would be too opaque to permit reading or writing.
Without the adjacent absorption structures, the material would have inadequate storage capacity
to realize the ultimate capacity of volume media. By structuring the material in frequency space,
the material has been separated into sections permitting access and sections permitting storage.

3.3 Detailed Modeling of Frequency Channels

To gain an appreciation as to whether the frequency channel approach is of practical value,
it is important to perform some detailed modeling of the key aspects of the approach. The two
key issues which have been examined in detail are

1. What is the magnitude of the refractive index modulation possible in a frequency channel
structure of suitable dimensions?

2. Can such a structure be created in a manner which is practical and yet provide the
performance desired?

These two issues are addressed by the analyses and computer modeling shown below.

3.3.1 Index Modulation Near an Absorption Band Edge

If a single molecule is modeled as a harmonic oscillator with a small amount of damping,
one can derive functions describing the real (1 + n1) and imaginary (k) parts of the refractive
index. (The imaginary part of the refractive index is related to the absorption coefficient (a) by
the formula a = 47rk/A, where A is the wavelength of light used.)

K Af
2fr (Af/2) 2 + (f - fr)2  (2)

ni(f, fr) = (Af/2) 2  -fr (3)

fr Af 2)2+ (f - fr) 2

where Af is the homogeneous spectral width of the absorption, fr is the resonance frequency
of the oscillator, and f is the frequency of illumination[20]. The constant K is determined by
the fundamental properties of the molecule. These functions are plotted in Figure 11 and show
that the absorption falls off much more rapidly than the real part of the refractive index.

The formulae to be derived here represent a ppulation of oscillators whose central frequen-
cies are distributed over a finite range between fi and f2. A simple case will be used where the
population density is a step function within the range and zero everywhere else. Upon integration
we find that the formulae for the imaginary and real parts of the refractive index are simply

k(f) = K[tan - 2(/-f2) ta 2 fl)4)
Af 
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and

ni(f) = In (f - h)2 + (Af/2) 2

2 (f - fh)2 + (Af/l). (/)

It is equations (4) and (5) which are plotted in Figure 12 (k has been transformed into its
equivalent absorption coefficient value in that figure). This derivation represents a first order
representation of a potential memory structure in frequency space.

The magnitude of the index modulation can then be directly translated into the phase holo-
gram efficiency as is done in Figure 13. From the index modulations seen in Figure 12 we
can see that the efficiency of the phase hologram(s) which are stored can be quite substantial.
An index modulation of 10- in the real component of the refractive index would seem readily
obtainable in a frequency range where the absorption is acceptably low (less than 10% or lower
absorption). When inserted in a material which is 1 cm thick, the dynamic range permits storage
of 3 holograms of 90% efficiencies (efficiencies which are limited only by the modest absorption
within the frequency channel). This clearly will permit a significant storage capacity.
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Figure 13. This diagram relates the magnizude of the modulation of the real component of the
refractive index to the efficiency of the phase holograms which can be stored in the material.
Several thicknesses of material are shown for comparison.
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3.3.2 Creation of Frequency Channels in SHB Materials

In the above analysis, the means by which the frequency channel was created was largely
ignored. It was simply assumed that the frequency channels could be completely bleached and
had molecular distributions which could be represented by step functions. These theoretical
simplifications are useful as a first approximations and could represent adequate representations
of the actual performance under certain circumstances. Such a circumstance would be one
where the channels are created at a temperature lower than the operating temperature, with a
very narrow linewidth laser, and with a large amount of time used in their creation. However,
these circumstances may be impractical (or at least cumbersome). To model the effects of a
more realistic channel creation process we have developed a model which takes into account the
finite properties of the laser and homogeneous linewidths of the SHB material, as well as the
limitations on the ability to bleach the material.

The bleaching process is characterized by the relationship

dN _-Ndt - N E< tYooo(f, fr) P(f, fb)df (6)

where
N is the instantaneous number density distribution of molecules,
t is time,

h is Planck's Constant,

fr is the molecular frequency,
f is the frequency of a photon,
a (f, fr) is the molecular absorption cross section distribution function,

fb is the instantaneous centerline frequency of the laser, and

P (f, fb) is the instantaneous power density distribution function of the laser.

The molecular absorption cross section is again assumed to be a Lorentzian function,

o (f, fr) = Afr/2 (7)
Ir (Afr/2) 2 + (f _ fr)2

where

vo is the total absorption cross section of the molecule and
Afr is the homogeneous linewidth of the molecule.

We shall assume that the process of creation of the frequency channels is one of simply
sweeping the laser (as a function of frequency) across the frequency channel. The power density
distribution of the laser will also be described by a Lorentzian function:

P (f, fb) = PO Afb/2 (8)

Vr (Afb/2) 2 + (f _ fb) 2

where

F-o is the instantaneous irradiance of the laser beam and
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A fb is the linewidth of the laser beam.

The population density after hole burning may be obtained by combining equations (6), (7), and
(8); as *

= ex (-~'~ 1fttAfb/2 + Afr/2
No to (Afbl2 + Afr/2) 2 + (fb _ fr) 2

after evaluating the frequency integral in equation (6).
Phase hologram storage would be expected to be most effective when the edges of the

channels are sharp relative to their width. In order to achieve the desired sharpness, both the
linewidth of the burning laser and the homogeneous linewidth of the material must be small
compared to the width of the channel. Assuming a constant slew rate during the creation of the
channel leads to,

fb = fo + fA (t - to) (10)

where

fo is the initial frequency of the laser beam and
f is the frequency slew rate.

Combining equations (9) and (10) and evaluating the integral,

N (OIPOl (art( /2 -r f +o 'i)1 ')I
- =-exp (hf ' 7r \(Afb/2 +Afr/2 (fb/2 +Afr/21}

where ff is the final frequency of the laser beam.
In the above N/N is simply the depletion ratio (the fraction of molecules which remain

after the channel burning process) at a particular frequency (see the lower section of Figure 14).
The first factor in the exponential function, -aoPo/hfb,, effectively defines the asymptotic limit
of the depletion ratio for infinitely wide channels. This term predicts, as expected, that a deeper
channel can be created by increasing the power of the burning laser or by slewing more slowly.

Full exploitation of the frequency channel approach requires that multiple frequency channels
be burned into the material. The effect of burning several channels may be computed from the
relationship:

• This formulation assumes that the laser operates at constant power from time t. to time tf.
For cases in which this assumption is invalid, equation (9) is replaced by the equation

N P(Z.!i~ f tf PO Afb/2 +Afr/2 -dt"
To = ex h 7r (Afb/2 + Afr/2)2 + (fb - fr)2  )

and the subsequent analysis is somewhat more complicated. However, this equation can be

directly integrated numerically.
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Figure 14. Calculated optical properties of a realistic model for a frequency channel structure.
The laser linewidth and homogeneous linewidth are both 100 MHz.

Nm m N.=m Nj (12)

where
m is the number of channels,
i is the channel index, and
Ni is the molecular number density distribution after i channels have been burned.

If we assume that each channel is burned independently (i.e. there are no complicating physical
phenomena which limit us) we can readily combine equations (11) and (12) as

n =ex oP0  I (arcta -b/IfAfr/ + arctan fr -fo'
no h 'r A( Afb/2 + Afr/2))

(13)
where

J( ) is the initial frequency of the laser beam for the (i)th channel and
10i) is the final frequency of the laser beam for the (i)th channel.
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The characteristics of equation (13) are similar to equation (6), with the summation of arctangents

always falling between 0 and r as long as the frequency channels are distinct.

3.3.3 Refractive Index Characteristics After Channel Formation

The magnitudes of the real and imaginary components of the refractive index can be di-
rectly calculated (using equations (1) and (2)) once the molecular distributions are provided by
equation (13). Unfortunately the resulting expressions are not readily integrated through analytic
techniques and therefore must be evaluated numerically. These results can be seen represented
in the middle segment of Figure 14 and show that the major qualitative and quantitative aspects
of the refractive indices are retained when compared with Figure 12.

From an examination of equation (1) we can see that the key factor to be considered here is
not the absolute value of the index modulation which is possible (we have already shown that
the magnitude is quite substantial for thick materials) but the relative magnitudes of the real and
imaginary components. By keeping the ratio (R.I. Ratio) of these components high it is possible
to have significant phase modulation with acceptable absorption losses. From an examination
of the upper segment of Figure 14 it can be seen that the ratio can easily attain magnitudes of
over well over 10. This magnitude for the ratio is rather important. By reference to equation
(1) and knowing that a = 4irk/A we can immediately realize some reasonable performance
capabilities. If a is defined so as to permit 50 percent transmission in a 1 cm thickness, then we
find that the real component of the refractive index can take on a magnitude of about 3.3 x 10- 5.

From Figure 13 this translates into a phase hologram efficiency of 100 percent which is then
attenuated to 50 percent by simple absorption. In this way, the storage capacity of the material
has been increased at a single frequency when compared with simple absorption holograms.
Similarly, if the refractive index ratio is increased further, one can reduce absorptive losses
almost proportionately, thereby increasing storage capacity, or reducing heat absorption by the
SHB material. These tradeoffs can now be made to suit the specific operational needs of the 4D
neural net system.

3.3.4 Computer Simulation and Results

SPARTA has implemented a computer simulation of the spectral hole burning process.
This simulation was designed so that additional effects, such as non-unifoirm, initial molecular
distributions and non-constant values of the constant K in the above analysis can readily be
integrated and evaluated in conjunction with a follow-on effort. Figures 15, 16, and 17 show
representative output from this simulation for the creation of multiple channels in a material
having a homogeneous linewidth of 100 MHz using a laser with a linewidth of 100 MHz.

The refractive index ratio (R. I. Ratio) describes the ratio of the modulated real part of
the complex refractive index to the imaginary part of the complex refractive index. The most
striking result of these modeling efforts is that the refractive index ratio peaks at a wel-defined
frequency when a realistic absorptivity remains unbleached in the channel. This points to a
clearly defined frequency at which optimal hologram readout should take place. (Such a clear
choice of optimal frequency was not available from the simple analysis of a completely bleached
channel.) The consideration of the optimal writing frequency is not so clear because the specific
system needs may affect the choice. If the absorptivity within the channel is selected to be low,
so as to minimize heating of the material during writing, it would be advantageous to adjust the
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Figure 15. Calculated performance of the frequency channel structure assuming that the channel
is bleached to a greater depth.

laser frequency to a slightly more absorbing frequency (toward the absorption edge). This would
permit a more efficient use of the writing power of the laser. These kinds of considerations show
the extra freedom in system design which can be gained through use of the frequency channel
structure.

These figures also show that increasing the depth of the frequency channel (reducing the
depletion ration by increased bleaching) seems to have modest influence over the R.I. Ratio.
Adding extra channels does not change the fundamental features of the structure, and increasing
the spacing between channels does not markedly increase the R.I. Ratio above 15. We do note
that increasing the spacing between channels (see Figures 16 and 17) does have a noticeable
effect upon the influence which adjacen: structures have on each other. This influence between
adjacent structures is effectively a measure of the level of crosstalk betweer. frequency channels.
In a later section of this document we shall determine ihat an acceptable level of crosstalk is
of the order of 1 part in 20. Since the magnitude of the crosstaik is proportional to the square
root of the index modulation effects, we only require that the influence between structures be
reduced to 1 part in 4.5. This translates into a spacing between these structures of the order of
3 GHz. If we arbitrarily increase the spacing to 10 GHz in order to keep the R.I. Ratio of the
order of 20, we will clearly have low crosstalk and high hologram storage capacity.

The subject of storage capacity will be discussed more fuijy in the section on photon budgets.
However, if we set the absorptivity so as to permit approximately 60 percent transmission, we
can see that an R.I. Ratio of 20 permits as many as 641 holograms to be stored at a single
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Figure 16. Calculated performance of the frequency channel structure showing how the increase
in number of channels effects the index modulation.

frequency. If the spacing between channels is 10 GHz, 106 holograms can be readily stored
within a frequency range of 20 THz (20 nm). This storage capacity is considered to be quite
acceptable, and it also leads to the possibility of high efficiency hologram storage for certain
applications. Naturally, if the homogeneous line width were reduced below 100 MHz (and the
laser linewidth were similarly reduced) the spacings between channels and the total frequency
range required would be reduced. For example, if the homogeneous linewidth were 40 MHz
(H2P in polyethylene) and the laser linewidth were reduced to 10 MHz or less, the spacing
between channels could be as little as 3 GHz and the frequency range of the material would
need to be only 6 THz (6 nm) (which is less than the inhomogeneous linewidth for this SHB
material).
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4 Architecture Requirements

This section describes the results of Task 2 of our Phase 1 Statement of Work, Determine
the Architecture Requirements.

4.1 Equivalence of Neural Networks

Many different types of neural networks have been proposed and simulated or implemented.
The different network structures are associated with different applications. Hopfield networks
are symmetric structures (Ti0 = Tji) in which the output is fed back to the input. They have
been used to solve optimization problems such as the traveling salesman problem.[21] Single
layer networks perform a voting operation and have been used to learn simple discrimination
tasks.J22] Networks with hidden states can be used to solve certain logic problems, such as as
XOR, that cannot be solved using single layer networks.[23] Multilayer feedforward networks
have been used to solve classification problems such as text to speech.[24] A number of simple
network types are illustrated in Figure 18.

Our goal was to determine how our 4D interconnect method could be used to implement
as many different types of network as possible. This flexibility would allow us to apply our
technique to more problems. In the process of examining this issue we discovered a general
architecture which can implement all of these network types and probably many more.

The first step in this process was to realize that many networks which appeared to be different
could really be considered to be equivalent. For example, a network structure with a hidden
state, of the same form as that used to solve the XOR problem, is shown in Figure 19. By
adding several "pass-through" and "unused" states this network can be made to look like a
"regular" multilayer network. The term regular refers to the fact that each layer has the same
number and density of states. The "pass-through" states have a linear rather than sigmoidal
input-output relationship. A single layer network with arbitrary feedback can be recast as a
two-layer network with parallel feedback as shown in Figure 20. Finally, a multilayer network
can be implemented in a single-layer structure if parallel feedback from the output to the input
is allowed, as shown in Figure 21.

By recasting networks using "dummy" states, "pass-through" states, additional layers to
simplify feedback, and parallel feedback from output to input, networks of arbitrary complexity
can be reduced to a single layer network with parallel feedback from sections of the output plane
to other sections of the input plane. It is relevant to note that, in theory, a three-layer network is
sufficient to achieve any arbitrary decision region in N-dimensional hyperspace.[25] Thus real
networks will be limited in complexity.

4.2 Requirements for Backpropagation

Backpropagation is a training method for multilayer feedforward networks.[26] It solves the
problem of how to adjust the weights associated with the hidden layers of a network given
knowledge of only the inputs, outputs, and desired outputs of the network.

Conceptually, the backpropagation algorithm is quite simple. Within any layer the weights
are modified proportional to the outer product of the input to the layer and the errors at the
output. The errors are obtained by subtracting the desired output from the actual output. The
residual errors are then propagated back to the previous layer by using the interconnections in
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b. Single Layer, Direct Feedback

c. Multilayer, Regular, Feed Forward
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d. Not Layered

Figure 18. Simple network types.
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Figure 19. Network with a hidden layer to perform the XOR logic operation.

Figure 20. A single layer network with arbitrary feedback recast as a two-layer network.

Figure 21. A multilayer network can be recast as a single layer network with parallel feedback
from some sections of the output to other sections of the input.
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reverse. The effect of the non-linear states is reversed by applying the derivative of the non-linear
(normally sigmoidal) function. The process is then repeated for this previous layer.

Holographic interconnects are well-suited to implementation of backpropagation. The math-
ematics of backpropagation using holographic interconnects have been presented by Wagner and
Psaltis.[27] If the inputs and errors are presented simultaneously to a network at the input and
training planes, gratings proportional to the outer product are recorded. It has also been shown
that grating strengths can be decreased by recording gratings 1800 out of phase with the original
recording.J28]

A configuration for using the 4D interconnect medium for backpropagation is shown in
Figure 22. In this architecture the arrows pointing from left to right are optical signals, while
the shaded arrows pointing from right to left are electronic signals. The output plane is in the
image plane of the training plane, and the backpropagation plane is in the image plane of the
input plane. Initially, optical signals from both the training plane and the input plane are used to
write interconnects by recording holograms in the 4D interconnect medium (in the center of the
figure). The interconnects can then be used by turning off the training plane and measuring the
signals at the output plane in response to signals applied to the input plane. Electronic feedback
from the output to the input, as shown by the top path, can be used to create multilayer network
structures. Training the network requires error signals which can be propagated backward through
the network. These error signals are obtained by subtracting the actual output from the desired
output at the output plane. The diagonal path provides the feedback required for the first stage
of backpropagation. In backpropagation the network is "used in reverse," and this effect can be
achieved by presenting the errors to the network at the training plane (bottom left) and measuring
the outputs at the backpropagation plane. Working backward through the network is achieved
by the lower electronic feedback path, which mirrors the top path used to achieve a multilayer
network in the forward mode.

One important difference is the method of preventing crosstalk. When using the network in
a forward configuration this is accomplished by coding the input columns by wavelength and
incoherently summing all the wavelengths at each output position. When zSing the network in
reverse, each error input potentially contains all wavelengths, and the backpropagated errors must
be selected by wavelength in each column. Because a color filter performing this separation
may be difficult to fabricate (because of the small wavelength separation) it may be necessary
to present each wavelength to the network separately. This may slow the learning process but
presents no conceptual difficulty. We believe the derivative of the non-linearity can be applied
electronically, as discussed in the next section, however, Wagner and Psaltis have discussed how
this might be achieved optically.[27]

4.3 Utility of Electronic Feedback

We plan to implement the feedback function, required for implementation of arbitrary mul-
tilayer networks and learning, electronically.

For reasons which will become clear in this section, we choose to include the sigmoidal non-
linearity and its derivative in the electronic part of the network. The flexibility of electronics
provides advantages for an initial implementation, but there are also reasons to believe this
choice makes sense in the long run. We will present these reasons in this section.

First, the simple nature of the feedback function we have defined is well-suited to electronic
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Figure 22. Strawman architecture for an artificial neural network computer, showing a config-
uration for backpropagation using the 4D interconnect medium.

data transfer. Direct, parallel feedback requires a one-to-one connection of contiguous elements
from one part of the output plane to a set of contiguous elements in the input plane. Detector
arrays have been developed for machine vision applications which can be read out in subsec-
tions.J29] Direct memory access techniques can be used to write directly to the memory buffer of
a display device. This data transfer can be performed at rates equal to those accepted by current
and projected spatial light modulators and should not limit the performance of the network.

Second, the computation requirements of the feedback loop are much less than those of
the interconnect section of the network. For N x N input and output planes, the interconnect
operations can require as many as 2N4 multiplies and adds. The neuron and feedback operations
will only need to be performed once for each pixel and thus will require N2 operations. The
ratio of these requi rements, 2N2, can be as large as 2 x 106 for N = 1000, and thus the
payoff for optical implementation of the feedback function is tiny compared to the payoff for
optical interconnects. Since the feedback computations require only three functions; a sigmoid,
a sigmoid derivative, and a pass-through function, these computations can even be implemented
using dedicated digital or analog circuits to achieve data rates as high as 50 Mfz. Ile flexibility
of electronics to implement any of these three functions simplifies and unifies the thinking and
learning modes of the network.

Electronic implementation of the non-linearity also makes sense from an energy standpoint.
It is well known that optical implementations of switching require more energy per operation
than their electronic equivalent.J30] This fundamental limitation of optics can be understood in
simple terms by observing that electrons interact with one another, but photons do not. Thus
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any non-linear "photonic" operations require that electrons be involved, for example, through
electro/optic effects or medium polarization (X2 and X3 effects in materials). For purely optical
implementation at least some photons must undergo a photo-electron conversion after which
the electrons undergo a non-linear interaction. The additional conversion step, not required in
electronic computing, results in increased energy requirements.

Finally, in practical implementations of multilayer networks, gain will be required to com-
pensate for optical losses. Optical gain is also difficult to achieve, for many of the same reasons
as optical switching. Devices to achieve optical gain such as the microchannel spatial light
modulator[3 1] are expensive and have high energy consumption relative to equivalent electronic
devices.

To summarize, we believe it makes sense, for both practical and fundamental reasons, to
implement the feedback loop electronically (including the non-linear functions required).

The strawman architecture has been summarized in Figure 22. This architecture contains
all the features required for realization of a general purpose network: implementation of arbi-
wary multilayer networks, feedback, backpropagation for learning, and very large interconnect
capacity.

4.4 Photon Budget and Material Requirements

This section presents an analysis which shows the relationship between SHB material selec-
tion, photon counting efficiencies, signal to noise, the type of hologram used for storage, and
system capacity. This problem is multi-dimensional in more ways than one. The details of the
problem will be worked through sufficiently to define a region of interesting material parameters
and how they relate to system performance.

The problem to be considered here is a first cut at the factors which will define the funda-
mental and practical operating limits of a 4D neural net computer based on spectral hole burning
(SHB) materials. The principal objective is to define the materials and fundamental details of the
neural net system which are required for reliable operation. To simplify the discussion we shall
concentrate on two systems for examination 1) a small scale, or demonstration, system which is
aimed at simply exhibiting simple and perhaps slow 4D neural net calculation operations, and 2)
a large scale (large in capacity, not physical size), high speed version which will be developed
in the long term. The discussion will show the clear relationship between material properties
and the functional performance of the neural net. In order to assist in the discussion the material
and system parameters of importance are specified in Table H.

4.4.1 System Specifications

The large scale system will be defined as:

1. SLM and input data arrays are 1000 by 1000.
2. Cycle time of neural net: 1 msec pulsed, 30 msec continuous.
3. Power limits of laser- 100 mW.

The large scale system should be interpreted in light of the following relationships. Data
arrays of 1000 by 1000 imply the storage of 108 holograms, each containing 106 bits. Thus the
storage capacity of the system is 1012 bits. The effective operation rate of the system is 1012
operations in 30 milliseconds, or about 3 x 1013 operations/second.
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Table II. Material Model Parameters

CP Specific Heat of SHB material.
CT Thermal conductivity of SHB material.
np Molecules per recorded pixel.
or Molecular absorption cross section.
QE Quantum efficiency of the SHB material.
17d Detector quantum efficiency.
Np Number of photons incident on a detector pixel.
N Number of pixels in a row or column of the input or output arrays.
Nn Detector noise equivalence in photons/pixel.
P Probability of error in an array of output data.
Ai Probability of an error in a single pixel of output data.
SNR Signal to noise ratio.
PPB Photon/pixel budget.
YJ Hologram efficiency.
tr Required photon flux for reading.
,ow Required photon flux for writing.
f Fraction of light transmitted by chromatic filter over detector.
N.A. Numerical Aperture.
SP Scattered number of photons/pixel.
6 Angular selectivity of a recorded hologram.
A Wavelength of light.
no Refractive index of holographic material.
T Thickness of holographic material.
0 Angle of incidence of illuminating beams used for holograms.
-Homogeneous linewidth at half maximum.
w# Frequency of the laser.
.,o Frequency of the homogeneous line center.
O.D. Optical density of the SHB material.
Pm Molecular density of the photochemical.
a Absorption coefficient of the SEW3 material.
a 1l Modulated absorption coefficient of the SHB material.
ao Average absorption coefficient of the SHB material.
n1  Modulated component of the real refractive index.
Re Allowed number of read operations before erasure.

4.4.2 Signal to Noise Ratio

It is difficult to define the SNR for a neural net because the fault level in the system
is interdependent with the algorithm used. In order to provide some guidar-e, however, the
following is suggested as a formalism for estimation of the propagation of errors. For a 4D
neural net system the output plane is a square array of N by N pixels. On a single pass through
the net a single "answer" is required. The "answer" is a collection of output pixels being
turned "on" in a unique manner which identifies a result (or collection of results).

From a consideration of random errors, it can be suggested that the probability of a particular
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pixel being incorrectly identified (due to photon counting errors, not due to the calculation issues
associated with the neural net algorithms, etc.) is Pi. The probability that any single pixel among
N 2 pixels is incorrectly identified is then simply N 2 p (for small pi). If we require that the
complete data array: which is provided by the neural net on a single pass have a probability of
error of P then the error level allowed for a single pixel is simply

-C!9(14)

In the detector electronics, it must be assumed that a threshold is to be set which will be half
way between the average noise level and the average signal level. However we shall assume
that the noise is significantly smaller than the signal and the half way point is simply the signal
strength divided by two. Therefore the probability that a particular single pixel will provide an
erroneous answer can simply be, related through Gaussian statistics as

Pi = 2[1 - erf(SNR/2)]. (15)

Equation (15) can be readily approximated by a series expansion and when combined with
equation (14) will provide an explicit relationship between the probability of error of the system
on a single pass and the signal to noise ratio.

P=N22ez x x x

P = (1 2z2 + 2z2 232 (2x ) (16)

where z = SNR/2. This formula quickly converges for reasonable values of SNR and repre-
sentative results are given in Table III. The net conclusion which can be drawn from the results
presented in this table are that a desirable SNR for the demonstration system would probably
require a pixel level signal to noise of between 5 and 10, while the large scale system should
have between 10 and 15. We can readily see that the reliability of the system is a strong function
of the pixel level SNR, and that beyond a SNR of 15 it would seem that little is to be gained
in realistic reliability. For the sake of simplicity, we shall set the required SNR as being 10 for
both systems.

Table Ill. Pixel SNR Relation to System Probability of Error

SNR N 2  P

5 102 8.0 X 10- 2

10 102 3.0 x 10- 10
15 102 5.6 x 10- 24

5 106  1.0
10 106  3.0 x10-6

15 106 5.6 x 10-20
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This defines the required SNR for the entire system, which include "random" errors from
all sources. If the error budget is composed of several factors, it may be reasonable to require
that the contribution of any single error source must be a fraction of the total error. For this
reason, we shall set a reasonable limit to the photon detection budget at a SNR of 15.

Since the strength of the stored image is intimately related to the SNR, a requirement of the
system is all of the stored images have the strength required. If they do not, then the results
would either require a larger SNR per pixel, or they would not be quantitatively correct. The
most direct way to address this issue is to maintain a consistency of illumination during reading
and writing. This can be done if the stored images all contain a "reference block" which can
be used to monitor recording level automatically. This recording block should be larger than a
regular pixel, allowing for greater statistical certainty to be attached to the measurement. It may
even need to be a separate detector.

4.4.3 Photon Budget and Selection of Detector

From the above discussion it was concluded that the SNR at the detector plane due to
photon measurement issues must be about 15. If the limitation were simply due to photon
counting statistics in a noiseless detector, the required number of detected photons/pixel in a
given cycle of the neural net would be 225. The performance of realistic and presently available
detector arrays[32I is shown in Figure 23, and Table IV. The curves in Figure 23 can be readily
calculated from a simple formula relating the SNR to the detector noise (NA), photon collection
efficiency (d) and the randomness of the photon counting statistics (number of photons = Np).

SNR= ??dNp (17)
tld7p + Nn

From the curves in Figure 23 we can see that the best detector available would require about
500 photons/pixel with optimal integration time, while the "worst" selection would require about
3 x 104 photons/ pixel. The difference between these performance requirements lies largely in
the determination of data rates and cooling of the detectors. For the sake of compromise, we
shall set the number of photons required to provide an SNR of 15 as 1000 photons/pixel. Should
the photon/pixel budget (PPB) need to be reduced, the detector can be cooled and readout can
be slowed down, but this will only buy a factor of 2 in the number required.

There are many neural net applications where the output signal is filtered by a sigmoidal
function which has the effect of limiting the dynamic range requirement significantly. Under
those circumstances, 8 or 12 bit precision is probably more than adequate.

4.4.4 Photon Budget and the Laser Requirements

With this requirement for the number of photons/pixel established, one may now assess the
reading requirements of the neural net as being the PPB times the number of pixels (N) which are
required to be illuminated for a single wavelength of illumination by the laser. (This corresponds
to the illumination of a single column in the detector array.) Therefore the number of photons
in the detector plane may be required to be as large as N x PPB. The number of photons which
must be incident upon the SHB material to provide the required signal is now a function of the
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Figure 23. Photon-limited signal to noise ratio calculated using equation (4).

diffraction efficiency r) of each recorded hologram. The required photon flux summed over all
the wavelengths required for reading (4,) is then

0, = N2 PPB/9. (18)

The diffraction efficiency of a hologram (tj) is given by Kogelnick's adaptation of the
coupled wave theory[19] as

,7 = [sinh2(aid/4 cosO) +sin 2(7rnd/A cos)]e-dcosO(19)

The above equation describes the composite hologram efficiency when both phase and absorption
effects are contributing. For holograms of modest efficiency (less than 1 percent) the hologram
efficiency is proportional to the square of the index modulation (real or imaginary). If a minimum
hologram efficiency is specified, the index modulation required for each (ail, or ni) can be
readily calculated. If the maximum index modulation values permitted (the dynamic range of
the material) is known then the number of holograms which can be stored at a single frequency
can quickly estimated. (So far, the literature on SHB materials primarily reports diffraction
efficiencies on the order of 10- 4 , while the theoretical efficiency for an absorptive hologram
can be as high as 3.7 x 10- 2, and for a phase hologram it can be 1.0.) If a minimum hologram
efficiency of 10- 6 were required and the maximum hologram efficiency of the material were
3.7 x 10-2, one could store as many as 60 holograms at the same frequency. With phase
holograms, the number can be much larger.
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Table IV. Characteristics of Modem Electronic Image Sensors.[32]

Sensor Type Example Application Number Image Area Sensor Noise Quantum
of Pixels (mm 2) (e/pixel) Efficiency

Self- Frame- Astronomy 2048 x 55 x55 9 0.70
Scanned Transfer 2048 (slow scan) (thinned)
silicon CCD
sensors

Interline High-def 1280 x 12.7 x 36 0.14
CCD TV 980 9.5

Photo- High def 1920x 14.Ox 52 0.65
conductor TV 1036 7.8
over CCD

MOS Color 649x 8.6x 745 0.40
xy-address camcorder 491 6.5

Photo- Saticon High-def 1050000 12.7x 1500 0.90
conductive TV (at 20 MHz) 9.5
camera
tubes Si vidicon Low light 210000

levels (at 4 MHz)

Image Image- Scientific 684 x 576 18mm High gain 0.20
intensifiers intensified CCD (diagonal) overrides

Photon- Astronomy 512 x 512 Position- noise 0.20
Counting digital sensitive
Imager store detector

4.4.5 Material Requirements and the Photon Budget

During this task, we examined the requirements placed on the interconnect recording medium
by the required signal to noise, allowable medium heating, required medium sensitivity, and
other limits. We found that some of these requirements would limit the performance of our
architecture, while others were irrelevant. This analysis indicated that existing materials can
satisfy all the requirements for recording and using extremely large numbers of interconnects in
a 4D holographic configuration.

Heating of the SHB Material. What is the power deposition rate permitted? For S-B
material, maintained at 4 K, we might allow a temperature rise of 1 K before it impacts per-
formance. A larger temperature rise might effectively broaden the homogeneous line width,
reducing hologram efficiency and introducing crosstalk. This "power broadening" effect is
fundamentally related to the thermal characteristics of the SHB material. The specific heat of a
typical plastic material at low temperature (such as polystyrene) is about 4 mJ/g-K[33). From
typical organic material thermal conductivity values for materials such as polyethylene [34] we
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can estimate a value of about 1.3 mW/cm-K. For a 1 cm cube, a crude estimate of the .,eat loss
from the center of such a cube would allow for an input of up to 3 mW without serious heating
problems.

I The required hologram efficiency is directly traceable to the heating limits of the S-B
material if we assume that the vast majority of the photon flux used for hologram reading is
absorbed by the SHB material and turned into heat. At a continuous neural net cycle time of 1
per second the hologram efficiency must be 3.7 x 10- 7 or greater. In burst mode, the net would
be allowed 3 complete cycles (at 1 cycle per insec) before slowing down to the steady state.
By increasing the efficiency of the holograms, both the continuous read rate and the burst rnOie
capacity increase proportionately. To achieve a reasonable rate of neural net operation rate, a
hologram efficiency of 10- 5 would be indicated, which would then permit a continuous mode
operation rate of about 30 Hz and a burst capacity of about 300 cycles.

Heating: Hologram Efficiency > 10- 5.

In this section we shall consider the issues specific to the storage of multiple holograms
in SHB materials and the efficient read out of those holograms with tolerable levels of erasure
occurring during the reading process. The main consideration will be a determination of perfor-
mance limits in terms of known SHB materials and a discussion of whether absorption or phase
hologram storage is required.

Storage of Holograms as a Function of Frequency. The basic structure of the proposed
4D neural net dictates that the holograms be divided into at least as many frequency groups
as there are columns in the SLM. This permits definition of the frequency dimension during
storage and readout. The number of holograms within a single frequency group (i. e. assigned
to a single column) is then simply the number of rows in the SLM. For our large scale system
this may be anticipated to be 1000 holograms. This w :uld imply that 1000 holograms might be
stored at a single wavelength. Theoretically, an absorption transmission hologram is limited to
3.7 percent. If broken into 1000 equal holograms, this permits an efficiency of 3.7 x 10-8 for
each, which may prove to be a point of concern -om simple scattering effects and from power
requirements for the laser as we.l as heating of the SHB material.

The scattering issue can be dealt with adequately either by the use of higher efficiency
holograms or by the implementation of a chromatic filter in front of the detector.

The anticipated scatter may be expected to be of the order of 0.1 percent even for a well
designed system. If this scatter is isotropic, and we have an optical system with an N.A. of 0.15,
the fraction of the photon flux used in reading which will be directed toward the detector plane
is about 2 x 10-6. The scatter/pixel (Sp) is then given by

2 x 10- 6 N 2PPB .p= ~ (20)

An option exists which can allow storage of absorption holograms at efficiencies of higher
than 3 x 10-8. The approach would be to create several frequencies for storage within a single
frequency range assigned to a column. This would permit fewer holograms to be stored at each
frequency, thereby permitting each to have a higher efficiency. For example, if 32 holograms are
stored in 32 separate frequencies within each "color column", the efficiencies of each hologram
can be raised to 3 x 10- 5 . This eliminates the scattering issue but increases tit., number of
frequencies at which holograms are stor'd by a factor of 32.
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Phase hologram storage may have a significantly larger dynamic range permitting a signifi-
cant reduction in the number of frequencies within each channel. The use of several frequencies
for storage within a single column can again be used to increase the hologram efficiency.

The previous section argued for the use of hologram efficiencies greater than 10- 5 in order
to prevent excessive heating of the SHB material. If these "high efficiencies" are used the color
filter can effectively be eliminated. Under these conditions the scattered photon flux is now only
300 photons/pixel. This scattering rate is acceptable but shows that care must be exercised in
applying proper optical coatings.

Crosstalk Between Holograms. If, in the process of reading holograms, the light is partially
scattered by images which were stored and are being read out unintentionally, then they can
contribute to false signals, which can effectively be considered as part of the SNR budget.
Crosstalk can occur in two fundamental ways.

Crosstalk Due to Angular Resolution. Two holograms which are stored at the same
wavelength using reference beams which are closely spaced angularly can have an efficiency
overlap. This comes directly out of the basic theory developed by Kogelnik[19]. From his
analysis we can quikly see that the storage limits are determined largely by the thickness (T)
of the material used. This militates toward using materials which are 0.5 to 1 cm thick. This
would provide an angular selectivity at which crosstalk can be reduced to less than 1 part in
20 for all holograms except very high efficiency (near 100 percent) phase holograms. These
high efficiency holograms are unlikely to be necessary for high performance requirements and
so they will not be considered seriously here. The angular selectivity (6) for very low crosstalk
can be estimated as

6= 2not sin6O (21)

If the angle of incidence is 10 degrees, and the wavelength is 0.7 jzm, the angular selectivity for
a 0.5 cm thick hologram would be 3 x 10- 4. For an optical system having a numerical aperture
of about 0.15, this would allow one to cleanly resolve 1000 elements within the field of view.
This defines the size of the SLM as being directly related to the thickness of the SHB material.

Crosstalk Due to Frequency Spacing. The crosstalk between holograms which are at
different wavelengths but the same angle (same row of input) also needs to be considered.
Kogelnik's theory provides some wavelength selectivity, however this is quite inadequate. The
greater selectivity is provided by the SHB material itself through consideration of the Kramers-
Kronig relation. The principal point of interest is seen in Figure 24 where one notes that a
modulation in the absorption as a function of wavelength (or frequency) is directly related to
an accompanying change in the real part of the refractive index. Both parts of the complex
refractive index can contribute to the strength of the hologram. The key element to be noted
here is that the absorption modulation at w, has an effective "range" in frequency space which
can interfere with holograms which might be located nearby (in frequency). This effect will
introduce crosstalk, and will define a limit to the ability to "pack in" information in frequency
space.

For simple modulations of the absorption, as seen in typical SHB structures, the effective
strength of the hologram will fall off with frequency according to a simple formula[15] (for low
efficiency holograms)
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Figure 24. Real and imaginary components of the refractive index for a single damped oscillator.
Note that the real part has an effective range that extends well beyond that of the imaginary
component.

C (-y/2) 2  (22)

(W (Co - w) 2 + (,y/2) 2 (

In the above, C is simply a constant which describes the background absorption, hole depth, and
geometrical properties of the hologram, while -1 is the spectral Iinewidth of the SHB material.
(It is assumed here that the width of the absorption profile which was created was as narrow as
was permitted by the material, and not limited by power broadening, linewidth of the laser, or
other effects.) As discussed above, crosstalk between adjacent (in frequency) holograms should
be considered a source of noise, and the SNR be kept above the required level of 15. Since noise
can occur from holograms stored on either side (in frequency space) of the selected frequency,
the actual SNR limit is doubled to 30. Since hologram storage is occurring in the 2 dimensional
plane of frequency and reference beam angle one is required to enhance the spacing further by
roughly V2- which then places the required SNR at 43. From equation (22) this would require
that the holograms be spaced greater than 6.5 -y apart.

When pushed to the limit, many holograms can be stored within a frequency range defined
by a homogeneous linewidth. This can be seen through several examples. If the number of
holograms stored at a single frequency is 1000, the spacing required between frequencies is 6.5
times the homogeneous linewidth. For the storage of 1000 columns of information, this requires
that the inhomogeneous linewidth be 6500 times the homogeneous linewidth. This is readily
achievable for virtually all interesting SHB materials. As the number of holograms stored at
each frequency is reduced, the width of the inhomogeneous line must increase. If 32 holograms
are stored at a single frequency, the inhomogeneous linewidth is now required to be 208,000
times the homogeneous linewidth.

Such SHB materials are known to exist. In fact, one can immediately extract a necessary
homogeneous linewidth if the inhomogeneous line width is known. For materials with an inho-
mogeneous linewidth of 9 THz, the homogeneous linewidth must be 45 MHz for storage of 32
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holograms at each frequency. These requirements can be relaxed somewhat if more than one
SHB species is present in the host so that a larger frequency range is available or if more than
32 holograms can be stored at each frequency. The hologram efficiency limit of 10-5 would
permit storage of 60 holograms at each frequency. The required homogeneous linewidth is now
only 90 MHz. The laser line width must be comparable to the homogeneous line or narrower.

Homogeneous linewidth < 90 MHz.

Molecular Densities. To achieve the highest possible efficiency holograms as well as permit
reliable storage of detailed images, one faces some limitations in the molecular densities allowed.
As it turns out, this also relates directly to some of the fundamental properties of the dopant
molecules and the solvent matcAals.

For images stored as absorption transmission holograms, maximum efficiency is achieved
when the optical density (O.D.) is approximately 1. This places a limit on the molecular density
(Pmo) of the absorbing species for which the absorption cross section (a) is fixed.

PM = (doping level) (density of host) (Avogadro's Number). (23)
(molecular wt. of solute)

O.D. = ma pTa (24)

2.303 2.303

With the thickness (T) set at 0.5 cm, and O.D. set at 1, (for the large scale 4D neural net
outlined above) we find that the absorption cross section and molecular densities are directly
related (in units of cm 2) as

S4.606 (25)
PMn

If our target is to achieve storage capacities of 1012 bits/cm 3 , the molecular density must exceed
this by several orders of magnitude in order to provide reliable data storage and retrieval. A first
cut at this can be provided by demanding that the fundamental data storage have an SNR of 20.
This then allows us to define a number of molecules per pixel (flp) needed to properly define the
situation. On fundamental counting statistics arguments, this would require 400 molecules/pixel
(minimum). This relates directly to the molecular density as 8 x 1014 molecules/cm3 . For an
inhomogeneous linewidth of 9 THz and a homogeneous width of 90 MHz, this translates into
a minimum of 8 x 109 molecules/cm s within each homogeneous linewidth. The upper limit on
the absorption cros$ section is then set at 5 x 10-10 cm 2 per molecule. For phase hologram
storage, the absorption cross section could be as much as 100 times larger because reading and
writing occurs in the bleached frequency channel.

Molecules/pixel Requirements (Absorption Hologram): Cross Section < 5 x 10-1 0cm 2.

Molecules/pixel Requirements (Phase Hologram): Cross Section < 5 x 10-8 cm 2 .
From the other extreme, the maximum molecular density is reached when the spacing be-

tween molecules causes the molecules to be coupled by long range interactions, thereby causing
the homogeneous linewidths to broaden. This limit is reached with a molecular density of about
2.5 x 1020 molecules/cm3 . Within each homogeneous linewidth, the maximum molecular den-
sity is then 2.5 x 1015 molecules/cm s . This sets a lower limit on the allowed absorption cross
section of 2 x 10- 15 cm2 . For high density phase hologram storage the limit is 2 x 10-13 cm2 .
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Molecular Density Limits (Absorption Hologram): Cross Section > 2 x 10- 15cm 2.
Molecular Density Limits (Phase Hologram): Cross Section > 2 x 10- 1 cm 2 .
Power Requirements for Writing. The efficient writing of holograms is fundamentally

limited by the number of molecules required Der stored pixel and the quantum efficiency of the
molecule to undergo the photochemical process. In a hologram containing N 2 pixels, with np
molecules/pixel, and a quantum efficiency for bleaching of a molecule of QE, the number of
photons needed to write a hologram (0w) is

---npN 2  (26)

With a data recording rate of 1 GHz, 400 molecules/pixel and N = 1000, the minimum
quantum efficiency allowed is 10- 7 . As the molecular cross section decreases and the number
of molecules required per stored pixel increases, the required quantum efficiency increases pro-
portionately. This limit is the same whether absorption or phase hologram storage is assumed,
so long as the optical density at the recording frequency is held at 1.

Q5 X 10-17
QE > molecular cross section (27)

Another phenomenon has been noted which can limit the hologram writing rate. For ph-
thalocyanine (H2 Pc) a "bottleneck" has been determined[14] which can fundamentally limit
the writing speed. The molecule is changed photochemically through a complex 4 level process
(see Figure 25). Upon excitation, the molecule quickly decays from the initial excited state to
a long lived (350 /sec) metastable state. From the metastable state, the decay branches to the
chemically changed state (about 1 percent) or reverts back to the initial ground state. Under
high photon flux conditions, all the molecules can be populated up to the metastable state, not
permitting any further absorption until decay occurs. If high hologram efficiencies are required,
one may need to be working with a molecular population much greater than that associated with
the storage of a single hologram, or the time to write the hologram must be greater than the
lifetime of the metastable state. In practice, for large scale systems, this will not be a serious
concern, because of the storage density and molecular densities of the material.

Reading versus Erasure. In a previous section it was concluded that reliable reading of
information required photon fluxes (PPB) of about 1500 photons/pixel. (This quantity is related
to the reading of a column of pixels which identify a single hologram.) In order to be read
out, we shall hypothesize the "worst-case" scenario where all the photons for the column of
pixels in the output plane are incident at a single wavelength. The photon flux required at
each wavelength is then given directly by equation (18). It was also concluded that hologram
efficiency played a significant role in the flux required to read it.

For a practical system, there must be a clear differentiation between the reading and writing
operations to the level where the information may be read out several times without significant
erasure. On this basis one needs to define a minimum number of read operations allowed
before erasure occurs (Re). An approximate criterion for stable operation of the neural net is
then defimed to be that the number of photons required for reading, times the number of read
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Figure 25. Diagram of the molecular energy levels for H 2 Pc showing how the direct absorption
leads to the population of a long lived (350 psec) netastable state before decaying either back
to the original ground state or toward the p/w:ochemical product state.

operations allowed, be less than the ninber of photons required to create the hologram. (This
assumes that the SHB medium is being utilized to its fullest in the storage of information.)

Re Or < Ow

ReN PPB npN 2  (< (28)
17 QE

This now defines a ,requirement on the SHB material which relates quantum efficiency to holo-
gram efficiency.

To see how this relates to the selection of real materials, in order to permit a minimum of
one read oferation before erasure, and for 400 molecules/stored pixel, the QE must be less than
2.7 x 10- . As the absorption cross section is reduced (and the number of molecules/pixel is
increased) the upper limit on QE proportionately increases.

Since the lower limit on QE is a parallel limit with absorption cross section, the allowed
number of reads without erasure can be increased significantly by reducing the QE toward that
lower limit. In doing so we find that the upper limit on reads without erasure is 27,000 which
would seem to be quite an acceptable limit.

A simple way to increase the allowed number of reads is to increase the total molecular
base further, so that the initial hologram storage only accounts for a fraction of all the molecules
available. This cannot be done for absorption holograms, because the hologram efficiency is
intimately connected to the molecular density and absorption cross-section. However, the phase
hologram approach allows significantly expanded storage capacity. If the total molecular capacity
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were 100 times greater for a phase hologram approach, the upper limit on QE could be raised
by 102 and the allowed number of reads before erasure could approach 2.7 x 106.

For this reason, if many read operations without erasure are required, the phase hologram
approach can be considered critical to achieving the necessary high performance.

Overall Material Boundaries and Comparison with Bit-Oriented Storage. The above
considerations serve to provide boundary conditions to the fundamental materials selection pro-
cess behind the SHB approach to 4D neural nets. These boundary conditions are presented in
Figure 4, following the format of Moerner[181, with the bit-oriented storage system results seen
in Figure 5 for comparison.

1. The upper boundary on the hologram approach is set by the read/erasure limit which
relates to one successful read before erasure. The phase hologram storage approach
could raise this limit by a factor of 100 or more. There is an ultimate limit to the
allowed QE which was referred to in the above reference related to molecular issues
described as "photochemical broadening."

2. The lower boundary on the absorption hologram approach is set by the power dissipation
requirements during writing. This same boundary holds for the phase hologram storage
approach. (In a bit-oriented storage scheme there is a similar limit caused by the inability
to rapidly bleach a large ensemble of photochemical molecules without broadening the
effective width of the spectral hole.)

3. The boundary on absorption cross section is determined by the molecular storage limits
and optical density requirements of the holograms and is 5 X 10-10 cm2/molecule for
the absorption hologram, and about 100 times greater for the phase hologram.

4. There can be anticipated to be some limitations on molecular densities due to nearest
neighbor effects and limitations on the spectral hole width. These considerations place
a lower boundary on absorption cross section of about 10-17 cm2 .

If phase holograms are used for storage, the number of reads without erasure is greatly
increased. The heat dissipation problem might be somewhat reduced if the absorption of the
medium can be reduced, This might permit a higher continuous cycle rate.

It can be seen in Figure 26 that a suitably large material property region is available for
phase hologram storage, while the absorption hologram approach provides a significantly smaller
region where system performance is acceptable. By comparison, Moerner's results[18] are shown
in Figure 27 for bit-oriented storage. We readily find that the region of material property space
which provides acceptable performance is much larger for hologram storage, and includes some
already studied materials. This difference is largely due to the manner of data storage used which
allows for the recording of an entire array of data (106 pixels) in a single hologram, while bit-
oriented recording requires one bit at a time recording. The net result is that the power densities
required for efficient data rates in bit-oriented storage have severe thermal effects, which are
minimized in volume holographic storage.
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4.4.6 Photon Budget Conclusions

The fundamental photon limiting statistics can lead to the definition of some technical bound-
aries for a realistic large scale system. This leads to the summary of system specifications
outlined in Table V. The boundaries are more stringent for absorption hologram storage than
for phase hologram storage. In general these boundaries expand proportionately as the system
performance requirements are relaxed. These boundaries are of little fundamental significance
in the demonstration of a small scale 4D neural net, but they can become a significant issue
when large scale systems are designed for certain applications. It can be inferred that system
performance may be hampered by the use of absorption holograms for the large scale system.
By comparison, the use of phase holograms may provide sufficient latitude to make such a large
scale system feasible.

Table V. System Requirements Summary

The large scale system will be defined as:
Data Arrays 1000 by 1000
Cycle Time 1 msec pulsed, 30 msec continuous
Laser Power 10 mW
Reference Block Required
Cooled Detector
12 Bit A to D converter
SLM Uniformity :10 percent
SLM Contrast 10
Cryostat Cooling Capacity 3mW
Laser Linewidth* 90 MHz
Reads Before Erasure* 2.7 x 104 (absorption hologram)
Reads Before Erasure* 2.7 x 106 (phase hologram)

*This can be increased by use of multiple SHB solute materials
being dissolved in the same host.

4.5 High End Optical System Analysis

The high end system design is far more compact than the experimental system for a number
of reasons. To determine the scope of a possible design, however, several assumptions are
required concerning technological developments. These developments are not considered to be
physically unreasonable, but they would be presently quite costly to implement in an experimental
design and have been avoided in the analysis of the experimental system. Under the assumptions
detailed below, as analysis is presented which shows the physical size of a 4D neural net system.

The layout of the optical system for the final high end system is similar to the experimental
system only in the detailed aspects associated with the cryostat and detector optics. The beam
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UI dispersion, beam expansion, SLM, and reduction optics can be significantly simplified by assum-
ing that an SLM will be developed with pixel dimensions in the range of 10 to 15 pm per pixel,
with contrast capabilities in the range of 100 or better. This issumption is not unreasonable. It
is already being addressed through active SLM development programs (see Figure 28).
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Figure 28. Current and projected capabilities of spatial light modulators.

An extra assumption which would be extremely desirable would be the development of a
compact solid state frequency agile laser (FAL). This last assumption could make the total system
size then be limited primarily by the combination of cryostat, optics, and light source.

System Specifics. There is an effective minimum size for the proposed 4D system which is
largely set by the physical size of the cryostat. The size of the cryostat makes consideration of
very small optical systems with small components and a low capacity system of little interest.
Even a compact cryostat unit might be expected to require a physical size of a cube 15 cm on a
side, or more. For this reason alone we shall set the minimum size of the 4D neural net at this
dimension. Growth beyond this volume we shall attribute to optical requirements.

At the interconnect capacity of 1012 the SLM need only take on the dimensions of a 1 to
1.5 cm square. The system requires no image reduction, and the numerical aperture is limited by
geometric and holographic arguments to be about 0.07 or less. The allowed angle of incidence
of the beams (to permit reasonable holographic fringe spacing) is also similarly limited. These
considerations will limit the number of pixels in an SLM plane to not more than 1000 per
dimension.

The optical requirements on the 4D system are not significant, as the SLM is compact and
beam dispersion may not be required (see Figure 29). The beam expansion can take place in a
distance of roughly 5 cm. The beam splitter path can be made conveniently short (a few cm).
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The beam path from the SLM to the SHB would be no more than that seen in the experimental
system (12 cm) and the path to the CCD arrays would be identical (12 cm). The total beam path
would then not need to exceed 35 cm. With modest folding of the optics, it can be seen that the
entire optical system (exclusive of the laser) could be contained within a cube which is already
defined by the cryostat requirements. If the laser were of similar size to the cryostat, the overall
system would be of a dimension which could be easily held in one hand. If the laser could be
reduced to a tuneable laser diode concept, the laser might add very little to the complete system
size.

CCD Array

Expander V SLM

Dltfractlo Mtra
G r a t i n g 

LH 1Slit Cylindrical Lense(Shter=CCD Array

Figure 29. Optical details of an advanced compact 4D neural net computer.

4.6 Cryostat Requirements

From the analysis provided above, the power utilization of the system can be anticipated to
be quite low. The properties of the SHB medium will be best maintained when the incident
light level is in the range of a few milliwatts. Furthermore, the overall design of the high end
system is inherently compact. This permits the cryostat requirements to be reduced to a very
acceptable level where the heat load of the SHB material is of only modest concern.

Commercial systems are presently available which are simple closed cycle refrigerators and
of modest size (even in their present state of development). For ground oased applications, such
cryostats could provide cooling capacity for as many as 100 of our proposed large scale neural
nets. With some engineering development, these cryostats might also be reduced in size and
power requirements to make them more convenient for a wide variety of users.

For space-based applications, the low heat dissipation and compact design again permits
ready application of known technical approaches to permit operation for a year or more in
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space with only modest requirements put on weight and size, and virtually no impact on power
requirements for operation. The use of solid-cryogen system, which have been well tried and
developed, should provide a very acceptable approach.

46



COMMERCIALLY AVAILABLE REFRIGERATOR
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[o Refrigerator
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Power Required: 3 McW
Ultimate Temperature: 3.6 K
Refrigeration Capacity: 1W at 4.2K

Figure 30. Example of a presently available commercial refrigerator system which can readily
achieve the cryogenic conditions required, and has sufficient capacity for many neural nets of
the size proposed.

SOLID-CRYOGEN-STORAGE COOLING SYSTEM
(Conceptual: Based on Similar Space Qualified Systems)

Insulating Tanks
*& Vacuum Shells

HYDROGEN

Optical Neural"Nt Unit

Estimated Weight: $0 lbs.
Estimated Size: 2 cubic ft.

C Eat. Operating Life: 1 year
Operating Temp.: 9 K

Figure 31. Conceptual drawing of a space qualified solid-cryogen-storage cooling system. Such
systems have been built and used in space based applications where cooling is required for a
year or more.
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5 Spatial Light Modulator Requirements

This section summarizes the results of Task " of our Phase I Statement of Work, Determi-
nation of Spatial Light Modulator Requirements.

The requirements for the spatial light modulator depend on the architecture of the system.
These requirements include the number of pixels (space-bandwidth product), the update time of
the network, the pixel size, independence of amplitude and phase modulation, and the contrast
requirements.

5.1 Photon Budget and the Spatial Light Modulator (SLM)

The capability of the SLM plays into the SNR through consideration of the contrast of the
pixels. If the contrast of a given pixel is limited (i.e. 10:1 or 100:1) then this can have an
influence upon the total photon flux requirements. For an SLM having a contrast of 10:1, the
net effect will be to bias the noise upward but not really increase the magnitude of the noise
itself. This can be readily compensated by increasing the signal magnitude requirement (PPB)
by about 10 percent for a contrast of 10, or 1 percent for a contrast of 100.

A different effect caused by the SLM can occur if the transmission of the SLM is not
uniform in the clear or opaque states. This can clearly be an annoyance, especially when the
determination of a pixel being on is set by a simple threshold. It can be compensated for by
having a calibrated threshold for each pixel in the detector plane. Should this not be desirable,
or easy to implement, this can be compensated for by increasing the signal to noise. Should the
transmission uniformity be only about ±10 percent, this would require that the SNR be increased
by about 20 percent, to compensate for this effect. To increase the SNR by 20 percent would
require that the PPB now be increased to about 1500 photons/pixel.

Based on the above considerations it would seem that the primary requirement upon the
SLM is uniformity and not contrast (although they are probably related). For the demonstration,
a liquid crystal display would probably be adequate, while a high performance SLM would be
desired for the large scale system because of its compact nature and greater speed.

6 Experimental Plan for Phase II

This section discusses the results of Task 4 of our Phase I Statement of Work, Development
of an Experimental Plan to Investigate 4D Interconnects. In this section, we will describe in
detail our plan for an experimental demonstration of our 4D interconnect concept.

The major issue to be addressed during our Phase II work is the experimental confirmation
of the analysis and simulation performed by SPARTA prior to and during our Phase I contract.
The experimental plan to read and write holographic gratings is described in Section 6.** Our
experimental configuration has been defined in such a way that implementation of a feedback
loop will be easily achieved, and this configuration will be described in Section 6.**.

The demonstration, described in Section 6.**, will be a low-end realization of an entire
optical neural network architecture. This plan will examine the possible applications, the com-
petition to optics in each of these areas, and the requirements in terms of cost, size, weight, and
performance. Based on this investigation, a sample problem will be chosen as the basis for a
demonstration.
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6.1 Materials Selection for 4D Neural Net Experiments

A survey of the literature concerning candidate SHB material, has been made. A bibliogra-
phy of the references consulted during this survey is presented in Appendix A. It is concluded
that the optimal choice (at this time) for a host material would be polyethylene. The preferred
photochemical species have been reduced to a group of four prime candidates. It is believed
that the selection of one or two of these species for experimental use in Phase II of our program
should provide a suitable vehicle to demonstrate the short term and long term capabilities of a
4D neural net based on these materials.

From our Phase I wcork, it is clear that many of the SHB materials which have been widely
studied by previous workers are prime candidates for consideration in holographic storage ap-
plications. Therefore the materials selection task is not a -'gnificantly difficult one, but it does
require sor. thought and care so as to provide results which can properly represent the true
capabilities of these materials when addressing the 4D neural net application.

The primary requirements for a high end application device permitting 1012 interconnects
within a I cm 3 volume are represented in Figure 32. This diagram bounds the parametric space
related to photochemical quantum efficiency and absorption crcss section. A secondary require-
ment is that the homogeneous linewidth should be less than or equal to 90 MHz. This homo-
geneous linewidth requirement has some assumptions behind it concerning the inhomogeneous
linewidth. In particular, it was assumed that the useful inhomogeneous linewidth was approxi-
mately 9 THz wide. It is known that the selection of the host and of the photochemical species
can both influence the inhomogeneous as well as the homogeneous line widths. Furthermore, it
is easy to envision using several photochemical species in the same host material to effectively
enhance the frequency range of operation. This approach seems quite feasible because several
of the favorite host materials (such as polyc ,hylene (PE) and polymethylmethacrylate (PMMA))
have been used by a number of researchers for a reasonably wide range of photochemical species.

With respect to the requirements of the early experimental demonstration of the 4D neural
net having a modest capacity, almost any reasonable SHB material would probably be adequate.
However, since the most commonly studied materials are also the ones which are expected to
provide high performance for the high end application system, it would seem i;asonable to
restrict ourselves to the same set of materials so as to gain valuable practical experience with
them in terms of direct 4D neural net applications.

6.1.1 Selection of Host Material

There are sir principal requirements for the host material:
1. The photochemical species must be soluble in the host to a level which is determined

by the absorption cross section. For the proposed 4D neural net, the material thickness
required is of the order of 0.5 cm, and the optical density required is 1 for absorption
holograms and 100 for phase holograms. The boundary on doping density corresponding
to 1 percent also represents the boundary of spectral diffusion. Therefore, all of the
photochemical species shown in Figure 32 have only modest solubility requirements
of the order of 0.01 percent or less for absorption hologram applications. For phase
holograms (where higher molecular densities are desired) in organic species (H2P and
H2Pc) the solubility requirements are again not severe, but the inorganic species (F
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Figure 32. Allowed region of quantum efficiency and absorption cross section for a high end
holographic 4D neural net application.

and ReO4) may be reaching solubility limitations. Because organic species generally
require organic hosts, we shall focus our attention on organic hosts.

2. The host must be optically clear. Tlis is mostly a matter of material preparation, and
previous workers have described simple techniques which have been used to achieve the
quality necessary.

3. The host must be either a glass (random structure) or a partially crystalline structure. This
provides a widely varying molecular environment around each photochemical species.

4. The host must be capable of absorbing and conducting away significant amounts of
heat while at very low temperatures. The selection of a host should not be completely
governed by this requirement, but if high data rates are desired and thermal broadening
is to be avoided, as well as having a high read to erasure ratio, then a more thermally
conductive host may be desirable. This desire, however, may be in conflict with the
basic need for a glassy material, as thermal conductivity is much better in crystalline
materials.

5. The host should be relatively easy to handle and cast into samples of the order of 0.5 cm
thick. This is a practical requirement, not a fundamental one, but it can be a significant
one for the early experiments if the host is not well chosen.

6. The host should be chemically inert with respect to the photochemical species and it
should also have fundamental properties which allow for long storage life of the spectral
holes.

These requirements are generally well met by the common organic polymers polyethylene
and polymethylmethacrylate. In fact these two hosts have been used in a substantial fraction
of all the SHB research studies and have been used with most of the favored photochemical
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species. The reasons for the favored use of these two host materials relates strongly to their ease
of handling and preparation. Both thin film[35] and thick cast samples[36,37] can be readily
prepared containing a wide range of organic photochemical species. The use of these host
materials by a number of researchers points to the reasonably high solubility of the photochemical
species in these materials. Their optical properties are excellent, providing samples of suitable
optical clarity and uniformity when appropriate care is taken. The microstructure is effectively
random for PMMA and can be partially crystalline or quite "glass like" for PE (depending on the
manner of preparation). The thermal properties of these materials are typical of materials having
a randomized structure, so they are quite representative. The preparation of these materials is
quite simple, with little or no chemical synthesis required because they are readily available as
"off-the-shelf" items in high purity and at modest cost. Being commonly used base materials
in electronics and for household items, they are of course quite stable chemically. They have
also been shown to provide spectral holes which have a measured long term persistence.[36]

Based on these attributes, we can readily narrow the field to these two host materials as the
primary media into which to introduce the selected photochemical species.

6.1.2 Selection of Photochemical Species

It is of course assumed that the photochemical species selected must have the cross sections
and quantum efficiencies which fall within the parametric region defined in Figure 32. The
only significant requirements to permit experimental investigations of the selected species are
largely practical ones related to spectral hAe width, solubility in the host materials, and potential
hazardous effects of the photochemical species selected. Luckily, much of the information
related to hole widths and solubilities are already determined adequately and the toxicology
of these material is not significant. Once introduced into the host matrix and solidified these
photochemical species become chemically inert so as to make handling of no significant concern.

Within the constraint of being contained in the two selected host media, a number of in-
teresting candidate photochemical species can be selected and have already been characterized
adequately to prove useful in our planned experiments on 4D neural nets. The candidate materials
are shown in Table VI [37,38,39,40]. This list of candidate materials shows that PMMA would
appear to have a significantly wider homogeneous linewidth than PE for all the photochemical
species listed. Despite the fact that the homogeneous width can be reduced further by lowering
the temperature, PMMA seems to be quite inferior as a host material if a very high end (high
storage capacity) application is desired.

For PE the homogeneous linewidth is within an acceptable range of the desired width of
90 MHz. Reducing the temperature can be an acceptable means to achieve the spectral hole
width desired. The only tradeoff required is one concerning the conductivity and heat capacity
of the material, which can impact operating speed and the read/erasure resistance of the stored
information. Of the four photochemical species, all are subject to reversible photochemical
changes except for DMST. This material decomposes when photochemically excited. For certain
system applications this may prove to be an advantage, as it makes the storage operation quite
permanent.

An interesting concept to explore experimentally is to have multiple photochemical species
present in the same host. This concept would allow one to extend the effective frequency
range for storage of information. Such a combination might be H2P and resoruf'n in PE. The
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Table VI. Properties of Selected SHB Materials

Material Host Temp. Center Inhomogeneous Spectral
Wavelength Linewidth Hole Width

H2P PE 4.2K 611 nm 4.5 THz 40 MHz
PMMA 4.2K 4.5 THz 1.0 GHz

DMST PE 4.2K 588 nm 9 THz 170 MHz
PMMA 4.2K 9 THz 3.0 GHz

Resorufin PE 4.2K 591 nm 30 THz 230 MHz
PMMA 4.2K 30 Thz 1.2 GHz

H2Pc PE 4.2K 693 nm 3 THz 500 MHz
PMMA 4.2K 10 THz 10 GHz

DMST dimethyl-s-tetrazine
H2P free base porphyrin
H2 Pc phthalocyanine
PE polyethylene
PMMA polymethylmethacrylate

center wavelengths are close enough that they would be accessible when using the same laser
dye. While the absorption peaks are not close enough to permit overlap, it may be expected
that suitable materials may be available in the future if this concept of multiple photochemical
species can be shown compatible with the needs of a high end system.

The issues associated with quantum efficiency can be addressed directly in the future by some
selective "engineering" of the photochemical species. This has been shown to be feasible[41]
with a capability to alter the quantum efficiency of selected molecular structure by changing
chemical side groups. This approach leaves the main properties of the photochemical species
intact (homogeneous and inhomogeneous width) while altering a major factor which can directly
affect system performance. It can be expected that similar chemical modifications to the critical
components of the SHB materials (host as well as photochemical species) will be carried out in
the future in order to optimize performance.

The optimal selection of photochemical species can also be influenced by the availability
of tuneable laser sources. A material such as H2Pc becomes attractive when the laser source
is considered because it comes within the range of a solid state Ti:A120 3 laser. Furthermore,
semiconductor diode lasers which are tuneable in the region below 700 nm are presently under
development[42] and would make SHB materials which can be used in that wavelength range
attractive for providing a compact overall system.

From the above analysis, it can be seen that PE would seem to be the superior host material.
The four candidate photochemical species are all of significant interest in the planned experi-
mental program as they have been well studied and have properties which can have long term
applications interest. It is therefore planned to experimentally consider only polyethylene as the
host material for our Phase II experiments, with one or two of the photochemical species listed
above being subject to in-depth testing and analysis.
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6.2 Optical System Design for 4D Neural Net Experiments

An optical system design is presented in this section which incorporates all the necessary
attributes of the 4D neural net architecture. The details are presented to a level which would
allow direct purchase and costing of the specific optical elements. The optical design satisfies
all the requirements for the initial grating experiments as well as for a significant demonstration.
The design presented would allow for direct interconnection of two 64 by 64 element planes,
which translates into roughly 1.6 x 107 interconnects.

The fundamental architecture of the proposed 4D neural net system has been shown in
Figure 33. The major components are the SHB material itself, two input plane SLMs and two
output plane detector arrays. One of the SLMs is illuminated fully at each frequency, while the
other has only one column illuminated by each frequency. The illumination is provided by a
multi-frequency laser, which has the capability of providing either a singly selected frequency,
or a complete comb of 64 frequencies simultaneously. Electronic feedback is provided by
digital read-out of the CCD arrays, the data from which can then be directly used to control the
individual pixels in the SLM. The primary attributes of "storage" and "feedback" can then be
clearly demonstrated with this fundamental architecture.

To properly implement this architecture with efficiency in light usage and to provide high
contrast holograms requires the careful implementation of some relatively standard optical prin-
ciples and a detailed optical design. One also has the ancillary requirement that the components
used for this first experimental demonstration of a 4D optical neural net be commercially avail-
able and be implemented with a minimum of complexity and cost. These compromises require
that the experimental system proposed here be larger than a working system might be and actually
have more components than the working system. With these compromises in mind, the general
layout of the experimental optical system is presented in Figure 35. The primary segments of
the system and will each be examined in sufficient detail to understand and implement each of
the necessary functional properties.

The general layout of the system is in two parallel optical trains which are spaced 8 cm
apart. These two trains are of approximately equal length and are located in close proximity to
minimize the effects of air turbulence upon the stability of the laser beams. The total length is
approximately 1 meter, and the total width and height is less than 12 cm, allowing the system
to be covered to minimize turbulence and eliminate stray light, as well as to be designed into a
brassboard configuration. All components will be antireflection coated (when possible) to reduce
scatter and enhance system performance.

The complete system is divided into four sections which can be treated as largely independent
of each other. This independence will not only aid in the following discussions but also in their
implementation during the program. These sections are:

1. Cryostat and Detector Optics,

2. SLM and Reduction Optics,

3. Dispersion and Beam Expansion Optics,

4. Laser and Beam Shaping Optics.
The electronic feedback is not shown and will be discussed in Section 6.3.
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Figure 33. Schematic optical layout for the experimental version of the proposed 4D neural net
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Figure 34. General layout of the proposed optical system for the experimental 4D neural net.
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6.2.1 Cryostat and Detector Optics

This segment of the system contains the central input and output optics of the neural net
and is shown in detail in Figure 35. It is largely symmetric with each of the four separate legs
of the system having nearly identical optical properties. The two input images are brought to a
focus at the left side of the figure and the pupils of these simple lenses are located inside the
SHB material. The two beam paths have an angle of 15 degrees with respect to each other and
are simply combined and later split by the reflective prisms. After passing through the SHB
material, the beams are again separated, with each being reimaged onto the cooled CCD detector
arrays.

I D Array

I

IImage

CiD Array

Figure 35. Details of the optical elements surrounding the SHB material (located in the cryostat)
and the elements leading from the immediate input to the output planes.

Each of the four lenses has focal lengths of 6 cm and the laser mirrors shown are fiat to
X/10 over 25 mm. The entrance pupil diameter is set by the area of the SHB material which
will be used for storage, which is 0.5 cm diameter. This makes this section of the system have
an F number of 12, which leads to a resolution of 8.4 um at 700 nm. This well exceeds the
image resolution required which is 0.5 cm/64 pixels, or 78 J/m between pixels.I
Component Melles Griot Part Number Number Required

Lens 06-LAI-007 4
Mirrors 02-MFG-001 2
Mirror-Coated Prism 01-PRS-013 2
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The two CCD detector arrays selected will be 12 bit slow scan CCD arrays from Photomet-
rics. This array is thermoelectrically cooled to -45 C, is programmable, and has frame storage
capabilities. The frame time is electronically selectable.

6.2.2 SLM and Reduction Optics

The principal function of this segment of the system (see Figure 36) is to reduce the image
size of the SLM. We have chosen to utilize LCD (liquid crystal displays) as the input planes
for our experimental system due to cost and convenience considerations. The advantages of
LCD displays are that they are readily available as personal computer displays of significant
resolution and already have the necessary hardware and software available to present any image
to the neural net in a convenient and adequate contrast format. Moreover, because of the size
of the LCD displays, both input planes can be represented on the same LCD display, with the
images automatically synchronized. These factors can significantly reduce the complexity of this
component of the system, while potentially allowing quite sophisticated images to be presented
to the system for storage and analysis.

Hooks Triplet

LCD Display Image
Hooke Triplet

Input
Image

Figure 36. Details of the optical elements which permit reduction of the image provided by the
LCD.

The penalty which must be paid for using the LCD displays (instead of a more sophisticated
and compact SLM) is that the illuminating beams must be broadened to about 3.6 cm diameter
and the images must be significantly reduced. We have chosen to provide an intermediate image
of the LCD images before entering the cryostat and detector optics to permit inspection of the
images for experimental purposes.

The reduction is carried out by use of a simple Cooke triplet having a focal length of 3 cm
and an entrance pupil of 1.07 cm. The Cooke triplet is a high resolution component which will
certainly not limit optical performance over a field of 1.06 cm (the required image field is only
0.7 cm). The use of a simple triplet to carry out the reduction requires that the illumination
optics focus the light at the pupil of the triplet. The illumination optics will be discussed in the
following section.
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Component Melles Griot Part Number Number Required

Cooke Triplet 01-LAS-001 2

The selection of a personal computer is not necessarily critical since they all have comparable
pixel resolution and generally acceptable screen size. The PC selected will be an IBM PC
or comipatible which will readily permit interfacing with the output plane CCD cameras and
utilization of simple software compatible with other PC's at SPARTA to permit writing of3 software off-line. The use of a PC may even permit direct use of graphics packages for image
construction. A specific requirement of the system is that the LCD screen have gray scale
capability. Gray scale capability permits reliable convergence of the neural net under feedback.
Gray scale is now available on some laptop PCs such as the Compaq SLT/286 which has 8
levels of grey at 640 x 480 resolution, or 16 levels at 320 x 200 resolution.

In actual use, the display must be partially disassembled to permit transmission of the laser
beam through it. Optical flats can be optically coupled to the front and back surfaces of the LCD
should it be determined that the wavefront distortion of the display must be improved upon. We
may also choose to remove the glare prevention coverglasses to enhance transmission for some
experiments.

6.2.3 Dispersion and Beam Expansion Optics

This segment of the optical system is optically simple, although conceptually complex. The
complexity arises in one of the legs of the optical system from the need to carry out dispersion of
the laser beam on one of the optical dimensions without expanding the beam in that dimension,
while expanding the beam in the other dimension. The other leg of the optical system is a simple
beam expansion and illuminator.

We shall describe the simple symmetric beam expansion which occurs on optical leg A (see
Figure 37). After beirg ,,;tcd c.f the mirror (a), the laser beam is already a 3 mm square
parallel beam which needs to be expanded by lOx to permit appropriate illumination of the
required segment of the LCD display. To carry this out a simple pair of lenses (b and c) are
used to expand the beam and retain its parallel path. The light remains parallel until just before
the LCD display at which point it is focused by a simple lens (d). The focal point of lens (d)
is the pupil of the Cooke triplet. The functions of lenses (c) and (d) could have been combined
into a single element, but we chose to separate them in order to simplify the optical setup.

On optical leg B, the beam expansion which occurs is nearly identical to that seen in leg A
except that the expansion desired occurs in only one dimension. This is simply carried out with
cylindrical lenses. The dispersion of the beam with frequency is carried out by use of a simple
holographic grating (e) having 2400 lines/mm. A 3 mm segment of the grating is illuminated
by a parallel beam. Over a length of 60 cm, this would permit a 10 nm wide segment of the
spectrum (at 700 nm) to be dispersed over 2.5 cm (the size of the 64 by 64 segment of the LCD
array). The finesse of the grating will be more than adequate to permit individual illumination
of a single column of pixels on the LCD display.
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Figure 37. Details of the optical elements which expand the illuminating laser beams and also
direct the beam as a function of laser wavelength.

To achieve the single column illumination one also needs to focus the beam using a simple
cylindrical lens so that it is reduced from 3 mm down to the required 0.4 mm at the LCD array.
The focusing is simply achieved with a lens having a focal length of 60 cm (f). The resolution of
lens (f), illuminated by a 3 mm beam, will permit an illumination stripe 140.um wide (more than
adequate resolution). Just before reaching the LCD, the beam passes through another cylindrical
lens (g) which causes the illuminated region of the LCD to be focused in the pupil of the Cooke
triplet. Beam expansion in the other dimension is carried out similarly to the manner seen in leg
A, by use of cylindrical components (h and i). Just before passing through the LCD, another
cylindrical lens (j) focuses the beam in the pupil of the Cooke triplet.

Component Melles Griot Part Number Number Required

(a) Concave Lens 01-LDK-001 1
(b+c) Convex Lens 01-LDX-222 2
(d) Diffraction Grating N43,224' 1
(f) 2 Cylindrical Lenses 01-LCP-015 1

01-LCP-012 1
(g) Cylindrical Lens 01-LCP-013 1
(h) Cylindrical Lens 01-LCN-002 1
(i) Cylindrical Lens 01-LCN-013 1
(j) Cylindrical Lens 01-LCN-015 1

Edmund Scientific.
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6.2.4 Laser and Beam Shaping Optics

This section of the optical system merely has the function of providing a coherent source of
light which is collimated, shaped, and split into two beams to enter the two separate legs of the
optical system. As can be seen in Figure 38, these operations are accomplished by expanding
the beam to a diameter of 5 mm and then passing it through a 3 mm square aperture. The
collimated beam then passes through an electronic shutter and a 50 percent beam splitter which
sends half of the light into leg B and the other half of the beam into leg A.

Beam ShutterSplitter/

Folding S 6 Beam
Mirrors Grating Expander

Figure 38. Details of the optical elements which expand and shape the illuminating laser beams.
After shaping, the beam is then split to permit simultaneous illumination of the two legs of the
system.

The requirements on the laser itself are much more significant. The minimal requirements
are that the laser be tuneable over a range of 10 nm in the vicinity of 550 to 650 nm. For
minimal experimental needs, rapid tuning and digital control are not required. For suitably
rapid experimentation however, it will be worth having a frequency agile system which can
be computer controlled with reasonably rapid tuning capability. In this wavelength region, a
tuneable dye laser would be a convenient choice. The pump source would be an Argon-ion
laser. Digital control would be provided by a PC which can be directly linked to the computer
which controls the LCD as well as the CCD arrays and the electronic shutter.

A potential option would include the capability of the laser to provide a "comb" of laser
frequencies at regularly spaced intervals matching the frequencies at which holograms are stored
in the SHB material. Thus, a comb of laser frequencies would allow simultaneous illumination
of all pixel columns on both input planes for full and symmetric interconnection of the 2 input
planes. Producing such a comb of frequencies might be accomplished by mode locking the laser.
This might require an electro-optic modulator with a frequency of operation in the range of 1
GHz to obtain the necessary laser frequency spacing for ,-Tme applications. If such a comb of
illumination frequencies is not available, the frequency agil, laser (FAL) could be used to rapidly
scan through the laser wavelengths of interest and the total resultant signal stored by the CCD
arrays over the complete scan period. In either case, functionality required for the experiment
can be achieved.

Because of the high sensitivity of the SHB materials of interest, the power requirements on
the FAL would be minor (10 mW or less). To provide interesting storage capability and frequency
selectivity, these experiments would be adequately carried out with frequency selectivity of the
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order of 300 MHz, which is readily obtainable from the SPARTA FAL.

6.2.5 Incrementally Assembling the Complete Design

The initial experiments which will provide important information on material performance
and optical details will not require much of the optics in the complete design shown above.
To write simple gratings will only require the modest beam expansion and splitting seen in the
Laser and Beam Shaping section, coupled with the few mirrors and the CCD cameras seen in
the Cryostat and Detector optics section (see Figure 39). This configuration will permit storage
of gratings at several independent frequencies. With a modest capability to alter the beam angle
on leg B, the experiments which demonstrate storage of multiple interconnects at the same
frequency can be carried out. By introducing computer controlled scanning of the FAL, one or
more "frequency channels" can be bleached in the SHB material.

cco Aray

CCD Array

Figure 39. Details of the optical elements required for the initial recording of simple gratings.
By incrementally expanding on this simple layout, the complete system can be built up.

Finally, the LCD display with feedback from the CCD arrays can be provided, which will
result in an operational 4D neural net.
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6.2.6 Summary of Experimental Design

An experimental optical design is presented which both meets the needs of the final complete
4D neural net system. This design can be built up in segments and introduced as the program
proceeds though the necessary experiments. All the components are either commercially avail-
able, or can be readily obtained by minor mechanical modification of existing components. The
approach of building up the system in pieces will permit section by section implementation and
set-up of the system, with a minimum of cost and rework.

It is also worthy of note that the system outlined above is significantly "over-designed" at
present, (even with off-the-shelf components) having greater resolution than really needed for
these experiments. Without altering any other components, the pixel density of the SLM could
be increased by a factor of 3 in each dimension. This expandability would effectively permit
the total interconnect capacity of this system to reach 109. This clearly indicates the capability
of the approach and the importance of the SLM in determining system performance.

6.3 Implement Device with Electronic Processing and Feedback Loop

The electronic feedback system required for the experimental 4D neural net is detailed in
this section. It is entirely PC based using off-the-shelf components. Hardware development is
not required and the software required for experimental diagnostics and data taking is minimal.
Software required for full system operation is modest.

6.3.1 System Requirements

The two principal attributes necessary to neural net functioning are (1) information storage
and (2) feedback. The information storage is carried out by the use of the SHB material as a
holographic recording medium. The feedback can be accomplished either optically or electroni-
cally, however, the feedback must include gain. The application of gain is most easily achieved
electronically in an experimental system as well as in a high end system. Since the nature of the
4D system allows direct pixel to pixel correspondence in a dense regularly arranged manner (not
fractal) the feedback is quite simple and can be readily accomplished under personal computer
(PC) control. The advantage of the electronic feedback approach is that the correspondence
between output pixels and input pixels can be changed at will (through software) as can the
gain. This flexibility permits the experimental neural net design to be considered a very general
one.

Since this is an experimental system, necessary attributes of the system are that it be easy
to work with, assembled from reliable components, permit data extraction directly at a number
of key locations and at the several stages of experimental development. It is believed that
the proposed system meets these requirements and should significantly assist in the planned
experimental program in all stages of development.
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6.3.2 System Description

A schematic overview of the system is seen in Figure 40. The key property of the system is
that a cyclic flow of information occurs in the system in a manner which allows direct feedback
to occur between the output CCD detectors and the input LCD display. It is argued that the use
of electronic feedback in an optical neural net architecture is not simply a convenience allowed
for experimentation'but can be considered a realistic approach to a large scale system. Since the
information content of the input and output planes is the square root of the information content
of the neural net itself, the data transfer rate between input and output planes can be of the order
of 1 MHz while the internal processing speed of th" neural net would be equivalent to 1 THz.
By this simple (and easily realistic) argument, it can be seen that the use of electronic feedback
should not provide a performance limitation to the operational speed of the total system. The
fact that feedback is accomplished electronically also allows us to take advantage of off-the-shelf
hardware and software which is commercially available.

LCD
Array CCD

Arrays

Figure 40. Schematic of the complete 4D neural net system highlighting aspects of the electronic
feedback loop.

The major components of the experimental feedback ,,stem are:
1. CCD arrays with frame storage capabilities,
2. LCD display and controller,
3. FAL and controller,

4. Electronic Shutter,
5. Personal Computer.
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6.3.2.1 CCD Arrays

The detector arrays will be commercially available CCD arrays which can be operated
cooled, with slow scan, and with frame storage capabilities. The above attributes permit very
low noise operation and efficient light collection. The frame storage capability allows the images
to be studied in detail and readily examined or manipulated in order to diagnose optical system
performance or be fed back to the LCD arrays. The frame storage units may be purchased as part
of the camera control units or may be frame grabber cards inserted into the personal computer.
Frame transfer back to the PC is accomplished digitally through an IEEE 488 interface card
which is PC interface compatible.

6.3.2.2 LCD Display and Controller

The developments in the PC industry have made this particular component easy to obtain
and use as it can be simply a laptop PC which has an LCD display. The LCD display must
be partially disassembled to permit transmission of the laser beam. The laptop PC can be used
as the controller itself with fully programmable capabilities including grey scale and reliable
interface to the master PC or directly from the CCD camera frame storage units. Being a fully
operational PC one can also make use of readily available graphics software to permit display
of detailed images on the LCDs for input to the neural net.

6.3.2.3 FAL and Controller

This component of the system will be a dye-based frequency agile laser (FAL) pumped by
an Argon-ion laser. The FAL system is manufactured by SPARTA and will be available for use
during the later stages of the program. The FAL is controlled by a PC system of its own, with
easy interface capabilities to the master PC system.

6.3.2.4 Electronic Shutter

This component will simply be an electronic shutter which can be directly controlled by the
master PC.

6.3.2.5 Personal Computer

This component is the central control point for system control and feedback of information
from the CCD arrays. While the controllers from the FAL or the LCD systems could have
provided the capability demanded by the overall system to meet the functions of central control
and data manipulation, such operation would have been clumsy at best, for experimental purposes.
"Terefore, having a PC dedicated to being the central control unit of the system will permit
complete experimental flexibility with maximum data acquisition analysis and control being
possible in a minimum amount of time. Being fitted with IEEE 488 and other standard interface
cards, this unit will be able to communicate directly with all major system components in a
timely manner.
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6.3.3 Summary of the Feedback System

It is readily seen that the electronic feedback system can be directly implemented with a
minimum of effort and with little software development. From the earliest stages of introduction,
the system can be extremely helpful in the experiments to provide easy and detailed examination
of the results. The electronic system proposed will not only permit full electronic feedback
capability but will enhance the efficiency of the entire experimental effort allowing us to con-
centrate our efforts on the more fundamental issues surrounding the recording of holograms in
SHB materials.

6.4 Demonstration System

Construction of a demonstration system is a critical milestone in the progression toward
future application of this work. The key is to choose a system which is both within reach during
a Phase II effort and has significant capability.

Our demonstration system will be the culmination of all our Phase 1I experimental work.
We will begin by first recording a single interconnect grating and then multiple interconnect
gratings. We will add spatial light modulators at the input and detector arrays at the output
during the second part of the experimental program. To complete the demonstration system we
will incorporate a microcomputer to implement the feedback loops and provide the non-linearities
required for general purpose network operation.

Our goal for our Phase II demonstration is a system with the potential for up to 107 in-
terconnects and 107 to 109 interconnects per second. A system meeting these specifications
would exceed the capability of any electronic neural network implementation. This system
can be achieved using an input SLM with a frame size of 64 by 64 and a frame rate of I to
100 Hz. Binary SLMs can achieve these characteristics by using larger frame sizes and combin-
ing binary pixels to achieve gray level performance using spatial dithering.[43] At these network
performance levels the computational power of a microcomputer is sufficient to implement the
non-linearity and feedback loops.

Choosing an appropriate problem will be a key to a successful demonstration. For example,
we need a problem which is simple enough that "it can be solved in less than 10 years." This
suggests a "toy problem" which is a reduced version of some real world problem. We also
want to show off the capabilities of this approach, however.

Within the scope of a Phase 11 SBIR, it may not be possible to train the network to solve
a problem which actually requires 107 interconnects and 107 interconnects per second. We
may instead choose a toy problem which is clearly extendable to a real problem, and imple-
ment on hardware which is clearly capable of handling the larger number of interconnects and
higher interconnect rate. Government personnel have offered to provide input to our choice of
demonstration problem.[44]
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7 Summary

All the key elements of the Phase I statement of work have been examined and reported on
in depth. The results of these examinations point a clear direction for achieving success in the
proposed Phase II effort, as well as indicate the immense long term potential of the approach
for the ability to fabricate large capacity neural nets using SHB materials.

The analytical models of SHB materials developed point to a new approach of hologram
storage in materials which are f indamentally absorptive. The novel frequency channel approach
has the potential for providing efficient storage of phase holograms which can minimize absorp-
tive losses while increasing hologram efficiency, thereby permitting an extra degree off freedom
in system design. This extra degree of freedom might be used to enhance capacity, operating
speed, erasure resistance or other system properties of importance for specific applications.

The proposed architecture of the 4-D neural net system has been shown to be quite general
by direct analysis of the requirements behind several important networking approaches. All
of the major requirements of a neural net (including learning) can be met by the architecture
selected, and based on SHB materials. It has been found that electronic feedback loops (properly
implemented) should provide excellent performance to be met by the 4-D sysem, in an efficient
and compact format. An analysis has been performed which directly relates the performance
of a high end system to the fundamental properties of the SHB materials. This analysis shows
that the presently investigated materials are well suited to the proposed architecture, arguing that
materials development is not required before achieving success in a demonstration system.

SLM requirements were examined relating to the architecture analysis performed above with
the result that presently available SLM's permit a demonstration of the 4-D system concept to be
readily performed. Furthermore, the specifications of the SLM's presently under development
will provide the capacity and performance necessary for implementation of the potential high
end system.

Finally, te above analyses have permitted us to design a set of critical experiments which
will examine the critical material properties and permit rapid implementation of the 4-D archi-
tecture. These experiments will culminate in the development of a demonstration system which
will be capable of exhibiting the fundamental characteristics of the 4-D neural net architecture.

In conclusion, our analysis has shown that high capacity neural net systems based upon
the natural 4-D properties of SHB materials are possible. Moreover, demonstration of these
fundamental capabilities can be directly achieved in an experimental program using readily
available components and materials.
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