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ABSTRACT

The DoD requirements for software are growing almost as rapidly as the escalat-
ing cost of developing the software. The new rapid prototyping paradigm is an innova-
tive approach to software development, which modifies the traditional life cycle mod-
el. This thesis feaures a comprehensive survey and evaluation of the rapid prototyp-
ing paradigm. The survey describes the rapid prototyping process, the complex
prototyping support system environment required, proposed rapid prototyping meth-
odologies, and published rapid prototyping models. The rapid prototyping methodolo-
gies and models are evaluated with respect to their conceptual design. The survey
and evaluation of the methodologies and models reveal a progressive paradigm featur-
ing some methodologies and models that can be implemented now and some that are
capable of being implemented in the future. Because of DoD’s influence on the soft-
ware industry, we discuss how DoD should usher in the new paradigm, set strategic

goals, and further decompose thes: ¢~1ls into near-term, short-term, and long-term

goals.
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I. INTRODUCTION

A. BACKGROUND

The recent and rapid advancements in computer technology, especially in computer
hardware, have been a determinant factor in society’s growing use of computer appli-
cations. During the 1980°s, both the civilian sector and Department of Defense
(DoD) found more complex processes which can be accomplished by computer tech-
nology. The civilian sector has advanced beyond using computers for only routine ap-
plications and is now using extensive automation in all echelons of industry. DoD
has historically been interested in advancing and applying computer technology, as
well as software application environments. DoD now uses computers to guide com-
plex weapons systems, deploy and control satellites, execute the implementation of
SDI, and manage intricate communications networks.

Advancements in computer hardware technology have led to increased processing
speed and decreasing costs. The increase in the number of applications provided the
impetus for increased software production and extensive research on how to efficient-
ly develop software to meet the growing demand. As the hardware costs have de-
creased, software costs have increased dramatically. "In 1980 software cost approxi-
mately $40 billion, or two percent of the United States Gross National Product
(GNP). The cost had increased to 8.5 percent of the GNP by the mid 1980's. It is
predicted that the software costs will grow to 13 percent of the GNP by the early
1990’s". [Ref. 1: p. 191] To combat the growing software costs, research funding for

software engineering has increased. DoD has been very active in funding research,




primarily due to a strong commitment to bring escalating software costs back to a
manageable state.

In the early 1980’s, the majority of software engineering research funding was ded-
icated to evaluating and modifying the Waterfall Life Cycle Model. The advances in
computer technology, and futile attempts to correct perennial requirements engineer-
ing problems led many researchers to investigate prototyping as a viable alternative
to the conventional method of software development. By the mid 1980’s, it was evi-
dent that the traditional (Waterfali) life cycle model was insufficient to meet future
software engineering requirements. Any efforts to repair or refine the traditional mod-
el was comparable to placing a bandage on an ever-expanding wound. Recently there
has been significant research published concerning rapid prototyping methodologies,
computer-aided software engineering (CASF), and the utilization of reusable soft-
ware components.

1. Software Engineering

"Software engineering is the application of science and mathematics (specifically
algorithms) by which the capabilities of computers are made useful through the appli-
cation of computer software programs, procedures, and related documentation”. [Ref.
2: p. 2] A relatively new discipline, software engineering is primarily focused on de-
vising techniques for software development. "Generally accepted goals for software
engineering fall under the two related categories of system performance and design
quality”. {Ref. 2: p. 2] System performance is concerned with requirements engineer-
ing and ensuring that the delivered software accurately reflects the user’s stated re-
quirements. The quality of design is becoming more critical, primarily because of ad-

vanced hardware capabilities and cost constraints. The design issues that are of




primary interest are efficient use of resources, modularity, and understandable and
maintainable code. "These goals are achievable by utilizing a modular architecture,
localization of logically-related resources, uniformity of notation, accuracy of minimum
required elements, and confirmability through the use of demonsirations”. [Ref. 3: p.
301 The use of software life cycle methodologies is encouraged to provide structural
and procedural means to the software development process. In some cases, the use
of better software life cycle methodologies is required in order to meet restrictive soft-
ware engineering goals.
2. Life Cycle Models

Software development is an evolutionary process. The process begins with the
conception of a need for the software and ends with the retirement of the software.
Life cycle models provide a methodical process for the development of software. "The
primary functions of a life cycle model are to determine the order of the stages in-
volved in software development and evolution and to establish the transition criteria
of progressing from one stage to the next". [Ref. 4: p. 61] This process is considered
essential in software development and acquisition, especially with respect to meeting
both cost and completion deadlines.

The authors point out in [Ref. 1: p. 191] that software systems go through two
principal phases during their life cycle, the development phase and the operations and
maintenance phase. Development begins when the need for the product is identified.
It ends when the implemented product is tested and delivered for use. Operation and
maintenance include all activities during the operation of the software, such as fixing

bugs discovered during operation, making performance enhancements, adapting the




system to its environment, adding minor features, etc. During this phase the system
may also evolve as major functions are added.

"Software development methodologies have continuously evolved from the incep-
tion of the programmable computer. The evolution has been prompted by the per-
ceived inapplicability of software development methodologies to the solution of in-
creasingly complex problems”. [Ref 5: p. 1453] Life cycle models generally are not
originally designed as life cycle models, but rather as a process description of a specif-
ic methodology.

Given that methodologies are dependent on specific process applications, evalua-
tion and comparison of models are difficult. "Alternative paradigms for development
make comparisons difficult because concepts important to one model may not have
any counterparts in another model based on a completely different paradigm”. [Ref 6:
p- 2] The lack of standards in formal definition and description of model design, con-
cepts of implementation, and notation used often leads to misunderstood models.
The vagueness of the models and the misunderstandings of those published unfortu-
nately leads to the development of similar and at times identical models, only defined
differently. "Another problem that surfaces is that experimental evaluation becomes
impossible when actual development practices do not correspond to the models used
to describe and analyze those processes”. [Ref. 6: p. 2]

Another issue is that the software development and acquisition process is un-
manageable. Given the cost constraints discussed earlier, along with developmental
time completion constraints and changing technology, DoD needs a life cycle model

that is generic enough to accommodate the software acquisition needs and specific




enough to meet the software development needs based on available and potential
near-term computer technology.

Boehm describes in [Ref. 4: p. 63] that the first software development model that
was recognized by the computer community was the Code-and-Fix Model. It con-
tained basically two steps: 1) write some code, and 2) fix the problems in the code.
The problems associated with this model werc rapid decay of program structure, poor
support for user’s needs because of the lack of a requirements phase, and growing ex-
pense of the maintenance phase resulting from poor preparation for testing and modifi-
cation. In 1956, the Step-wise Model was introduced. This model stipulated that
software be developed in successive stages (operational plan, operational specifica-
tions, coding specifications, coding, parameter testing, assembly testing, shakedown,
and system evaluation). This model was the precursor to the Waterfall Model, but
was never instituted as a life cycle model in the software engineering community.

3. Waterfall Life Cycle Model

Software development prior to the 1970’s was disastrous. The lack of a stan-
dard model prevented any logical management of software development. Progress in
project development could not be tracked, production costs rose sharply, and rarely
was software efficiently coded or error-free.

In 1970, Dr. Winston Royce introduced the Waterfall Life Cycle Model for soft-
ware development [Ref. 5: p. 1454]. The Waterfall Life Cycle Model is reflected in
Figure 1. This model brought the art of software development into the scientific
realm. The problem-solving approach to software devclopment described the stages

of development from the conception of the need for the software to retirement.

The model clearly defines the stage-by-stage progression of the evolution process of




software development. Each stage is an independent part of the process and
advancement to the next stage takes place when the requirements of the current
stage are completed and well documented. Regression to a preceding stage is al-

lowed by the model, but the software engineer can only regress one level in the mod-
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\ Architectural —\

el.

Design
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Design
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& Maintenance

\_ Implementation W
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Figure 1. Waterfall Life Cycle Model




The Waterfall Model is primarily designed from the software engineer’s perspec-
tive. The user is involved with the requirements analysis phase, but then the user
merely waits for the software product in the implementation phase. The lack of user
interaction in the middle to latter phases of the model usually degrades the require-
ments engineering process. Clear and concise definition of user requirements are nec-
essary to allow engineers to develop software to meet the user’s needs. In addition
to clear and concise definitions, the requirements definition must remain static
throughout the evolution of the software. This is necessary because of the limitations
of regressing to a former stage, particularly after the architectural design phase is
completed.

Since its introduction, the Waterfall Model has guided the thinking of both DoD
and the civilian software industry. "Most "standard" life cycle models that exist to-
day are based on the Waterfall Model". [Ref. 5: p. 1454] The fact that the Waterfall
Model has survived two decades is testimony to its wide acceptance as a sound life
cycle model. But the rapid advancements in computer technology and the software
engineering community’s inability to solve the requirements engineering problems
has driven many researchers to look at alternative life cycle models which will reflect
current technology capabilities and society's growing software requirements.

a. DoD Acceptance Of The Waterfall Model As Its Standard

DoD suffered through much of the 1970’s with software failures and misman-
agement of software development projects. The authors revealed in [Ref. 7: p. 1] that
results of a Government Accounting Office (GAO) study of randomly selected federal
government software development/acquisition projects indicated that, of the dollars

spent on projects in the 1970’s, 29% resulted in delivery of no software, 47% bought




software that was not usable, 19% bought software that required extensive rework
before it could be used (most of which was discarded due to difficulty in maintaining or
modifying it), and only 5% bought software that was either usable as delivered or af-
ter minor modification.

The mounting requirements for software applications in future weapon systems
led DoD to accept the Waterfall Model as the standard for software development and
acquisition in the early 1980’s. Numerous regulations were published, notably MIL-
STD-1679A (Weapon System Software Development, 1983), DoD-STD-2167 and
DoD-STD-2167A (Defense System Software Development, 1985 and 1988 respec-
tively), depicting a life cycle that fits the traditional mold of the Waterfall Model. A
key point to note in DoD’s acceptance of the Waterfall Model as standard policy was
the lapse of at least 10 years before it became the standard. The primary reason for
this is that the process of instituting or changing policy in DoD is extremely regulat-
ed. Another reason for the delay is DoD’s reluctance to introduce innovative meth-
ods that have not been thoroughly tested and evaluated.

b. Problems With The Waterfall Model By Current Technology Standards

Although the Waterfall Model has been in existence nearly two decades and
has become the standard for DoD software development and acquisition during the
last decade, serious problems exist that are considered unacceptable by today’s stan-
dards. The technology is changing so rapidly that often there is incomplete knowl-
edge about software objects, software processes, and available software tools. Often
designers and software engineers do not keep current on advances in their field.
While the technological advances pose problems for current software development

processes, it is not the determinant factor in the community’s elevated interest in




introducing alternative software development methodologies. The major problem lies
in the software engineering community’s frustration and inability to solve the persis-
tent problem of requirements engineering. While there is a resurgence of a need to re-
place the traditional Waterfall Model, the fact is that the methodical foundation and
the scientific approach it brought to the community will forever be the standard from
which new models will be devised.

4. Requirements Engineering ( Past/Present )

Requirements engineering is the process of identifying the user’s require-
ments, systems requirements, and validating the requirements at the time of software
implementation. Prior to Royce’s Waterfall Model, users were often absent during
the entire process. They were usually just a receiver of the software, having to adjust
to its inadequacies. Royce was cognizant of the needs of the user and the importance
of input from the user on his or her needs and requirements. Unfortunately, the envi-
ronment that Royce envisioned to implement his software development process was
only present in theory, not in reality.

a. Requirements Analysis

Royce envisioned the user’s requirements to be clear, concise, and static
throughout the evolution process. In reality, the requirements often were vague and
constantly changing throughout the evolution of the software development process.
An enormous amount of research was devoted to making the identification and com-
munication of requirements clearer. Users claimed that designers could not translate
the stated requirements into software production. Designers claimed that users did
not know what they wanted and were often changing their requirements. The accusa-

tions and extensive research produced voluminous requirements documents that were




confusing to both parties. The common practice was to create the requirements docu-
ment merely to meet the acquisition requirements. Little of the documentation was
actually used in later stages of the development process. The problem still exists.

The problem of users not being able to communicate their requirements is di-
vided into three separate categories: known requirements, unknown requirements,
and technological changes. There are some requirements that are known by the us-
ers, but the art of communicating them to others and transferring those requirements
to paper is a problem that has haunted the software development process from the be-
ginning. There are also unknown requirements that users either don’t consider or are
not apparent until after the requirements document is completed. Advances in com-
puter technology may be unknown to users and designers at the requirements phase.

The underlying problem is that requirements engineering is rarely a static pro-
cess. It is dynamic and does not stop after the requirements phase is completed. The
Waterfall Model doesn’t support the dynamic nature of requirements engineering. If
requirements change, the development process must regress to the initial phase and
the entire process starts over again. This leads to problems in meeting both produc-
ton costs and completion time constraints. The result is late deliveries of software
and severe cost overruns. This is unacceptable to both designers and users.

b. Requirements Validation

Requirements validation is the process of ensuring that the user’s require-
ments are being implew:-2nted as required. In the Waterfall Model, validation is done
at the testing phase and upon delivery of ths system. The validation that is done at
the testing phase is conducted by software engineer testing groups, without the us-

er’s feedback. So, the validation of requirements is based solely on the requirements
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document which is published in the initial phases of the model. The user finally vali-
dates the software after program coding, testing, and implementation. Frequent cost
overruns and late deliveries reflect the problems associated with users validating the
software so late in the process. Errors or misrepresented requirements may not be
recognized until the software is completed. Users are rarely amenable to paying for
software that doesn’t meet their needs. The software industry cannot continue to
survive with unsatisfied customers and a reputation for software cost gouging and
late deliveries of software products.
5. Boehm Spiral Model

One of the most notable attempts to refine the Waterfall Model was Boehm’s
Spiral Model introduced in 1976 [Ref. 7: p. 2]. Boehm explained in [Ref. 4: p. 16] that
the Spiral Model starts with a hypothesis that a particular operational mission could
be improved by a software effort. The spiral process continually tests the hypothe-
sis. At any time if the hypothesis fails the test (for example, if delays cause a soft-
ware product to miss its market windows or if a superior commercial product becomes
available), the spiral is terminated. Otherwise, it terminates with the installation of
new or modified software, and the hypothesis is tested by observing the effect on the
operational versions. This model was moderately accepted by the software engineer-

ing community, but DoD never instituted it as their standard for software develop-

ment and acquisition.

B. OBJECTIVES
The objectives of this thesis are to conduct an extensive survey and evaluation of

proposed alternative software life cycle methodologies and published software life
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cycle models and to determine the most appropriate software life cycie model to sup-
port future DoD software needs and implementation of rapid prototyping methodolo-

gies.

C. ORGANIZATION

A survey of the rapid prototyping process and the alternative software life cycle
methodologies and models will be presented in Chapter II. An analysis and evalua-
tion of the proposed alternative rapid prototyping methodologies will be presented in
Chapter [Il. An analysis and evaluation of the proposed alternative rapid prototyping
models will be presented in Chapter IV. Future DoD software engineering require-
ments are discussed and proposed strategic, near-term, short-term, and long-term

goals are presented in Chapter V. The conclusion is presented in Chapter VI.
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II. RAPID PROTOTYPING

Growing software demands, advances in computer hardware technology, and con-
tinuing frustrations in solving the requirements engineering dilemma have driven the
software engineering community to review existing software development methodolo-
gies and to pursue alternative life cycle models. Research conducted during the past
decade suggests that the most appropriate alternative software development method-
ology is rapid prototyping. The rapid prototyping paradigm is certainly not seen as
the solution to all of the software engineering problems, but offers improvements in
numerous areas. "Rapid prototyping is particularly effective for ensuring that the re-
quirements accurately reflect the real needs of the users, increasing reliability, and re-
ducing costly requirements changes". [Ref. 8: p. 25]

One definition of a prototype is "an original type, form, or instance that serves as a
model on which later stages are based or judged". [Ref. 9] In regard to software de-
velopment, a prototype is an executable model or a pilot version of the intended sys-
tem. "A prototype is usually a partial representation of the intended system, used as
an aid in analysis and design rather than as production software. The construction ac-
tivity leading to such a prototype is called rapid prototyping”. [Ref. 10: p. 1]

The use of prototypes in product development is not isolated to the computer sci-
ence field. Civilian industry disciplines, such as the automotive industry, have used
prototypes for years to define design processes and production line operations. The

home building industry is similar by analogy to the software development process in a
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rapid prototyping environment. Throughout this chapter, comparisons will be made of
the two processes.

The progress of implementation of the rapid prototyping paradigm has not been re-
flective of the word "rapid”". One major reason for the delay is the enormous system
support environment and a specification-based prototyping language that must be de-
veloped, tested, and evaluated. DoD has been very active in the new paradigm
through research funding and in sponsoring rapid prototyping conferences and work-
shops.

The dynamic changes in technology and advances in research have resulted in the
publication of alternative strategic representations of the rapid prototyping paradigm.
Currently there are at least five rapid prototyping methodologies. Unfortunately,
these theoretical methodologies have resulted in few models that provide the degree
of specificity or detail to actually implement rapid prototyping in civilian industry and
in DoD.

This chapter will provide an in-depth discussion of the rapid prototyping process
and the impact of its development. The system support requirements and their effect
on the implementation of prototyping will be discussed. The discussion of the require-
ments engineering process will continue from Chapter 1, concentrating on the present
to future states with respect to the introduction of the rapid prototyping paradigm.
This chapter will conclude with a presentation of the five most notable and researched

rapid prototyping methodologies and three of the published rapid prototyping models.
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A. RAPID PROTOTYPING PROCESS

The rapid prototyping process is more complex than the conventional defini-
tion suggests. The development of a software prototype, under real-time constraints,
differentiates the software industry from other civilian industry prototyping process-
es. "In the rapid prototyping paradigm, the traditional software cycle used in software
design is replaced by an alternative life cycle which consists of two phases, rapid pro-
totyping and automatic code generation”. [Ref. 10: p. 2] Current technology precludes
automatic code generation, but intermediate processes are available to produce par-
tial code generation. In contrast, technology is currently available to implement rapid
prototyping.

The rapid prototyping methodology in a typical feedback loop is presented in Fig-
ure 3 [Ref. 10: p. 3]. Rapid prototyping initially establishes an iterative process be-
tween the user and the designer to concurrently define specifications and require-
ments for the time critical aspects of the envisioned system. The designer then con-
structs a model or, prototype of the system through a high-level specification-
based prototyping language. Janson describes the process in [Ref. 2: p. 3] where the
prototype is a partial representation of the system, including only those critical at-
tributes necessary for meeting users requirements, and is used as an aid in analysis
and design rather than as production software. During demonstrations of the proto-
type, the user validates the prototype’s actual performance against the expected per-
formance. If the prototype fails to execute properly or to meet any critical timing con-
straints the user identifies required modifications and redefines the critical specifica-
tions and requirements. This process continues until the user determines that the

prototype successfully meets the time critical aspects of the envisioned system.
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Following the final validation, the designer uses the validated requirements as a ba-

sis for the design and eventual manual coding of the production software.

Determine Requirements Construct
Requirements »| Prototype
A
Requirements Prototype
Adjustments
Demonstrate
- Prototype - y
Requirements
OK
y
System
Implementation

Figure 3. Rapid Prototyping Methodology

The conventional rapid prototyping process described above has some similarities
with the home building process, as reflected in Figure 4. Both disciplines are focused
on ensuring that users needs and requirements are met within the environmental con-
straints. "Rapid Prototyping has emerged as a solid technique to improve one as-
pect of productivity, that of delivering the right system that will evolve as the user’s
needs change” [Ref. 8] The home builders, in similar fashion, strive to construct a

home that will either appeal to or meet prospective owners needs and requirements.
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ildin Software Development
Environmental Survey/ Requirements Analysis
Prospective Owners Requirements
Architectural "Blueprint” Design Specification Analysis/Design
Develop Small Scale Model Build Software Prototype
Perspective Owner Approves Model Prototype Validation
Construct Home Manual Coding of

Production System Software

Figure 4. Comparison of Home Building and Software Development Processes

The conventdonal rapid prototyping process is seen merely as a skeleton founda-
tion of the proposed paradigm. While the use of prototypes to validate user require-
ments during the initial stages of software development has been positively received,
the manual coding is seen as archaic and needless by many researchers. Computer-
Aided Software Engineering (CASE) techniques provide systematic supporting tools
that meet the real time needs and put the "rapid” in rapid prototyping.

Referring back to the home builders/software developers analogy, the efficient use
of all available resources allow the product to be constructed rapidly. Home builders
rarely build homes from scratch, but rather put together pre-fabricated portions. Simi-
larly, software developers rarely build software from scratch. They often import code
from other software for their specific applications or functions. Recent research efforts
point to reusable software components, stored in a software knowledge base, as the

intermediate stage to limit manual coding and to ultimately achieve automatic code




generation. Figure 5 displays the additions of pre-fabrications/reusable components
in the home builders/software developers analogy.

A computer aided rapid prototyping approach will provide the software designer
with a powerful tool, designed specifically for development of hard real-time or em-
bedded systems. Although the traditional approach may also produce an acceptable
product, rapid prototyping offers significant advantages in several major areas. De-
signing a simplified executable prototype of the envisioned system forces the user
and designer to decompose a complex system into its major components. This pro-
cess creates modules that individuals can easily understand and manage. This modu-
larized design is enforced by a formal, prototyping language based on abstractions of

the systems requirements and high-level constructs.

Home Building re Developmen
Environmental Survey / Requirements Analysis

Perspective Owners Requirements

Architectural "Blueprint" Design Specifications Analysis/Design
Develop Small Scale Model Build Software Prototype
Prospective Owner Approves Model Stakeholder Validates Prototype
Transport Pre-Fab Material to Retrieve Reusable Software
Construction Site Components

Join Pre-Fab Portions Link Reusable Components
Owner Moves In System Implementation

Figure 5. Pre-Fabrications/Reusable Components Comparisons
Janson points out in [Ref. 2: p. 5] that a computer-aided rapid prototyping ap-

proach using a modularized design focuses the designer’s attention on analysis of the
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requirements and specification of the system. At this stage, the designer should con-
cern himself with the architectural decomposition of a complex system rather than be-
coming engrossed with detailed programming efforts inherent in conventional proto-
typing. This approach allows the user to verify requirements and to identify problem
areas early in the development cycle. This verification process eliminates some of the

expensive redesign efforts and increases the user’s confidence in the system..

B. SUPPORT SYSTEM FOR RAPID PROTOTYPING
The speed at which the rapid prototyping paradigm is instituted may very well be
dependent on the development of the necessary support system. "An automated sup-
port system environment is essential for the rapid construction of prototypes”. [Ref.
10: p. 29] There has been a considerable amount of research on prototyping tools
which will comprise the support system environment. One perspective of what the
environment should contain is the notion of a prototyping center. A generic list of
tools that the prototyping center should include are presented in Figure 6 [Ref. 11].
Researchers agree that a prototyping system must provide tools that fulfill these
basic requirements. A Text Editor is required to provide word processing functions
during the program code generation, documentation, and modification. The Data Base
Manager is required to manage a reusable software component knowledge base. A
Procedural Language Program Generator is vital to fulfill the automatic code genera-
tion goals of the paradigm and to manage the enormous components
library. Teleprocessing is vital, especially considering the enormmous databases
and the increased importance on meeting real-time constraints. Some commercial

software feature automatic Screen Generators. Screens are becoming standardized
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and can be automatically generated from the user’s screen specifications. The Dictio-
nary Maintenance Tools are necessary to insure the interface between designers, pro-
totyping languages, and the knowledge base. The Non-Procedural Report Writer is
similar to a data flow generator which will provide the historical development of the
software. The Interactive Query Language is the communication link between design-
ers and the system (e.g., when retrieving reusable software components). Finally,
the Documentation Generator is essential considering the poor reputation that pro-
grammers have of documenting software and the problems associated with interpret-
ing the computer generated code. Each of these tools have been, and will continue to
be, topics for independent research. The intent of covering the generic tools is to pro-

vide emphasis of the complexity of the support system.

A Text Editor Dictionary Maintenance Tools

A Data Base Manager A Non-Procedural Report Writer
A Procedural Language Program An Interactive Query Language
Generator

A Teleprocessing Monitor A Documentation Reporter

A Screen Generator

Figure 6. Prototyping Center Tools

Although there has been quite a bit of research on the tools required for the new
rapid prototyping paradigm, there has been very little research published on a com-
plete and theoretically sound prototyping system. There have been many subsets,
but the most complete published rapid prototyping support system is the Computer
Aided Prototyping System (CAPS), at the Naval Postgraduate School. CAPS will be

20




discussed in more detail in section D.1 during the discussion of CAPS Rapid Prototyp-
ing Model.
The development of independent support system tools is innovative and complex.
It is unlikely that the software engineering industry will implement a complete proto-
typing system in the near future. Just as software development is a dynamic process,
the development of the prototyping tools is also dynamic. Advances in computer
hardware technology, particularly in the progress of concurrent and parallel process-
ing, will play a major role in the prototyping tools development process. Improve-
ments in operating systems environments will also be important. There has been
some debate over the requirement for a specific prototyping language. These areas
will be discussed as future considerations for the implementation of the rapid proto-
typing paradigm.
1. Prototyping Language
There is not agreement on whether a new prototyping language is necessary to
implement the new paradigm. The researchers that reject the need for a prototyping
language are primarily in the Management Information Systems (MIS) environment
and have small scale applications. One such application is a public accessing kiosk
used by Aetna Life and Casualty, which is executed on a MaclIntosh Computer Sys-
tem. The authors of [Ref. 12] discard the additional requirements for a prototyping
language and state that mere understanding of the system will enable the production
of prototypes. They contend that existing relational data base languages are ade-
quate to develop the prototypes for their applications. The specifications are
validated by using a storybook technique of displaying the prototypes on a wall in hi-

erarchical fashion. While this approach may be relevant in some cases, the need for a
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prototype on such small scale applications is suspect. The rapid prototyping para-
digm is intended theoretically for large real-time systems, which fit the majority of
DoD's current and future software needs.

"The languages used in the CASE paradigms differ from the languages used in
traditional software development because of the need for supporting a higher level of
automation at the early stages”. [Ref. 13: p. 1] The only existing programming lan-
guage that has the potential to support rapid prototyping is DoD’s programming lan-
guage Ada. Though Ada lacks adequate semantic qualities and specification-based
requirements. some researchers, such as Dr. Winston Royce, feel that modifications
to the existing language would provide the language requirements necessary to sup-
port the rapid prototyping paradigm. If Ada is modified, two serious concerns are
raised. The first and most important is DoD’s willingness to support the proposed
modifications and handle the additional problems associated with maintaining and ret-
rofitting existing DoD software. The second is whether, after the modifications are
made, there will be any resemblance to the present Ada language. This concern sup-
ports the need for a new prototyping language. However this is resolved, the lan-
guage that will support the new paradigm must be formal and must contain both speci-
fication and design based features.

Dr. Berzins explains in [Ref. 13: pp. 2-3] that a formal language is a notation
with a clearly defined syntax and semantics. Formal languages are critical compo-
nents of a CASE environment because they are needed to achieve significant levels of
computer-aided design with currently feasible technologies. Automated tools are
capable of detecting structure in a notation only if the structure has been formally de-

fined, and of responding to aspects of its meaning only if the me. 'ing of the aspect
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has been formally defined. The tools applicable to informal notations usually treat
them as uninterrupted text strings, which limits the tools to bookkeeping functions,
such as version control. Notations with a formally defined syntax, but informal se-
mantics can support tools sensitive to the structure of the syntax, such as pretty
printers and syntax-directed editors. If both the syntax and semantics of a special
purpose language have been fixed and are clearly defined, it becomes possible to cre-
ate automated tools for analysis, transformations, or execution of the aspects of the
software system captured by the language and its conceptual model.

Dr. Berzins points out in [Ref. 13: p. 5] that formal specification languages are
the basis of CASE. An adequate specification language will have the maximum ex-
pressive capability and formalism for supporting mechanical processing of software.
To fully support the CASE requirements, integration of the specification language, de-
sign language, and prototyping language are necessary. The main purpose of a speci-
fication language is to define the interface or to record a specification. A specification
is a black-box description of the behavior of a software system or one of its compo-
nents. A black-box description explains the behavior of a software component in
terms of the data that crosses the boundary of the box, without mentioning the mecha-
nism inside the box. The design language defines the structure of the system.
A design is a glass-box description of a software system or component. A glass-box
description gives the decomposition of a component into lower-level components and
defines their interconnections in terms of both data and control. A specification says
what is to be done and a design says how to do it.

Prototyping languages are designed to produce executable prototype versions

of the production system, to be able to demonstrate the real-time constraints, and to
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record and test interfaces and interconnections. The prototyping language defines the
executable model of a system by using both black-box and glass-box descriptions. A
prototyping language has no obligation to define detailed algorithms for all compo-
nents of the system as long as it is descriptive and produces an executable proto-
type. It supports simple and abstract system descriptions, locality of information, re-
vse, and adaptability at the expense of execution efficiency. Dr. Luqi presented a
survey in [Ref. 14] of two specification-based languages, MSG (MeSsaGe) and
SPEC (SPECification Language); and a specification/design-based language, PSDL
(Prototyping System Description Language).

MSG is a specification language which is useful for functional specifications.
MSG is based on the actor model of computation, where actors are independent ac-
tive elements that interact solely by sending each other messages. The MSG specifi-
cation is defined through an algorithm which uses the actor modules and primitive con-
structs. Experience has shown that MSG is a relatively simple language that is
learnable by both experienced and novice programmers. MSG is a formal tool allow-
ing system designers to abstract specifications and to communicate design decisions
to each other without getting bogged down in implementation details.

SPEC is a language for writing black-box specifications defined in the functional
specification and architectural design of the software system. It is designed to simpli-
fy the design and description of large systems without introducing details of the exter-
nal structure. It assists the analyst in constructing a simple conceptual model for the
intended system and to establish and maintain its conceptual integrity. Based on the
evert model of computation, SPEC uses predicate logic to define the basic behavior of

the modules, defined concepts, and an inheritance mechanism that is needed mostly
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for specifying large systems. SPEC has precise semantics and a simple underlying
model and has been found to sufficiently support mechanical processing.

MSG was the foundational specification language from which SPEC evolved.
The major improvements with SPEC are the ability to integrate time into the underly-
ing model, the development of an inheritance mechanism, and the improved locality of
information.

PSDL is a combination of specification and design based languages designed to
support rapid prototyping. It supports the specification of the requirements for the
system and functional descriptions for the component modules. It is designed to han-
dle hard real-time constraints and is based on a simple computation model that close-
ly resembles the designer’s view of real-time systems.

Currently compilers and hardware technology do not allow distinctions between

. different types of languages discussed above. As programming languages become

more advanced and hardware technology improves, the probability of complete inter-

action between hardware and software systems will increase. This advance-
ment will produce a more efficient implementation of the rapid prototyping paradigm.
A prototyping language appears necessary. DoD’s interest and investment in Ada
point to the need to build the prototyping language to interact with Ada or be built up-
on it.

The issue of whether one prototyping language will be sufficient to meet all the
rapid prototyping needs of the future is currently not resolved. Historically we have
found that one language does not meet all software development needs.
The effectiveness of the prototyping language will be its ability to interact with the

. tools of the prototyping environment. Since there currently exists only one published
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prototyping environment, CAPS, it is difficult to determine if the prototyping language
of CAPS, PSDL, is capable of handling all applications of future software develop-
ment. PSDL appears to be sufficient to handle the underlying requirements of CAPS,
and therefore appears to be a good candidate for an acceptable language from which
the new rapid prototyping paradigm can be implemented. Since PSDL is currently be-
ing written primarily in Ada, it is acceptable to DoD. This is based purely on theory
and further evaluation will have to be conducted once the tools and CAPS is fully de-
veloped to determine if it truly meets the needs of DoD.
2. Operating System Considerations

There has been a lot of research on how to conduct rapid prototyping. The prim-
itive prototyping tools currently being introduced by industry have raised new con-
cerns in the computer science community. One issue that is rarely discussed in the
research of rapid prototyping is how operating systems will support the new CASE
tools, reusable software components knowledge bases, and portability. There are
two main reasons why this issue is not included in current research papers being pub-
lished. The most significant reason is that UNIX operating systems and Sun Work-
stations are currently used for the design and construction of the prototyping tools in
academic environments. The other reason is that until hardware architecture is capa-
ble of paralle]l processing, there doesn’t appear to be any significant change to the cur-
rent design of operating systems. Therefore, the current environment is believed to
be stable enough to get prototyping into the field and more importantly on the market.

It is clear by the term "rapid" that the intent of the methodology is to "rapidly”
construct an executable prototype from which requirements validation can be

achieved. Theoretically, this should greatly reduce the current problems associated
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with requirements engineering. But what are the costs associated with this method-
ology? This question can be answered by looking at the system environment that af-
fects real-time constraints. The prototyping tools will affect real-time systems. An-
other element of the methodology is to reduce the amount of human coding by imple-
menting automatic code generation through reusable software components.

Another area to consider is how the operating system will manage the resources
necessary to support rapid prototyping. With regard to real-time constraints, one
could conclude that multiple processors are required. Single processor systems do
not optimize the development process and prevent the process from meeting its true
real-time constraints. Concurrent and parallel processing thus become desirable.
Rapid prototyping on these powerful operating systems is highly desirable. However,
many research problems have to be addressed before it becomes practical. "As hard-
ware architecture advances to support parallel processing, it is believed that modifica-
tions can be made to existing prototyping environments to allow processes to run
in parallel". [Ref. 1]1: p. 8] The major impact that parallel processing would have on
rapid prototyping is the improvement in prototype production time, moving closer to
meeting true real-time constraints.

Bell Labs’ UNIX operating system has gained popularity industry wide, as well
as in DoD, as the best operating system to support rapid prototyping. One important
aspect of UNIX is that it supports concurrency and encourages a tool oriented building
block approach to program design. Its resource management, in terms of memory
management and input/output mechanisms, is more than adequate for the require-
ments of prototyping. Paging is an efficient means of managing memory in support of

not only the prototyping tools, but also in anticipation of linking reusable software
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components from knowledge bases. Currently, UNIX supports fixed-sized paging
and uses a first-fit placement strategy. Even though fixed-sized paging and first-fit
strategies are subject to memory waste, the benefits outweigh the added costs of in-
creased overhead associated with managing variable-sized paging and best-fit place-
ment strategies. In addition to the stable environment that UNIX’s fixed-sized pag-
ing offers, the sufficient number of system calls to increase memory for large process-
es offsets the disadvantages of having fixed-sized pages.

The UNIX-based Sun Workstation is another reason why UNIX is the indus-
try’s apparent choice for rapid prototyping. The Sun Workstation is an integrated
system which has access to all the library functions and applications pointed out as
advantageous in the UNIX operating system. The Sun Workstation provides each
process with its own private protected virtual address space. It has internal proces-
sors that operate within the UNIX operating system. It offers multi-user and
multi-tasking which facilitates designer needs in constructing prototypes.

One popular aspect of the Sun Workstation is the attractive user interface ca-
pabilities. The multiple windows, icons, and other sundry interface facets likens the
environment to the MacIntosh environment without the PC limitations. This is impor-
tant because users are generally not computer scientists and therefore are considered
novices who have shown great acceptance to the user interface applications.

So, current operating systems technology appears to be suitable for supporting
many of the prototyping tools being built. CAPS is currenty being built using Sun
Workstations. Although these CAPS tools are being built on a smaller scale than
theoretically proposed, it appears that the UNIX operating system is capable of sup-

porting them individually. The issue is not whether the independent prototyping tools
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can be built on current existing systems, but how the operating system will handle al-
locating the resources required once the tools are integrated.

To highlight the problem, consider how Ada constructs are used to link packages
to build programs. The programmer declares what packages are to be retrieved and
linked to other declared packages. The Ada compilation process is criticized by many
as too slow in comparison to other programming languages. Now consider the added
requirements to constructing the program by using CAPS. However, since the tools
perform tasks that must be done manually using other languages, a fair comparison
must include manual processes.

The designer declares the specification of the component to be retrieved from the

knowledge base. The specifications are then put through the syntax-directed editor

to ensure that specifications are syntactically correct. At this time there are portions
of PSDL, the reusable software components, and the syntax-directed editor that are
residing in real memory. As the components are retrieved and placed in real memory,
the graphics editor must also be in real memory allowing the data flow diagrams to be
developed or modified. So now there are at least four major prototyping tools in real
memory, all executing concurrently. An additional strain is the input/output mecha-
nisms that are being tasked by each of these processes and the use of costly resourc-
es. It is clear that the operating system has a much greater task of managing resourc-
es with CASE tools.

UNIX has been supporting versions of Ada with relative success, but it is no
secret that end users are less than satisfied with the excessive time required for pro-
gram compilation. This is an important aspect as Ada constructs offer many of the ba-

sic fundamental operations that rapid prototyping requires. The generic template,
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instantiation in Ada can be used for retrieval of and linking reusable software compo-
nents from a knowledge base.

The database management strategies and the tools designed to retrieve and
link reusable software components play an important part in meeting real-time con-
straints, but how the system manages memory and input/output operations also af-
fects the speed by which the prototype can be built. There is speculation that the cur-
rent technology will be able to support reusable software components, but the reality
is that the software methodology has not yet been implemented. Although the soft-
ware engineering community might be initially satisfied, for the sake of getting an ini-
tial version, if the implementation suffers some of the same problems that Ada lan-
guage suffers, the industry will fall short of meeting its rapid prototyping goals.

Although there is no analytical evidence to support whether current operating
systems can support the implementation of reusable components, there are concerns
about whether creating excessive strains on the system may result in slower sys-
tems and possibly force a reevaluation of current technology. The primary reason for
the absence of discussion concerning operating systems in researching reusable soft-
ware components is due in part to the relative success of Ada and UNIX, as well as
to the intense research into database management and design to support the imple-
mentation. The paradigm calls for the tools to operate with the concurrency associat-
ed with the input/output operations of retrieving and linking reusable software
components. Current small scale productions, which are being used as prototype ver-
sions of the production prototyping system, are functioning efficiently but independent
of any other tools or knowledge bases. As the tools are integrated, the system’s ef-

ficiency and speed of production likely will be an important issue. The question that
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needs answering is how much decreased efficiency is acceptable not only today, but
in the future.

Since the industry is using operating systems in addition to UNIX, the issue of
tools being designed and built on different operating systems strikes at the core of
real-time constraints. The performance of a tool on a non-UNIX based system may
be very different, faster or slower, than the performance of a tool on a UNIX based
systems. This is assuming that the prototyping tools can run on other operating sys-
tems. There is a lack of research on this issue. This is mainly due to the economic
push to get prototyping into the market with current technology. Another important
reason is that tools have not been developed to the point that they are ready to be in-
tegrated with other tools, let alone with other operating systems.

The UNIX operating system has continually been upgraded and newer versions
unveil more efficient means of managing resources and supporting hardware architec-
tures. It is predicted, by many leading researchers, that production level prototypes
are at least a decade away. Current tools take one to two and a half years to build.
How many versions of the UNIX operating system will evolve during either of these
development periods is unknown. It is certainly an issue worthy of further research to
ensure that we don’t find ourselves "recreating the wheel" ten years down the road.

The current technology of operating systems, especially with UNIX based sys-
tems, is theoretically adequate to support the rapid prototyping paradigm. It is
definitely adequate to support the near-term goal which is to build the independent
prototyping tools to support the new environment. It is unclear whether the short-
term goal of integrating the tools on a small scale prototyping environment can be

supported with the current system. In all probability, the environment will be
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adequate, even if industry must modify the goals of the paradigm. This modification is
driven by the economic incentives for industry to produce a working prototyping sys-
tem environment. The long-term goal of having executable rapid prototyping environ-
ments supporting reusable software components, automatic specifications, design,
and coding is many years away.

"As processor architectures have nearly reached their limit in so far as cycle
times are limited by the speed of light, the next area of improvement in Computer Sci-
ence will come from parallel processing”. [Ref. 15: p. 50] It may be the case that par-
allel architecture arrives first. As soon as a parallel architecture is available, operat-
ing systems will have to undergo revision. Since this is a very real possibility, the
portability and maintenance of our existing or developing prototyping system will
have to be modified, at least, and very possible reworked. Even though industry wel-
comes the dynamic situation, DoD should take a firm stance now on the commitment
to rapid prototyping.

3. Software Maintenance

"Software maintenance is a very broad area that includes error corrections, en-
hancements of capabilities, deletion of obsolete capabilities, optimization, and adapta-
tion of changes in operating environments”. [Ref. 16: p. 1128] With software mainte-
nance accounting for well over half of the current software costs, any new software
development methodology must account for an efficient software maintenance method-
ology. The current methodology of software maintenance is presented in Figure 7.

The authors explain in [Ref. 16: p. 1128] that the first phase of the maintenance
process consists of program analysis. The second phase consists of generating a par-

ticular modification proposal to accomplish the implementation of the maintenance
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objectives. The third phase consists of accounting for both logical and performance
ripple effects as a consequence of program modifications. The fourth phase coisists
of testing the modified program to ensure that the modified program has at least the
same reliability as before.

The modifications of phase 3 are generally considered the most expensive of the
software maintenance costs. The modifications are responses to requirements
changes. These enhancements may be planned or unplanned. "It is the unplanned en-
hancements that are the most expensive because they tend to affect larger parts of
the system than with planned changes". [Ref. 17: pp. 2-3]

Dr. Luqi claims in [Ref. 17: pp. 3-4] that the new rapid prototyping paradigm can
help to reduce the growing software maintenance costs. The improvements in the re-
quirements engineering process, particularly in the requirements analysis phase,
should reduce the costly unplanned enhancements. Prototyping can help reduce main-
tenance costs by making the original requirements conform closely to the real needs
of the users. Systems that correctly implement an accurate set of requirements have
lower maintenance costs because there are fewer surprises when the system is put
into actual use. Rapid prototyping also helps reduce corrective maintenance by ensur-
ing the system design is capable of meeting the systems performance before substan-
tial effort is spent on system implementation.

The CASE prototyping tools that are vital elements of the new rapid prototyping
environments should help to decrease the costs. The tools can increase the leverage
of the prototyping strategy by reducing the effort that must be spent by the designer
in producing and adapting a prototype to the perceived user needs. The automation of

the prototyping process enhances the interaction between the users and designers,
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and in resolving unplanned enhancements early in the prototype process rather than

after the production system is completed.
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Figure 7. Software Maintenance Methodology

C. REQUIREMENTS ENGINEERING (Present/Future)

Requirements engineering has received much attention in the 1980’s and undoubt-
edly will continue to be a target for research in the 1990’s and beyond. Requirements
engineering in the rapid prototyping paradigm enhances the requirements engineering

process of the traditional life cycle model. The need for users to communicate their
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requirements to designers and for requirements documentation still exists. The major
improvements will be how the requirements are implemented into the software, how
the requirements are validated and tested, and how the rapid prototyping model han-
dles changing requirements and enhancements.

1. Requirements Analysis

As noted in 1.4.A, requirements analysis in the traditional model is mired in
problems that have been very difficult to solve. "Prototyping is most applicable as a
software development approach when understanding the problem is a problem - that
is in domains where problems are ill structured and poorly understood”. [Ref. 18: pp.
211-212] It is not likely that an optimal requirements analysis process will ever be
achieved, primarily due to the dynamic state of software demands and computer tech-
nology. But significant improvements can be achieved in the near future which will
make software production more efficient and amenable to user’s needs.

New methods of conducting the requirements analysis process are being evalu-
ated and the communication problems between users and designers have decreased.
The new methods demand more group interaction between users and designers. The
use of group discussion leaders, usually consisting of junior level/middle-level
management from the software industry, has proven successful in defining the us-
er’s requirements and ensuring that the designers understand the needs of the us-
ers. Software Storming is one of the new methods that is presently being implement-
ed at the Mitre Corporation [Ref. 19].

Software Storming is based on the brainstorming problem-solving technique.
The process incorporates experts into the initial design and implementation phases of

a system, thus combining knowledge engineering with the latest advances in
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software development technology and workstation hardware. "Recent evaluations of
the software storming process have produced a more functional prototype in four
months than the conventional methods do in two years". [Ref. 19: p. 39] The soft-
ware storming process is presented in Figure 8 [Ref. 19: p. 40). The difference be-
tween the software storming process and the conventional prototyping process is the
speed at which the storm process can be completed. The storming process results in
an initial prototype and the follow-on phase takes the initial prototype and makes it
executable.

The Mitre Corporation used the storming process on a U.S. Army sponsored
communication system software project [Ref. 19]. The software product was deliv-
ered in a greatly reduced amount of time and at a fraction of the cost of developing
comparable software under the conventional means. The results are encouraging, but
also subject to speculation. This experiment reveals that if the development time and
cost can be reduced without the aid of CASE prototyping tools, then the proposed rap-
id prototyping paradigm should reduce development time even more. The scope of the
project is subject to speculation. The project involved networking in a mobile sub-
scriber equipment system. It was a relatively large system, but was supported by
abundant technical specifications and was similar in context to the basic networking
theory of Computer Science. For this reason, the ability to meet the determined time
constraints of the storming phase is subject to speculation. The other issue is wheth-
er the industry and users can devote the dedicated time required by the storming pro-

cess and how this devotion will affect software production costs in the future.
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It is apparent that through the successful experimentation of new methods, such
as the storming process, requirements analysis stages in the future will be oriented
on group dynamics and some form of brainstorming techniques. This is definitely a
positive move and can be supported by the sociological experiments of the 1970’s and
carly 1980’s with group dynamics. The ability to define requirements in the require-
ments analysis stage will be greatly enhanced by the process of group (users and de-
signers) discussion forums and with executable prototypes.

2. Requirements Validation

The greatest impact that the rapid prototyping paradigm will have on the re-
quirements engineering process is improvements in requirements validation. As dis-
cussed in 1.4.B, the conventional life cycle model allowed the initial requirements vali-
dation to proceed without the designers in the testing phase, and with the participa-
tion of the users only after the software product is complete and delivered. Results of
surveys and experience from the 1980’s have shown that requirements validation so
late in the software development process is costly. Rapid prototyping moves the ma-
jority of the requirements validation process up into the requirements analysis phase.
This has three major objectives. One is that the users are given the responsibility of
validating the executable prototype to ensure that their needs are reflected in the ini-
tial versions of the software. The second objective is to reduce production costs.
By validating the prototypes so early in the process, the costs associated with mak-
ing modifications or enhancements are reduced because the prototype is on a smaller
scale than the larger production system. The ripple effects are reduced and therefore
maintenance costs are greatly reduced. The last major objective is that before the

software goes into the production phase, requirements validation is for the most part
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complete, and the validation increases the probability of user satisfaction upon deliv-
ery. Although requirements validation continues throughout the software develop-
ment process, with validation of the software upon delivery, discrepancies in stated
and executed requirements should be minimal. This enhancement to the requirements
engineering process will improve the traditional process, but will not provide the opti-
mal solution. The problem of dynamic requirements changes, particularly during the
system implementation phase, will have to be addressed. The task of regressing to
the requirements phase in the rapid prototyping paradigm is much easier and less
costly than to do the same in the traditional model. Although the mechanics of re-
gressing back to early stages is improved, the problem of meeting delivery deadlines
becomes a concern. While the optimal solution may not be cumrently avail-
able in research publications, the tremendous improvements made in the rapid pro-
totyping paradigm certainly rejuvenates the computer community’s hope for achieving
that goal.

D. ALTERNATIVE SOFTWARE ENGINEERING LIFE CYCLE

METHODOLOGIES AND MODELS

The current problems associated with the traditional Waterfall Life Cycle Model
have resulted in the need for an alternative software engineering life cycle model.
The problems of the traditional model have been presented in Chapter 1. The new
rapid prototyping paradigm has been represented in generic terms in the previous sec-
tions of this chapter. There are, however, differing perceptions on how to implement
the new paradigm. There are five different methodologies for implementing the new
paradigm. These methodologies cover the spectrum of the ability to implement the
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paradigm in the near-term, short-term, and long-term with regard to computer tech-
nologies.

Each of these methodologies are supported by valid scientific and problem-solving
means. Unfortunately, the extensive research and publication of these methodologies
has resulted in only three published rapid prototyping life cycle models. There may
be more models being developed, but they are either only locally published in academ-
ic institutions or have not been completed. Undoubtedly we will see more models, es-
pecially as the current published models near implementation and undergo evaluation.

1. Alternative Methodologies

"A methodology is the system of principles, practices, and procedures applied to
any specific branch of knowledge". [Ref. 8] With respect to software development,
these methodologies are the global or strategic principles of how the proposed para-
digms should be modeled for implementation. The architects of these alternative
methodologies do not refer to them as life cycle models. They evolve into life cycle
models, as did Dr. Royce’s Waterfall Model. Any one of these five methodologies
raay become the software life cycle model of the 1990°s or in the next century. The
most probable is that an integration of two or more will eventually be the standard for
software development of the future.

a. Rapid Throwaway Prototyping Methodology

The authors noted in [Ref. 7: p. 5] that the rapid throwaway methodology ad-
dresses the issue of how to ensure that the suftware product being developed will
meet the user’s needs. An informal representation of the rapid throwaway prototyp-
ing methodology is presented in Figure 9. The rapid throwaway prototyping approach

is to construct a “"quick and dirty" partial implementation of the system prior to
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(or during) the requirements stage. The potential users utilize this prototype for a pe-
riod of time and supply feedback to the developers concerning its strengths and weak-
nesses. The feedback .s then used to modify the software requirements specification
to reflect the real user’s needs. At this point, the software developers can proceed
with the actual system’s design and implementation with the confidence that they are
building the "right" system (except in those cases where the user’s needs evolve).
An extension of this methodology uses a series of throwaway prototypes culminating

in full scale development.

Requirements Analysis
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¥
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Y
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Figure 9. Rapid Throwaway Methodology
The objective for rapid throwaway prototyping is to improve the requirements

engineering process. This methodology does not specifically address the procedures
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following the requirements phase, but it is implied that it would follow the same gen-
eral stages as the traditional model. The functionality of the prototype is merely to
define the requirements and design features to meet the user’s needs. The prototype
will not be used as actual coded software in the production system. The implementa-
tion of this methodology can be seen as a near-term goal, given the development
and implementation of the prototyping tools that allow the rapid development of the
throwaway prototypes.
b. Incremental Development Methodology

The authors explain in [Ref. 7: p. 6] that the incremental development meth-
odology is a process of constructing a partial implementation of a system and incre-
mentally adding functionality or performance enhancements. This methodology
reduces the costs incurred before an initial capability is achieved, provides a means of
evaluating the functionality developed earlier, and allows the blending of evolving us-
er’s needs with future planned increments of the system . An informal representation
of the incremental development methodology is presented in Figure 10.

When an incremental development methodology is used, the software is delib-
erately built to satisfy only a subset of the total requirements. However, it is con-
structed in such a way as to facilitate the incorporation of both remaining and new re-
quirements, therefore providing a more adaptable system. The target objective for
this methodology is also the requirements engineering process. By developing the
prototypes incrementally, the requirements and design of the software are refined and
the incremental prototypes are validated by the users at each progressive stage in
the development. The increments are relatively small, replicating a step-wise refine-

ment process. Just as in the rapid throwaway methodology, the prototype is not used
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in the actual production system, but is used merely to explicitly define the require-
ments and design. The incremental development methodology attempts to produce ia-
cremental prototypes of every possible requirement or set of requirements. It is much
more effort intensive than the rapid throwaway methodology, but the explicit defini-

tion of requirements and design features facilitate ease of coding during the system

implementation phase.
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Figure 10. Incremental Development Methodology
¢. Evolutionary Prototyping Methodology
The authors noted in [Ref. 7: p.7] that the evolutionary prototyping methodolo-
gy is a combination of the rapid throwaway prototype (except we keep the prototype)
and incremental development. An informal representation of the evolutionary proto-
typing methodology is represented in Figure 11. This methodology has been viewed
as a way to climinate the formal written requirements specifications. In evolutionary

prototyping, the initial efforts focus on the development of an evolvable architecture,
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as well as a part of the system functionality which meets a known set of require-
ments. The executable prototypes are then used operationally by the users in order
to understand the remaining requirements better. Evolutionary prototyping differs
from incremental development in that we do not initially understand all the require-
ments and need to experiment in an operational environment to learn them. With in-
cremental development we understand the requirements but implement them in sub-
sets of increasing capability. Also, evolutionary prototypes tend to focus on the
best understood points of the system and build upon strengths, whereas throwaway
prototypes focus on those aspects that are least understood. The development of ev-
olutionary prototypes (which evolve into operational systems), is not necessarily
"rapid”, since reliability, adaptability, modularity, and performance are required in an
operational system, and are major time consuming development features.

The evolutionary prototyping methodology is more efficient than the two former
methodologies since it uses the prototypes as part of the production system and
re-coding does not have to be done. This reduces the possibility of program coding
errors or design differences from the actual prototype the user validated. The method-
ology should result in a production system that more closely meets the user’s require-
ments and needs and should be less costly in terms of production. The process of de-
veloping an evolutionary prototype is very complex and tool dependent. The imple-
mentation of this methodology is more of a short-term goal of the computer industry,
with the actual development of the prototyping system symbolizing the fuel that pro-

pels its implementation.
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Figure 11. Evolutionary Prototyping Methodology
d. Reusable Software Component Methodology

The authors mention in [Ref. 7: p.7] that few programmers construct soft-
ware programs entirely from scratch. They use portions of existing software to per-
form particular functions or applications rather than rewriting code over and over
again. Even so, the software industry has been properly accused of continuously rein-
venting the wheel. A reusable software methodology will reduce development costs
and increase reliability by incorporating previously developed and proven designs and

code into new software products. An informal representation of the reusable software
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methodology is presented in Figure 12. The benefits of reusing components would be
shorter development schedules (less new design, code development, and less
first time testing) and more reliable software (by using components that have been
previously "shaken down".

The reusable software methodology is theoretically sound and extremely im-
portant to the successful implementation of the rapid prototyping paradigm. However,
there is a cost associated with developing this. methodology. The reusable software
components must be written in a common language that allows adequate interface
when components are linked. The issue of what language to write the components
in has been discussed in some publications, but it appears that since DoD is a major
proponent in the software development industry, Ada is the most logical choice. As
discussed earlier, a specification-based prototyping language is required to enable
definition of specifications and retrieval of the reusable components from the software
base. The development of the knowledge base is a complex task and the interface be-
tween it and the prototyping language is critical. Because each depend on the other,
there appears to be a deadlock in their independent development. Another issue is
memory availability and how to store and manage the monstrous software component
library necessary to support the rapid prototyping paradigm. Through research efforts
in the artificial intelligence ficld, expert systems will inevitably contribute to the suc-
cessful implementation of reusable software components.

e. Automated Software Synthesis Methodology
The authors explain in [Ref. 7: pp. 7-8] that automated software synthesis
is a methodology whereby requirements or high-level design specifications are trans-

formed into operational code. An informal representation of the automatic software
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synthesis methodology is represented in Figure 13. The transformation process may
be directed by algorithmic or knowledge-based techniques. Each generation of soft-
ware engineering researchers applies the term software synthesis to one language

"higher” than the one currently used in programming. Thus, when machine language
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was used, software synthesis referred to the automatic translating of assembly lan-
guage into machine code (now called assembly). Later it referred to the translation of
a higher-level language into machine code (now called compilation). Now it refers to
the translation of very high-level languages (VHLL’s) into machine code. As a de-
signer, potentially even the user, recognizes the requirements; they are specified in
some type of VHLL and the system is automatically synthesized. The focus of activi-
ty is in the simple specification of requirements and the installation and operation of
the system. The design, coding, and integration activities would all be accomplished
automatically. This methodology would have two dramatic effects: 1) development
time would be greatly reduced, and 2) development costs would be reduced so much
that adapting old systems would rarely be more cost-effective than re-synthesis of
the entire system.

The automatic software synthesis methodology is very complex and currently
not possible to implement. Since it is dependent on computer technology that is not
currently available and since it features automatic code generation, it is unlikely that
this methodology will be achievable any time soon. The rapid prototyping paradigm
will possibly be instituted using one of the other methodologies, or a combination of
two or more, and that automatic software synthesis will be the second or third gener-
ation of rapid prototyping.

2. Alternative Models
A model is a simplified description of a real world phenomenon. The models are
usually more specific and detailed in their descriptions of how the methodology is to
be implemented. There currently are only three published rapid prototyping models;
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CAPS Rapid Prototyping Model [Ref. 8], IPS Software Process Model [Ref. 20}, and
the Generic (SDME) Model [Ref. 21].
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Figure 13. Automa..c Software Synthesis Methodology
a. CAPS (Computer Aided Prototyping System) Rapid Prototyping Model

"CAPS, is being developed to improve software technology, and will aid the
software designer in the requirements analysis of large real-time systems by using
specifications and reusable software components to automate the rapid prototyping
process”. [Ref. 22: p. 66] The CAPS rapid prototyping model was initially based on
the iterative prototyping model (Figure 14) [Ref. 23: p. 14). The iterative prototyping
model is similar to the incremental development methodology. More recent publica-

tion of the CAPS prototyping model reflects an integrated methodology consisting of
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evolutionary and reusable software methodologies. The CAPS prototyping model is
represented in Figure 15 [Ref. 22: p. 67].

CAPS has an extensive tools support system which is presented in Figure 16
[Ref. 23: p. 15]. The main subsystems of CAPS are the user interface, the software
database system and the execution support system.

The user interface provides facilities for entering information about the re-
quirements and design, presenting the results of prototype execution to the user,
guiding the choice of which aspects of the prototype to demonstrate, and helping the
designer propagate the effects of a change.

Dr. Luqi explains in [Ref. 23: p. 17] that the software database system con-
sists of a design database, a software base, a software design-management system,
and a rewrite subsystem. The design database contains the PSDL (Prototyping Sys-
tem Description Language) prototype descriptions for each software development
project using CAPS. The software base contains PSDL descriptions and code for all
available reusable software components. The software design-management system
manages and retrieves the versions, refinements, and alternatives of the prototypes
in the design database and the reusable components in the software base. The re-
write sub-system translates PSDL specifications into a normalized form used by the
design-management system to retrieve reusable cbmponcnts from the software base.

Dr. Lugi describes in [Ref. 23: p. 17] that the execution support system con-
tains a translator, a static scheduler, and a dynamic scheduler. The translator gener-
ates an executable framework that binds together the reusable components extracted
from the software base. The translator’s main functions are to implement data

streams, control constraints, and timers. The static scheduler allocates time slots for
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operators with real-time constraints before execution begins. If the allocation suc-
ceeds, all operators are guaranteed to meet their deadlines, even with worst-case ex-
ecution times. As execution proceeds, the dynamic scheduler invokes operators with-
out real-time constraints in the time slots not used by operators with real-time con-
straints.

The Computer Aided Prototyping System is currently being developed and ex-
tensive research has been and is currently being conducted into all of the prototyping
tools, the PSDL language, and evaluations of the system with regard to advancing
computer technology. CAPS has been well documented in numerous publications, and
is the most clearly defined model of the currently published rapid prototyping models.

2. IPS (Integrated Prototyping System) Software Process Model

The IPS Software Process Model is currently being researched and implement-
ed at Southern Methodist University. The IPS model is based on the evolutionary
and reusable software components methodologies. "The model differs from the tradi-
tional approach in that it concentrates on the hard problems of system development,
namely; requirement  specification and design rather than  coding.
Equally important, validation, evaluation, and hardware/software trade-off analysis
are all part of the prototype development process”. [Ref. 24: p. 10] The foundation for
the model is depicted in Figure 17 [Ref. 24: p. 9].

The prototyping process i “ocused around the software design phase. The re-
quirements analysis process does not change and the specifications phase changes
only to support the increased activity in the design phase. "The IPS model replaces
the software design phase of the traditional life cycle model with three phases: con-

structing a design, executing (testing) the design, and translating the design into a
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high level language program”. [Ref. 20: p. 1] The IPS model design phase is depict-
ed in Figure 18 [Ref. 24: p. 10]. The main idea is if the software design can be tested
and validated, then an automatic program generator would produce a high level lan-

guage program from that design.

Requirements Specification/ Code
Design

Maintenance

Figure 17. Process Model For Software/System Evolution

Yin and Tanik describe the ideal software design environment to support the IPS
model in {Ref. 20: pp. 1-3]. The environment is depicted in Figure 19 and described
below:

a. The uniform design representation: A good design representation is
used for expressing design decisions precisely and the uniform form makes the design
representation be capable as a medium integrating design construction, design test-
ing, and design translation. The uniform design representation for this model is De-
sign Object Description Attribute Notation (DODAN).

b. Swmtic analyzer: The analyzer performs static dependency analysis of
the software design, such as data dependency, control dependency, etc.

¢. Executor (simulator/interpreter) : The main function of the executor

is to expose the behavior of the software system being designed and to detect the
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design errors. Exposing system behavior in the design phase can provide users and
designers early feedback, reducing the cost of changes to implementation.

d. Automatic program generator : After testing the design, the desired
high level language program can be automatically generated from the design, the
design functionalities guaranteed to be reserved. Direct modification on code is
not necessary.

e. Design component base : The design component base management
stores and retrieves previously designed software components. Each design compo-
nent in the base is described in the uniform design representation. The design compo-
nent base management supports directly design maintenance and reusability.

f. User interface : The main function of a user interface is to provide
communication between the designer and the design environment. The user interface
offers the following facilities:

1. Design acquisition : The design acquisition consists of graphics
tools and editors (user friendly editors). The editors cooperate with the multiple
design representations and graphics tools, such as dataflow-oriented editor, state
machine-oriented editor, language-oriented syntax-directed editor, etc. All these
editors take different external design representations as inputs and convert them into
the uniform design representation. The designer can choose an editor supporting the
design methodology he is familiar with.

2. Testing display : The testing display shows the prototype execu-
tion or the interpretation of the design. The display may be a time chart indicating the

system state changes or the desired system behavior like dialogue, input/output, etc.
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3. Analysis display : The analysis display shows the results of the
static analysis as the designer required.

4. Project output : The program generated based on the current status
of the design can be retrieved by the designer.
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Figure 18. Detailed Process Model
The ideal software design environment, though purely generic, is a clear represen-
tation of what the authors envision as the necessary environment to support the IPS

model. The same structural model, only reproduced with the IPS prototyping tools
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and language replacing the generic descriptions are depicted in Figure 20 [Ref. 20: p.
S]. The IPS model environment is called Design Activity Agent (DAA).
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Figure 19. IPS Software Process Model Design Environment
The authors describe the components of DAA in [Ref. 20: pp. 3-4] and how they
correspond directly with the generic descriptions depicted in Figure 19.
a. DODAN : DODAN is the uniform language used in DAA.
b. ART graphic window : This facility implements the analyzer.
c. Interpreter : This interpreter corresponds to the executor.

d. Ada specification generator : This is one of the instances of translators.
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Figure 20. IPS Software Process Model Design Environment
e. ART knowledge base : This knowledge base implements the design

component base.
f. User interface : The DAA window management combining with ART
window management as well as the ZMACS editor constructs the DAA
user interface.
The authors explain in [Ref. 25: pp. 1-3] that DAA allows the user to construct a
software design in DODAN by using the ZMACS editor, save the design in a file, re-
view, and analyze the design. DAA runs on ART (Automated Reasoning Tool) 3.0

installed on a Texas Instruments L.plorer under software system 3.1. ART is a
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software tool-kit for building expert systems, and has three major components: ART
language, ART inference engine, and ART programming environment. The software
information is represented in either frames or rules, the hierarchical structure viewed,
manipulation of software information by firing rules, saving, and retrieving the soft-
ware information.

The majority of effort expended thus far in research and implementation of the IPS
model is focused on the design phase. The prototyping process is separated into two
phases. The first phase is to prototype the design by using DAA, and then construct-
ing a prototype using the automatic program generator. The design prototype process
is explicitly defined in [Ref. 20] and (Ref. 25]. The process of how the executable pro-
totype will be developed is still being researched and is not currently defined. It can
be inferred from the description of DAA that a complete set of requirements could be
prototyped since the transformation of design-level code to high level programming
code is unlikely to be discriminant.

3. Generic (SDME) Model

The Generic (SDME) Model is based on the premise that there are few concep-
tual differences between the traditional Waterfall Life Cycle Model and the proposed
rapid prototyping paradigm. Instead the two models are merely seen as different ap-
proaches to accomplishing the same end. The Generic Model is presented in Figure
21 [Ref. 21: p. 15].

The Generic Model divides the traditional Waterfall Model into generic phases.
The development portion of the model consists of the generic phases, analysis, de-
sign, and implementation. The management and support functions are generally

grouped independently as maintenance, retirement, project management, and quality




assurance. The development portion is further broken down into two domains, prob-
lem and solution (Figure 22) [Ref. 21: p. 15].

The generic structured development method is illustrated in Figure 23 [Ref. 21:
p. 15]: the primary work flow occurs from left to right. Analysis is a decomposition
process. Basic objects and transforms are defined in the problem domain. Then these
objects and transforms are decomposed to a sufficient level of specificity that allows
the desired behavior within the problem domain to be defined. "Each method has a
different approach towards developing the set of symbols with which to define the
problem, but the methods all converge on several classes of generic deliverables at
the end of the analysis". [Ref. 21: p. 15]

Tyron points out in [Ref. 21: p. 15] that all development methods deliver some
form of a static model of the problem domain which describes and'defines the objects
and the relationships within the problem domain. Analysis also creates a dynamic
model which describes the permissible behavior of the objects within the problem do-
main. The behaviors or transforms are also defined in terms of the symbols devel-
oped in the static model. Examples of portions of the dynamic model are data flow dia-
grams and state transition diagrams.

Tyron claims in [Ref. 21: p. 16] that design is a process of architecture and syn-
thesis. Design takes the products of analysis, the static, dynamic, and constraint
models, and attempts to build a class of solutions to the defined problem. It repre-
sents the point of shift from a problem-oriented perspective to a solution-oriented

perspective .
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Figure 21. Generic Life Cycle View of The SDME

Tyron explains in [Ref. 21: p. 16] that design consists of the activities that yield
a template for the implementation of the problem. These activities are the creation of
a general system architecture of design. This framework must be of sufficient

strength to handle both the dynamic and static models yet satisfy the requirements of

the constraints model.
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depending upon the method. Once the overall design architecture is chosen, the task
of design is to distribute the static model into the architecture. The dynamic model is
mapped onto the distributed static model in a way that best meets all of the restraints

found in the constraint model.

Problem Domain Solution Domain

Analysis Design Implementation

Figure 22. Problem vs. Solution Orientation

General
1 Analysis Design Implementation
) Dccomposmon: Synthesis Instance
Specific

Figure 23. Generic Development Flow

Tyron mentions in [Ref. 21: p. 17] that implementation takes the various
"pieces" of the design and builds them using actual devices (e.g., languages, hard-
ware, operating systems, DBMS's, etc.). The system is an instance of the design.

The system is then tested to ensure that its actual behavior is within the acceptable
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deviation from the desired behavior. The tested system is then put in place within an
organization accompanied by the appropriate training of the users.

The generalization process of going from general to specific, or from specific to
general, is one of the description tools that the author of [Ref. 21] uses to explain the
similarities and differences between the traditional model and the iterative prototyp-
ing model. In the traditional model (Figure 24), the software development process
fluctuates between generality and specificity. The iterative prototyping model (Figure
25), displays a more fluid transition through the development process, but never gets
very specific. If the requirements are vague, then the lack of specificity allows the
stated requirement to match up closer to the implemented requirements. If the re-
quirements are clear and concise, the semi-specific implementation will not reflect the
stated requirements. To account for the different conditions, a hybrid model (Figure
26) is presented. "The hybrid model basically starts out with an iteration of a proto-
type in order to clarify the desired behavior and then proceeds into the traditional
model". [Ref. 21: p. 17] The strategy of how the transition occurs from the process
to the traditional model is not discussed. The methodology of how the proto-
types are to be built is not discussed either. It appears that the Generic (SDME)
Model is attempting to use a version of the rapid throwaway methodology to enhance

the requirements engineering process.

E. SUMMARY
The rapid prototyping paradigm offers many advantages to the software develop-
ment process. Throughout this chapter, we have highlighted the major advantages,

as well as some of the complex issues that are still being researched.  The survey of
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the methodologies revealed a progressive means of implementing the rapid prototyp-
ing paradigm. Some of the methodologies are capable of being implemented now,
while others require more research and advances in technology to permit implementa-

tion. Two of the surveyed rapid prototyping models, CAPS Rapid Prototyping Model

[Ref. 8] and IPS Software Process Model [Ref. 20], display conceptually similar de-
sign features, while the Generic Model [Ref. 21], is more conventional in its ap-
proach. The survey of the models revealed that regardless of how diverse the ap-
proaches are to implementing rapid prototyping, they all require more research and

are "slow" in development.
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1. EVALUATION OF PROPOSED RAPID PROTOTYPING
METHODOLOGIES

Since the rapid prototyping paradigm is still relatively new , an evaluation of alter-
native software life cycle methodologies and models is necessary for a few reasons.
One reason is to determine if recent research proposals fulfill the requirements and
goals of the new paradigm. Another reason is to determine what is achievable now
and what will be achievable with future advances in computer technology. The third
reason is to provide a baseline from which recommendations can be made on how to
manage rapid prototyping to meet DoD’s software development needs. It should be
noted that these reasons are not an exhaustive list, but do capture the intent of this
thesis.

The evaluations of the methodologies and models require different evaluation crite-
ria from each other. - The evaluation criteria for the methodologies will be focused on
how well they meet the strategic goals of the proposed paradigm. The evaluation cri-
teria are 1) prototype development, 2) use of reusable software components, 3) evolu-
tionary prototype production, 4) meeting user needs, 5) time, activities, and effort,
and 6) implementation outlook. Some of the evaluation criteria for the methodologies

cannot be evaluated because there are no detailed descriptions.

A. EVALUATION CRITERIA DESCRIPTIONS
Prior to evaluating the rapid prototyping methodologies, the evaluation criteria need

to be more clearly defined . Since the methodologies are strategic descriptions of how
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to implement the new paradigm, the evaluation criteria is focused on their respective
design features.

Prototype development : This criterion addresses the efficiency with which the
prototype is constructed and the effect the prototype has on requirements engineer-
ing. This criteria also addresses the effect the methodology has on the ability of us-
ers to validate the stated requirements as well as the changing requirements.

Use of reusable software components : This criterion addresses whether the
methodology encourages the use of reusable software components in its prototype
construction. The criteria also addresses whether the production system is manually
coded or whether the use of reusable software components encouraged.

Evolutionary prototype production : This criterion addresses whether the de-
veloped prototype results in a production system or is used primarily for the purpose
of validating requirements in the requirements engineering process.

Meeting user needs : This criterion evaluates how well the methodology meets
user needs with respect to on-time delivery and meeting the user requirements. This
approach to evaluating the methodologies was presented in [Ref. 5] and [Ref. 7].
The experimental data to support this evaluation is anticipatory rather than factual,
but it does provide an interesting perspective on how the methodologies might per-
form in relation to user needs.

The user needs are evolutionary and increase over time. A representation of the
user’s needs is presented in Figure 27 [Ref. 5: p. 1455]. The authors note in
[Ref. 7: p. 4] that although these needs are shown as a linear function, in actuality,

the function is neither linear or continuous. The time scale on the x-axis should be
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assumed to be non-uniform, containing areas of compression and decompression, and

the units on the y-axis are assumed to be some measure of amount of functionality .

user
needs

XH=yZO0O~E0ZCm

TIME

Figure 27. Evolution of Stakeholder Needs
Figure 28 [Ref. 5: p. 1455] depicts what happens during software development us-

ing the traditional life cycle model. The authors explain in [Ref. 7: p. 4] that at time to

the need for a software system is recognized, a requirements baseline is established,

and a development effort commences. At time t;, the development effort has pro-
duced an operational product, which satisfies neither the current t, needs (evolved
from baseline ¢; needs), nor the old ty needs due to poor understanding or misinter-

pretation of those needs during implementation. The product undergoes a series of

enhancements (between times t; and t3) which eventually enable it to satisfy the
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original t; requirements (at t)) and then some. Ultimately, at time t3, continued en-

hancement is no longer cost-effective and the decision is made to build a new sys-
tem. The cycle repeats itself with the establishment of a new requirements baseline

at time t5, and the initiation of a new development effort, to be completed at time t, .
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Figure 28. System Functionality Shortfall
The authors point out in [Ref. 7: p. 4] that several useful metric’s for comparing
and contrasting development methodologies have been derived from this depiction of
user’s needs versus systems capabilities. These metrics are portrayed graphically in
Figure 29 [Ref. 5: p. 1456] and are described below :
Shortfall - A measure of how far the operational system at any time t, is from

meeting the actual requirements at time t.
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Lateness - A measure of the time that elapses between the appearance of a new
requirement and its satisfaction. Of course, recognizing that new requirements are
not necessarily implemented in the order in which they appear, lateness actually mea-

sures the time delay associated with achievement of a level of functionality.

actual system capabilities
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Figure 29. Development Methodology Comparison Metrics

Adaptability - The rate at which the software solution can adapt to new re-
quirements, as measured by the slope of the solution curve.

Longevity - The time during which a system solution is adaptable to change and
remains viable, i.e. the time from system creation to system replacement.

Inappropriateness - The shaded area between the user needs and the solution
curves, and thus captures the behavior of shortfall over time. The ultimately

“"appropriate” model would exhibit a zero area, meaning that new requirements are in-

stantly satisfied.
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Time, activities, and effort : This criterion evaluates a three-dimensional view
of the software development process with respect to time, activities, and effort ex-
pended. This evaluation criteria was also presented in {Ref. 5] and [Ref. 7). It too
lacks the experimental data, but the essence of the evaluation focuses on each stage
of development.

In the traditional life cycle model, the step-by-step or stage-by-stage refinement
process gives the impression of being one-dimensional and oriented only on time.
Figure 30 provides a single dimension view of the traditional life cycle model [Ref. 7:
p. 2). "This one-dimensional interpretation has been carried forth into DoD software
development standards, industry standards, technical writings, reference books, ard
attempted application to software projects”. {Ref. 7: p. 2] The problem with a one-di-
mensional view of software development is that the dynamic nature of the process is
not necessarily a step-wise refinement. Each phase or sub-process, which is inher-
ent to any of the methodologies, remains ongoing throughout the process until the
software is retired or replaced.

To better see the overlapping of the phases or sub-processes, a two-dimensional
perspective of the software process is helpful. Figure 31 shows a  two-dimen-
sional view of the traditional life cycle model [Ref. 7: p. 2]. Tke activitiesand time
perspective on two adjacent axes provides a clear perspective of how the different ac-
tivities interact and the relationships between these activities and time. The shaded
areas represent the activity in each stage with respect to time.

The authors claim in [Ref. 7: pp. 2-3] that by using this model, other activities
such as planning , quality assurance, configuration management, and test and evalua-

ton, that occur during a systems lifetime can be more appropriately labeled.
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The following are some suggested stages: definition, development, and opera-
tion/maintenance. It is important to understand that there is not always a clean de-
marcation between stages. For instance, there is normally a period at the end of the
development when the system is being installed, modified, and accepted. In the case
of multiple site installation, this deployment period may take several months or even
years. The first system installed may be in operational use long before the last sys-
tem is delivered. Thus, there is an overlap between the beginning of the opera-

tion/maintenance stage and the end of the development stage.

Require- Design Develop Test " Operate
ments and
Maintain
- Time -

Figure 30. Single Dimensional View of the Traditional Life Cycle Model

The authors explain in [Ref. 7: p. 3] that this two-dimensional view of the life cy-
cle helps depict the overlapping and continuous nature of software development relat-
ed activities. However, understanding the interrelationships and interactions of the
activities is difficult without some depiction of the level of effort required for each ac-
tivity relative to time. This third axis (dimension) depicts the "effort” needed to com-

plete the model. Figure 32 depicts this third dimension with only the "concept of
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Figure 31. Two-Dimensional View of the Traditional Life Cycle Model

operations” activity completed. This depiction is not representative of any
particular project; however it attempts to point out the reality of software develop-
ment. The activity level for "concept of operations” is highest in the definition time
frame, dropping off as the RFP is released and proposals are prepared. The activity
level normally increases during the development in parallel with the system require-
ments reviews and software design reviews when additional insight is provided into
the actual system and a rethinking of the concept of operations occurs. This increase
normally occurs again during the system acceptance testing and then periodically

throughout the operation and maintenance of the system.
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Figure 32. Third Dimensional for Effort Added to Model

This three-dimensional view of the software development process with the pro-
posed rapid prototyping methodologies will provide a clearer perception of just how
much effort is expended compared to the traditional life cycle model. The actual
three-dimensional views may be revised once the methodologies are implemented in
a model, or if the methodologies are integrated. If two or more of the methodologies

are integrated, the three-dimensional view should show some improvements.

B. RAPID THROWAWAY PROTOTYPE METHODOLOGY

1. Prototype Development

The "quick and dirty” partial implementation (prototype) of the system provides

a tool to facilitate one facet of requirements validation. The prototype allows the user




to validate a partial set of the requirements. The construction of the prototype is not
as well defined, which leads to some concerns about the usefulness of the methodolo-
gy.

The authors in {Ref. 7: p. 5] claim that the requirements engineering process dif-
fers slightly from the traditional life cycle model in that the prototype is constructed to
allow the user the opportunity to validate some of the requirements early ia the soft-
ware development process and give the developers the confidence that they are build-
ing the "right" system.

The partial set of requirements would imply that a small-scale prototype, one
which represents user-interface features and possibly limited implementation fea-
tures, would meet the intent of the methodology. However, it was noted in Chapter II
that the more complex a system gets and the more interactions between major func-
tions and modules, the more susceptible the system is to rippling effects. With this
in mind, there are concerns over whether the prototype will truly represent the sys-
tem as it will look and act upon implementation. Surely, the prototype will be unable
to represent the real-time constraints of the system. Therefore, the usefulness of
this prototyping methodology for large real-time systems is suspect.

Given a small-scale system, or a simple large scale system in which implemen-
tation is not very complex, the methodology could be useful. The rapidly constructed
prototype would allow users to validate whatever requirements they feel are most im-
portant. If the users are concerned about user-interface features (i.e., screen dis-
plays, windows, icons, etc.), then the prototype could serve as a useful validation

tool.
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If the user wants a prototype of a complex requirement or a representation of an
integrated set of requirements, then the prototype does not make much sense. The
prototype is only a partial version of the system, therefore it is not detailed enough to
give users a true representation of performance. Another aspect is that the prototype
is not used in the production system, and designers would rather devote the time to
coding the complex requirements than in developing a partial prototype. So for small-
scale systems or dominant user-interface systems, the methodology has some merit.
Given a clear and concise set of requirements that would remain static over the period
of development, then the rapid throwaway prototype is useful. But as discussed in
earlier chapters, this is a rarity rather than the norm.

The discussion of the home building industry in Chapter II probably best explains
this methodology. The small-scale model that architects and designers construct is
to allow potential home-owners the opportunity to see what the home will look like
when completed. The scaled down model is not detailed to the point of showing every
feature, but only features that the architects feel are most important to the potential
home-owners. Another similarity is that none of the model will be used to construct
the house. If the potential home-owners want a different style roof or front window,
the architect will note the enhancement and include it in the design of the home. But
neither the restructured roof or front window of the model will go onto the constructed
home. Once the scaled-down model is approved, the changes to the architectural
plans are made and the model is not used again. A similar process is used in this
methodology where the scale model corresponds to the prototype, the architect corre-

sponds to the software designer, and the potential home-owners with the users.
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2. Use of Reusable Software Components

The methodology of constructing a "quick and dirty" prototype assumes that
the prototype could be manually coded. The methodology does not treat reusable
software components as a necessary feature. However, if reusable software compo-
nents were utilized in the construction of the prototype, then the "quick” part of the
process would be enhanced. Since none of the code from the prototype will be used in
the production system, the often confusing task of translating previously written code
is not a problem.

It would be very inefficient to spend the time manually coding the prototype, and
then not use it again as production coding. So if this methodology is to be utilized and
be as efficient as possible, the use of reusable components would appear to be a nec-
essary enhancement.

3. Evolutionary Prototype Production

The title of this methodology implies that evolutionary prototype production is
not an issue. The prototype is not intended to be used beyond the requirements anal-
ysis phase of the requirements engineering process. This may seem inefficient
considering the entire software development process, but it does enhance the require-
ments engineering process of the traditional life cycle model. Unfortunately, because
it is not evolutionary, the problem of the dynamic stages that software development
go through, the enhancements gained early in the process could be overrun by the
changes later in the process.

4. Meeting User Needs
This methodology makes some strides in closing the gap of "inappropriateness"

in the traditional life cycle model. Figure 33 represents the theoretical gap between
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user needs and rapid throwaway methodology [Ref. 7: p. 6]. The authors
explain in [Ref. 7: pp. 5-6] that the rapid prototype itself is shown as a short vertical

line proving limited and experimental capability soon after time t;. It is not connected

to the "system" functionality line, as it is thrown away. However, use of the proto-
type leads to a clearer understanding of the requirements sooner than the traditional
written requirements specification method. Therefore greater functionality can be de-
livered sooner than with the traditional approach. There is no reason to believe that
the use of the rapid prototype alone will increase the length of time during which the
product can be efficiently enhanced without replacement. Therefore, this period of

time for evolution or enhancement of the rapid prototype-based development (e.g., t;

to t3) is the same as for the traditionally developed product. =~ When the system
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Figure 33. Rapid Throwaway Methodology vs. Traditional Life Cycle Model
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is replaced, use of the rapid prototype can again be delivered sooner, having the over-
all effect of decreasing the area of “inappropriateness”.
§. Time, Activities, and Effort

The three-dimensional representation of the rapid throwaway methodology is
depicted in Figure 34 [Ref. 7: p. 5]. The significant efforts in the carly stages of each
phase contribute primarily to the development of the prototype. The leveling off of ef-
fort across all the stages is mostly a result of the validated requirements from the pro-
totype and the designers having a better understanding of what the user "really”
wants.

The authors claim in [Ref. 7: pp. 5-6] that the effort expended in this methodol-
ogy appears to be greater than with the traditional life cycle model. The additional ef-
fort of up-front stages reflects the fact that the prototype is manually coded. The in-
creased effort following the validation is slightly more than with the traditional model
because the system needs to be re-coded and the requirements that were validated
from the prototype must be more strictly met. Although the effort expended is greater
both in prototype development and in production system coding, the effort appears
more evenly distributed on the latter stages, because of more fluid development, in
contrast to radical changes to the developing software. Even with these improve-
ments, the effort expended up front in developing the prototype is far too excessive for
its intended purpose. Considering that all that effort is spent on only a partial repre-
sentation of the requirements and that the prototype will be thrown away, the efficien-

cy of the methodology from this perspective is not acceptable by today’s standards.
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Figure 34. Three-Dimensional View of Rapid Throwaway Methodology
6. Implementation Outlook

The rapid throwaway methodology is achievable now, given the absence of
reusable software components. The prototype could be constructed manually, reliev-
ing the need for many of the tools in the prototyping center. Obviously, the addi-
tion of using reusable software components extends its implementation window out
to near-term range, depending on the development of the required tools and research
into reusable software components.

Since it is achievable now, the methodology can be viewed as a first-generation
methodology. The software industry has two perspectives to consider. The first is to
get prototyping "on board’. This methodology appears promising. It enters a new

generation of software development without deviating greatly from current
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development practices. So from this perspective, the hard-line, experienced software
developers would be more comfortable with introduction of this methodology. On the
other hand, the excessive effort that needs to be expended may tum away some de-
velopers that are skeptical of the prototyping paradigm in the first place. It is not logi-
cal to accept the extra work required just to get a partial set of requirements validat-
ed early. It is primarily the developers that can’t see the forest for the trees, that will
criticize this methodology and probably will lobby hard for its abolishment. If it is in-
troduced as a first-generation prototyping methodology, the point needs to be made
that rapid throwaway is only an initial representation of the new rapid prototyping
paradigm and will serve to remedy some of the existing problems associated with the
traditional life cycle model.

C. INCREMENTAL DEVELOPMENT METHODOLOGY
1. Prototype Development

The incremental development methodology accomplishes everything that the
rapid throwaway methodology does, only in more detail and more efficiently.
The incremental process of representing the most difficult requirements first, followed
by the simpler ones provides the users with a better perspective of how the system
will look upon delivery. Whether it is more efficient to start with the more difficult re-
quirements first, or with the simpler ones, is subject to debate and is primarily depen-
dent on the complexity of the system and the expertise of the developers. It is unlike-
ly that the computer science community will ever agree on this subject, so any effort

expended here would be meaningless. But the systematic prototype development
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process of starting at one extreme and working towards the other is an enhancement
to the rapid throwaway methodology.

The level of detail that the prototype will be able to represent also eniiances the
requirements validation process. The user is provided the opportunity to see a larger
subset of the requirements implemented in the prototype, rather than only a "dirty"
set as in the rapid throwaway methodology. The prototype also can provide a better
estimation of the production cost, and whether or not real-time constraints will be
met. Since the prototype is not evolutionary, the cost of building the prototype in the
detail that is provided, should resemble the relative costs associated with coding the
production system. The implemented construction also allows the former require-
ments to be integrated with new or changing requirements in the < namic develop-
ment process.

2. Use of Reusable Software Components

This methodology does not specifically include the use of reusable software
components. However, just as with the rapid throwaway, this methodology can inte-
zrate the reusable software components methodology to make the construction of the
prototype and production coding more efficient. Since the prototype is not used as the
production code, the process of manually coding both the prototype and the production
system is terribly inefficient without the prototyping tools and environment to facili-
tate the use of reusable software components.

3. Evolutionary Prototype Production

The incre.nental development methodology does not use the prototype after vali-

dation. The effort expended in building both the prototype and production system

greatly affects the cost of the software and in meeting the required delivery times.
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4. Meeting User Needs
Figure 35 represents the incremental development methodology in comparison
with the traditiona! life cycle model {Re2f. 7: p. 6). The authors note in [Ref. 7: p. 6]
that the initial development time is reduced; the initial functionality (A) is less
than for the traditional approach (B); and the average slope of the functionality line
(A-C) is higher than for the traditional approack (B-D), indicating increased adapt-
ability. The stair-step implies an intention to develop a series of well-defined, dis-

crete, incremental builds of the system.
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Figure 35. Incremental Development vs. Traditional Approach
The improvements in the area of inappropriateness is reflective of the increased

ability to integrate changing requirements or needs and by allowing the users the
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opportunity to validate a larger subset of the requirements through the use of the in-
crementally developed prototypes.
5. Time, Activities, and Effort

Figure 36 provides the three-dimensional view of the incremental develop-
ment methodology [Ref. 7: p. 6]. The authors point out in [Ref. 7: p. 6] that the ef-
fort expended in defining the requirements analysis phase is still substantial, and is
comparable to the rapid throwaway methodology. But as the requirements are incre-
mentally developed, the effort is reduced because the more complex requirements are
done first. So, the declining peaks of effort are reflective of the more simple (well de-
fined) requirements integrated with the more complex ones. After the more complex

requirements are developed,  the major effort used is for making the necessary changes
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Figure 36. Three-Dimensional View of Incremental Development
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or enhancements based on the users validations of the prototypes. Because the com-
plex (not clearly defined) requirements are prototyped up front, there is a significant
amount of effort expended in designing the architecture for the entire syvstem. The in-
cremental, but relative consistency of the coding efforts, as well as the installation
and operations/maintenance activities, are reflective of the improvements in the re-
quirements validation activity of the requirements engineering process.

Another enhancement that this methodology offers is the ability to validate par-
ticular modules of a system and proceed into the next phase (production coding) while
the other modules of the system are being prototyped and validated. Not all systems
can take advantage of this, given the dynamic nature of the development process, but
in some cases it may apply. This enhancement could be very effective, if applicable, in
meeting delivery deadlines and thus in satisfying user’s needs sooner.

6. Implementation Outlook

The incremental development methodology can be partially implemented now.
To fully meet its potential and the goals of the new paradigm, the methodology
is most probably a short-term goal. The integration of reusable software
components into this methodology is essential if wide acceptance is to be gained The
prototyping tools and their associated environment must be built to support this
methodology. Once the environment is in place, the incremental methodology can be

implemented given current technology.
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D. EVOLUTIONARY PROTOTYPING METHODOLOGY
1. Prototype Development

The evolutionary prototyping methodology develops its prototypes in a similar
fashion as the incremental development methodology. The prototype is incrementally
built, but the simpler requirements are prototyped first, followed by the more complex
ones. The same debate holds here as to which technique is more efficient. Intuitive-
ly, building upon known (simpler) requirements or strengths seems more logical than
tackling the unknown (complex) requirements first. But this is merely intuitive and
there are some logical arguments to support the other technique as well.

The most appealing enhancement that this methodology offers is that the proto-
type serves as the production system. The benefits of not having to build a produc-
tion system from scratch after the prototype is validated should save on many re-
sources (time, cost, maintenance, delivery rates, etc.). The positive side affect of this
is that the users validate the prototype and production system at the same time. The
user, in essence, validates the system as it is being developed and there is no chance
of replication errors as in the rapid throwaway or incremental development methodolo-
gies. The probability of user dissatisfaction should be considerably reduced, and in ar-
eas where the dissatisfaction occurs, the user is not surprised and is aware of the
problem or shortfall prior to delivery. Does this solve the requirements engineering
dilemma? Not necessarily! The software development process is still very dynamic
and requirements may change, even after a particular prototype representation has
been validated by the user. But this methodology seems to allow for the dynamic con-
ditions, more so than the other two methodologies already surveyed. The process of

making enhancements is much more efficient that in the traditional life cycle model.
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There are some costs associated with the advantages gained through this meth-
odology. "To use the prototype as the production system will require an intensive
prototyping tools environment to support its RAMP (Reliability, Adaptability, Main-
tainability, and Performance)”. [Ref. 7: p. 7] The other cost is time. The tirac-con-
suming effort involved in not only constructing the prototype, but simultaneously de-
veloping the design architecture for the operational system places the “rapid" intent in
jeopardy. That is why the prototyping tools environment is so essential to ttic imple-
mentation of this methodology. |

2. Use of Reusable Software Cbmponents |

The use of reusable software components in this methodology is not specifically
noted, but just as in the previously surveyed methodologies, their integration into this
methodology appears essential. This is especially important given the complexity of
the development process and the enormous time-consuming factors involved. Since
the prototype will serve as the production system, the use of reusable software: com-
ponents makes great sense, especially considering the enhancements and rainte-
nance efforts involved. The use of reusable software components will certainly bring
the time issue closer to meeting the "rapid" intent of the methodology and the goals of
the new paradigm.

3. Evolutionary Prototype Production

The methodology supports the evolutionary process of providing an executable
prototype that will serve as the production system. The efficiency of not duplicating
efforts in developing software is moving closer to full automation. Although :jnc}t opti-
mally fulfilling the potential of automation, the manual efforts are considerably reduced

and those that still exist in some respects complement the automation process. |
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4. Meeting User Needs
Figure 37 represents the evolutionary prototyping methodology in comparison
to the traditional life cycle model [Ref. 7: p. 7]. The authors note in [Ref. 7: p. 7] that
the figure shows the initial prototype emerging early in the development, followed by
a period of continuous functional expansion though the exploration of new areas of us-
er needs, while simultaneously refining the previously developed functions. As a re-
sult, the solution evolves closer and closer to the users needs. Eventually, it too will

have to be redone or undergo major restructuring in order to continue to evolve.
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Figure 37. Evolutionary Prototype vs. Traditional Approach
The authors explain in [Ref. 7: p. 7] that as with the incremental development
approach, the slope (line A-C) is steeper than the Traditional model (line B-D) be-

cause the evolvable prototype is designed to be far more adaptable. Also, the line
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A-C in Figure 36 is less stepped than line A-C in Figure 34 because of the replace-
ment of well-defined and well-planned system builds with a continuous influx of new
and perhaps experimental functionality.
5. Time, Activities, and Effort

Figure 38 represents the three-dimensional view of the evolutionary prototyping
methodology [Ref. 7: p. 7]. The authors claim in [Ref. 7: p. 7] that the initial proto-
type can be done quickly and the requirements effort minimized, as the best under-
stood parts of the system are being implemented. Thus, the decrease in requirements

effort up-front.  But notice the increase in effort of the design phase (up-front), due
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Figure 38. Three Dimensional View of Evolutionary Prototyping Methodology
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mainly to the need to architecturally design the operational system. Each succeeding
increment is tackling more difficult problems, but only in small pieces; thus the activity
levels after the initial prototype are relatively constant and overlap significantly.

The increases in effort in the latter phases of the development, though relatively
constant, are worthy of discussion. The extra effort is a result of the enhancements
being made on the initial prototype as changes are made. Since the prototype is being
designed as the production system and the operational overhead that is entailed to
achieve this requires more effort, the overall effort is increased. Also, because the
prototype is also operational, the enhancements will be made on larger and more de-
tailed modules. This is in contrast to the partial sets of requirements that the former
methodologies provided.

6. Implementation Outlook

The future implementation of this methodology is greatly dependent on the de-
velopment of the prototyping tools environment. This dependency on the support sys-
tem will push implementation out beyond the incremental development methodology’s
implementation. Since the need of more intensive prototyping tools delays implemen-
tation, it is more realistically a short-term goal. It is important to note that the delay
in implementation does not contribute to apprehensions toward the implementation of
the new paradigm by the software industry, rather it is contributes to the void exist-

ing in the software prototyping tools environment.
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E. REUSABLE SOFTWARE COMPONENTS METHODOLOGY
1. Prototype Development

This methodology is strictly an implementation feature rather than an indepen-
dent process. The utilization of reusable software components affects the effort of
and efficiency with which the prototype is constructed. For this reason, reusable soft-
ware components should not be viewed as a "stand-alone” methodology, but should
be integrated into the other methodologies previously surveyed. The utilization of re-
usable software components in both development of prototypes and production sys-
tems (in rapid throwaway and incremental development methodologies) makes the
coding process more efficient and provides a near-term context for introducing a first
generation automatic code generating system.

The development of the prototype using reusable software components does not
enhance the requirements validation process. The users can equally validate proto-
types that are manually coded or coded using reusable software components. But the
effort involved from the designer’s or developer’s perspective is reduced and the pro-
totype can potentially be developed more quickly.

2. Use of Reusable Software Components

The two main issues involved are how software reliability should be improved
and debugging effort should be reduced for the parts of the system built from reusable
software components. Intuitively, the function of managing the components library
and retrieving functions should coincide with current DBMS (Data Base Management
Systems) technology. The problem is that current DBMS technology is based on re-
lations and is not compatible with the requirements of reusable software compo-

nents. Therefore, the need for a prototyping language that is both specification-based
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and design-based is necessary to fill the void in current DBMS technology. The de-
velopment of a new language is both complex and time-consuming. The management
of the reusable software components library focuses on organization and storage
space. Both of these solutions to the problems are achievable given current and near-
term technology, but the tasks of constructing, testing, and organizing the compo-
nents will not be something that will be completed in the near-term future.
3. Evolutionary Prototype Production

The use of reusable software components can produce executable prototypes
that serve as production systems. The major differences are how reusable compo-
nents are used in the methodologies, the level of detail required in developing the pro-
totype, the architectural design requirements, and the constraints that the compo-
nents must meet.

4. Meeting User Needs

Figure 39 represents the reusable software components methodology in compari-
son with the traditional life cycle model [Ref. 7: p. 8]. The authors point out in [Ref. 7:
p. 7] that the time required for development is the only parameter which changes,
with the amount of software "reused” determining the significance of decrease.
There is the potential (not shown) for the slope of the functionality curve
(adaptability) to be greater due to the structure and modularity required by the reus-
able software methodology.

The decrease in development time depends on the complexity of the system and
the amount of reusable software components used, and therefore should not be con-
strued to be constant. The reduced development time can be included in each of the

previously surveyed methodologies and should bring the development time closer
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to meeting the user needs. So the "area of inappropriateness” should be reduced if re-

usable software components are integrated in each of the other methodologies.
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5. Time, Activities, and Effort
Figure 40 represents the three-dimensional view of the reusable software com-
ponents methodology [Ref. 7: p. 7). The authors claim in [Ref. 7: p. 7] that the overall
impact of reusing software components should be shorter development schedules
(less new design and code development and less first-time testing) and more reliable
software (by using components that have been previously "shaken down").
The use of reusable software components does not affect the requirements

phase, but does affect the design phase, because of the structure provided by the
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components specifications. The effort associated with coding is in defining the specifi-
cation and constraints by which the components will be retrieved and implemented.
6. Implementation Outlook

This methodology is also dependent on tl_\c development of a prototyping tools
environment. The development of a prototyping language is an additional requirement
that is necessary to implement this methodology. Because of the complexity of devel-
oping the environment and the complexity of developing a prototyping language to
support this methodology, it is realistic to project its implementation as a short-term

goal. Ifreusable software components are integrated in the first two methodologies,
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Figure 40. Three-Dimensional View of the Reusable Software Methodology
the implementation time may need to be expanded, but the implementation time

for the evolutionary prototyping methodology should not be extended. The effort
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involved in developing the independent parts of the environment to support the reus-

able software components methodology is comparable in terms of complexity.

F. AUTOMATED SOFTWARE SYNTHESIS METHODOLOGY
i. Prototype Development
The development of the prototype under this methodology is based on automatic
design, coding, and operational system activities, Theoretically, using a VHLL to au-
tomatically generate the prototype and design architecture of the production system is
close to the optimal process of software development. Unfortunately, the technology
is not currently available to implement this methodology and is not expected to be
available any time soon.
2. Use of Reusable Software Components
This methodology uses the reusable component concept to an extent, but relies
more heavily on the VHLL to generate the code and design architecture. The compo-
nents of this methodology will be more skeletal in terms of actual program coding.
More advanced research is required to define the process of how the prototypes will
be coded.
3. Evolutionary Prototype Production
The prototype produced by this methodology will not only be executable,
but will also drastically reduce the requirements validation process because of the au-
tomated synthesis and therefore meet the user’s needs more closely than in the pre-
viously surveyed methodologies. The production system would also be more
maintainable, because of the automated synthesis and its ability to make enhance-

ments with very little effort involved.
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4. Meeting User Needs

Figure 41 represents the automated software synthesis methodology in compari-
son with the traditional life cycle model [Ref. 7: p. 8]. The authors point out in Ref. 7:
p. 8] that the reduction in development time and cost is significant as depicted by the
slope (line A-C). The reductions are so dramatic and the overall efficiency improved
so much that adapting "old systems" would rarely be more cost-effective than re-syn-
thesizing the entire system. The longevity of any version would therefore be low, as
is depicted in the stair-step representation of the figure. The horizontal segments
represent the time the system is utilized and the time needed to upgrade require-

ments. The vertical segments represent he additional functionality offered by each
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Figure 41. Automated Software Synthesis vs. Traditional Approach




new generation. The decrease in the area of inappropriateness and shortfall are sig-
nificant and very nearly meet the "instant gratification” level of meeting user’s needs.
5. Time, Activities, and Effort

Figure 42 represents the three-dimensional view of the automated software syn-
thesis methodology [Ref. 7: p. 8]. The requirements effort still exists, but once the re-
quirements are defined, the enhancements require little effort as compared to the pre-
viously surveyed methodologies. The VHLL will absorb the effort associated with
the design, coding, and integration activities. The significant decrease in effort is con-
tributable to the synthesizing and automatic code generation features that the

methodology offers. The ability to fully automate the software development process
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Figure 42. Three-Dimensional View of Automated ‘oftware Synthesis
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will enable every user to get exactly what they want and more importantly when they
want it (in almost real-time).
6. Implementation Outlook

This methodology is at least a few rapid prototyping generations away. Neither
the hardware or the software technology are currently available to support its imple-
mentation. The research of this methodology is still in the infancy stages and needs
further development. This methodology should definitely be viewed as a long-term
goal. This is not to say that it will not eventually be implemented, but more extensive

research must preclude any realistic attempt at implementation.
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IV. EVALUATION OF PROPOSED RAPID PROTOTYPING MODELS

The evaluation of the published rapid prototyping models is focused more on the
tactical implementation level rather than the strategic approach taken with the meth-
odologies. The models are designed based on either one or a combination of two or
more of the surveyed methodologies. The evaluation of the models may be viewed as
an extension of the strategic evaluation information of the methodology or sets of
methodologies from which the models are designed. In some cases a particular model
that integrates two or more complementary methodologies may avoid problems that
are caused by one of the methodologies. If this is the case, the features or interaction
of the features that provides the compensation are noted.

The evaluation criteria for the models will be focused on the internal design fea-
tures of each model, the development of the prototype, the support system environ-
ment, and the fulfillment of the tactical goals of the proposed paradigm. The evalua-
tion criteria are /) formal and explicit io enable ausomated consistency and complete-
ness checking, 2) prototype development, 3) measurability in terms of cost
esnmation, planning, and completeness, 3) use of reusable software components, 4)
maintainability, 5) documentation coding produced, 6) real-time systems, 7) user in-
terface capabilities, and 8) performance issues. Some of the evaluation criteria for the
models could not to be evaluated due to the absence of detailed descriptions. In cas-
es where some vagueness exists, the appropriateness of further research required or

potential implementation shortfalls are noted.
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A. EVALUATION CRITERIA DESCRIPTIONS

Formal and explicit to enable automated consistency and completeness checking:
This criterion addresses the ability to achieve and demonstrate consistency and com-
pleteness in the specification and design levels in modeling the prototype and the pro-
duction system. Dr. Berzins declares in [Ref. 26: p. 51] that some aspects of the
completeness and consistency of requirements can be checked automatically. Exam-
ples of constraints that can be automatically checked are definition completeness and
type consistency. Type consistency means that the types of the objects involved in
each concept agree with the definition and each use of the concept. Other kinds of au-
tomated checks are also possible, many of which are more difficult to implement. Re-
quirements tracing, control constraints, syntax, and objects are all areas that can be
checked automatically for consistency and completeness. These four areas will be the
focus of the evaluation.

Prototype development : This criterion addresses how efficiently the prototype is
developed. The evaluation of this criteria, with respect to the models, will focus more
on the actual construction of the prototype rather than on the theoretical or conceptual
representation covered in the evaluation of the methodologies.

Measurability in terms of cost estimation, planning, and completeness : The de-
velopment of the prototype should enable a close estimation of cost of developing the
production syster> for budgeting considerations. The prototype should entail the level
of planning required to produce the production system. The prototype should give a
reasonable representation of completeness in terms of requirements implementation

and real-time effectiveness.
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Use of reusable software components . This criterion addresses how the reusable
software components are retrieved, used, and the complexity and efficiency in-
volved.

Maintainability : This criterion addresses how well the model allows for evolu-
tionary changes and whether or not the maintenance effort is improved by the design
and implementation of the model.

Documentation coding produced : This criterion addresses whether documenta-
tion is automatically or manually produced to supplement the coding. This documenta-
tion of concern is primarily that produced when reusable software components are
linked. However, it is also important to consider the quality of the documentation for
the entire development process.

Real-time systems . This criterion addresses whether the model handles real-time
constraints or does it leave the real-time issues to the underlying system.

User interface capabilities : This criterion addresses whether the model permits
the use of the user interface features currently available or software developed with-
out the aid of any tools. It also addresses whether graphics features are included to
facilitate dataflow or documentation requirements as the software is being developed.

Performance issues : This criterion addresses how well the model performs in pro-
ducing large real-time systems, both conceptually and realistically (if currently being
implemented). This criterion also addresses real-time effects, prototype develop-

ment time, enhancements, and meeting delivery schedules.
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B. CAPS (COMPUTER AIDED PROTOTYPING SYSTEM) RAPID
PROTOTYPING MODEL
1. Formal and Explicit to Enable Automated Consistency and Completeness

Checking

CAPS has only limited automated consistency and completeness checking. The
only automated process for checking for consistency is facilitated by the syntax-di-
rected editar. The syntax-directed editor, 2 component tool of the designer interface,
helps speed up the reusable software component retrieval and linking processes by
eliminating syntax errors, automatically supplying keywords, and prompting the de-
signer with a choice of legal syntactic alternatives at each point [Ref. 8: p. 26]. The
syntax-directed editor, in support of PSDL, handles all the context information er-
rors. The process of correcting syntactical errors is not fully automated and requires
some interaction between the system and designer to resolve errors. So the automa-
tion of this process is consistent with meeting real-time constraints, but is limited to
only the context infor{nation €ITOrS.

The model does not provide any automated requirements tracing for consistency
or completeness. This is also attributable to the inability to perform automatic theo-
rem proving. The task of checking for completeness and consistency is left solely to
the designer. The manual process of requirements tracing is enhanced by the devel-
opment of the process, but still is subject to errors or oversights in the requirements
engineering process.

The model does address consistency and completeness checking, as much as
current technology allows. The ability to check for context-free inconsistencies and

errors can be integrated into the model either during model development, if the
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technology becomes more advanced, or as a future feature after the model is initially
implemented.
2. Prototype Development

The CAPS prototype is developed incrementally and is intended to be evolution-
ary. The design-based PSDL language is used to retrieve, provide instantiation with
regard to control constraints, and link reusable software components. The linking of
the components resuits in an executable prototype that represents the user and sys-
tem requirements.

The use of reusable software components is an efficient means of producing the
code for the prototype. Conceptually, the process of retrieving the components is effi-
cient and will result in rapid development of the prototype. The efficiency of the proto-
type development is based on two important factors. The first is on the ability of the
designer to decompose the specifications to mwh the components in the software li-
brary. The quality of the decomposition of the specification will affect the develop-
ment of the prototype. Designers experienced in the prototyping process will eventu-
ally provide specific specifications, but the initial systems will probably suffer from
the attempts of novices. The other factor is the completeness of the software library.
The effort and time expended on manually coding components that are not in the soft-
ware base will also affect the development process. This problem will also improve
as the learning curve of designers improves.

3. Measurability in Terms of Cost Estimation, Planning, and Completeness

Because the model is evolutionary, the cost of developing the prototype closely
reflects the total cost of the production system. Even though there may be some cas-

es where the prototype developed by retrieving reusable software components will
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requires manual enhancing to meet production system needs, the costs will still be
close. This is important in terms of defining the upper bounds of what requirements
can actually be implemented given the users resource constraints.

The planning effort to develop the prototype approximates the total planning
effort of the production system. . Once the prototype is validated by the users, little-
additional planning will be required to transform the prototype into the production
system.

The measurability of completeness is relatively guaranteed by the evolutionary
design of the prototype. Completeness cannot be absolutely guarenteed because
there will be cases where the validated prototype needs detailed enhancements to
satisfy the production system requirements. Even so, the level of completeness that
the designer can represent to the user through the prototype is very important in
terms of validation.

4. Use of Reusable Software Components

Since CAPS is evolutionary, the reusable software components in the prototype
also serve as the coding for the production system. The process of retrieving the com-
ponents only once is more efficient than having to retrieve components for the proto-
type and then again for the production system.

The development of the component software base is very complex and is con-
ceptually designed to be object-oriented. The structure of the software base is not
completely described and is still being researched. Given the recent success of ob-
ject-oriented software products, the structure of the software base should be defined

more clearly in the near-term future.
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§. Maintainability
CAPS has some maintenance features that improve upon current software devel-
opment procedures. The evolutionary changes in the maintenance phase are more
rapidly constructed because of the use of reusable software components and the pro-
totype development process. But the CAPS model does not handle the maintenance
effort automatically. If enhancements need to be made to a componeat, any interfac-
ing between linked components and the changed component is unaffected by the
change. The components need to be re-linked to support the changes. If ma-
jor maintenance changes are required, then the prototyping process may need to be
re-initiated. This is obviously not an optimal solution to the maintenance problem,
but is reflective of the current technology.
6. Documentation Coding Produced
CAPS requires a specification part for each component and the PSDL implemen-
tation part for the composite components documents the linking process between
components. Also, the paraphraser component provides English explanations. Main-
tenance is done at the PSDL level. The maintenance phase does not have to "look"
at automatically produced code, so documentation is irrelevant.
7. Real-Time Systems
CAPS provides special features particularly appropriate for real-time systems.
PSDL and the execution support system provide these features.
Dr. Luqi explains in [Ref. 8: p.27] that the PSDL executable prototype is used
to check real-time requirements because the cridcal timing constraints and the most
important concemns, ¢.g. maximum execution time, minimum response time, and syn-

chronization are very hard to validate without actually constructing a valid schedule
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and observing the execution of the prototype. Most real-time systems are used to
monitor and control physical processes external to the computer in the embedded sys-
tem. The precision and accuracy requirements in the design of a real-time control
system complicate the demands on the execution of the designed software system.
For these reasons, the design of real-time systems imposes a different set of de-
mands. The formal structure in PSDL specifying real-time constraints provides a ba-
sis for automating the production of code from the formal requirements specifications
to the underlying programming language. The execution of PSDL prototypes helps to
verify that the design of an embedded system with given timing constraints for the
components in the prototype will interact with its environment in a way that meets
the timing constraints of the system as a whole.

By accentuating the real-time constraints in the design process, the task of in-
suring that the prototype reflects the constraints must be handled by the tools within
the prototyping system. These tools are components of the execution support sys-
tem. They are the static scheduler and the dynamic scheduler. Dr. Lugi points out in
[Ref. 8: p. 1] that the purpose of the static scheduler is to schedule times for the com-
putations with hard real-time constraints in such a way that all the timing constraints
will be guaranteed to be met. Time slots are statically allocated for the worst-case
execution times of the operators. The abstract treatment of the timing information is
an important property of the data flow since only the essential time ordering affecting
the events in the computation are given. These time orderings act as constraints on
the static scheduler, and allow the flexible exploration of schedules for multi-proces-

sor configurations. The purpose of the dynamic scheduler is to utilize time slots not
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needed for the time critical computations to schedule the computations that do not
have hard real-time constraints.

Portions of PSDL, the static scheduler and the dynamic scheduler have been im-
plemented [Ref. 27]. These tools are theoretically sound, but full implementation of
the tools may expose some unforeseen problems.

8. User Interface Capabilities

CAPS features some user interface features that will facilitate the prototype de-
velopment. Dr. Luqi claims in [Ref. 8: p. 27] that the graphics tool, which is part of
the syntax-directed editor, provides a graphical view of the dataflow diagram part of
tne PSDL implementation of a component module. The graphics tool helps the design-
er visualize the relationships between the compcnents of a decomposition by means
of a two-dimensional dataflow diagram, and provides a convenient way to enter and
update the decomposition information in the enhanced dataflow diagram, which is part
of a PSDL implementation of a component.

This graphical representation of dataflow will make it easier for designers to
evaluate the effect of the prototype development. It is much easier to visualize
and understand a graphical representation than to interpret hard text descriptions of
the same process.

9. Performance Issues

CAPS has some significant performance features. Conceptually, given current
technology, it provides the tools and design to produce a prototype that is executable
and evolutionary. Once the model is implemented and designers become experienced
with PSDL and the development process, the performance resulting from this model

will be much greater than current methods of software development. Although there
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is considerable automation in this model, there remains a significant human
interaction effort. This increase in automation may be integrated into the initial imple-
mentation as technology and research efforts allow.

The performance feature that is most attractive is the ability to handle real-time
constraints. The handling of real-time constraints allows the prototype and produc-
tion system software to execute in a hard real-time environment. The added automa-
tion discussed earlier only enhances the development process and not necessarily the
execution of the software.

C. IPS INTEGRATED PROTOTYPING SYSTEM) SOFTWARE PROCESS
MODEL
1. Formal and Explicit to Enable Automated Consistency and Completeness

Checking

The IPS Software Process Model [Ref. 20] also provides for only limited con-
sistency and completeness checking. The model features a syntax-directed editor
which corrects only context information. Errors in context-free information are left to
manual means, just as in CAPS.

The only other consistency and completeness checking that is performed is
done through an interactive process between the user, designer, and the DAA
(Design Activity Agent) [Ref. 20]. The graphical representations are produced by
the internal tools within DAA. DAA provides the graphical representation of the hi-
erarchical design of the system and then the designer and users review the structure
of the designed system. The errors or misrepresentations have to be manually de-
tected and changed because ART (Automated Reasoning Tool) [Ref. 20] is not de-

signed to check for context-free defects.
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2. Prototype Development

There are two different prototypes produced in the IPS Software Process Mod-
el. The design prototype is developed within the DAA environment. The design pro-
totype is the focal point of the model and is intended to be the prototype that will sat-
isfy a majority of the validation requirements. The other prototype is an executable
prototype that is transformed from the design level code into high level programming
code by an automatic program generator.

The design prototype is constructed efficiently, using reusable DODAN compo-
nents from the ART knowledge base. The hierarchical structure of the design compo-
nents after linking is easy to represent graphically and thus easier to review in the
validation process. Since the design components are much smaller in comparison to
programming language coded components, and have a hierarchical structure, enhance-
ments or modifications to the design structure are easier to execute.

The deveiopment of the executable prototype is not clearly defined. The execut-
able prototype will somehow be developed by transforming the design level code into
a high level programming language. Whether the prototype will be constructed of re-
usable software components or not is undefined at this point. But the use of a reus-
able design component implies that reusable software components will be used in
some manner.

3. Measurability in Terms of Cost Estimation, Planning, and Completeness

The IPS model, as currently defined, only provides limited cost estimation of the

overall production system. Since the development process of the executable proto-

type is not clearly defined, it is unclear what the relationship is between the cost of
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developing the design prototype, the cost of developing the executable prototype, and
the cost of the overall production sysiem.

The planning effort expended in the design phase should account for the measur-
ability of planning for the remaining efforts in the development of the production
system. This is the intent of the model. If sufficient planning efforts are expended in
the requirements, specifications, and design phases, then the automatic program gen-
erator should be able to transform those coded efforts into high level programming lan-
guage code. This claim is conceptually valid, but only if the automatic code generator
is fully automated.

The completeness of the production system should also be primarily absorbed in
the first three stages. The optimal design prototype, along with the automatic pro-
gram generator should conceptually secure completeness. This is dependent partially
on the automatic program generator, but probably more on the ability of designers and
users to insure completeness in the design phase.

4. Use of Reusable Software Components

Yin and Tanik describe in [Ref. 25: p. 3] that the use of DODAN components
from the ART knowledge base implies the intended use of reusable software compo-
nents in the development of the prototype, and thercfore in the production system.
The structure of the ART knowledge base, which contains the design components, is
object-oriented. The schema in the knowledge base represents an object or class of
objects, its associated attributes, and its membership in other classes . ¢ structure
of this knowledge base supports modularity. This modularity should facilitate the re-

trieval process.
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The design of a software component base for the high level language is not de-
fined, but the same basic conceptual design as the ART knowledge base seems logi-
cal. The additional features such as inheritance relations and interfacing rules should
be included in the reusable software base to facilitate maintenance as well as consis-
tency and completeness checking efforts.

5. Maintainability

Conceptually, one of the most attractive features of the model is its ability to

handle maintenance very efficiently. If modifications or enhancements are necessary,
then the designer need only go back to the design phase, make the modifications, and
then let the automatic program generator complete the coding efforts. Since the de-
signer never has to go into the system produced coding, the maintenance effort is sig-
nificantly reduced. The ART knowledge base management system effectively sup-
ports the maintenance process in the design phase of the development.

6. Documentation Coding Produced

The IPS Software Process Model does not produce any additional documenta-
tion other than that which is included ir the componenis in the knowledge base. This
would pose a problem if maintenance was dependent on modifying system-produced
coding. But the maintenance effort does not require this dependency and the authors
of the model contend that the automatic program generator will never require interpre-
tation of the system-produced ccde. If this authors’ contention is correct, then the
lack of documentation will not pose a problem. But if the authors’ contention is not

correct, then the lack of documentation could be disastrous in terms of efficiency.
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7. Real-Time Systems

Yin and Tanik explain in [Ref. 25: p. 11] that the IPS Software Process Model,
as currently defined, does not insure that real-time constraints are met. The control
and timing constraints are not addressed, but may be included in the post-design
phase descriptions. The timed event-flow feature depicted in Figure 20 does not
handle timing constraints as the name implies. It is used merely to generate the sys-
tem state transition diagram .

The lack of attention to real-time constraints is a significant oversight. This hin-
ders the model’s ability to be recognized as a viable software development model,
given the user’s growing requirements and software applications.

8. User Interface Capabilities

The conceptually-defined user interface features of DAA are currently
dependent on ART. Since the model is dependent on the existing user interface fea-
tures of ART, it also inherits the existing limitations. As an example, the authors in
[Ref. 20: p. 8] note that the ART graphics networks are implemented by using inherit-
ance relations, and has the tree-like structure with one root node. This feature limits
the capability of DAA dependency analysis, since a software design may have a data-
flow or control flow with a non-tree structure.

Although the existing user interface features are not optimal, they are sufficient
to introduce th;a initial implementation of the model. The conceptual description of the
designed user interface features is explicit and well defined. But the implementation

of the designed user interface is critical to fulfill the goals of the model.
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9. Performance Issues
The evaluation of performance in this model is hampered by its partial design de-
scription. The conceptual design of the model up to the design phase is comparable
with other models, but the post-design phase description is so w)aguc and strategical-
ly presented that performance of the production system cannot realistically be
evaluated. It is the strategic description that not only raises questions about
performance, but also about the probability of realistically implementing this model in

the near to short-term future.

The emphasis on the design phase should enhance the software development
process. Since automatic code generation is one of the goals of the new paradigm, the
effort has to be expended to validate the design level interpretation of the require-
ments specification. The research effort that has produced DAA and the design level
process description is commendable. If the remainder of the model can be defined and
implemented to the detailed level of DAA, then the IPS model could gain wide accep-

tance within the computer science community.

D. GENERIC (SYSTEMS DEVELOPMENT AND MAINTENANCE
ENVIRONMENT) MODEL
1. Formal and Explicit to Enable Automated Consistency and Completeness
Checking
The Generic (SDME) Model [Ref. 21] is not defined in enough detail to

determine if it performs automated consistency and completeness checking.
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2. Prototype Development

The Generic (SDME) Model is designed under the rapid throwaway methodolo-
gy. The prototype developed under this model is used primarily to facilitate require-
ments validation. The model then calls for the production system to be constructed in
a step-wise refinement similar to the traditional life cycle model. The reasoning be-
hind this effort is that a production system that is constructed with the prototype as
the skeleton for the software is too general. The specifics that can be produced by the
traditional life cycle model are intended to be preserved by using the Generic
(SDME) Model.

The model lacks a specific description of how the prototype is to be constructed.

The use of reusable software components is not mentioned. It is implied that the
prototype will be constructed rapidly and will only represent a reduced set of require-
ments deemed most important by the users and designers. Therefore, the implied
use of reusable software components may provide more detail than that intended in
the model.

The intent for the construction of the prototype is clearly described, but the rea-
soning is not valid. The generalization concerns described in Chapter II are a reflec-
tion of the skepticism of the new paradigm. Granted that the use of the same reus-
able software components will result in generalization to a certain extent, the design-
er is free to provide any control constraints or detailed enhancements as required.
The prototype is not required, given the user and system requirements, to produce all
the specific details of the production system necessarily. They only have to represent

the most important requirements. The prototype could be as specific as the designer
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wants, although the speed of the prototype development and the intent of the para-
digm could be compromised.

The partial set of requirements represents only the periphery of the intended sys-
tem. The validation process assists in identifying some of the misinterpretations or
undefined requirements, but will not represent the interfacing between the prototypes
of the requirements. The validated requirements then must be regenerated, a process
which is susceptible to misrepresentation or changes to the previously validated re-
quirements. This duplication of effort is not very efficient and does not address the
problem of the dynamic state of sofiware development. The cited shortfalls of this
model prevent the model from making a great impact on the software development
process. The increased effort of developing the prototype does not offset the produc-
tion benefits in the overall system.

3. Measurability in Terms of Cost Estimation, Planning, and Completeness

The cost associated with developing the prototype in the Generic (SDME) Mod-
el does not reflect an estimation of the costs of the overall system. The partial repre-
sentation of requirements in the prototype and the duplication of effort to develop the
production system is so diverse that even increasing the cost by a constant factor
would be unreliable.

The planning effort of developing the prototype is also not reflective of the plan-
ning effort of the overall system. The planning effort of the prototyping phase is fo-
cused on defining the requirements and representing them in the prototype. The issue
of design architecture is not addressed until the requirements are validated in the pro-

totyping phase. The planning involved in designing the production system is
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dependent on the requirements and the underlying system, and cannot be estimated
based on the planning done in the prototyping phase.

The completeness of the prototype is dependent on the needs of the users and
the complexity of the proposed system. The definition of the model reflects the inabili-
ty, in the author’s eyes, :0 produce completeness in the prototyping phase. There-
fore, it is not feasible to expect that the prototype developed under this model will
provide any reliable estimation of the completeness of the overall production system.

4. Use of Reusable Software Components

The Generic (SDME) Model is not defined in enough detail to determine if the
use of reusable software components is intended in the development of the proto-
type. The model certainly could benefit from the integration of reusable software com-
ponents, primarily to reduce the amount of time in developing the prototype.
The amount of detail provided may be more than required, but the rapid production of
the prototype by using reusable software components would outweigh the detail is-
sue.

S. Maintainability

The Generic (SDME) Model, as currently described, will not support mainte-
nance well. The model will suffer from the same problems and shortfalls that exist in
the traditional life cycle model. The maintenance or evolution of the system following
implementation will require reverting to the internal stages of the model and starting
over each time maintenance is required. This is very inefficient and contradicts the in-

tent of the new paradigm.
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6. Documentation Coding Produced
Documentation coding produced in the Generic (SDME) Model is totally manual
and is dependent on the programmer for the amount of detailed documentation pro-
duced. There is no clear definition of any documentation efforts involved in the proto-
type development process described in the model.
7. Real-Time Systems
The Generic (SDME) Model is not defined in enough detail to determine if the
prototype or production system will function as a real-time system. It is doubtful that
it will, as currently defined, due to the lack of a prototyping language or tools to
support real-time constraints. Any efforts to insure real-time constraints will have to
be absorbed into existing programming languages and operating systems.
8. User Interface Capabilities
The Generic (SDME) Model does not define any tools that would provide user
interface features that would support the prototyping process.
9. Performance Issues
The prototype development process or construction of the production system in
the Generic (SDME) Model will not produce any performance increases. The lack of
support system tools and automated processes prevent this model from producing
better systems. The only enhancement would be that a subset of the requirements
would be validated earlier in the software development process by using the rapid
throwaway prototype. But this effort only enhances the software development pro-

cess and does not address the software performance issue at all.
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V. THE NEW PARADIGM’S RELATION TO DoD SOFTWARE
ENGINEERING REQUIREMENTS

DoD has long been a dominant agency affecting the development of software engi-
neering. The research funded by DoD has contributed greatly to the current state of
current computer technology. The rapid prototyping paradigm is also being supported
by DoD, primarily through research funding and the sponsorship of conferences and
workshops.

There are many issues that are related to DoD’s involvement in supporting the in-
roduction of the new rapid prototyping paradigm. This chapter will address some of
these issues, such as DoD’s commitment to Ada as its standard programming lan-
guage and how the current policies and regulations are to be modified to complement
the new paradigm. Also, recommendations on overall strategic goals and decom-
posed near-term, short-term, and long-term goals are provided to facilitate DoD’s
implementation of the new paradigm to support future software needs and require-

ments.

A. COMMITMENT TO ADA AS DoD’S STANDARD PROGRAMMING
LANGUAGE
DoD’s strong commitment to Ada has produced some significant issues in the
software industry. One of the issues is that DoD introduced Ada and placed the con-
straint on software contractors that all new software projects designed for DoD be

coded in Ada programming language. This constraint, though not warmly received by
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the software industry, has been a factor in the standardization of software products in
use by DoD. This standardization has reduced the requirement to support many dif-
ferent programming languages and the required underlying systems to support them.
The fact that all new software must be written in Ada has placed some more con-
straints on how the software is developed mechanically, but the effects on the tradi-
tional life cycle model has been minimal.

When DoD placed the constraint of having all software implemented in Ada code,
the software industry initially balked. The financial impact of developing software by
the industry was only minimally changed, but the financial impact of the maintenance
efforts were greatly affected. The reduction in DoD costs of supporting multiple un-
derlying systems to support the myriad of programming languages also affected the
software industry. DoD has a growing need for large real-time systems to support
its technologically advanced weapons systems and world wide communications re-
quirements. There is no single agency in the nation that has the software needs and
financial support to compete with DoD as a software consumer. Therefore, when the
software industry wz;s required to produce all code in Ada, they complied to secure
and maintain the relationship with DoD. If the software industry in the United States
would have refused to abide by this constraint, and DoD went outside of the Unit-
ed States to fulfill its software requirements, the industry would have suffered
financially. This influence over the software industry has proven beneficial to not only
DoD, but the software engineering field as well.

If DoD exercises the same influence and requires that the rapid prototyping para-
digm be instituted as a replacement to the traditional life cycle model, it is reasonable

to assume, based on the Ada experience, that the software industry would adopt the
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rapid prototyping paradigm. Considering the decreasing defense budget and the in-
creasing software costs, it is important that DoD adopt the paradigm and influence
the course of the software industry.

The other significant issue that DoD’s commitment to Ada provides is the efficien-
cy gained by the embedded language. The use of pre-designed packages can be
viewed as a precursor to the use of reusable software components in the new para-
digm. The instantiation efforts and linking efforts are conceptually similar. This simi-
larity and the successes experienced provide the necessary foundation to support an
aggressive effort by the software industry to implement the new paradigm. Although
Ada cannot be used in its current state as a prototyping language, the developmental
lessons learned in the process of introducing Ada should ease the process of con-

structing a prototyping language to support future implementation.

B. CHANGING TECHNOLOGY REQUIRES POLICY UPDATES

Traditionally, with respect to software, DoD has not had a very good record of
changing policies and procedures to keep up with advancing technology. Even the im-
plementation of Ada took a significant amount of time. The process of implementing
the traditional life cycle model is a good example of how complicated and lengthy the
policy changing process is.

The Waterfall model was introduced in 1970, but was not established as the DoD
standard until 1983. While DoD was testing and evaluating the use of the Waterfall
Model during this period, development of software in general continued to be in a
state of disaster. Even though DoD knew that they needed a software development

model, the bureaucratic requirements of exhaustive testing and evaluation prolonged




the implementation of a software development model. Additionally it took a long time
for the regulations to be wriiten, approved, and distributed as policy. The foregoing
suggests that testing, evaluation, and changing policy on the part of DoD could signifi-
cantly delay the acceptance of the rapid prototyping paradigm. Figure 43 shows the
implementation time-line for the rapid prototyping paradigm, given the same time-line
experienced in the implementation of the Waterfall model as the DoD standard.

An additional factor to consider is the additional requirement of developing the au-
tomated prototyping support system environment to support this paradigm.
Unfortunately, without DoD’s expeditious exertion of influence, the development of
the tools will continue to plod along. This delay will push back the estimated imple-
mentation period. With the reductions in budgetary allocations for software procure-
ment, the excessive delay in affecting policy changes will place many of DoD’s soft-

ware requirements in jeopardy of elimination.

Waterfall Model

Rapid Prototyping

Time 70 75 80 85 90 95 2000 05

k& Period from development of model to implementation as policy
Period of implementation (factual and probabilistic)

Figure 43. Comparison of Development and Implementation Time-lines
As explained in earlier chapters, the technology is presently available to imple-

ment an initial generation of the rapid prototyping . With the rapid advancements in
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technology, future generations could be implemented before the implementation esti-
mate depicted in Figure 45. But to take advantage of the full range of benefits of the
new paradigm, the process of changing policies need to begin much sooner than was
experienced in the implementation of the traditional life cycle model. The policy
changes should be progressively modified to correspond to the advances in develop-
ing the new paradigm. This would allow the available rapid prototyping features to be

utilized, thus making improvements on the current state of software development.

C. STRATEGIC GOALS FOR DoD’S IMPLEMENTATION OF NEW

PARADIGM

DoD should establish strategic goals for the overall implementation of the rapid
prototyping paradigm. These strategic goals should encompass the planning require-
ments prior to initial implementation and future enhancements of the paradigm. The
strategic goals will be decomposed into near-term, short-term, and long-term goals
in the following sections, which will explain in more detail how the paradigm should
be implemented. These strategic goals provide the most critical actions that must be
taken to insure implementation.

DoD must exert its authority now

DoD has to take the position that it intends to procure only software that is

developed under the rapid prototyping paradigm. The intent of taking a strong posi-
tion will result in an increase in effort by the software industry to develop the

necessary support system. The stages should be developed to reflect its strong com-

mitment to rapid prototyping.
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DoD must establish intermediate Time-lines
Within the implementation stages described above, DoD must establish in-
termediate stages for meeting the proposed implementation period. These intermedi-
ate stages must include stages to produce completed conceptual rapid prototyping
models, a prototype of the prototype support system, and a completed prototype sup-
port system environment. There could also be more intermediate stages to define the
internal development of the prototyping support system environment. The process of
selecting a model or a set of models could be commensurate with existing procure-
ment procedures which include competitive contractual bidding.
Make policy changes incrementally
The policy changes should be made incrementally to keep up with the rapid
prototyping features as they are developed, tested, and implemented. These incre-
mental policy changes would serve several purposes and would decrease the overall
implementation time. The incremental changes would force the software industry to
transition to the new processes of software development and would provide the en-
hancements to the requirements validation process initially without waiting for the
entire system to be completed. Another reason to change the policies incrementally
is that the process of producing the formal regulations upon implementation will be re-
duced considerably. Rather than waiting until the end to begin production of the for-
mal regulations, the major components of the regulations will already be completed
and would only require integration into the final formal regulations.
Continue funding research for future generations of rapid prototyping
Rapid prototyping will continue to evolve as advances in technology are

made. Current technology limits which methodologies that can be modeled and
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implemented. Even though it is recommended that DoD establish stages for the ini-
tial imriementation of rapid prototyping, it should not be construed that the commit-
ment should stop at that initial implementation. The eventual modeling and imple-
mentation of such methodologies as the automated software synthesis methodology
is just as important as the initial implementation of the rapid throwaway methodolo-
gy. Therefore DoD needs to continue funding research efforts which would eventually
produce the implementation of such an advanced rapid prototyping methodology.

These strategies are evolutionary. With advances in computer technology
and continued research efforts, the strategies could easily apply to future generations
of the rapid prototyping paradigm. The strategies could also be improved upon as re-

quired to make the implementation of the initial or future generations more efficient.

D. NEAR-TERM GOALS FOR DoD’S IMPLEMENTATION OF NEW

PARADIGM

The near-term goals described below are all currently feasible, given current
technology. The near-term goals should be able to be implemented within a five to
seven year period.

Implement a rapid throwaway prototyping model

A model designed on the rapid throwaway methodology, such as the generic

(SDME) model is capable of being implemented now. This goal should be viewed as
very near-term, within a two year period. The lack of need for a prototyping support
system would allow this rapid implementation. The implementation of this type of
model would provide some instant enhancements to the current software develop-

ment process, particularly in the requirements validation process. The greatest
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impact would be the ease of transition from current software development processes,
in contrast to jumping right into an evolutionary prototyping model.
Develop and implement an incremental prototyping model
The development of an incremental model is more complex and would require
more time. It is conceivable that an incremental prototyping model could be devel-
oped and implemented near the outer bound of the goal period (eight to ten years).
The experience gained from exposure to the rapid throwaway prototyping model
should make the transition into the more detailed model easier. The environment to
support an incremental prototyping model could be developed within this period of
time since it is not very complex and is achievable now, given current technology.
Initiate prototyping tools testing and evaluation
There are sufficient prototypes of tools being developed currently to allow for
initial testing and evaluation. This process needs to be formally defined and docu-
mented to insure that the tools will support both near-term and short-term goals.
The process of testing and evaluating the prototyping tools will not be completed in
the near-term , but th(; process should be initated if short-term goals are to be me:.
Develop a prototyping language
The prototyping language, which is necessary to support the evolutionary and
reusable software components methodologies needs to be developed during this goal
period in order to meet short-term goals. The prototyping language needs to be both
specification-based and design-based to facilitate both the evolutionary and reusable
software components methodologies. It is conceivable that the development of the
language and the initial stages of testing and evaluation could be completed in the

near-term .
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Build reusable software component library
The construction of the reusable software component library will require a sig-
nificant effort and will consume many years to complete. The design of the library
structure needs to be defined in the very near-term and the process of developing the
components needs to start soon thereafter. DoD should place a constraint on the li-
brary design that it must be object-oriented and support efficient retrieval and man-
agement procedures. The major constraints on the construction of the components
should be that they be written in Ada and that they support instantiation of control
constraints . It is also essential that every component in the library have an associat-
ed formal specification and a measure of how thoroughly it has been tested or whether
it has been proven correct. Without this information, designers cannot tell what the
components can do or whether they are sufficiently reliable.
Monitor prototyping/CASE tools development
DoD must insure that the development of the prototyping tools is consistent
with future goals . The persistent push to the edges of technology will ensure that fu-
ture generations of the paradigm are implemented. This monitoring process includes
not only new tools that are being developed, but also the enhancements to existing
tools deemed necessary during the initial tools testing and evaluation process de-
scribed earlier. This process is very important for enabling future implementations of

rapid prototyping methodology-based models.
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E. SHORT-TERM GOALS FOR DoD’S IMPLEMENTATION OF NEW
PARADIGM
The short-term goals require either more intensive development process efforts
or advances in technology which exceed the near-term bounds. The short-term goals
should be implemented within a fifteen to eighteen year period.
Evaluate incremental prototyping model
Prior to implementation of a more advanced rapid prototyping model, an eval-
uation of an already implemented model needs to be conducted. This evaluation pro-
cess is important, since there may be some design flaws that require correction in the
design of new models. If known or existing defects are not corrected early in the evo-
lutionary process of introducing more advanced rapid prototyping models, any
potential enhancements will be lost through the existing defects. DoD must ensure
that the evaluation of implemented models is conducted and that efficiency is opti-
mized given existing technological constraints.
Develop and implement evolutionary prototyping model with reuse capabilities
The development and implementation of an evolutionary prototyping model
should be the focus of attention in the short-term period. The evolutionary prototyp-
ing model, such as CAPS or IPS, needs to include the utilization of reusable software
components. The need for the software industry to automate the coding process is
critical, given the growing budgetary constraints. DoD must push the software indus-
try to produce an evolutionary system that enhances both the requirements engineer-
ing and coding processes.
The evolutionary prototyping model is very important for the improvement of

the maintenance process in future software development projects.  Since the
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maintenance costs represent the majority of overall costs, DoD must ensure that a
rapid prototyping model that decreases maintenance costs is implemented as soon
as technology allows. Thus, any evolutionary prototyping model that gets DoD ap-
proval for implementation, should be efficient enough to automate the maintenance ef-
fort and therefore drastically reduce the maintenance costs.
Procure prototyping support system environment
DoD should procure a prototyping support System environment that will
support an evolutionary rapid prototyping process. The procurement of such a system
would facilitate DoD production of large real-time systems and future retrofitting of
existing systems that were not developed under the rapid prototyping paradigm. The
prototyping support system should be thoroughly tested and evaluated to ensure that
it supports at least those criteria that were used to evaluate the models in Chapter
Iv.
Continue to build/maintain reusable software component library

The initial efforts explained in the description of building the component li-
brary in the presentation of near-term goals needs to be continued during this goal
period. The evolution of the library must keep pace with the re-use requirements that
newly developed and implemented rapid prototyping models require. This component
construction process will continue to evolve throughout the short-term and most prob-
ably into the long-term.

The maintenance of the reusable software component library becomes para-
mount as the library grows. The library will undoubtedly expand to stretch the limits
of both hardware storage and human memory. As the library expands, enhancements

need to be made to improve efficiency in storage management as well as in supporting
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the component retrieval processe in the evolutionary prototyping models. It is likely
that reusable components will have to be initially generated from Ada code, then
transformed into more general templates that can be used to automatically generate
families of Ada programs to keep both computer and human memory requirements
within practical limits.

As described in Chapter IV, CAPS could be implemented as the evolutionary
prototyping model to build and maintain the reusable software component library.
Some improvements in the areas of consistency and completeness checking need to
be made to increase efficiency and automated detection. IPS is a viable candidate as
well, if the definition of the post-design level development process is defined and
meets the level of detail that was presented in the description of the design phase
and if real-time consideration can be incorporated.

F. LONG-TERM GOALS FOR DoD’S IMPLEMENTATION OF NEW
PARADIGM
The long-term goals are generally very complex and require dramatic advances in
technology that would most likely exceed the upper bound of the short-term period.
The long-term goals should be able to be implemented after the eighteen year mark.
Evaluate evolutionary prototyping model

This evaluation process is necessary for the same reasons stated in the
short-term goal description of the incremental prototyping model. The evaluation of
the implemented evolutionary prototyping model is even more appropriate, since the
projected implementation of the next generation of rapid prototyping model is so dis-
tant. Since the technology required to realistically implement the automated software

synthesis methodology is so advanced that an evolutionary prototyping model will be
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in existence for possibly as long as the traditional life cycle model will be. For this
reason, the evaluation process is critical for the sake of efficient software develop-
ment into the next century.
Develop and implement an automated software synthesis designed model

The automated software synthesis methodology represents the last genera-
tion of rapid prototyping methodologies, as currently defined. The methodology pro-
vides the optimal automated software development process which ultimately reflects
the goals of the rapid prototyping paradigm. A model designed according to this meth-
odology will need to be developed and implemented as technology allows. How far in-
to the long-term period this technology will be available for design and implementa-
tion is not predictable at this point. All that is clear at this point is that a model
designed after this methodology will not be available for implementation before the
lower bound of this goal period.

Retrofit existing systems not developed under a rapid prototyping model

The cost benefits of developing and maintaining a software system make this
goal a necessity. The costs of maintaining systems not developed under the evolu-
tionary designed model are likely to exceed the total costs of developing a new sys-
tem. A retrofitting process of existing systems should be less complicated than de-
signing new systems. If the existing system is currently meeting the users require-
ments, then the process should be expedited somewhat. If the existing system
requires enhancements, then the retrofitting process should also be easier. In each
case, the user will be more familiar with the requirements and the designer already

will have a facsimile of a prototype in the existing system.
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Retrofit existing systems to execute with parallel processing
As technology becomes more advanced to allow parallel processing, the ex-
isting systems would require some retrofitting to allow for this enhancement to in-
crease system efficiency. The real-time capabilities that parallel processing will pro-

vide should outweigh the costs associated with the retrofit process.

G. SUMMARY OF RECOMMENDATIONS

The recommendations of this chapter focus on DoD’s need to exert its influence
within the software industry to intensify the efforts to implement the rapid prototyping
paradigm. The complex weapons systems, growing software demands, and the in-
creasing software costs, provide the impetus for DoD to be a leader in support of in-
troducing the new rapid prototyping paradigm.

The software development policies and regulations need to be modified incremen-
tally to secure compliance and standard practices of software development in DoD.
The new paradigm should be introduced in an incremental manner. This incremen-
tal evolution of the new paradigin should facilitate improvements in the requirements
engineering process in the early stages and then move into automated software de-
velopment as advances in technology allow.

The optimal methodology is automated software synthesis. But this methodology
is realistically a very long-term goal. The evolutionary prototype methodology should
represent the next generation of software life cycle model. Both CAPS and IPS are
models that conceptually implement the evolutionary methodology. Some enhance-
ments and more detailed definition of development processes need to be done to facili-

tate either of these models to be implemented as DoD standard life cycle models.
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DoD must continue to fund research efforts in software engineering. The research
should continue to push the limits of technology and find ways to make the software

development process more fully automated.




VI. CONCLUSION

The traditional life cycle model has served the software industry well, but the op-
portunity to move into a more automated software development era is now present.
Most of the existing problems in current software development practice can be cor-
rected by the implementation of the new rapid prototyping paradigm.

The rapid prototyping paradigm will require a complex prototyping support system
environment to facilitate the added avtomation. The design and development of the
prototyping environment is not an easy task and will consume many man-years to be
ready for implementation. The development of the prototyping tools independently of
each other will delay a more detailed evaluation because of the dependency that the
tools have on each other for execution. Most of the tools are capable of being devel-
oped now, with current technology, but the process is currently very "slow". The im-
portance of getting the tools built , at least a prototype of the tools that will be execut-
able, is magnified by the growing budgetary constraints that DoD is currently experi-
encing.

The survey and evaluation of the five rapid prototyping methodologies revealed a
progressive description of how the new paradigm can evolve as technology is ad-
vanced. The methodologies range from those that can be implemented now (rapid
throwaway) to a fully automated methodology (automated software synthesis) that
is seen more as a long-term implementation goal. The initial implementation will tar-

get the persistent requirements engineering problems experienced in the traditional

134




life cycle model. Later implementations will automate the design and coding process,
and provide enhancements to the expensive software maintenar ce efforts.

The three rapid prototyping models surveyed are, for the most part, are well de-
fined. The CAPS and IPS models are evolutionary models that feature complex de-
sign-based prototyping languages and the reuse of software components. CAPS is
the best defined model, but the lack of a complete implementation allows only a con-
ceptual evaluation of the model at this point. IPS is well defined at the design phase,
but the post-design phase is not well-developed at this time. However, the IPS mod-
el has accomplished some limited implementation of the design phase processes, and
is currently undergoing testing and evaluation. The Generic (SDME) model is de-
signed under the rapid throwaway methodology and is currently being implemented.
The Generic Model is merely an integration of the principles of the new paradigm and
the traditional life cycle model. The evaluation of these models revealed that some
additional research is required, particularly in the areas of consistency and complete-
ness checking and in automating maintenance.

DoD has long played a major role in ‘t;e software industry. By funding research
which has consistently pushed the limits of technology, DoD has exerted its influence
on the software industry to move into the rapid prototyping era of software develop-
ment. Although the recent research efforts and delayed policy implementations por-
tray a reluctance to act, DoD’s recent commitment to Ada and establishment of poli-
cies regarding software development reveal a bolder commitment to software engi-
neering. DoD has a great need to insure that the rapid prototyping paradigm is
implemented,  given the persistent problems in the requirements engineering pro-

cesses and growing software costs. The strategic goals described in Chapter V,
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along with the near-term, short-term, and long-term goals should facilitate some
much needed changes in current software development practices. Since DoD has so
much to gain by implementing the new paradigm, it is clear that DoD has to take a

leading role in pushing the software industry to expedite its implementation.
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