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Abstract

This paper analyzes the cognitive processes in a widely used, non-verbal test of
analytic intelligence. the Raven Progressive Matrices Test {Raven, 1962). The analysis
determines which processes distinguish between higher-scoring and lower-scoring subjects and
which processes are common to all subjects and all items on the test. The analysis is
based on detailed performance characteristics such as verbal protocols, eye fixation patterns
and errors. The theory is expressed as a pair of computer simulation modeils that perform

like the median or best college students in the sample.

The processing characteristic that is common to all subjects is an incremental, re-
iterative strategy for encoding and inducing the regularities in each problem. The processes
that distinguish among individuals are primarily the ability to induce abstract relations and

the ability to dynamically manage a large set of problem-solving goals in working memory.

Accession For
NTIS GRA&I
DTIC TAB

Unannounced 0
Justification ]

By.
Disyy;butgpp/
Availarility Codes
|Aveil and/or

Dist Special

A-l




This paper analyzes a form of thinking that is prototypical of what psychologists
consider to be analytic intelligence. We will use the term ”analytic intelligence” to refer to
the ability to reason and solve problems involving new information. without relying
extensively on an explicit base of declarative knowledge derived from either schooling or
previous experience. In the theory of R. Cattell {1963). this form of intelligence has been
labeled fluid intelligence and has been contrasted with crystallized intelligence, which more
directly reflects the previously acquired knowledge and skills that have been crystallized with
experience. Thus. analytic intelligence refers to the ability to deal with novelty. to adapt
one's thinking to a new cognitive problem. In this paper. we provide a theoretical account
of what it means to perform well on a classic test of analytic intelligence. the Raven
Progressive Matrices test (Raven. 1962).

This paper describes a detailed theoretical model of the processes in solving the
Raven test. contrasting the performance of college students who are less successful in
solving the problems to those who are more successful. The model is based on multiple
dependent measures. including verbal reports. eye fixations and patterns of errors on
different types of problems. The experimental investigations led to the development of
computer simulation models that test the sufficiency of our analysis. Two computer
simulations. FAIRAVEN and BETTERAVEN., express the differences between good and
extremely good performance on the test. FAIRAVEN performs like the median college
student in our sample: BETTERAVEN performs like one of the very bestt BETTERAVEN
differs from FAIRAVEN in two major ways. BETTERAVEN has the ability to induce
more abstract relations than FAIRAVEN. In addition. BETTERAVEN has the ability to
manage a larger set of goals in working memory and hence can solve more complex
problems. The two models and the contrast between them specify the nature of the
analytic intelligence required to perform the test and the nature of individual differences in
this type of intelligence.

There are several reasons why the Raven test provides an appropriate test bed to
analyze analytic intelligence. First. the size and stability of the individual differences that
the test elicits. even among college students., suggest that the underlying differences in
cognitive processes are susceptible to cognitive analysis. Second. the relatively large
number of items on the test (36 problems) permits an adequate data base for the
theoretical and experimental analyses of the problem-solving behavior. Third, the visual
format of the problems makes it possible to exploit the fine-grained, process-tracing
methodology afforded by eye fixation studies (Just & Carpenter, 1976). Finally, the
correlation between Raven test scores and measures of intellectual achievement suggests
that the underlying processes may be general. rather than specific to this one test (Court &
Raven. 1982), although like most correlations, this one must be interpreted with caution.

The Raven test. including the simpler Standard Progressive Matrices Test and the
Coloured Progressive Matrices Test. is also widely used in -.u1. research and clinical
settings. The test is used extensively by the military in se: - ; western countries (for
example. see Belmont & Marolla. 1973). Also. because of its wun-verbal format. it is a
common research tool used with children. the elderly. and patient populations for whom it
is desirable to minimize the processing of language. The wide usage means that there is a
great deal of information about the performance profiles of various populations. But more
importantly. it means that a cognitive analysis of the processes and structures that underlie
performance has potential practical importance in the domains in which the test is used
either for research or classification.

Several different research approaches have converged on the conclusion that the Raven




test measures processes that are central to analytic intelligence. Individual differences in
the Raven correlate highly with those found in other complex, cognitive tests (see Jensen,
1987). The centrality of the Raven among psychometric tests is graphically illustrated in
several nonmetric scaling studies that examined the interrelations among ability test scores
obtained both from archival sources and more recently collected data (Snow. Kyllonen &
Marshalek. 1984). The scaling solutions for the different data bases showed remarkably
similar patterns. The Raven and other complex reasoning tests were at the center of the
solution. Simpler tests were located towards the periphery and they clustered according to
their content. as shown in Figure la. This particular scaling analysis is based on the
results from a variety of cognitive tests given to 241 high school students (Marshalek,
Lohman & Snow. 1983). Snow et al. constructed an idealized space to summarize the
results of their numerous scaling solutions. in which they placed the Raven test at the
center. as shown in Figure 1b. In this idealized solution. task complexity is maximal near
the center and decreases outward toward the periphery. The tests in the annulus
surrounding the Raven test involve abstract reasoning. induction of relations. and deduction.
For tests of intermediate or low complexity only. there is a clustering as a function of the
test content. with separate clusters for verbal. numerical and spatial tests. By contrast. the
more complex tests of reasoning at the center of the space were highly intercorrelated in
spite of differences in specific content.

Insert Figure la and 1b - Marshalek et al results

One of the sources of the Raven test’s centrality, according to Marshalek. Lohman
and Snow was that ”... more complex tasks may require more involvement of executive
assembly and control processes that structure and analyze the problem. assemble a strategy
of attack on it. monitor the performance process. and adapt these strategies as performance
proceeds...” {1983. p. 124). This theoretical interpretation is based on the outcome of the
scaling studies. Our research also converges on the importance of executive processes, but
the conclusions are derived from a process analysis of the Raven test.

Although there has been some dispute among psychometricians about which tests in
the larger space might be said to reflect analytic intelligence. the Raven test is central with
respect to either interpretation. In one view, intelligence refers to a construct underlying a
small range of tests, in particular, those at the center of the space. This view is
associated with Spearman. although Spearman himself avoided the term “intelligence” and
instead used the term g to refer to the determinants of shared variance among tests of
intellectual ability (Jensen, 1987; Spearman, 1927). An alternative view, associated with
Thurstone, applies the term “intelligence” to a large set of diverse mental abilities,
including quite domain specific abilities, such as those in the periphery of the space
(Thurstone, 1938). Although the two views differ in the size of the spaces which they
associate with intelligence, the centrality of the Raven test emerges in either .ase. The
centrality of the Raven test indicates not only that it is a good measure of intelligence. but
also that a theory of the processing in the Raven test should account for a good deal of
the reasoning in the other tests in the center of the space as well.

This paper has four parts. Part ! describes the structure of the problems. focusing
on the problem characteristics that are likely to tax the psychological processes. Part I also
reports two studies that examine the processes empirically. determining which processes
distinguish between high scoring subjects and lower-scoring subjects and which processes are
common to all subjects in their attempts to solve all proble:ns. Part II describes the two
simulation models that perform like the median subject or like the best subject. Part III
compares the performance of the human subjects and the theoretical models in detail. Part
IV generalizes the theory and examines its implications for a theory of intelligence.
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Figure 1n. A nonmetric scaling of the intercorrelations among various ability tests, showing
the centrality of the Raven (from Marshalek, Lohman & Snow, 1983, Figure 2, p.
122). The tests near the center of the space, such as the Raven and Letter Series
Tests, are the most complex and share variance despite their differences in content
(figural versus verbal). The outwardly radiating concentric circles indicate decreasing
levels of test complexity. The shapes of the plotted points also denote test
complexity: squares (most complex), triangles (intermediate complexity). and circles
(least complex). The shading of the plotted points indicates the content of the test:
white (figural), black (verbal) and dotted (numerical). (Reprinted by permission of

authors.)
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Figure 1b. An idealized scaling solution that summarizes the relations among ability tests
across several sets of data, illustrating the centrality of the Raven test (from Snow,
Kyllonen & Marshalek, 1984; Figure 2.9, p. 92). The outwardly radiating concentric
circles indicate decreasing levels of test complexity. Tests involving different content

(figural, verbal, and numerical) are separated by dashed radial lines. (Reprinted by
permission of authors and publisher).




PART I: PROBLEM STRUCTURE AND HUMAN PERFORMANCE

A task analysis of the Raven Progressive Matrices Test suggests some of the
cognitive processes that are likely to be implicated in solving the problems. The test
consists of a set of visual analogy problems. Each problem consists of a 3 x 3 matrix, in
which the bottom right entry is missing and must be selected from among eight response
alternatives arranged below the matrix. (Note that the word entry refers to each of the
nine cells of the matrix). Each entry typically contains one to five figural elements, such
as geometric figures. lines. or background textures. The test instructions tell the test-taker
to look across the rows and then look down the columns to determine the rules and then
to use lthe rules to determine the missing entry. The problem in Figure 2 illustrates the
format.

Insert Figure 2 -sample problem

The variation among the entries in a row and column of this problem can be
described by three rules:

- Rule A. Each row contains three geometric figures (a diamond. a triangle and a
square) distributed across its three entries.

- Rule B. Each row contains three textured lines (dark. striped and clear)
distributed across its three entries.

- Rule C. The orientation of the lines is constant within a row. but varies between

rows (vertical. horizontal. then oblique).

The missing entry can be generated from these rules. Rule A specifies that the
answer should contain a square (since the first two columns of the third row contain a
triangle and diamond). Rule B specifies it should contain a dark line. Rule C specifies that
the line orientation should be oblique. from upper left to lower right. These rules converge
on the correct response alternative, #5. Some of the incorrect response alternatives are
designed to satisfy an incomplete set of rules. For example, if a subject induced Rule A
but not B or C he might choose alternative #2 or #8. Similarly, inducing Rule B but
omitting A and C leads to alternative #3. This sample problem illustrates the general
structure of the test problems. but corresponds to one of the easiest problems in the test.
The more difficult problems entail more rules or more difficult rules. and more figural
elements per entry.

Our research focuses on a form of the Raven test that is widely used for adults of
higher ability. the Raven Advanced Progressive Matrices. Sets [ and II. Set I. consisting
of 12 problems. is often used as a practice test or to obtain a rough estimate of a
subject’'s ability. It has been pointed out that the first several problems in Set | can be
solved by perceptually-based algorithms such as line continuation (Hunt. 1974). However,
the later problems in Set I and most of the 36 problems comprising Set Il which our
research examines cannot be solved by perceptually-based algorithms, as Hunt noted. Like
the sample problem in Figure 2, the more difficult problems require that subjects analyze
the variation in the problem in order to induce the rules that generate the correct solution.
The problems requiring an analytic strategy can be used to discriminate among individuals
with higher education. such as college students (Raven, 1965).
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Problem difficulty. Although all of the Raven problems share a similar format. there
is substantial variation among them in their difficulty. The magnitude of the variation is
apparent from the error rates (shown in Figure 3) of 2256 British adults. including
telephone engineering applicants. students at a teacher training college and British Royal
Air Force recruits (Forbes. 1964). There is an almost monotonic increase in difficulty from
the initial problems. which have negligible error rates. to the last few problems. which have
extremely high error rates. (The error rates on the final problems reflect failures to
attempt these problems in the testing period as well as failures to solve them correctly).
The considerable range of error rates among problems leads to the question of what
psyvchological processes account for the differences in problem difficulty and for the
differences among people in their ability to soive them.

Insert Figure 3 - Forbes data

The test’s origins provide a clue to what the test was intended to measure. The
Raven Progressive Matrices test was developed by John Raven. a student of Spearman. As
we previously mentioned. Spearman (1927) believed that there was one central intellectual
ability (which he referred to as g. as well as numerous specific abilities. What g consisted
of was never preciselv defined. but it was thought to involve “the eduction of relations”.
John Raven’'s conception of what his progressive matrices test measured was somewhat
more articulated. His personal notes. generously made available to us by his son, J. Raven.
indicate that he wanted to develop a series of overlapping. homogeneous problems whose
solutions required different abilities. However. the descriptions of the abilities that Raven
intended to measure are primarily characteristics of the problems. and not specifications of
the requisite cognitive processes. John Raven constructed problems that focused on each of
six different problem characteristics. which approximately correspond to the different types
of rules that we describe below. He used his intuition and clinical experience to rank order
the difficulty of the six problem types. Many years later. normative data from Forbes.
shown in Figure 3. became the basis for selecting problems for retention in newer versions
of the test. and for arranging the problems in order of increasing difficulty. without regard
to any underlying processing theory. Thus. the version of the test that is examined in this
research is an amalgam of John Raven's implicit theory of the components of reasoning
ability and subsequent item selection and ordering done on an actuarial basis.

Rule taxonomy

Across the Raven problems that we have examined, we have found that five different
types of rules govern the variation among the entries. Many problems involve multiple
rules. which may all be different rule types or several instances or tokens of the same type
of rule. The problems in Figures 2. 4a. 4b and 4c illustrate the five different types of
rules that are described in Table 1. Almost all of the Raven problems in Sets | and II
can be classified with respect to which of these rule types govern its variation. as shown in
Appendix A.?

Insert Table 1. Figure 4a. b. ¢

One qualification to this analysis is that sometimes the set of rules describing the
variation in a problem is not unique. For example. quantitative pairwise progression is
often interchangeable with a distribution-of-three-values. Consider a row consisting of an
arrow pointing to twelve o’'clock. four o'clock. and eight o'clock. This variation can be
described as a distribution-of-three-values or in terms of a quantitative progression in which
the arrow’s orientation is progressively rotated 120 degrees clockwise, beginning at twelve
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Figure 3. The percentage error for each problem in Set II of the Raven Advanced
Progressive Matrices shows the large variation in difficulty among problems with
very similar formats. The data are from 2256 British adults, including telephone

engineering applicants, students at a teacher training college, and British Royal Air
Force recruits (Forbes, 1964).




Table 1: A Taxonomy of Rules in the Raven Test

Constant in a row - the same value occurs throughout a row. but changes down a
column. (See Figure 4b. where the location of the dark component is constant within each
row: in the top row. the location is the upper half of the diamond: in the middle row, it is
the bottom half of the diamond: and in the bottom row. it is both halves).

Quantitative pairw’,e progression - a quantitative increment or decrement between
adjacent entries in an attribute such as size. pesition. or number. (See Figure 4a. where the
number of black squares in each entry increases along a row from 1 to 2 to 3).

Figure addition or subtraction - a figure from one column is added to (juxtaposed or
superimposed) or subtracted from another figure to produce the third. (See Figure 4b. where
the figural element in column 1 juxtaposed to the element in column 2 produces the
element in column 3).

Distribution-of-three-values - three values from a categorical attribute (such as figure
tvpe) are distributed through a row. (See Figure 2. where the three geometric forms
Idiamond. square. triangle) follow a distribution rule and the three line textures (black.
striped. clear} also follow a distribution rule).

Distribution-of-two-values - two vaiues from a categorical attribute are distributed
through a row: the third value is null. (See Figure 4c. where the various figural elements
(such as the vertical line. the horizontal line. and the V in the first row) follow a
distribution-of-two-values).
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o'clock. Similarly. the variation described by a distribution-of-two-values rale may be
alternatively described by a figure-addition-modulo-2 rule. In the case of alternative rules,
Appendix A lists the rules most often mentioned by the highest scoring subjects in
Experiment la3

Finding corresponding elements. In problems with multiple rules. the problem solver
must determine which figural elements or attributes in the three entries in a row are
governed by the same rule. a process that will be called correspondence finding. For
example. given a shaded square in one entry. the problem solver might have to decide
which figure in another entry. either a shaded triangle or an unshaded square. is governed
by the same rule. Do the squares correspond to each other. or do the shaded figures? In
this example. and in some of the Raven problems. the cues to the correspondence are
ambiguous. making it difficult to tell a priori which figural elements correspond to each
other. The correspondence finding process is a subtle source of difficulty because many
problems seem to have been constructed by conjoining the figural elements governed by
several rules. without much regard for the possible difficulty of conceptually segmenting the
conjunction.

The difficulty in correspondence finding can be illustrated with an adaptation of one of
the problems (#28, Set II). shown in Figure 5. A first plausible hypothesis about the
correspondences is that the rectangles are governed by one rule. the dark curves by another
rule, and the straight lines by a third rule. This hypothesis reflects the use of a
matching-names heuristic. namely, that figures with the same name might correspond to
each other. If this hypothesis is pursued further. it becomes clear that although each row
does contain two instances of each figure type. the number and orientation of the figures
vary unsystematically. The matching-names heuristic produces an unfruitful hypothesis
about the correspondences in this problem. A subject who has tried to apply the heuristic
must backtrack and consider other correspondences based on some other feature, either
number or orientation. Number, like figure identity. does not result in any economical and
complete rule that governs location or orientation. Orientation, the remaining attribute, is
the basis for two economical., complete rules. The horizontal elements in each row can be
described in terms of two distribution-of-three-values rules, one governing number (1, 2 and
3 elements) and the second governing figure type (line, curve and rectangle). Similarly. the
vertical elements in each row are governed by the same two rules. This example illustrates
the complexity of correspondence finding. which along with the type of rule in a problem
and the number of rules. can contribute to the difficulty of a problem.

Insert Figure § - correspondence problem

In addition to variation among problems in the difficulty of correspondence finding,
the problems also vary in the number of rules. Although John Raven intended to evaluate
a test taker’'s ability to induce relations, he apparently tried to make the induction process
more difficult in some problems by including more examples or tokens of rules. A major
claim of the current analysis is that the presence of a larger number of rule tokens taxes
not so much the processes that induce the rules. but the goal management processes that
are required to construct. execute and maintain a mental plan of action during the solution
of those problems containing multiple rule tokens as well as difficult correspondence finding.
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Experiment 1: Performance in the Raven test

The purpose of Experiment 1 was to collect more detailed data about the performance
in the Raven test to reveal more about the process and the content of thought during the
solving of each Raven problem. Experiments la and 1b examined Raven test performance
while obtaining somewhat different measures of performance. Three types of measures
provide the basis for the quantitative evaluation of the theory.

The first measure is the frequency and pattern of errors. which were obtained in both
Experiments la and 1b. The simulation models account not only for the number of errors
that a person of a given ability will make. but also predict which types of problems he will
fail to solve.

The second type of measure. obtained in Experiment la. reflects on-line processes
used during problem solution. One such on-line measure assessed how the entries in
successive rows were visually examined. In particular. measures of the eye-fixation patterns
assessed the number of times a subject scanned a row of entries and the number of times
he looked back and forth (made paired comparisons) between entries. Another on-line
measure was the time between the successive statements of rules uttered by subjects who
were talking aloud while solving the problems. These on-line measures constrain the type
of solution processes postulated in the simulations.

A third measure. obtained in Experiment 1b. is the subjects’ descriptions of the rules
that they induced in choosing a response to each problem. The subjects’ rules are
compared to the rules induced by the simulation models.

Method

Procedure for Experiment Ia. In Experiment la, the subjects were presented with
problems from the Raven test while their eye fixations were recorded. They were asked to
talk out loud while they solved the problems. describing what they noticed and what
hypotheses they were entertaining. The subjects were given the standard psychometric
instructions and shown two simple practice problems. One deviation from standard
psychometric procedure was that subjects were told to pace themselves so as to attempt all
of the problems in the standard 40 minute time limit.

Stimuli. Experiment la used 34 of the 48 problems in Sets I and II that could be
represented and displayed within the raster graphics resolution of our display system, which
was 512 x 512 pixels (see Just & Carpenter, 1979, for a description of the video
digitization and display characteristics). The stimuli were created by digitizing the video
image of each problem in the Raven test booklet. Appendix A shows the sequence number
in the Raven test of the problems that were retained. The problems that could not be
adequately digitized were those with very high spatial frequencies in their depiction, such as
small grids or cross-hatching (Set II #2. 11, 15, 20, 21. 24, 25, 28, 30). There was little
relation between the presence of high spatial frequencies and a problem's difficulty as
indicated by the normative error rate from Forbes (1964) shown in Figure 3.

Eye fixations. The subjects’ eye fixations were monitored remotely with an Applied
Science Laboratories corneal and pupil-centered eye-tracker that sampled at 60 Hz.
ultimately resulting in an x-y pair of gaze coordinates expressed in the coordinate system of
the display. The individual x-y coordinates were later aggregated into fixations. Then.
successive fixations on the same one of the nine entries in the problem matrix or on a
single response alternative were aggregated together into units called gazes. which constitute
the main eye-fixation data base.

Procedure for Experiment 1b. Unlike Experiment la. in which subjects gave verbal
protocols while they solved each problem, in Experiment 1b subjects were asked to work




silently, make their response. and then describe the rules that motivated their final
response. This change in procedure was intended to provide more complete information
about what rules the subjects induced. These rule statements were then compared to the
rules induced by FAIRAVEN and BETTERAVEN. Subjects were given 40 problems,
approximately half of which were from the Raven Progressive Matrices test and half from
the Standard Progressive Matrices Test, involving similar rule types, to increase the number
of problems involving more difficult rules. The subjects in Experiment 1b were tested in
two sessions separated by about a week with 20 items in each session.

Subjects. In Experiment la. the subjects were 12 Carnegie Mellon students who
participated for course credit. In Experiment 1b. the subjects were 22 students from
Carnegie Mellon and the University of Pittsburgh who participated for a $10 payment.
Data were not included from three additional subjects who did not return for the second
session to complete Experiment 1b.

Overview of Results

Errors. eye fixations and verbal reports. This overview presents the general patterns
of results. particularly results that influenced the design features of the simulation models.
This overview. presented in preliminary and qualitative terms. will be followed by a more
precise analysis of the data in Part III, after the presentation of the models.

In Experiment la. over all 34 problems. the number of errors per subject ranged
from 2 to 20. with a mean of 10.5 (31%). and a median of 10.3. Although our college
student subjects had a lower mean error rate than Forbes’ more heterogeneous sample, the
correlation between the error rates of our sample and Forbes' on the 27 problems in Set I
was high. ri25) = .91. In Experiment 1b. the mean number of errors for the 40 Raven
problems was 11.1 (28%). with a median of 10 errors.*

The error rate on a given problem was related to the types of rules it involved, and
the number of tokens of each rule type. A simple linear regression whose single
independent variable was the total number of rules in a problem (irrespective of whether
they were of similar or different types. and not counting any constant rules) accounted for
57% of the variance among the mean error rates in Experiment la for the 32 problems
classified within our taxonomy. (If any constant rules are counted in with the number of
rule tokens in a problem. then the percentage of variance accounted for declines to 45%).
The median and mean response times for correct responses were generally longer for the
problems that had higher error rates (with a correlation of .87 between the mean times and
the errors) suggesting that problem difficulty affected both performance measures.

Perhaps the most striking facet of the eye fixations and verbal protocols was the
demonstrably incremental nature of the processing. The way that the subjects solved a
problem was to decompose it into successively smaller subproblems, and then proceed to
solve each subproblem. The induction of the rules was incremental. in two respects. First
of all. in problems containing more than one rule. the rules were described one at a time,
with long intervals between rule descriptions. suggesting that they were induced one at a
time. Second. the induction of each rule consisted of many small steps. reflected in the
pairwise comparison of elements in adjoining entries. These aspects of incremental
processing were ubiquitous characteristics of the problem-solving of all of the subjects. and
do not appear to be a source of individual differences. Consequently. the incremental
processing played a large role in the design of both simulation models.

A typical protocol from one of the subjects illustrates the incremental processing.
Table 2 shows the sequence of gazes and verbal comments made by an average subject
(41% errors) solving a problem involving two distribution-of-three-values rules and a constant
in a row rule (Set II #1, which is isomorphic to the problem depicted in Figure 2). The




subject’'s comments are transcribed adjacent to the gazes that occurred during the utterance.
(The subject’s actual comments were translated to refer to the isomorphic attributes
depicted in Figure 2.) The location of each gaze is indicated by labeling the rows in the
matrix from top to bottom as row 1. 2 and 3. and the columns from left to right as 1, 2
and 3. such that (1.2) designates the entry in the top row and middle column. The braces
encompassing a sequence of gazes indicate how the gazes were classified in the analysis
that counted the number of scans of rows and columns. The duration of each gaze is
indicated in milliseconds next to the location of the gaze.

Insert Figure 6 and Table 2 below it

The verbal report shows that the subject mentioned one attribute at a time, with
some time interval between the mentions. suggesting that the representation of the entries
was being constructed incrementally. Also. the subject described the rules one at a time,
typically with several seconds elapsing between rules. The subject seemed to construct a
complete representation attribute by attribute. and induced the rules one at a time.

The incremental nature of the process is also apparent in the pattern of gazes,
particularly the multiple scans of rows and columns and the repeated fixations of pairs of
related entries. These scans are apparent in the sequence of gazes shown in Figure 6.
(The numbers indicating the sequence of gazes have been placed in columns to the right of
the fixated entries and lines have been drawn to connect the successive fixations of entries
within rows). This protocol indicates the large amount of pairwise and row-wise scanning.
For example. like most of the eye fixation protocols. this one began with a sequence of
pairwise gazes on first two entries in the top row. The subject was presumably encoding
some of the figural elements in these two entries and comparing their attributes. Then, the
subject went on to compare middle and right-most entries of the top row. followed by
several scans of the complete row.

The general results. then. are that the processing is incremental, that the number of
rule tokens affects the error rates. and that there is a wide range of differences among
individuals in their performance on this test.

Experiment 2: Goal management in other tasks

The finding that error rates increase with the number of rule tokens in a problem
suggests that the sheer keeping track of figural attributes and rules might be a substantial
source of individual differences in the Raven test. ”Keeping track” refers to the ability to
generate subgoals in working memory, record the attainment of subgoals, and set new
subgoals as others are attained. Subjects who are successful at goal management in the
Raven test should also perform well on other cognitive tasks involving extensive goal
management. One such task is a puzzle called the Tower of Hanoi. which can be solved
using a strategy that requires considerable goal management. Most research on the Tower
of Hanoi puzzle has focused on how subjects induce a correct strategy. By contrast, in the
current study. the inductive aspect of the puzzle was minimized by teaching subjects a
strategy beforehand. with extensive instructions and practice. Errors on the Tower of
Hanoi puzzle should correlate with errors on the Raven test. to the extent that both
require goal management.

The Tower of Hanoi puzzle consists of three pegs and three or more disks of
increasing size arranged on one of the pegs in the form of a pyramid. with the largest disk
on the bottom and smallest disk on the top. as shown in the top part of Figure 7. The
subject’s task is to reconstruct the pyramid, moving one disk at a time. on another peg
{called the goal peg). without ever putting a larger disk on a smaller disk. One of the
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Table 2

The locations and durations of gazes in a typical protocol

Gaze No. Location
(Row,Col)
1 Pairwvise- ] 1,2
2 (1,1)-(1,2)} 1,1
3 L 1,2
4 [ 1,1
5 Row 1- 1,3
6 . 1,2
7 [ 1,1
8 Row 1-] 1,2
9 . 1,3
10 1,2
11 [ 1,1
iZ Row 1-] 1,2
13 . 1,3
14 1,2
15 Pairwise-} 1,1
16 (1,1)-(1,2)L 1,2
17 2,3
18 3,2
19 1,2
20 1,1
21 2,1
22 Rov 2-1 2,2
23 2,3

(Subject 5, Raven Set II, problem number 1)

Duration Subject’s comments

(msec)

233
367
533
117
434
367
516
400
517
550
383
517
285
' 599
533
468
284
317
434
533
434
451
467

Okay,

there’s diamond,

square, triangle

and they each contain

lines through them




24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

49

Row 3-

Col 2-

Row 3-

Row 3-

—

Pairvise-

2,2)-(3,1)

Yy

Row 3-

Answvers-

Row 3-

2,2
2,1
3,1
3,2
1,2
2,2
3,2
2,3
3,2
3,1
3,2
3,3
3,2
3,1
2,3
3,2
2,2
3,1
2,2
3,2
3,1
#7

#4

3,3
3,2
3,1

Table 2 (continued)

467
167
233
267
483
599
300
167
133
650
433
432
167
400
217
583
583
334
267
383
234
183
467
217
199

183

- with different shadings

- going from vertical,

horizontal, oblique

- and the third one should be




50
51
52
53
54
55
56
57
58
59
60

Diagonal-

Rowv 3-

Ansvers-

2,2
1,3
3,1
1,2
2,1
3,2
3,1
#1
#5
#1
#5

Table 2 (continued)

350
150
433
234
117
417
366
250
1900
250
184

I\

- Okay, it should be a square

- And should have the

~black line in them

and the answer’s 5.
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most commonly used strategies in the puzzle is called the goal-recursion strategy (Simon.
1975: Kotovsky. Haves & Simon. 1985). With this strategy. the puzzle is solved by first
setting the goal of moving the largest disk from the bottom of the pyramid on the source
peg to the goal peg. But before executing that move, the disks constituting the sub-
pvramid above the largest disk must be moved out of the way. This goal is recursive
because in order to move the sub-pvramid. its largest disk must be cleared. and so on.
Thus. to execute this strategy. a subject must set up a number of embedded subgoals. As
the number of disks in a puzzle increases. the subject must generate a successively larger
hierarchy of subgoals and remember his/her place in the hierarchy while executing
successive moves.

Moves in the Tower of Hanoi puzzle can be organized within a goal tree which
specifies the subgoals that must be generated or retained on each move. as pointed out by
Egan and Greeno (1974). Figure 7 shows a diagram of the goal tree when the goal
recursion strategyv is used in a four-disk problem. Each branch corresponds to a subgoal
and the terminal nodes correspond to individual moves. The subject can be viewed as
doing a depth first search of the goal tree: in the goal-recursion strategy. the subject is
taught to generate the subgoals equivalent to those listed in the left-most branch to enable
the first move. Subsequent moves entail either maintaining. generating or attaining various
subgoals. In particular. on move 1. 5. 9. and 13. the claim is that the subject should
generate one or more subgoals before executing the move: by contrast. no new subgoals
need to be generated before other moves. Egan and Greeno {1974) found that likelihood of
an error on a move increased with the number of goals that had to be maintained or
generated to enable that move. Consequently. performance on the Tower of Hanoi goal-
recursion strategy should correlate with performance on the Raven test. to the extent that
both tasks rely on generating and maintaining goals in working memory.

Insert Figure 7 - Goal tree and Tower of Hanoi

Method

Procedure. The subjects were.administered the Raven Progressive Matrices Test. Sets
I and II. using standard psychometric procedures. Then the subjects were given extensive
instruction and practice on the goal-recursion strategy in 2-disk and 3-disk versions of the
Tower of Hanoi puzzle. Finally, all subjects were given Tower of Hanoi problems of
increasing size. from 3-disks to 8-disks. although several subjects were unable to complete
the 8-disk puzzle and so the data analysis concerns only the 3-disk to 7-disk problems.
The total number of moves required to solve a puzzle with N disks using goal recursion is
2N .1. The start and goal pegs for each size puzzle were selected at random from trial to
trial. Between trials. subjects were reminded to use the goal-recursion strategy and they
were questioned at the end of all of the trials to ensure that thev had complied. In place
of a physical Tower of Hanoi. subjects saw a computer-generated ({Vaxstation II} graphic
display. with disks that moved when a source and destination peg were indicated with a
mouse. Subjects seldom attempted an illegal move (placing a larger disk on a smaller
disk). but on those few occasions they tried. it was disallowed by the program. If subjects
made a move that was inconsistent with the goal-recursion strategy land hence would not
move them toward the goal). the move was signaled as an error by a computer tone. and
the subject was instructed to undo the erroneous move before making the next move.
Thus. subjects could not stray more than one move from the optimal solution path. The
main dependent measure was the total number of errors. that is. moves that were
inconsistent with the goal-recursion strategy.
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Subjects. The subjects were 45 students from Carnegie Mellon. the University of
Pittsburgh. and Community College of Allegheny County who participated for $10 payment.
Thev took the Raven Advanced Progressive Matrices test and solved the Tower of Hanoi
puzzles.

Results and Discussion

Because of its extensive dependence on goal management. overall performance of the
goal-recursion strategy in the Tower of Hanoi purzle was predicted to correlate highly with
the Raven test. Consistent with this hyvpothesis. the correlation between errors on the
Raven test and total number of errors on the six Tower of Hanoi puzzles was rl43)= .77.
p < .01. a correlation that is close to the test-retest reliability typically found for the
Raven test (Court & Raven. 1982). A subanalysis of the higher-scoring subjects was also
performed because many analyses that follow later in this paper deal primarily with
students who score in the upper half of our college sample on the Raven test. The
subanalysis was restricted to subjects whose Raven scores were within one standard
deviation of the mean Raven score in Experiment la or above. eliminating nine low-scoring
subjects (scores between 12-17 points on the Raven test).” Even with this restricted range.
the correlation between errors on the Tower of Hanoi puzzles and the Raven test for the
34 students with scores of 20 or higher was highly significant. r(32) = .57. These
correlations support the thesis that the execution of the goal-recursion strategy in the
Tower of Hanoi puzzle and performance on the Raven test are both related to the ability to
generate and maintain goals in working memory.

A more specific prediction of the theory is that errors on the Tower of Hanoi puzzle
should occur on moves that impose a greater burden on working memory and that the
effect should depend. in part. on the capacity to maintain goals in working memory. as
assessed by the Raven test. These predictions were supported. as shown in Figure 8.
Figure 8 shows the probability of an error on moves that require the generation of 0. 1. or
2 or more subgoals: the four curves are for subjects who are classified according to their
Raven test score. As Figure 8 indicates. the error rates were low and comparable for
moves that did not require the generation of additional subgoals: by contrast. lower-scoring
subjects made significantly more errors as the number of subgoals to be generated
increased. as reflected in an interaction between the subject groups and whether there were
0 or 1 or more subgoals to be generated. F{3.32) = 3.57. p < .05. Figure 8 also shows
that the best performance was obtained by subjects with the best Raven test performance,
F13.32) = 3.53. p < .05, and that the probability of an error increases with the number of
subgoals to be generated in working memory. Fi(2.64) = 77.04, p < .01. This pattern of
results supports the hypothesis that errors in the Tower of Hanoi puzzle reflect the
constraints of working memory: consequently, its correlation with the Raven test supports
the theory that the Raven test also reflects the ability to generate and maintain goals in
working memory.

Insert Figure 8 - Tower of Hanoi data

Because the high correlation between the two tasks accounts for most of the reliable
variance in the Raven test. it raises the question of whether there is any need to postulate
abstraction as an additional source of individual differences in the Raven test. But using
goal-recursion in the Tower of Hanoi puzzle involves some abstraction to recognize each of
the many configurations of sub-pyramids to which the strategy should be applied. Thus.
the high correlation probably reflects some shared abstraction processes as well as goal
generation and management.
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Figure 8. The probability of an error for moves in the Tower of Hanoi puzzle as a
function of the number of subgoals that are generated to enable that move. The
curves represent subjects in Experiment 2 sorted according to their Raven test
scores. from best (33-36 points) to low-median (20-25 points) performance.
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The Raven test correlates with other cognitive tests that differ from it in form and
content. but like the Raven test. appear to require considerable goal management. One
example of such a test is an alphanumeric series completion test. which requires the subject
to determine which letter or number should occur next in a series, as in:

1 B3D5G7K?2?(The answer is 9 P)

Such correlations may reflect the fact that both tasks involve considerable goal
generation and management. A theoretical analysis of the series completion task by
Kotovsky & Simon (1973: Simon & Kotovsky. 1963: Williams. 1972) indicated that the
series completion test. like the Raven test. requires correspondence finding. pairwise
comparison of adjacent corresponding elements. and the induction of rules based on patterns
of pairwise similarities and differences. The general similarity of the underlying processes
leads to the prediction of correlated performance in the two tasks despite the minimal
visuo/spatial pattern analysis in the series completion task. This construal of the correlation
is further supported by the fact that some of the sources of individual differences in the
series completion task are known and converge with our analysis of individual differences in
the Raven test. Applying the Simon and Kotovsky (1963. 1973) model to analyze the
working memory load imposed by different types of series completion problems. it was
found that problems involving larger working memory loads differentiated between bright
and average-1Q children more than easier problems: this difference suggests that the ability
to handle larger memory loads in the series completion task correlates with 1Q (Holzman.
Pellegrino & Glaser. 1983). These correlations. as well as the correlation between the
Raven test and the Tower of Hanoi puzzle, strongly suggest that a major source of
individual differences in the Raven test is due to the generation and maintenance of goals
in working memory. :

PART II: THE SIMULATION MODELS

In this section. we first describe the FAIRAVEN model which performs comparably to
the median college student in our sample. already a rather high level of performance
relative to the population norms. Then, we will describe the changes required to improve
FAIRAVEN's performance to the highest level attained by our subjects. as instantiated by
the BETTERAVEN model.

Overview. The primary goal in developing the simulation models was to specify the
processes required to solve the Raven problems. In particular, the simulations should make
explicit what distinguishes easier problems from harder problems. and correspondingly, what
distinguishes among individuals of different ability levels. The simulations were designed to
perform in a manner indicated by the performance characteristics observed in Experiment
la. namely incremental, re-iterative representation and rule induction.

The general outline of how the model should perform is as follows. The model
encodes some of the figures in the first row of entries. starting with the first pair of
entries, The attributes of the corresponding figures are compared. the remaining entry is
encoded and compared with one of the other entries. and then the pattern of similarities
and differences that emerges from the pairwise comparisons is recognized as an instance of
a rule. In problems involving more than one rule. the model must determine which figural
elements are governed by a common rule. The representation is constructed incrementally
and the rules are induced one by one. This process continues until a set of rules has been
induced that is sufficient to account for all the variation among the entries in the top row.
The second row is processed similarly. and in addition, a mapping is found between the
rules for the second row and their counterparts in the first row. The rules for the top two
rows are expressed in a generalized form and applied to the third row to generate the
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figural elements of the missing entry, and the generated missing entry is selected from the
response alternatives.

The programming architecture. Both FAIRAVEN and BETTERAVEN are written as
production systems. a formalism that was first used for psychological modeling by Newell
and Simon and their colleagues (Newell. 1973: Newell & Simon. 1972). In a production
system. procedural knowledge is contained in modular units called productions. each of
which specifies what actions are to be taken when a given set of conditions arises in
working memory. Those productions whose conditions are met by the current contents of
working memory are enabled to execute their actions. and they thereby change the contents
of working memory (by modifying or adding to the contents). The new status of working
memory then enables another set of productions. and so another cycle of processing starts.
All production svstems share these control principles. although they may differ along many
other dimensions (see Klahr. Langley & Neches. 1987).

The particular production system architecture used for these simulations is CAPS (for
Concurrent. Activation-based Production System) (Just & Carpenter. 1987: Just & Thibadeau.
1984: Thibadeau. Just & Carpenter. 1982). Even though CAPS was constructed on top of a
conventional svstem. OPS4 (Forgy & McDermott. 1977). it deviates in several ways from
conventional production systems. One distinguishing property is that on any given cycle,
CAPS permits all the productions whose conditions are satisfied to be enabled in paralilel
with each other. Thus CAPS has the added capability of parallelism. in addition to the
inherent seriality of a production system. By contrast. conventional production systems
enable only one production per cycle. regardless of how many of them have had their
conditions met. requiring some method for arbitrating among satisfied productions. Another
distinguishing property of CAPS is that knowledge elements can have varying degrees of
activation. whereas in conventional systems. elements are either present or absent from
working memory. Other properties of CAPS. not used in the present applications. are
described elsewhere (Just & Thibadeau. 1984: Thibadeau. Just & Carpenter. 1982).

FAIRAVEN

FAIRAVEN consists of 121 productions which can be roughly divided into three
categories: perceptual analysis. conceptual analysis and responding. These three categories,
which respectively account for approximately 48%. 40% and 12% of all the productions, are
indicated in the block diagram in Figure 9. The productions that constitute the perceptual
analyzer simulate some aspects of the visual inspection of the stimulus. These productions
access information about the visual display from a stimulus description file and bring this
information into working memory as percepts. These productions also notice some relations
among percepts. The productions in the conceptual analyzer try to account for the
variation among the entries in one or more rows by inducing rules that relate the entries.
The responder uses the induced rules to generate a hypothesis about what the missing
matrix entry should be and it then determines which of the eight response alternatives best
fits that hypothesis. The next sections describe each of the three categories in more detail.
This description is followed by a example of how FAIRAVEN solved the problem shown in
Figure 2.

Insert Figure 9 - FAIRAVEN modules

Perceptual analysis

FAIRAVEN operates on a stimulus description that consists of a hand-coded. symbolic
description of each matrix entry. Thus. the visual encoding processes that generate the
symbolic representation lie outside the scope of the model. This incompleteness does not

.




Stimulus
Description

List of
Fixations

Perceptual
Analysis

Encoding
Finding
correspondences
Pairwise
comparison

Conceptual
Analysis

Row-wise rule
induction
Generalization

Response

Generation
and Selection

WORKING MEMORY

Current
Representation

:pos (1 1))
(fig 1 :attrl percl)
(fig 1 :attr2 perc?)
(percl :desc big)

(percl :diff perc3d)
(perc3 :diff percH)
(rule 1 :val distr.)
:perc 1,3,5)

Figure 9. A block diagram of FAIRAVEN. The perceptual analysis productions,
conceptual analysis productions. and response generation productions all interact

through the contents of working memory.

The perceptual analysis productions

accept stimulus descriptions and generate a list of simulated fixations.
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compromise our analysis of individual differences. for three reasons. First, the high
correlations between the Raven test and other non-visual tests (such as alphanumeric series
completion and verbal analogies. shown in Figure la) indicate that visual encoding processes
are not a major source of individual differences. Second. our protocol studies of the Raven
test suggest that subjects have no difficulty perceiving and encoding the figures in each
entry of a problem. such as squares. lines. angles. and so on. Third, the protocols indicate
that the subjects do have difficulty determining the correspondences among figures and
their attributes. a process that lies within the scope of the model.

Stimulus descriptions. The perceptual analysis productions operate on a symbolic
description of each matrix entry and response alternative. To generate these descriptions. an
independent group of subjects was asked to describe the entries in each problem. one entry
at a time. without any problem-solving goal. The modal verbal descriptions served as the
basis for the stimui.s descriptions. The typical descriptions were in terms of basic-level
figures (Rosch. 1975) and their attributes. such as a square. a line. striped. and so on. For
example. the entry in the upper left of the matrix shown in Figure 2 would be described
as a concatenation of two figures. a diamond and a line. with the line having the attributes
of orientation (verticall and texture (dark). The stimulus description of some figures
contained an additional level of detail that was accessed if the base-level description was
insufficient to establish correspondences. as in the case of embedded figures.

The perceptual analysis is done by three subgroups of productions that (1) encode the
information about the figures. (2) determine the correspondences and (3) compare the figures
in adjacent entries to obtain a pattern of pairwise similarities and differences. Each
subgroup is described in turn.

Encoding productions. These productions. the only access path to the stimulus
information. transfer some or all of the information from the description file into working
memory when such information is requested. If the entries in a given problem contain
figures with several attributes. then FAIRAVEN will go through multiple cycles of
perceptual analysis of the entries in a row. until all the attributes have been analyzed.
This behavior of the model was intended to express the incremental processing and re-
iterative scanning of the entries that was evident in the human eye fixation patterns.
Some of the simulated inspections of the stimulus, like the initial inspection of an entry.
are data-driven. If an entry's position in the matrix is specified. one of the encoding
productions returns the names of each figure in that entry and the number of figures. but
not any attribute information. Other inspections can be driven by a specific conceptual
goal, such as the need to determine attributes of a particular figure. If an entry’s position
and the name of a figure are specified, one of the encoding productions returns an attribute
of the figure and, if requested, its value. These encoding productions. which are more
conceptually driven. are evoked after hypotheses are formulated in the course of inducing
and verifying rules.

Finding correspondences between figures. In most problems. because more than one
rule is operating. it is necessary to conceptually group the figures in a row that are
operated on by each rule. The main heuristic procedure that subjects seem to use is to
hypothesize that figures having the same name le.g. /ine} should be grouped together.
Similarly. FAIRAVEN uses a matching- names heuristic. which hypothesizes that figures
having the same name correspond to each other. A second heuristic rule used by
FAIRAVEN is the matching-leftovers heuristic. which hypothesizes that if all but one of the
figures (or attributes) in two adjacent entries have been grouped. then those leftover figures
lor attributes) correspond to each other. For example. for the problem depicted in Figur