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1. INTRODUCTION & SUMMARY

The objective of this SBIR Phase [ studv is to design an Operations
Monitoring  Assistant (OMA} <vstemm for supporting Corps G3 Operations
personnel in monitoring operations and assessing the impact of events on the

current operations plan.

The research effort consisted of:

e Gaining an understanding of corps level operations monitoring

Interaction with Army otficers {Active and retired)

- Study of Field Manuals and other pertinent documents

Study of scenarios

Observatior. of a Command Post Exercise {CPX)

- Analysis of other battle management projects in ADS, BDM, and

elsewhere.

[dentifving desirable features for an OMA system.

e Reviewing applicable Al technology such as:

Planning

- Representation of knowledge

Reasoning mechanisms ie.g.. inferencing’
Py (o] el

+

Knowiedge-nased svstem coatrol

User-machine interface

o Designing an OMA\ system
- Plan representations

- Situation appraisal representations
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- Reasoning processes to note:
—- Differences
-~ Opportunities
Ui~k situations -
- Mixed-initiative
— Control

— User interface

The approach did not explicitly include hardware or embedding the OMA svstem

into current or tuture Army command and control systems.

Section 2 of this report. supported by Appendices A and B. provides insight
into the problem of developing an OMA system from both the G3 operations stalf
perspective and the technologyv application perspective. Section 3 presents the
results of our considerations of mapping various technological constructs onto the
operations monitoring domain. a design of an OMA system. This design is meant
to be a starting point for building an OMA system in Phase [I, using the trpical
Al expert system building paradigm of constructing a “bare-bones™ prototype
and then evolving it to a capable system by using it on increasingly complex
simulated operations monitoring problems to refine and extend its design. The
main body of the report concludes in Section 4, a short description of OMA
system development plans. Appendix A presents an abstract scenario situation
used in our study and Appendix B presents summary statements about the

various components of Al planning technology.
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2. OPERATIONS MONITORING ASSISTANT
-- SYSTEMS DEVELOPMENT PROBLEM DESCRIPTION

The primary purpose of our research is ‘o provide a design for an
interactive operations monitoring assistant man-computer system for use at the
corps level by the G3 and his staff. Figure 2-1 abstractly indicates the major
functions of concern to operations monitoring. There are two major components
of understanding of the OMA systems development problem on which our design
will be based. The first is understanding the functional tasks that it must
perform. or aid the G3 staff in performing. The second is collecting and
understanding the technologies applicable to performing these functions. This
chapter is divided into two major subsections that respectively provide insight

into the problem from the military domain perspective and from the technology

FRAG ORDER,
COMMANDER, G3, STAFF OPERATIONS ORDER
CHANGE DIRECTIVE

ALERTS
QUERIES EXPLANATIONS

perspective.

CONCLUSIONS ABOUT CURRENT OPERATIONS

AND OPERATIONS ORDER
b
' Y
OPERATIONS
DYNAMIC INFORMATION
COLLECTION AND DISPLAY STATIC DATA
(E.G., SITREPS) (E.G., TERRAIN, EQUIPMENT
CAPABILITY, TACTICS)

Figure 2-1: Operations Monitoring Concept




2.1 DOMAIN PERSPECTIVE OF OPERATIONS MONITORING

Operations monitoring by the Operations Division of the Corps G3
Operations Stalff. abstractly stated. comparing the current corps’ subordinate and
supporting forces operations with the planned operations for the purpose of
identifving when changes in the pianned operations of own forces should be
made. as indicated in Figure 2-1. "Small" changes would be initiated by the
Current Operations Division, while needs for more long term changes might be

considered by the Plans Division.

2.1.1 Breadth of Operations Monitoring

In practice operations monitoring is an integral part of controlling the

current operations of approximately 30.000 soldiers and their 15.000 vehicles of a

variety of tvpes. organized into a hierarchical Corps organization. These corps
resources are supported by additional thousands of personnel and equipment
fe.z.. Tactical Air Forcel and work in coordination with adjacent forces (e.g..
other U.S or NATO corps). The corps may be in conflict with an adversary with
a third up to three or more times the corp’s resources. Thus corps level
operations monitoring is necessarily comprised of a complex. multi-faceted set of

activities and reasoning processes.

Major bodies of facts, knowledge and procedures used in monitoring and
orchestrating coordinated operations of all friendly force units include those listed
in Table 2-1.

2.1.2 Use of Planning Information in Operations Monitoring

The partial list in Table 2-1 indicares there s aomyriad of coneepts and
details that the Operations stalf must have organized in the forefront of their
minds. or immediately available, to be etfective in monitoring and controlling the
corps resources. One of the most important requirements for the monitoring
function is a thorough understanding of the planning factors that were considered
in developing the current Operations Order. as indicated in Figure 2-2. In
developing the Operations Order the Operations staff typically would consider
the probable objectives. tactics. operations and stvle of command of units one

and two levels below them (i.e.. division and brigade) and any special supporting

e EEE———— . S
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Table 2-1: Operations Monitoring Factors

EAC objectives

EAC guidelines

- Corps mission and objectives

Corps Commander's guidance
-— Assumptions
— Constraints
— Special instructions

- Assigned Corps resources

supporting forces {probably) available

- Missions. objectives and guidance assigned
to next lower subordinate commands

Principles of war

- Objective
— Offensive
— Mass
— Economy of force
— Maneuver
— Unity of command
— Security
— Surprise
~— Simplicity
-METT-T

— Mission

- Enemy

-~ Terrain and weather
— Troops available

— Time

k.Q
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Table 2-1: Operations Monitoring Factors (cont.)

COCOA
— Critical terrain features
— Obstacles Cover and concealment
— Observation and fields of fire
— Avenues of approach
Typical TO&E for own forces and enemy forces

standard tactics. operations and unit capabilities
(e.g.. as contained in the scores of field manuals)

Equipment characteristics
Current estimates of actual TO&Es

Current estimates of units’ locations. activities
and capabilities

Current Operations Plan or Operations Order, current
FRAGOs

Superior. adjacent. subordinate and support Commanders’
styles of operations

Data and information received in formal reports {e.g.. operational
Situation Report, Periodic Intelligence Report, Periodic Logistics
Report, Personnel Status Report)

Data and information received via radio command and
control channels

Data and information attained through face to face
meetings and conferences

Estimation of engagement outcomes

Estimation of resupplv rates
ppi}




units that may be expected to play a key role because of factors special to the
current situation. Thus, they may counsider, in detail. the outcome of what they
perceive as likely engagements. However the purpose of this planning analvsis is
to ascertain the organic and supporting resources. and timing, they should assign
to specific missions they specify to attain the corps’ objectives. Theyv will nsually
refrain from telling the subordinate and supporting commanders what tactics and
activities to use in performing their assigned missions. However during execution
they will expect that subordinate and supporting forces will report the tvpes of
operations and activities they are conducting. as well as their effectiveness and
results. These reports combined with a thorough understanding of the plan
enable tiie Operations staff to form expectations of future situations. activities

and performance that expedite the assimilation and analysis of future reports.

Since many factors are likely to change between the time of planning and
execution time. and because the subordinate commander will have more detail
about his operational environment and his own personal stvle, maay activities are
likely to occur at division and brigade levels that were not explicitly planned or

considered by the corps Operations staff.

Thorough planning analysis leads to a “working plan™ that is only partially
recorded on greaseboards. clipboards. maps, and computer files. The “"working
plan” is integrated in the Operations staff's heads in accordance with their

understanding of the hierarchy of goals. constraints and plans; and the myriad of

MISSION OWN FOACES INTELLIGENCE TERRRIN AND
ANRLYSIS ASSESSMENT ESTIMRTES WEATHER EFFECTS
A
|
v

‘ ‘
PREPARE AND
NR ¢ MONITOR
GENEAATE ALTEANATIUE cuu:szslv:rs nﬂtmm SELECT COURSE DISSEMINRTE CRECUTION
COURSES OF ACTION 0F ACTION PLAN/DROER

Figure 2-2: Planning Factors




planning factors considered in arriving at the current pian. The ~“working plan”

needs to accommodate the US doctrine of texibility and delegation of authority
to the on-scene commander. Thus the ~working plan” in the Corps G3
Operations Division must itself be Hexible and adaptive to the own force. enemy.
and natural environments: especiailv to the prerogatives of the subordinate
commanders. Monitoring data. as it arrives. is assimilated and evaluated against
this “working plan.” The data and its implications need to be evaluated against
such things as higher level goals. higher commanders’ guidance and concepts of
operations. principles of war. and high level models of combat engagements (e.g.,
heuristic models, Lanchester tvpe models). rather than just ascertaining if an

activity is “‘rigidly’ adhering to a specific tactic or specified process.

The corps operations monitoring function is data driven: data is obtained
from various reports. meetings, higher directives. etc. Since many “unexpected’”
operations are likelv to occur. by both enemy and friendly subordinate units.
operations monitoring statt need to deduce from the arriving data both what
types of tacties and activities are being executed. and how etfective they are in
achieving the goals of the unit involved and those of the parent units up to EAC.
For example, suppose a brigade ‘“‘unexpectedly”™ reports to its division
commander, with an information copy to corps. that it is crossing a rive: that has
only one fordable position (which the brigade is using) to control a terrain strong
point overlooking a potential enemy division size avenue of approach. The corps
operations staff would perform their own evaluations to estimate how well this
brigade operation supports the division objective, and in turn the corps and EAC
objectives. They would consider the opportunities presented for division. corps
and EAC; the risk that may accrue to the brigade. division. and corps: and any
additional resources that may need to be assigned to either exploit opportunities
or protect the involved units {l.e.. whether theyv <hould alter their plan). If their
analyvsis, whether heuristic or sided by various closed form or ~imuation models,
indicates that the brigade activity is in support of all superior units’ objectives
and does not violate any constraints or the commander’s guidance. then no alert
or change of plans would be initiated. If. however. they estimate that the brigade
is in little danger. and can easily block the enemy division's avenue of approach.
and the adjacent advance friendly division is further forward than had been
anticipated for this time. then thev could decide to initiate a tlanking maneuver
against the enemy division anticipated to become stalled in the avenue of

approach leading to the river crossing.

DK




2.1.3 Data Flow and Analysis

Data for operations monitoring is contributed by large numbers of soldiers
on the battlefield that channel their information into the G3 Operations staff
and or directly to subordinate commanders and their staffs. In particular each
part  of the stait organization e.g., Gl G2, G3. Gt G5, special stalf
organizations. officers (FSCOORD.ADA.AVN,ALO,C-E.ENGR)) (see Figure 2-3).
subordinate commands and supporting forces are responsible for providing
current status and activities information to the G3 Operations staff. Additionally
higher commands and National intelligence organizations filter and provide
information pertinent to operations monitoring in the corps area. All these
<ources may offer their information periodically or when they think it is probably
ceded. and respond to direct requests for additional information. Much of the
tactical operations data comes into the G3 Operations staff via C2 radio circuits
and personal visits. However a great deal of information also comes into the
corps Headquarters staff areas to which it is functionally most pertinent. filtered

by staff otficers there and then elements of it communicated to G3 Operations.

Thus operations monitoring is a process that is continuously collecting and
processing data on all aspects of the war within the corps area of responsibility,
analyzing it for tactical implications and alerting the OPS duty officer when
changes should be made or the need is anticipated. both for exploiting
opportunities and for preventing undesirable effects that may be caused by the
enemy or environmental events. The evaluation of tactical opportunities and risk
situations must consider the effects of all perceived characteristics of the forces
and environment involved. not just the major elements of maneuver and fire
support. Factors such as arrival of key personnel at critical points on the
hattletield. personnel fatigue. unit readiness, esprit. engineer's availability. and
crronnt~ ol <ippor aucerial in osapply in addition to Umainline” ftems lixe
munitions and POL) may in certain tactical situations be heavily weighted

factors in operations rmonitoring decisions.

2.1.4 Simultaneous Evolution of Planning, Execution and Monitoring

A corps level plan is an evolving entity. [t is basically a hierarchical
assignment of resources to objectives for varving time intervals with explicitly

stated and implied attendant constraints and guidelines. In many scenario




CORPS HEADQUARTERS‘__

JTE 4: Provided by Air Force.

Figure 2-3: Corps Staff -- Operations Monitoring

Information Sources
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JTE 1: Special staff sections have been grouped under the coordinating staff section
sponsible for primary staff coordination.
JTE 2: Direct access to the commander as a personal staff officer as required. The
- and the SJA, by regulation (AR 20-1 and AR 27-1), will be members of the per-
nal group.
)TE 3: Also subordinate unit commander. (SOURCE: FM 101-5)




situations of interest, part of a plan may be executed while other parts of the
plan are still being formulated. The plan is not developed at a uniform level of
detail in all its parts. Sometimes lower level parts of the plan. that are ahead in
the planning execution of the overall plan, affect the evolving plan (in other
parts) at higher levels of aggregation. Thus an overall common appreciation of
the plan goals. guidelines and constraints are necessarv for a good evolving plan.
rather than just a rigid specification of resource allocation and associated
deterministic parameter values and value intervals. The data driven monitoring
system must at times interpret the meaning of arriving data in the context of an

understanding of the goals, commander’s guidance. constraints . and principles of

war.

While a plan is being monitored. some of its components may be specified
rather rigidly with definite parameters being required to be maintained within
specified limits. The on-scene person in charge will need the freedom to interpret
and infer appropriate parameter value intervals for other plan components. This
interpretation and inferencing mayv be done purely heuristically( mos: commonly )
or may include the use of plan evaluation aids (e.g.. combat models). Thus
constraint checking mechanisms for specified goals are being considered together
with mechanisms for specifying “‘soft” goals, associated guidelines ard constraints
for sub-parts of the overall plan; all in consonance with the apriori common
appreciation of the overall plan goals. guidelines and constraints. The evaluator
should perform his evaluations from the perspectives of several echelon levels.
Does the data indicate whether: 1) any of his subordinates are in trouble or have
an opportunity for exploitation? 2) his own force echelon is in trouble or has an

opportunity? 3) the next higher echelon is in trouble or has an opportunity”’

Corps plans are monitored within the contexts of many ditterent echelons.
funetions, and ratf perspectives. Goais at all echelon fevels are not precisely
understood, as viewed {rom another level in the hierarchy. Prescribed activities
to attain goals are purposely not sharply defined. leaving lower on-scene
commanders flexibility to adjust to changes in the enemy. environment. and own
forces as the changes occur. This flexibility also provides Hexibility to each
commander as to what he thinks should be reported to other commanders and

among the varions stalls.
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2.1.5 Efficient Operations Monitoring Provides a
Force Multiplier Effect

Operations monitoring is more complex than just deducing from data
whether or not all units are suceesstully performing preseribed tacties and
activities writlen in a specitied plan. 11 1t = done expertiv and ethiciently. then
there is a greater potential for the friendlv units to act inside of the enemy s
“detect-decide~act’” cvele, and thereby ¢ain a force multiplier etfect. For
instance, in the example in Section 2.1.2 above the adjacent division can go
immediately on the offensive {one of the principles of war} rather than
maintaining the original plan of gaining it's originally assigned area objective and
defending for an interval of time. That plan wonld have required vet another
foree 1o successfully engage the enemy division in the same time interval: the
friendly brigade in defense against the advancing enemy division being judged a
standoff {the attacker having an approximately 3:1 advantagel. Experience,
orderly knowledge. training and technological support are all needed to achieve

the etficient. etfective operations mounitoring required.

2.1.8 Significant Desired Features for an OMA System

The material presented in the preceding subsections is based on studies of
several Army Field Manuals. particularly FM 100-5 "Operations™. and FM 101-5
~Staff Organization and Operations': analysis of operations and a scenario
compiled by the U.3. Army Command and General Staff College (CGSC)
Reference 3. discussions of the abstract scenario in the OMA proposal (described
in Appendix A). observations and discussions during the Crested Eagle Command
Post Exercise (CPX) at Ft. Lewis. and interactions with several retired U.S.
Army otficers.  The following features are deduced as being desirable in an
Operitions Monitoring ~upport ~vsrem (e an Operations Monroring Assistan!

tONA)). The OMA:

1) Should be a mixed initiative soldier-machine syvstem f{i.e., a soldier-
machine systerm in which either the soldier or the machine can lead the

operations monitoring process, as the <oldier desires).

[ ¢~
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2) Notes changes in status or activities previously planned or reported by
subordinate or supporting forces and alerts the G3 of ignificant

changes.

3) Does zoals-constraints anaiy<is when significant changes occur: and posts
consequences on own and enemy forces (e.g.. by using appropriate

heuristic or operations research models of potential engagementst.
1) should identify opportunity and risk situations in a timely manner.

5) Provides explanations and justifications of its alerts. and of irs

opportunities and risks notifications.

6) Presents status information at various organizational and mission

function levels.

7) Supports the “detect-decide’ part of the “detect-decide-act” cuicle in a

timely manner.

2.2 TECHNOLOGY PERSPECTIVE OF OPERATIONS
MONITORING

The field of operations research (OR) has long studied and contributed to
technical support of command and control of tactical forces resulting in a number

of tools including:

e ~ensor capability models

Resource assignment algorithms
=) =

Queuing models

Route selection procediires

e Movement models

| 2]
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Terrain masking calcuiations

Weapons etfects models

Logisties models

e (ormmunication network models

Combat engagement models
- Force ratio guidelines
- Lanchester equations

- Monte Carlo simulation models sueh as CORDIVEM  and
CORBAN

e “tatistical analysis packages

These OR tools are useful in planning operations. but typically require expert
operations analysts to use them individually. and as a ser. These 1ypes of roois
continue to be developed and refined for planning of tactical operations. Most of

them are not used during operations: (that is. for operations monitoring).

This study recognizes the importance and utility of such OR tools but
concentrates on the technologies within the Al field. However it is the intent of
the OMA system design in Section 3 to use the most pertinent forms of
knowledge to perform the operations monitoring functions: a knowledge-based
system (rather than a (single) expert system) is described that makes use of OR.
Al and human forms of knowledge. This section does not explore OR or human
analysis and reasoning explicitly. but concentrates on Al. Al techniques can be
used to control. run and internret OR models. and to eall on the soldier’s intefleer

wilten Heedeo,

The soldier-machine OMA system supporting the command and control

functions described in Section 2.1 above must perform the following functions:

e Coiect. tilter. collate and display data from sourees.

e Indicate deviations from pians.




e Alert the decision maker 1o opportunities and risks.

e Justify the aiert.

e Evaluate (pertial) plans.

e Justily and explain rhe evaluation,

o Provide basis for formulating and disseminating a FRAGO.

Al techniques may be applied to aid in performing each of these functions.

Most of the preceding functions have been addressed in the Al area of
planning. but only to a modest degree. and little has been done directly in the
area of plan execution monitoring. (i.e.. operations monitoring). Appendix B
presents an overview of Al planning technology that serves as a basis for the
OMA syvstem design in Section 3: the reader is encouraged to read the Appendix
now since most of the pertinent technology overview is there rather than in this
shart subsection. Of particuiar imporiance to operations monitoring are plan
representation. situation representation and reasoning about their differences and
implications. Reference 4 presents a group of papers and survey on knowledge

representation issues that also provide important insights for the OMA system

design.

Brachman and Levesque’'s bibliographv survey 4 characterizes the various

methods of representation into:

Procedural representations

Formal lozic-based representarions

e Structured opject representations (frames)

Associational representations (networks)

Other representations

~“Other” includes use of more than one of the previously listed tvpes in a system.

e believe the above list shoinld be extended to include model-based

2-13




representations such as used in the OR models previously mentioned and also
being developed by Ai researcners for applications such as diagnosis of equipment

and syvstems (e.g.. see Reference 3).

The hardware technology for an OMA =svstem is not addressed in this Phase
[ feasibility design study. The correct application of state of the art software
techniques is the major concern in designing and building an OMA system.

Several hardware systems exist which can adequately support the OMA software.

2.2.1 Mixed-Initiative System Technology for OMA

Al systems usually work in one of four interaction modes with 2 human:

e Autonomous (e.g.. robot} -- the human prescribes task and turns the

machine on: the machine does the task.

e Consultation re.g.. medical diagnosis and treatment} -- the human
supplies data about subject and tests: the machine does the diagnosis and

suggests the treatment.

e Partitioned tasks (e.g.. image interpreter workstation) -- the human does
what he does best. such as complex pattern recognition. spatial
relationships: the machine does tasks it does best. such as segmentation,

mensuration. tiling data. cross referencing.

e Mixed-initiative (e.g., operator aiding systems) -- the human and machine
Jointly reason and control, with one or the other. performing tasks as the

operator's work load. focus of attention and desires dictate.

The desired features listed at the end of Section 2.1 clearly indicate that the

OMA system should be a mixed-initiative svstem.

It is also «clear that the system should employ multiple tvpes of
representation: frames for status of hierarchicaily organized units. and for
hierarchical mission goals assigned to the units: procedural knowledge for such
things as checking constraints. prioritizing the order of frame slot filling, and

deciding among candidate slot fillers: a mixture of procedural networks and




‘rames tor characterizing sequences of actions of units and interrelationships
among these actions and units: and model-based reasoning for estimating

outcomes of potential engagements.

Although no substantive exampiles of monitoring svstems for complex
operations have oeen nubit and demonstrated. the inaividual technologies have
neen developed or plan representation: situation and activity representation:
data collection. coilation and displayv: recognizing signiticant events that can be
characterized in terms of specified characterization features of the objects of
interest {e.g.. own force units. enemy units. terrain. weather); deducing potential
consequents of significant events: alerting soldiers: explaining and justifying
evabiation conclusions: and aceepting interruptions and re-direction tfrom the
soidier. Rather rthan discussing these technologies somewhat generically in this
section, we will provide needed insight in the following OMA system design

section.

2.2.2 OMA System Development Environment Technology

The OMA system when completely developed and fielded will need to fit
into the hardware. software and communications environment at that time. [t
will need to interact closely with the planning system and command and control
svstems. such as (perhaps) the Maneuver Control System. However. to
demonstrate feasibility the emphasis should now be on developing the system in a
good development environment. A machine, such as Symbolics or SUN-III that
robustly supports Common LISP software development. should be used.
Assumptions that plan and monitoring data that can be communicated easily
into the OMA system data bases should be made: although some considerations
must be made for accomodating protoeols and formats of data in ecurrent and
Diture statias report and ( : <vstemts. DMA map anc feature data. and other

statie data bases.

The specific software environment that should be chosen for building what
will become a complex knowledge based (KB) system is more complex. Several
expert system building environments. or shells. have been developed and are
being highly touted by the companies that sell them. and many zovernment
program managers alike. However, there is controversy about the applicability of

the current (but evolving) svstem to the development of large complex Al




systems. The following quote from the krman. Lark and Hayes-Roth paper

Reference 6. “Engineering Intelligent Svstems: Progress Roeport on

. ~ ol . . .
ABE.”" summarizes some problems with using these current tools:

“Most people now perceive a gap between what the intelligent svstems
technology siould be able to do and what can be done today. While the
technology holds great promise, it cannot vet supply solutions readily for many of
the problems for which it should be applicable. Today, that technology transfers
from research environments to applications chiefly through knowledge engineering
tools. Prominent examples of these are the commercial products ART (from
Inference Corp.), KEE (from Intellicorp). KnowledgeCraft (from Carnegie Group),
and =.1 (from Teknowledge). These tools incorporate the best methods of
applied artificial intelligence. and they retlect some of the best techniques for
building expert systems. However. these tools currently have several weaknesses.
Generally. they reflect the smalil-scale and isolated nature of the applications that

motivated the tools. Specifically, the major problems include the following:

e The best current tools are monolithic, single-purpose software packages.
Hence they are hard to extend or apply bevond their current range of
applications. They are also difficult to integrate with conventional data

processing and computer technologies.

e The tools provide capabilities that are low-level. Most applications
require the user to build a solution structure on top of those primitive
capabilities. This design and implementation work is expensive and
time-consuming, and requires a skilled and experienced knowledge

engineer.
e lhe tools support a limited variety of data tvpes and inference schemes.

¢ The inference schemes in current toois are built-in and practically hard-

wired.

o Current tools do not support large-scale applications.

| ABE is a trademark of Teknowledge, Inc.
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e The toois have been designed exclusively for uniprocessor

implementations.

e The tools have not been designed in a way that makes them easy to port

to alternative new machines.”’

Because of problems such as these we have found at ADS that expert
programmers frequently drop out of the shell into the more flexible LISP or C
environments when the shell constructs or inferencing mechanisms don't directly
provide the required capability. This helps to quickly achieve a working
feasibility model with most of the desired features included in a “bare-bones™
way. However, whether less expert knowledge engineers (as distinguished from
expert Al computer scientists) can efficiently and accurately continue the growth
of the system into a robust. large KB system without higher level tools. such as
those the tool manufacti.rers are trying to produce. is still an open issue. There
will be trade-off decisions to be made between the fidelity of the model produced.
and the ease of doing the development work. The decision to use a high level
tool such as the ones mentioned in the quote above an advanced tool. or stay

with, say, Common LISP. should be made at the time the system build starts.
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3. OMA SYSTEM DESIGN

The operations monitoring concept was discussed in Section 2.1 and
abstractly represented in Figure 2-1. This section examines that concept in more
detail for the purpose of providing a conceptual design of a corps level mixed-
initiative OMA system. At the technical heart of such a system there must be
workable representations of the current plan, and the current and expected
situations; and reasoning mechanisms to recognize from incoming data deviations
from the current known plan, and to also identify opportunity and risk situations
that were not necessarily anticipated or contained in the current plan.
Additionally there must be data input capabilities and efficient soldier-machine
interaction capabilities. {Note: We believe that with a successful soldier-
computer OMA system. it will still be desirable for many vears to come to have
the system embedded in the maps. overlays. clipboards and greaseboard status
displays environment used now). Following subsections address these system

design issues in turn.

3.1 OMA SYSTEM OVERVIEW

Figure 3-1 presents the concept in Figure 2-1 in more detail, from an OMA
system’s perspective rather than the military functions perspective of Section 2.1.
We assume that the OMA system will be closely associated with the corps plan
generation and evaluation (PG&E) system when they are all developed. In
particular., we assume the formal OP PLAN or OP ORDER and FRAG orders
will be available and that the plan generation and evaluation Knowledge Sources
K=s) and engagement etfectiveness models and their data bases that were used in
“he planning process. wiil be avaiiavle for use by the ONMA svstem. [f they are
not available and easyv to use during the Phase Il effort we will rely on the soldier
ro generate appropriate plan elements and the soldier-machine system to use
high-level abstract evaluation schemes of proposed new plan elements. To
further focus on the OMA problem we also assume that on-line input monitoring
data will be available in the correct formats and that (prompted) manual input of
other required data will be acceptable; at least through our Phase II development
of an OMA system. Thus. for our Phase [ feasibility OMA svstem model. we

will concentrate primarily on the internal representations and reasoning
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mechanisms required for an ONLA system.

The user, who can be anv of the statl officers. will interact with the OMA
system through the user interface. This user interface will probably consist of
two CRT's. one eolor and one black and white. The color will have terrain and
feature overlay capaviities. as well as alphanumeric display<. The bilack and
white will be used primarily for input-output via menus. tables. graphics. and so
forth. In later, mature models of the OMA system. user models will be provided
so that when a stalf officer. say the G4. is using the system. the user model will
more efficiently provide information of interest to logistics considerations. The
user can enter changes to plans. FRAG orders. changes in the constraints. or
concept of operations. situation update information and system control direcrives,
The user interface will direct this type of data and control instructions to the

proper areas and files within the OMA system.

There are two major dyvnamic data base areas within the system. One is to
keep a current evolving situation appraisai- *'~ other is a current formal
operations order and FRAG order #nd wso a current working plan that the

soldiers and machine most frequently use in monitoring the operations.

There are two major types of reasciuiig continually being conducted in the
system. One is comparing the current evolving situation appraisal with the
current operations order or FRAG order to determine whether the soldier and
planning svstem should be alerted for re-planning. The second analysis area is
for identifving situations in the battle environment that provide opportunities for
own forces and also situations that provide opportunities to the enemy and risk
to own forces. Explanations and justifications will also have to be generated for

any alert o, notification of opportunities and risks that are given to the soldier.

[ie cara bases ana reasoning wirhin these three major arcas o tne ONA
system are supported by static data that does not change frequently during the
course of the corps operation and various knowledge bases that can be used in

analyzing the data and potential plans for responding to opportunities and risks.

[n a tactical options generations study previously done at ADS 7 it was
concluded that the decision maker and his staff typically do several funetions at
essentially the same time with frequent mental and procedural jumping from one

tvpe of anaivsis ro another. Figure 3-2 indicates the tvpe of analysis that the
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Figure 3-2: Planning and Monitoring

Functional Environment

decision maker and its staff performed in this “helter-skelter” manner. The last
two boxes on the right. monitoring and plan modification. have been added for
this report. Note that the order from left to right of these boxes is the same
order as recommended in making the commander's estimate of the situation.
The decision maker does these activities in a cvelical way to start with. from left
to right; for easy problems. that is sufficient. For more complex decision
problems, it appears that he and the staff need to get a deep working
1nderstanding of il clements of the problem area from data analvsis through
plan implementation considerations. We feel that this environment wiil have to
be extended to include the last two areas of analvsis in order to be able to do the

operations monitoring job correctly in difficult situations.
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3.2 PLAN REPRESENTATION

3.2.1 OP PLAN, OP ORDER, FRAG ORDER Representations

The operations plan and operations order have a definite format with
definite content for each paragraph and a definite order tor the annexes that
support the plan with rationale and specific data. The OMA syvstem will contain
a verbatim copy of the OP PLAN and or OP ORDER. An efficient editor will be
included to enable finding any part of the plan or type of data efficiently. When

changes are issued. the editor can also be used to edit the system’s stored plan.

similarlv. FRAG orders will also be written into the system verbatim,
however. since these FRAG orders are not necessarily well formatted, a soldier
will interact with the system to enter information and change the working plan

ro retlect the FRAG order cirective.

The OOB and other descriptive data contained in the OP ORDER annexes
and arriving FRAG orders will be edited and transferred into the appropriate files
within the static and dvnamic knowledge and data bases of the OMA system.
Additionally specific constraints inferred from the Commander's guidance and
other pertinent directives will be extracted and specifically instantiated into rules
attached to the appropriate pertinent slots within the plan, situation. and
activities representations. [f generic rules that can be modified to represent the
current orders are not available, then a rule can be invoked to notify the soldier
when the pertinent slot is accessed later during operations monitoring, if the

soldier so indicates his desire.

3.2.2 Working Plan Representation

The operations monitoring staff and OMA computer system will need to
spend considerable effort getting the formal operations plan into working plan
form so that when operational data arrives they can quickly perform the required
analysis and deductions. We propose filling in the working plan in the format
indicated in Figure 3-3. The basic concept indicated in the figure is that at any
point in time the corps resources are all engaged in a set of activities for specific

purposes and that at a later time thev should be engaged in other activities to
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old

-{ Plan Execution ]1

Tactical Analysis
e Resources
e Goals
e Tactical Actions
o Constraints

IForce Laydown
e Unit position
¢ Unit status

e Terrain

new

Plan
e Concept of Operations
o Sequence of Tactical
Actions
o Justifications

Tactical Analysis
o Resources
e Goals
e Tactical Actions
e Constraints

Figure 3-3: Plan: A Statement of Activities for Changing

achieve new goals.

Tactical Situations

Force Laydown
e Unit position
e Unit status
o Terrain

Thus, the plan is simply the delineation of a sequence of

activities according to some concept of operations. that will transform the state

of the corps entities and their current activities into the desired state and the

desired activities to attain the new desired goals. Providing justifications for the

rhoice of the new goals and the choice of the sequence of tactical actions that will

transform the state of the corps from where it is to the new desired state is

needed for the monitoring process. as this transformation takes place. In

Appendix A we have written up a fairly high-level description of rhe corps-level

scenario that we've used in considering the issues leading to this OMA system

aesign. [igure 3-4 represents a graphical depiction of a plan with justifications

presented on the overlay to show the purpose of each new activity for each of the

major units within the corps. We intend to develop concurrentiy these tvpes of

graphical depictions of plans together with internal computer representations of

plans.
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A great deal of knowledge acquisition and knowledge engineering is required
to develop the specific formats tor all of the types of resources in the corps and
its supporting forces. and all of the concepts of operations, goals. tactical actions.
and types of constraints and justitications that are attendant to corps operations.
Much of the data and reasoning needed are contained in the set of Army feld
manuais available. particutarly FM-100-5. ~“Overations. ~. and FM-100-101-5,
“<tafl Organization and Operations . Additionally. expert Army planners and
operations personnel will be needed to serve as domain experts. The focus in the
Phase II feasibility demonstration system will be on maneuver issues, with small
amounts of efforts in the areas of fire support. intelligence-EW. combat service

support, and air defense.

More insight into this working plan representation. with some examples and
some detail are given in a later section, following a discussion of hierarchical plan

execution monitoring.

There will be numerous {rame templates for various entities in the corps
and activity networks for the various tactical actions that can be performed. A
library of default templates and tactical action procedural networks will be
developed and specified for the particular plan situations before or as operations
monitoring begins. This specifving of actual values to be used in the frames and
networks will be an interactive process with the soldier providing many of the
data entries. and the computer system providing consistency checks and other

tvpes of constraint checking.

A large amount of the constraint checking will be procedural in nature: but
they will be attached to particular slots on the frames. or positions in the
network. and so there will not be a great number to search for any one slot filling
application.  This <hould keep the <earch time down and the etheieney of the

svelenn up.

[t is important to do this preconditioning of the operations monitoring
system before operations monitoring actually begins for particular objectives for
two reasons: 1) To get the working plan up front in the soldier’s head. 2) To
provide as quantified a plan as possible against which to measure and asses
deviations from the pian when operations status and activities data arrives. The
initialization exercise will also indicate to the soldier. and perhaps to the machine

system. weaknesses and potential opportunities that were noticed in filling ou!

3-8




the working pilan. This sets the stage for recognizing opportunities to exploit by

own forces and potential risk situations to be particularly watched tor during

operations execution.

3.3 SITUATION APPRAISAL REPRESENTATIONS

By situation appratsal we mean the consideration of all factors of own
forces. the enemvy. and the environment (e.g.. terrain. weatheri. Thus, it
incorporates the (;2's estimate of the enemyv, terrain and weather: but also all
dimencions of own forces, especially those dimensions that affect their capabilities
to perform the activities being conducted to achieve their objectives within the

plan’s ~stated time intervass.

The vasic representation for a situation is the same as that described in the
previous section lor the “old” part of a plan (See the left side of Figure 3-3): a
ractical anaivsis procedire and representation for the tactical analvsis. including
nnits or resources, their gnoais and tactical actions. and current constraints: and a
force lavdown aescription. including units’ positions and status. and terrain

information.

[t is particularly important to know when a unit is changing. or is about to
change. from an old set of goals and activities to a new situation. Hence. the
situation representation wiill have special slots to so indicate. with demons
attached to “look for” the specific types of data and indicators expected to
become available when changes are made. For example, if a SITREP indicates
that an enemy artillery unit just behind an enemy armored division. which has
been occupying defensive positions in front of a friendly mechanized brigade for
12 hours. has initiated laving down heavy fires on the two forward friendly
Dattotions p e otiwnees then o U mlion redresentation  speciin s ot Tor
indicating a major change in enemy activity at the division level would be tilled
with the activity identifier. Demons would be activated to monitor new data for
other attack indicators. such as increased enemy close air support or enemy
helicopter gunship activity against the friendly brigade and its supporting
artillery. Demons for other situation activity states to which the enemy may be
rransitioning might also be invoked. \lultiple potential new situations would be
represented until <utlicient contirming or dis-confirming data is acerued and

interpreted to reduce the possibilities back down to one.
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We will have default tactical action templates and activity networks, as
well as various friendly and enemy force unit templates, all described in later
subsections. These serve as representations for sub-parts of the situation

appraisal.

Symbolic representations for terrain strong points that. for example.
provide good observation points or positions with good fields of fire over potential
enemy avenues of approach will be taken from other ADS terrain analysis efforts.
These representations of terrain strong points will be linked. via pointers. to
enemy and friendly force units near them. that is. those units whose areas of
responsibility or influence contain the terrain strong points. Avenues of approach
for various size units and trafficability factors will also be represented as they are
in DMA terrain and terrain feature data bases and in other ADS terrain analysis

efforts.

An important part of unit status information is that which describes unit
readiness and capability. Each friendly unit will report its readiness. and the G2
will occasionally provide similar information about enemy units. This will
contain a C1. C2, C3. or C4 unit rating and perhaps a break-out of the rating for
the units’ personnel, training, equipment and supply. especially if requested. The
default tactical action templates will contain the types of activities each type
urn't is expected to be able to perform. These default values will be used to
instantiate the various capabilities a specific unit possesses. As SITREPS arrive
that indicate degradation in equipment and supplies. numbers of personnel. or
loss of specific trained personnel, the units’ readiness and capabilities for specific
activities will change. A current capabilities table will be maintained for each
unit for activities for which the capabilities values have changed from the default
vaiues. such as indicated in Table 3-1. This table indicates that the 13 Armored
Division i capavle of manetver, but i< no longer manned ~utheiently well enongh
to have a good ecapability for offense operations. Its lack of (engineering)

equipment makes it a poor candidate for crossing rivers.

3.4 HIERARCHICAL PLAN EXECUTION MONITORING

Operations monitoring compares the evolving plans and situations. as
svmbolically represented above. to tind opportunities to exploit and risks to

avoid.




Table 3-1: Capabilities Table

UNIT READINESS CAPABILITY
FACTOR Defense Attack  River Crossing
13 Arm. Div. | personnel good (C2) low good
training good (C2)  good good
equipment good (C2)  good low
supply good (C2)  good good
] Overall good (C2)  low low

The corps is a hierarchical organization. as was indicated in Section 2.1.
and the missions assigned to the corps tyvpically have goals and objectives thar
can be divided into a hierarchy of goals and objectives for subordinate units and
supporting units to achieve. Thus, it is necessary for a planning systemn and an
operations monitoring svstem to reflect this dual hierarchical structure in
organization and mission. Figure 3-3 is zn abstract representation of a theory of

hierarchical planning and hierarchical plan execution monitoring.

At the Nth level (for example. corps level) a superior echelon commander
has provided the high level plan for the Nth level commander to carry out with
his forces and supporting forces assigned. This Nth level commander has
responsibility to assess the feasibility of the pian and mission provided him from
his siuperior. He deveiops his mission plan into a more derailed pian that he teeis
appropriately 1ses his orzanic and <upporting forees. and evaluates this expanded
plan as to feasibility in terms of available resources expended. amonnt of
resources and personnei potentially lost, and timing. He feeds the expected
performance back up the chain of command and if performance results are below
acceptable thresholds. then he should request more resources. or a change in
objectives. Of course. he cannot make such recommendations intelligently
without knowing the reference value system in which his superior commander ix
viewing the svstern.  Thus. communications are required to have a common

understanding of the value systems and the weighting among the various
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components within the value systemn. The ~ame tvpe of panniug interaction -
required between the Level N commuanaer and stati and the level below him rne

lLevel N-1 commander and stad).

The Level N commander and statl, in preparing their expected performance
resulls estimate, need o ook at the resyits tfrom at least three perspectives:
their superior and his mission, their own mission. and the level below them and
potentially two levels below them. since. in doing their performance estimates.
they may study engagement analyses using tokens for force sizes two echelons
below them. They use these plan generation and plan evaluation tools to help
determine the objectives and resources for the subordinate commands. But they
do not tell their subordinate commands explicitly how to attain the goals
assigned them. The subordinate command mayv tind a better set of tacties and
activities to attain the goals and should report their plan backup. However, this
different set of activities may ot also support the superior echelon’s objectives
and concept of operatic.. .5 well as the one used in Jdetermining the objectives
for the lower echele . .inmander. hence, the commander at each echelon leve!
must view his ac .vities in light of his own objectives. his superior’s objectives.

and perhaps tiie superior above that.

After operations start, operations monitoring becomes very similar to the
plann’ng process. but instead of using the performance estimator models and
constraint checking mechanisms against expected situations. they are used tor
actual situations occurring or perceived as occurring. Again. each level
commander and his staff should evaluate performance of the ongoing operations
in light of his perception of how his superior commanders would view the

activities for their own objectives and the constraints within which thev work.

There is an assumption i this theory that there 13 cooperation nnd
coordination among the hicrarchy of forces in pursuing their hierareny of
objectives with the supporting resources assigned. Since each level commander is
not likely to tell his subordinate commanders explicitly how to achieve their
assigned objectives with their assigned resources, it is incumbent on each of them
to keep communicating up the actual status of their unit's capabilities and
existing resources. and also a statement of the activities theyv are performing and
for which goals they are performing them. This tvpe of information is required

for the higher level commander to coordinate among the various forces and assure
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that an accumulation of weaknesses does not exceed i riss threstold,  Similariy.
opportunities to exploit mayv be tound by looking aeross <uvordinate corrmander s

wreas of rexponsibility and influence.

To use this theorv. it is necessary 1o define hierarchical structures and
~vmbois witian the structure 1o permit deseribing ihe various plans and execution
of the plan: and the monitoring of the plans as data from the operations comes
into the rmonitoring svstem. Figure 3-6 suggests a svmbolic language and
relationships between the various tvpes of elements represented by the symbols
for the internal working plan representation. The entities in that figure refer to
military units, and for coordinated operations the units have to have compatible
zoals and compatible activities during common time intervals of performing those
activities. Thus, there are certain consisteney requirements for a plan to be good
among the entities. goals. activities and time intervals, as indicated by the
dashed lines in the figure. This is across goals and activities at one echelon level,
as well as between goals and activities and time intervals at multiple echelon

levels,

Because of the hierarchical nature of both the organization and the
missions. there is usually a ““natural” decomposition into the next lower echelon

set of resources, goals. activities and time intervals.

[n operations monitoring there may be times when a subordinate. or when a
subordinate’'s subordinate. does activities for assigned goals that his superiors
were not expecting him to do. If this unexpected activity is not reported in the
cooperative mode mentioned above. then the operations monitoring system can
be expected to receive data from which it may be deduced ({using forward
chaining-like reasoning) that an “unplanned™ activity is being performed. but
“har the werivity s o pursait of the assigned coniss Neverthelesso it has o be
chiceged o be ~tll cousistent with ail of the other 2zoais at superior levels and
other activities that are coordinating in the same time intervals. (This process of
tinding whether selected goals are supported by the data will employ backward
chaining-like reasoning.) If the operations monitoring system is having difficuity
in assessing why the activity is going on. or what it's implications may be if other
levels are within the hierarchy. then it may. of course. request explanations from

the lower echelon commanders that are performing the activityv. However, a

response to such a request may. at times. take a considerable amount of time and
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(e.g., Corps) \

te 'g “' fa 'v‘ tt
Echelon N-1 {[Entity, g&a{s, activities, time intervals]} «————
(e.g., Division)

LR Rt

te g™ fa .- Y

4'-‘ \s‘ 7T ‘:.\ .:::-‘ \‘
Echelon N-2 {[Entity, goals, activities, time intervals]} <—
(e.g., Brigade)

.~ . denotes consistency
requirements

decomposing factor

t denotes transformation
l in hierarchical plan

composing factors in
monitoring
(check for completeness)

denotes transformation

Figure 3-6: Svmbolic Language Elements and Pointers for

[nternal Plan and Situation Representations
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so as much of the analysis as possible should be done in the passive mode (that

is, not putting out a signal requesting more information).

The language elements indicated in Figure 3-6, together with a structured
object-oriented programming environment. such as SOPE 10 . developed at ADS.
should provide an eflicient way of representing and storing plans and monitoring

their execution.

Monitoring will be driven by data being reported into the G3 and by
keeping track of the beginning and end times of all time intervals recorded in the
plan. Major force status changes will be reported. and the projected
consequences of those changes noted. The important category of mission
completion will, in particular. be reported to the soldier. If a report indicates any
unit in the hierarchy has completed a planned activity. the system will alert the
soldier and also indicate other related units and activities impacted. [f another
activity for a unit is reported or inferred by the OMA svstem, then deductions
will be made whether the planned activity was completed. aborted. or ever
commenced: and the results presented to the soldier. again with a list of related
units and activities. When activities to attain a major objective of any unit are
recognized as being successfully completed. the soldier will be notified that that
mission is completed. When the missions of all subordinate units are recorded as
completed, the mission of the parent unit will be checked for completeness and

its state of completion reported to the soldier.

3.6 HIERARCHICAL ACTIVITY NETWORKS

The hierarchical plan representation indicated in the previous section can
be used by concentrating on any one of the four elements: entity, goals.

activities, time ntervais, Pizure 3-7 indicates a scenario <itnation and a plan

representation for corps lever activity. By concentrating on activity we have
easily come up with a representation that lends itself very well 1o graphical
display of force planned activities. Time interval information is left off in Figure
3-7. but it could be easilv added in as an alphanumeric entity or activity
symbols. This hierarchical decomposition from corps to its three divisions to
their brigades provides an exampie of how the soldier can interface through well-
known icons. say. on the color CRT. as an overlay to a map background. This

will facilitate time and distance considerations. provide quick aceess to terrain
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trafficability conditions. as well as assessing potential support by supporting

forces such as field artillery, or an aviation battalion.

Internally, however. the computer must have a representation that is
compact and ethcient to enter and retrieve data from and o reason with. This
will be achieved through using & hierarchy ol syvmbols, pointers and constraint

checkers organized under the set of symbols provided in Figure 3-6.

3.6 ENTITY AND ACTIVITY FRAME REPRESENTATIONS

Large hierarchical structures lend themselves very well to representation of
their elements within the structure by frames. Figure 3-8 presents two example
frames: one for corps and one for a subordinate division. Entries in a slot in a
frame can represent another frame. as indicated by the 13th Armor Division.
being one of the subordinate units occurring in the st corps frame and itself a
division frame. Another advantage to frame representations for this type
operations monitoring problem is thar there are typically only a tinite number of
generic-type entries that can be made for each of the frame slots. Thus, of all of
the very large number of objectives that might be pursued by a corps, there are
orly a few generic-type objectives. In the context of a particular scenario. it is

easy to specify the specific candidate objectives likely to be pursued by a corps.

Another advantage of this type representation is that when consideration is
being given to filling a slot with a specific value. constraints attendant to filling
that slot are quite often specific to the particular type of slot entity and can be
“attached™ to the slot. If constraint checking, which will be explained a little
later. is used to determine the best slot filler. then it is often the case that the
sarie constraints propagate afong the pointers to the <ubordinate. or parent
frame entities. These destrea constraint propacations have been tfacilitated by
frame reference language (FRL) construets that have found their wayv into many
of the supporting expert system tool environments. Figure 3-9 provides examples
of a tactical operations template. or activities template. Again, we can have a
library of templates. of the generic tvpes of operations that corps, divisions.
brigades are likely to perform. Each of these generic templates contain slots that
can be used to deal with commander’s guidance. principles of war, AirLand
Battle 2000 concepts. ete. Again. in preparing for monitoring the operations 10

come. a default template can be <elected and <pecific entries made for the
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particular military situation expected and planned for. Thus, we can instantiate
templates that contain a good deal of the activity information expected at each
echelon level of a corps force unit. Analysis. constraint checking. and model-
based reasoning can be attached to the specitic siots of the activity template.

thereby making OMA system process control of the procedures more ethicient.

3.7 CONSTRAINT CHECKING

Constraint checking is quite often tied to. and controlled. when examining
specific slot values within frame representations of an entity. or activity. In
operations monitoring, when we are looking for opportunities to exploit. or
situations to avoid. we must do essentially a small plan generation to find out if
we have the capability to exploit opportunities. or avoid risky situations. Thus.
i we get a report that an enemy regiment is in a vulnerable position because he
is quite separated from his parent division. then we would like to explore the
possibility of performing some type of attack against that regiment. Rather than
asking the system if there is a friendly unit capable of attacking the enemy
regciment within a specitied item interval. a better potential plan may be
generated by considering degrees of acceptability of filling the force slot for the
action of attacking the enemy regiment within the specified time frame. Figure
3-10 indicates that it is possible to divide the set of potential slot fillers into 2
number of categories. For now, the best potential slot filler entities would be
those that meet all of the constraints. If there is more than one potential slot
filler that meets all the hard and soft constraints, then any of those remaining

slot fillers are adequate for putting into the slot.

Hard constraints are those conditions that must be met because of physics.
or hard tactics or doctrinal guidance that cannot be ignored. Soft constraints are
conditions that are desirable to be met. but are not necessarily mandatory. They

~an be used to prioritize alternative resources. or alternative tactical actions.

3.8 TEMPORAL REASONING FOR CORPS, DIVISION
AND BRIGADE SIZED ACTIONS

Most events oceur over considerable lengths of time. There are a number of
approaches to handling time in physical. and control-type systems. including

event-based and interval-based approaches. It seems clear that an interval-hased
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Figure 3-10: Sequence of Constraint Checking for

Desirable slot Fillers

approach should be used for operations monitoring at this level of command.
Allen 11 has worked out a calculus of temporal reasoning. using intervals that is

available for incorporation into our system.

3.9 OMA SYSTEM ARCHITECTURE AND CONTROL

The OMA system is a <ingle sv<rem rhat could reside on a single machine.
or multinie machines. As noted, it should interact with the plan generation and
evaiuation environment, which mav. ndeed. be on a separate machine.  The
structure and. in particular, rhe controiler indicated in Figure 3-11 have been
used on other distributed. cooperating. cxpert system systems. Knowledge
sources and data bases may all reside a single machine. or some of them may be
on remote machines and when that knowledge source is required. the controller
sends. through the agenda <pace. a request for the knowledge source 'o he
executed, wherever it resides. The various knowledge sources indicated can bve

quite simple to very complex. They can have ditterent types of inferencing. or
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model-based reasoning capabilities. They. themselves, could be a blackboard
system. or a simple procedural system. They can each have their own local
blackboard for posting results that are useful only to themselves. Efficiency can
also be gained by permitting knowledgze sources to communicate directly with
other knowledge sources. rather than going through a global blackboard posting

for consideration by the overall controiler.

Planning data and operations monitoring data are divided into two
components: static knowledge and dvnamic knowledge. The static knowledge-
base contains those types of information that are fixed relative to the execution
of the planning session. or extended periods in the operations monitoring activity.
Examples of static knowledge are given in the figure. The dynamic knowledge
incliudes the results of inferences and calculations. and conclusions and situational
information that is likely to change during operations. It also will contain partial

plan hypotheses for responding to opportunities. or risk situations.

Another feature is that every time an event is posted and acted on. it goes
rnrough the agenda space and the result is sent to the history space. This history
space. then, becomes a valuable source for explanations of conclusions or

statements that result from using several knowledge sources.

Each knowledge source is a specialist in a particular kind of reasoning.
l.ach knowledge source has an associated set of trigger conditions and pre-
conditions that must be satisfied at the time it is executed. Keeping a truth-
maintenance system table of the validity of the trigger conditions and pre-
conditions can be used to speed up the control of finding the right knowledge

sources to ise.

This arehitecture permirs <tructuring the develooment of the overail OMA
svstenn oo relatively independent parts, which greatiy aids development. but the
resuiting coilection of knowledge sources work in a very integrated wayv 1o solve
the overall problem. Thus, vou can have several ditferent people. if necessary.
developing the various subsections of the OMA svstem: and the coordination and
integration of the subsystems facilitated by the tvpe of control and condition

checking that occurs in tmis architecture,
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4. OMA SYSTEM DEVELOPMENT PLAN

Little work has been done in the technicai area of plan exeention
“opsor s The emphasis on baidditiz an OMA svsrem i Pruase 1D wili be o
expiore the feasibility of providing an automated operations monitoring aiding
capability to the (3 Operations <tatl: not on buiiding a system that is an
»ngineering prototype of a system for near term procurement. (However, we have
‘ound that intelligence personnel in operational commands have taken and
Aireetly sed other “research feasibility™™ assistants that we have designed and
Huilt. The development plan features a research svstem build. evolution. and
demonstration of evolving design features and capabilities; rather than the more
rraditional and expensive sequence of clforts that produce such things as a
~vstems  Reqguirements  Review. Preliminary  Desien  Review. Final Design
Document,  ~vstem Build,  Test and  Evaluation.  Acceptance Testing

Doecnmentation, Trainine, and <o on.

4.1 EQUIPMENT SELECTION

Two major considerations should be assessed at the beginning of Phase II:
what avaiiable machine best supports rapid development of feasibility models.
and what other machines are in the Army command and control environment in

which the OMA system would later be embedded.

The candidate machines at ADS are Symbolics. SUN-III and DEC-VAX
ivpe machines. There is a preference for Symbolics or SUN-III over VAX because

of the color monitor, graphics capabilities. user interface and <oftware

oot e comort e irar et~ ~OPTD and orier enoes svstem nned T
‘wols ~uch as KEE are available tor both of these machines. AD> currently has
more terrain analyvsis software for Syvmbolics. The development of planning

technologies at ADS is occurring on both types of machines.

If the Army decides the OMA system is likely to interact closely with the
ADDCOMPE community. then SUN-IIl may be preferred. Other Army planning
-vstemns  use other machines: in particular, the ALBMS program may nse

<vmbolies or SUN-II's, vet to be decided.
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The selection detween Symoolies and SUN-II should be deferred until the
~tart of Phase Il. Fither macnine would be acceptable to ADS. The decision
could be made immediateiy and would not be a block to beginning software

development since ADS computer center ean provide either type to the project.

4.2 U.S. ARMY ORGANIZATION SELECTION

A particular Army organization will be selected and designated by the
Government OMA program manager to interact with the ADS OMA team to
provide or indicate development scenarios of interest. and domain expertise for
development and review. (CAC, and CGSC at Ft. Leavenworth. 82 Airborne
Corps.  and  the 9'h Infantry  Division at Ft. Lewis are possibilities.
Considerations such as interactions with other programs such as Battlefield
Commander’s Assistant. ADDCOMPE  and ALBMS  are  relevant.  ADS
participation in BCA and ADDCOMPE are focussed ar too low of an echelon 1o
be a good fit for OMA Phase [I. but do provide access to Army planning
expertise. If ADSN and ream are selected for ALBMS then a great deal of
knowledge engineering interaction with Army experts. and scenario development
and analysis will occur and be of value to OMA. However, management care
would be exercised 1o focus on operations monitoring technology development for
whichever Army unit the government OMA program manager prefers to focus
upon. This preference should be made within one morth of contract award.

preferably at contract award.

4.3 OMA SYSTEM DEVELOPMENT

The Phase Il OMA <yvstem development will consist of:

1) Retining the design presented herein by:

- Using an agreed upon scenario to guide the choice of a terrain
data base and the selection and more precise specification of
types of missions, activities, tvpes of constraints. unit templates,
plan and orders forms. situation appraisal formats and “*working

o~

pian’ formats.

- Conducting intense knowledge engineering sessions with our
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project Arms expert and with Army operations experts in Lthe

<elected \rmy organizatioll.

- Developing a small set of default templates tor torce units and
activity networks: and detault procedural networks for specific

ATV eSS TIver crossping b

- Building <mail “bare-bones™ knowledge bases and knowledge

sources (K33
- [ntegrating the Kss.

- lixperimenting with the above embryo system components in the

computer.

- Refining technical approaches for the issues raised in rhis Phase [

study {e.g.. the ideas discussed in Sections 2.1.4 and 3.1).

- Producing a “bare-bones™ prototvpe OMA system.
2) Reviewing the prototvpe design.

3) Scoping and focusing the development effort by specifving a sequence of
scenario situations and types of missions and activities for increasingly

more in-depth development.
1) Evolutionary development of the OMA system from the “bare-bones™
prototype by:
- Conducting repeated knowledge engineering activities:

throueh frequent interaction with the ONLA team Army

operations expert.

— In review and guidance sessions with active duty Army

operations experts.
- Encoding the knowledge.
- Running the svstem on scenario situations.

- Refining the knowledge base constructs and parameter values.
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- [terating on these steps.

51 Demonstrating the OMA system capability by:

1

- Using a scenario that is =imilar to. but different from the

development scenario.

- Using non-team operations experts to make the decisions. but
aided by OMA team members to facilitate the mechanics of

using the system.

6) Identifving specific Army environment(s) in which to “migrate” the

OMA system after Phase [

Knowiedge-based svstems. by their very nature. are never “complete.” Lixe
human experts, they can always be both extended to incorporate a larger breadth
of capabilitv and refined to use a deeper set of knowledge. The OMA system as
designed permits continuing growth in both of these dimensions. during and after
the Phase Il development etfort. However. there is a minimum amount of
development effort below which very little value could be expected to accrue. It
is estimated that at least a two-man level of effort for 18 months would be
required to develop and demonstrate a sufficiently capable OMA system to be

able to qualitatively evaluate its potential for complete development and use in
the field.

The effort would require personnel experts in Al planning technology, Army
operations. and expert svstem “hacking.” Personnel with high levels of expertise

witl be ecmpioved beeatse of the ase of retativeiy “untried” Al technology.

Fizure 1-1 presents a ~cheduled program pian for the above etforts.




Tasks

Equipment Selection

r1

Army Organization Selection

Bare-Bones Prototype Design

Design Review —

Development Scope Definition -

OMA System Development
Demonstration

Report
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Figure $-1: OMA Svstem Development Plan
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APPENDIX A. SCENARIO FOR A CORPS COMBAT SITUATION




A U Army corps is deploved in a rriendiy foreign country overseas s
part of a Joint Task Force (JTFi. The combat elements ot the corps have
deployed forward from a logistic buildup area to a threatened area where a
hostile power has made an incursion across rhe border. Contact with hostile

forces has heen made. and the corps now is In 4 combat ~ituation.

A buiidup of ten davs of supplies was in progress at the buildup area when
the corps was ordered to deploy forward to halt the hostile incursion. Thus.
supplies just unloaded from ships had to be dispatched forward by air. road. and
rail to sustain the corps in its combat operations. The corps commander has
established as a goal for the logistics function a ten-day stockage of all classes of
supply in the corps area forward. as well as ten-davs stockage back in the

buildup area. The JTF commander has concurred in this goali.

The composition of the corps is its headquarters. one mechanized division.
one airborne division. a cavalry (air combat) brigade. a field artillery brigade. and
several combat support and combat service support units. In a combat situation.
consumption of <upplies is calculated to be 7.500 tons per day. The JTFE also has
an Air Force component whose requirements for supplies must be balanced with

those of the corps by the JTF commander and his G+.

The tactical situation as it has developed involves the defense of an airhead
and a railhead from the incursion. Figure A-1 portrays the general situation.
The hostile force has been identified by intelligence as a corps consisting of a
mechanized division. an infancry division. a separate tank regiment. and
supporting units. It has crossed a bridge over a river. which forms the border
with the friendly country, and has proceeded along an axis formed by a road and
rail line. Only feeble opposition was encountered against horder constabulary

troops of “he friendly country. and the incur<ion has vrogressed over 0 miles.

Just bevond this point, a small city is on the rail line. and a small
commercial airport lies about 15 miles outside the city. These facilities have been
chosen by the corps commander as those around which the defense has formed.
The city is the site of the railhead and the airport that of the airhead for the
movement of supplies. The airborne division has been deployed to the airport
and has engaged the enemy across and astride the road and rail iine. [t initially
gave ground grudgingly but now has established a viable defensive position.

which has caused the enemy to halt its main thrust. An attempt by an infantry
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regiment from the opposing force to outflank the airborne division positions has
neen countered by deplovment of the brigade held in reserve by the airborne
division commander. At this time. all three of his brigades have been committed
and only one infantrv battalion remains as a reserve force. Because of this. and
due to the presence of tank units in the opposing torce. which the airborne
division is ill-suited to match. the corps commander attaches his cavalry (air
combat) brigade to the airborne division. This brigade is also deployed at the

airport: its attack helicopters provide the means of countering the enemy tanks.

Supplies needed for the airborne division and cavalry (air combat) brigade
far exceed what can be provided by tactical airlift: the corps commander must
orovide enough supplies over land so that the defense being conducted will
continue to hold the opposing tforce. However. this requirement must compete
with the supply buildup which will allow the means necessary for the corps

commander to reverse the tactical situation.

The “heaviest” part of the corps. and that part which uses the bulk of
corps supplies, i.e.. the mechanized division and the ftield artillery brigade. has
not vet been committed to the battle. These units are in assembly areas near the
railhead at the city near the airport. The corps commander is waiting for two
events: the next move by the commander of the opposing force and the buildup

of sufficient supplies to conduct a counterattack.

The rail and road facilities of the host country provide the main means for
building up and sustaining the military force of the JTF. The corps is deployed
near the border on the opposite side of the country from the port where the ships
from CONUS are unloaded. Thus. its line of communication is much longer than
that which extends from the port to various airfields at which are deployved the
~qradrons of the air foree component of the ITEF. <ince the army component
anist receive support fromn the air foree component, the prioritization ol supplies
to the various units is a matter of constant attention and review by commanders

and chief logistics othicers.

At this juncture, the opposing force commander determines to change the
ractical situation. He had halted his advance to review the situation and
reorganize his forces when he found himseif opposed by the airborne division
defending the airhead and railhead. His attempt to turn the right Hank of the

airborne division has been stvmied. He decides to send his tank regiment across




iand, ot the road and rail axis. to outilank the airport aefcuders from il el
and isoiate them from the rest of the corps. which he knows to be in and arcund
the city. He has considered his suppiy situation and conciunded that he can
snstain the armored thrust if «is own supply line remains intact. FPurther, he has
jndged that the shortness of supplies avaiiabie 1o the U.S0 corps commander wiil

not allow use of the mechanized division to oppose his own move.

To keep the airborne division occupied during this evolution, the opposing
force commander orders his divisions near the airport along the road-rail line to

resume their attack.

The movement of the enemy tank regiment is detected by intelligence
within an hour after it begins. The corps commander is informed. but at this
time the situation has not developed to the point where the enemy’s course of
action is clear. What is clear is that the initial move of the enemy is in a
direction that is undefended and thus. provides a elear path either to the railhead
at the city or to the rear of the airborne division. Soon afterward. the corps
commander is informed by the airborne division commander that his defensive

positions along and astride the road-rail line are under renewed attack.

The corps commander immediately arranges a meeting with his staff and
the commander and staff of the mechanized division. Various courses of action
are identified and discussed: the supply situation is reviewed and its impact on
the various options is a critical factor in the commander’s deliberations. The
enemy commander's tlanking attack with his tank regiment has forced the corps

commander to the point of decision.

The plan which the cory commander decides to implement involves three
di<tinet but coordinated main actions: interdiction by air power of the enemy
S ol communeeations:  containment of the enemy tank  regiment oy he
mecnanized division’s organic attack helicopter unit: and. most decisively, a
eounterattack emploving a wide sweep by the bulk of the mechanized division to
strike behind the enemy forces being engaged by the airborne division. Figure

A-2 illustrates the main features of this plan.

The air attack on the enemy’s line of communication must be requested
from the air force component. This requirement includes destruction of the

bridge at the border to cut oif supplies from the hostile power to its force
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invoived in tne wcursion.  The objective s 1o deprive the hostile foree ol s
means to continue it< attacks. [ siecesstul. this would refieve the pressare on
the airborne division and aiso slow or hait the thrust of the enemy tank regiment.
Subsequently, the enemy would be et withour the means 1o conduer even an

etfective defense.

The elfects of the air interdiction will not be immediately felt, and the
enemy tank regiment must be checked without defav. This necessitates the
assignment given to the attack helicopter unit of the mechanized division. [f
successiul. this would negate the danger of the airborne division being outflanked
and isolated: also. it nentralizes a threat to the railhead at the ety and to the
right Hank of the mechanized division. thus. allowing it to proceed unimpeded in

its counteratiack to rthe rear or the main enemy force.

This counterattack by the mechanized division is envisioned by the corps
commander as the decisive stroke. Self-propelled artitlery units of the field
artillery brigade will he attached to the division. [+ will drain most of the
<upplies presently built up, but the corps commander ecepts this risk because
the advantages of the operation’s success are judged worthwhile. The operation’s
success would have the mechanized division in the rear of the enemy’s divisions.
already in contact with the airborne division to their front. The result would be
the disruption of the hostile units as an effective tighting force. The railhead and

airhead would be secure and the hostile incursion foiled.

Logistics required to carry out the plan involve ensuring suthcient supplies
for the counterattack by the mechanized division and the checking of the enemy
tank regiment while simuitaneously providing the airborne division enough to

sustain its defense.

(e corns Gl nas e Bnnedinde sOquineiient to ensdre fhes g ordnance
are available for the attack helicopters to contain the movement of the enemy
tank regiment. The remainder of the mechanized division with attached seif-

propelled artillery is alerted to commence its counterattack in four hours.

The options the Commander exercises must place his forces in a position of
relative advantage in order to be successful.  In all <ituations. the ability 1o
handle information rapidly is critical if the corps is to be expected to execute

decisions before the enemy can react.
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discuss the lowest-level issues of implementation and efficiency (e.g., caching strategies).
Rather. we examine slightly higher-level considerations. such as knowledge
representation languages and search control techniques.

Throughout this section we aim for breadth. rather than depth. e provide some
perspective about the field as a whole. but to learn more about any specific topic that is
covered, chere  exist  a variety ol general textbooks and  specific  articles

nilsson~0. rich83, charniak%5, webber81, cohen¥2 . For the interested reader. we have
provided citations that should serve as pointers into the Al planning literature. We
have not. however, provided anything approaching a comprehensive bibliography; the
books cited above provide more complete sections of references.

B.1.2. Planning Paradigms

There are many ways to classify planning systems. In this section. we take the view
that suen systems can be described by the kinds of plans they generate. by the way
they generate plans. and by the way they encode the world for planning. We briefly
consider broadly descriptive categories under each of these headings.

B.1.2.1. Kinds of Plans Generated

Linear Plans \Mos: commonly. the output of a planning system has a linear
structure, that is, it is a concatenation of operators that are meant to be applied in
sequence. The plan is temporally ordered (i.e., the operators’ order is completely
specified) and has a “‘flat’” structure. Even when development of the plan did not at
first require a total ordering of the operators. the planner will ultimately make a
commitment to a total ordering, since a linear plan is the most natural detailed
description of actions to be followed by a single active agent. In fact, the methods by
which a partiallv-ordered plan is converted into a totallv-ordered plan. and the stage of
the planning process at which this conversion takes place. have been important areas for
research.

Non-linear Plans In contrast 1o totallv-ordered. linear pilans. some planners might
return con-tinear plans, Le. partialiv-ordered <equences of operators. For example. a
pian iz speeily that action a oceur before action <. and that actions h and ¢ oceur
after a uanda before d. put might not specify anvthing about whether b or ¢ should be
perfortmea before the other. There is in this output inherent parallelism. which may
make it suitable for execution by multiple agents, acting concurrently. towever. since
the sequence of actions is not fully specified. care has to be taken that the various
actions do not interfere with one another when they are actually carried out in the
environment.

Another way in which the output of a planner mght be non-linear is il it is
hierarcnreai in structure.  This is the case when the (inal plan includes operations at




different levels of abstraction. For example. a plan to paint a room might include high-
level goals that have not yet been fully expanded into low-level actions, such as “‘buy
paint.”’ mixed with low-level atomic actions, such as “'dip the brush into th~ paint.”

A non-linear. hierarchical plan may also be produced that includes both the final
actions and their associated higher-level goals. even when these higher-level goals have
been fully expanded.

Partial Plans (interleaved planning and execution) When people construct
plans, they generally do not plan down to the last detail all at once. Rather, an
incremental process of planning is used. Part of a plan is developed and execution is
begun. with the understanding that later parts will be constructed afterwards (usually
when more information becomes available). For example. a plan to travel from New
York to a particular St. Louis hotel may counsist first of taking a plane from one airport
to another. The travel on the plane is begun before it is clear how one can get from the
St. Louis airport to the hotel: it is simply assumed that this part of the plan will be
developed at a later time. This sort of planning interleaves planning and erecution. It
appears to be a fundamental technique that real-world planning systems will need to
use, since there is rarely enough information at first for a system to complete the entire
planning task. Despite the importance of this problem. relatively little work has been
done on it.

This type of planning. along with conditional plans (described below), are attempts to
deal with inherent uncertainty in the planning domain.

Conditionals and Iteration The most basic plans are linear sequences of actions---
operators that are strung together to move from an initial configuration of the world to
a final configuration. Many problems, however, cannot reliably be solved by a simple
sequence of steps. There may be uncertain conditions that need to be checked (e.g.. is a
door open or closed), or a sequence of steps that need to be repeated until some
condition is true. These control structures of conditionals and iteration can be used to
construct a more complex plan. one that is more general and capable of dealing with
varions real-world eirenmsuanees,

[n the mit. one might be willing to think ol a plan as having all the control
constructs found in a computer program---though the pian. unlike the program. will
need to handle uncertainty in the environment. This level of control generality is rarely
found in the Al planning literature.

Generation of Abstract Plans (plan learning) Learning is an important topic of
Al research. and the planning literature makes its own contribution to this field.
Several planning systems have the capability of generating abstract plans that can then
be nused in subsequent plan generation---instead of having to search for a plan from
seratch. a planner can use a previously discovered plan (found as the solution to a




similar problem) as an aid in finding the new plan. For example, if a planner has been
told to find a plan that resuits in block C being on top of block B. and in block B being
on top of block A. it may construct a particular sequence of operations. Now, if a
similar problem is presented to the planner. but this time it involves blocks F. E. and
D. the planner may be able to use its previous solution in solving the new problem.

The technique used in plan learning involves abstracting out the key features of the
previously developed plan. so that it can be used in the new context. This involves, for
example. turning constants that appear in the plan into variables (in our example
above, turning the block names A. B, and C into variables x. ¥, and z. which could then
later be instantiated as D, E. and F). This capability was a part of the STRIPS planner
(where it was called the MACROPS facility) and part of the HACKER system. Finding
useful techniques for generalizing plans and developing abstract plans remains an open
research issue.

Plans for Multiple Agents There has been recent work done on the problem of
planning for multiple agents. The primary purpose of distributing plans among various
agents is increased efficiency (due to parallel execution of the plan). In addition. the
planning domain sometimes consists naturally of a group of geographically distributed
agents, or of functionally diverse agents: development of parallel plans allows for a
~traightforward mapping of actions to agents. Plans for multiple agents can be
developed at a central location (as is usually the case in current systems), or can
themselves be developed in parallel by planners working on their own.

The chief issue in developing plans for multiple agents is to ensure these agents’
cooperation with one another. [n particular. the actions of the agents must be
synchronized, and the agents must avoid inadvertent destructive interference. In
certain cases, explicit communication is used by the agents to achieve this cooperation:
at other times, the cooperation is achieved by careful. detailed development of the
separate plans and by implicit communication (e.g.. visual contact).

Plans for Satisfying Multiple Goals Most planners are presented with a single
goar deseription. a ~tate of the world that theyv are to “make true’” through application
ol 2 ~cquence of operators. . practice, however, it is often usefnl to accomplish <everai
zoais af the =ame time. and ° would be desirable 1o have a planner that was capable of
generating pians that made multiple goals true.  Constraints on “primary goal’
satisfaction can also be thought of as independent goals to be made true at the same
time that the primary goal is made true (e.g.. "Move the blue pyramid onto a red block
without touching any green blocks~ could be thought of as consisting of two goals).

One approach taken to solving this problem has been to generate a plan to satisfy one
of the goals. and then modifving it to satisfy the other as well waldinger?77 . Provision
must be made. in developing the plan. to “protect’ certain aspects of the world during
pian execution :for example. one goal should not be undone while achieving the second.




The final (multiple goal) plan is usually of the same structure as a single goal plan---
that is, it doesn't look any different. [t has simply been constructed so as to engender
several outcomes in the environment. Some research on multiple-goal pi..ns has been
carried out in the natural language generation domain appelt82a (i.e.. planning an
utterance that accomplishes several goals).

B.1.2.2. Ways of Generating Plans

Script Based Planning One method of planning involves the use of plan templates:
these “‘skeletons’™ provide the abstract structure of the plan that will be generated.
without specifying the details of which operators will be used to fill it out. The task of
the planner, then, is to decide which template is most suitable for achieving the goal.
and then determining how to instantiate that template. The advantage of script-based
planning is its efficiency---it provides a highlyv structured guide to searching through the
space of plans. However. the technique is suitable only in domains where there is a
predictable regularity to the xinds of pians that will be generated. and where this
regularity can be exploited by essentiailly doing part of the plan generation ahead of
time (i.e.. building the scripts into the system).

Hierarchical Planning When the search for a plan takes place at several levels of
abstraction, the planner iz said to be doing hierarchical planning. For example. a
planner mayv have the high-level concept of “painting a room.” as well as the details of
how this should be done (buy some paint. buy a vrush, etc.). Now, in planning some
goal like “'redecorate the house.” the planner may discover a sub-goal such as “‘paint a
room,”’ without immediately converting this latter goal into its constituent parts. Some
of the planning may proceed at this level (e.g., ordering of actions, deciding which room
“to paint first). and only later will the lower-level goals and final actions be specified.

The key point in hierarchical planning is thus that the search for a plan takes place
asing goals and sub-goals that are at different levels of abstraction.

Non-Hierarchical Planning In contrast to hierarchical planning. non-hierarchical
planning involves reasoning rhat oceurs solely at a single level of abstraction. This does
not mean that there aren’t zoais and <ub-goals. bur rather that the goals and <nub-goa:s

are all at the the <same level of an<traction.

Consider, for example. the following blocks world situation. There are tour blocks in
our world (A, B. €. and D} and a table. The table is verv small. and can only have
three blocks touching it at one time. I[nitially. blocks A. B, and C are on the table. and
block D is on top of block B. Now imagine that a non-hierarchical planner is given the
goal of getting block B on block A. In crder to do this. a sub-goal is generated of
making tie top of B clear. This in turn might involve the sub-goal of moving block D
onto the top of block C isince €' is the only appropriate free space)---a sub-goal very
similar in form to the original goal. In this example, there is thus a hierarchy of goals




(because there is a goal and subordinate sub-goals), but there is not a hierarchy of levels
of abstraction. [t is therefore an example of non-hierarchical planning.

Obviously, the distinction one makes between hierarchical and non-hierarchical
planning depends on one’s classification of levels of abstraction in the planning process
(i.e., the question to be answered in deciding whether a system was hierarchical or not
would be “Does planning system X make use of multiple levels of abstraction?™).
Although there can be some artificiality in how one delimits levels of abstraction. it is
generally clear when a planning system does or does not make use of multiple levels.

Opportunistic Planning When people plan, they often do so in a manner that takes
into account the opportunities for generating efficient plans that become apparent
during the planning process itself. For example, if someone has a set of goals. “'pick up
groceries,”’ "'visit optometrist.”” "'go to bank.” they may begin planning a route through
town to the grocery store. then become aware that the optometrist has an office near
that store and decide to stop in on the way. The development of different parts of the
plan are interleaved with one another. and the whole process is typically modeled after
the  blackboard architecture of the HEARSAY I[I system. Certain claims of
psvenological validity (or similarity to human planning) are also made for this method
of pianning.

Planning as Debugging Another paradigm for the planning process is that of
debugging: this approach is epitomized by the program HACKER. A rough plan is
developed that attempts to reach the goal state, but which. it is acknowledged. may
contain errors. Specialized “‘critics’ are then employed to correct the plan, to debug it.
Each critic is a piece of code that is directed to look for prototypical "bugs™ in the
plan. For example. in a plan t .t is supposed to achieve goal M and geal N, there
wouid be a critic to check for the invalidation of one of N's necessary preconditions by
the actions that achieve M.

Multiple Agents (planning in parallel) Above. we mentioned research that is
being pursued in designing plans for multiple agents. There is also research going on in
the paruilel desizn of plans. Lew plans that are fabricated by agents working in parallel.

[nevitablv, rhese oians. onee con~triucted. are intended to be earried onr by distribated
SVSTeIns of amens,
There are many potential advantages to parallel planning. There is the added

efficiency of the planning process: local information does not need to be transmitted to
a central location (saving time and transmission costs), and parts of the plan can be
developed in parallel (so that total plan generation takes less time). There is also the
possibility that localized information can be more effectively brought to bear on the
planning process: for example. the search space for each agent using local information
may be much smaller than the search space for a centralized agent using ¢lobal
information. There is aiso a potential advantage of robustness. since plan generation
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does not depend on a single agent that might fail.

One drawback to this paradigm is that, eventually, the pieces of the plan must be
merged (or at least synchronized) so as to avoid destructive interference of the subparts.
In general. the interactions among sub-plans can be quite subtle. and it is not alwavs a
simple matter to coordinate or patch them so that theyv don't interfere (though this
coordination and patching has been the focus for most multi-agent planning research

roserschein¥2, georgeff83 ). Sometimes, it will be necessary to build an entirely new
plan.

Another drawback is that as soon as the planning becomes distributed, one must
consider issues of communication in the plannning process. For example. one agent may
have local information that is critical to the planning process of another agent. To get
effective planning, each agent must decide what information to communicate. and
whom to communicate it to. These are difficult issues.

Of course, the communication situation is only marginally better in the centralized
planning case iwhere one agent deveiops a plan for many agents to carry outl. There
are still diffieu{t communication issues---a local agent cannot realistically tell the
centralized planner evervthing about its current situation. and must instead decide
what relevant facts to transmit. In this case. though, at least the agent need not
decide with wnom to communicate: there is one central agent who can use rthe
information.

Reactive Planning The Al literature has recently adopted the term reactive
planning to designate the related work of several planning researchers who are
attempting to construct systems that react intelligently to changed circumstances.
Reactive planning ties together the concepts of interleaved planning and execution. the
coustruction of partial plans and dynamic plan expansion as execution progresses. Tlie
planning component and the execution component are closely linked. with new planning
taking place when new information becomes available (e.g.. updating of beliefs.
npdating of goals. construction of new courses of action that reflect a new realityv). The
rev probiems tnat this work addresses are the issues of pianning in an ancertain workd
wWith o ineompiete information. and oo worla where the planning agent ireet tas
Dodnded cesonrces [Less oocannor spend o indetfiniteny fong period of tine pianning or

replanning). Relevant work includes georgeftSB. fanskvs, finger~s .

Adversarial Planning Most planning research assumes that the world can be
described in terms of static and dynamic objects, with associated attributes but no
associated inteliigence. For erample, the planner’s world may consist of rooms. blocks
with associated colors. etc.  Some recent work has considered the possibility of ‘he
planner’s wortd becoming complicated by the presence of other intelligent agents. but
nsually these agents are assumed to be “benevolent™ rosenschein®3a . in that their coals

are not i contliet with rhe pilanner’s goals and. given certain constraints, “hey are
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always willing to cooperate with the planner.

[n some situations. however, the planner may need to assume that its env.ronment
contains potentially hostile agents. In this case, the planner must take into account
their goals. which may be in conflict with the planner's own goals. Sophisticated
adversarial planning™ is a relatively unexplored area of Al though some work has been
done on these issues genesereth¥6, rosenscheins6. carbonellsl .

There was early research in Al that examined simple adversarial relationships. such as
that between opponents in a game (e.g., checkers, chess) samuel39. nilsson71 . Search
techniques were used to evaluate options. under the assumption that the actions of the
two sides were interleaved, and that there was full information (though possibly of only
approximate accuracy) about the relative “goodness™™ of different outcomes. Newer
work considers situations where the adversaries will be taking effectively simultaneous
actions rosenscheinsda , and where full information may not be available.

B.1.3. Ways of Encoding the World for Planning

There are a wide variety of alternate methods for encoding descriptions of the world
in Al planning. and one can usefullv characterize syvstems by the approach they take to
this problem. We will not review all these methods here, but will only describe two
widely differing approaches that demonstrate representative potential techniques. We
describe the second in more detail than the first because (being more recent) it is less
well known. and is more difficult to find described in the Al literature.

Logical Deductive Planning---Beliefs, Desires, Intentions One popular
paradigm for “formal” planning involves the explicit representation of the planning
agent’s beliefs. desires. and intentions (BDI) konolige84, cohen86 . These aspects of the
automated agent, corresponding to the analogous psychological components of a human
agent, are then manipulated within the computer to arrive at what is often called
rational action, i.e., action that is in pursuit of reasonable goals. The notion of beliefs
corresponds roughly to the faects that an agent has in its database {and sometimes also
to rpe tacts 1tocan deriven Desires are related to the goals that an agent possesses, and

SHenlions reite o Cte plans ol nnogent,

The representation of an agent ax having these components leads to an intuitive and
formally precise svstem. in which a variety of planning techniques can be embedded.
Research continues on wayvs of formally describing some of the necessary mechanisms of
rational action (e.g.. how to reconcile conflicting goals).

Situated Automata An alternative to the Belief. Desire. Intention modei of
representing an automated agent has recently been proposed rosenschein®3b . Instead
ol explicitly building into an agent an encoding (in internal data structuresi of facts,

soals, ete., the agent is seen as a <ttuated autormaton, which enters into various <tates




based on its sensory information and computational efforts. These states bear no direct
syntactic relationship to the logical encoding of facts (though there is a semantic
relationship).

For example, consider an agent. If it were using the BDI model {discussed above). and
it knew that BlockA is red. there would be some explicit data structure representing the
fact (e.g.. a logical statement "RED(BlockA}) ). But what if the agent is. instead. a
situated automaton? In this case, if the agent knows that BlockA is red. there will be
no explicit data structure in its memory such as “RED{BlockA).” This knowledge
would be implicit in its current state. It would be reflected in any actions the agent
would take in this state., or in the transitions to other internal states that the agent
might undergo.

There is a consistency to this view, since even in the BDI model there isn’t really a
data structure “"RED{BlockA) ---there are just l's and 0O's inside the computer (or
electrons flowing through gates). The use of abstract notions like “"RED(BlockA)™" just
provides the agent's designer with a useful conceptual level at which to consider the
problems of rational action. Problems potentially arise when this designer tries to
actually build a program that operates on statements like "RED(BlockA).” since then
what was once a useful conceptualization of rational action may become a burdensome
computational inconvenience.

But the situated automata approach still takes a formal view of the design of rational
agents. In particular, logic is still used in the situated automata paradigm to describe
an agent. but it is used by the designer to specify the characteristics of the automated
agent. The logical specification is compiled down into a working model of the agent
that no longer literally represents the original logic. One practical benefit may be that
this compiled version of an agent will operate considerably more efficiently than the
BDI models have.

B.1.4. Component Reasoning Technologies

When an antomated agent i< built 1o operate in anyv particuiar domain. there are
constraint< on ‘ts desian impo=ed both by rhe environment and by the expeertations of
the designer. Depending on what the avent is supposed to be able 1o do. and depending
on the Kinds of things it must represent or reason about. there may be a variety of

planning theories that ought to be incorporated into the agent.

In this section we briefly discuss some of the various theoretical aspects of planning
that can be used in implemented systems. Which of these are appropriate for any
particular svstem will depend both on the environment in which it will be operating and
on the sorts of capabilities one hopes to give it.
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B.1.4.1. Temporal Reasoning and Scheduling

Any agent that hopes to act in the real world must deal. one way or anoth>r. with
aspects of time. Of course. even the simplest planner must construct action sequences
so that "he constituent actions are performed in the right temporal order. However.
there are several other ways in which temporal reasoning can be involved in automated
planning. inecluding the rfollowing:

e An agent may be given goals that involve specific points of time (e.g., “be at
location x at 3pm™’). or that deal with ranges of time (e.g.. “*be at location x
before 3pm but after 2pm™).

¢ If planning is “‘real-time"” (that is. the time it takes in deciding how to act is
relevant to timely performance of the actions). then the automated agent
must also factor into its planning activity the time taken doing the planning.
[ an agent must be somewhere in one hour. it should not take two hours
deveioping a plan on how to get there. This issue relates to the interleaving
ol pianning and execution. and to the problem of partial planning. An agent
that suspects immediate action is required mayv decide to start an activity
before 1t has fully consiructed the final plan. trusting that plan expansion
can continue later on.

e ~yacnronization and coordination of activity may need be accommodated by
the planner. In its simplest form. of course. this is the problem (mentioned
above) that is handled by virtually every planner---the coordination of its
own activity in pursuit of goals. In more complicated environments, the
actions of other agents may need to be svnchronized and coordinated (this is
most apparent, obviouslv, in a multi-agent svstem). We will call this kind of
temporal reasoning activity “scheduling.”

There nave been two approaches in the planning literature to the problems of time.
Some researchers {such as Allen, MeDermott, and Shoham
allenxt. medermott82. shohamB6 ) have put forward general theories of time. formal
freatie-ni s ol The provlem ol remsoning abont time. These theories allow an agent 1o
consider oty planning saeh isies as ordering and svachronization of activities. One
axis aon s anieh pese tneories differ from one another s in how they represent time for
e purposes of reasoning about i, Some theories allow reasoning about pornts of time,
while orners deal with tnterrals of time.

{n contrast to these formal theortes are the naive theories of fime found in a great
many otner systems. ltlere, time is a simplified construct that is present in a bare form
that ailows the agent to perform only the most necessary planning activity---for
exampie. “he ability 1o <tring together atomic acrions in a particular time ordering (e.g.,
STRIPY TkesTl ). General theories have the advantage of greater power. while naive
theories nrovide greater wficiency.  As mentioned above. the question of whether a
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general or naive theory is most appropriate for a given system will be determined by a
consideration both of the domain and of the designer’s expectations of the system.

For a discussion of the requirements that should be met by temporal theories. see
shoham%5 . That paper lists ten criteria by which to measure “theories of change.™
including the ability to deal with time intervals, continuous change, concurrent actions.
and possible worlds.

B.1.4.2. Spatial Reasoning and Physical Interaction

Just as some domains require reasoning about time, others require reasoning about
space and the way physical objects interact. There are a variety of different issues that
fall into this general category. including:

e Formal theortes of kinematics are particularly useful in planning movement
in robotics. The motion of a robot arm. for example. must be analyzed in
detail for it to accomplish its intended activity. Not only must orientations
be correct. but it may be necessary to avoid obstacles during the course of
movement.

e Another 1vpe of spatial reasoning is terrain reasoning. for example that used
by an autonomous land vehicle {ALV). The geometry through which the
ALV moves has its own idiosyncracies (e.g., untraversable areas.
topographical features that affect speed and distance) and must be taken
into account in route planning. In addition. it is often useful to reason
about terrain movement at a variety of levels. planning gross movements at
a high level and fine movement at a much lower level of detail.

e Just as there are naive theories of time. there are also it naive theories of
space and objects. This so-called “naive physics’ hayes85a. havesdsb is
used to do general reasoning about physical realitv without immersion by
the planner into the details of physical laws. For example, a child is able to
hounce 2 ball without any formal knowledge of elasticitv---instead. intuitions
are nsed at, while not <trietly correct, are sufficient for the rask at nand.
The Corspnization of asive phyvs<ical thearies s inrended to make nse ot this

spororen o oasitotiated reasoning and pinnaing,

There i~ an analogy between the formal informal treatments of time., and the
formai informal treatments ol space. Formal theories provide generality. while informal
techniques are often more efficient and sufficiently powerful for the job at hand.
Deciding how formal a theorv is needed {or more precisely, how powerful a system is
needed) i< a judgment to be made (once again! based on domain details and
p(-rl'()rrnzmr‘v sxXpectations,

.14




B.1.4.3. Dealing with constraints

When a computer is instructed in a conventional programming language to .arry out
a sequence of actions. those actions are speiled out in detail---the machine is told
precisely how to do its job. High-level languages move along the spectrum towards
telling the machine what to do. without specifyving precisely how to do it.

Planning research in Al can be seen as investigating the “what™ end of this spectrum:
the machine can be given a high-level description of what the user wants done. and the
machine fills in the operational details. Planning in this sense bears a close relationship
to work in automatic programming---but with extra considerations thrown in, such as
uncertainty about the environment.

Sometimes, it is useful not only to tell the machine what it should do. but also what it
should n t do. These instructions about what not to do are the negative constraints
under which the planner must operate in constructing its course of action (and. more
importantly, under which the autonomous agent must operate in the real world). When
a planner is said to “handle constraints,” these instructions about what the machine
shon'd not do are stated explicitly.

Of course, there may also be positive constraints. such as ['se resources X and Y
in the plan.” Again. “dealing with constraints’ implies that they are given to the
planner explicitly.

Constraints can be either hard or soft. Hard constraints must absolutely be adhered
to by the planner, while soft constraints can be thought of as guidelines that will
influence the form of the solution. but may be violated if necessary.

There are several other attributes that characterize the constraints that may be given
to a planner:

¢« One important category of constraints involves resource management.
The plan that is ro be constructed must satisfv certain criteria in its use of
resources.  The limitations on the nuse of resources mayv exist both at rhe
object tevel i the panning domaint. and at the meta-level sthe resourees
nsed in planning).

FFor example, a planner may may be told that it must reach a certain
geographical location, but that it must do so within a set time limit. The
planner is faced with a complicated time constraint that affects both which
generated plans will be satisfactory (object level), and how much time it can
spend on planning (meta-level).

This example of a constraint is particularly difficult ro <atisfy. and few
current  planning -vstems have the combination of seif-awareness and
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flexibility to deal with it properly (though some have begun to address the
problem dean85, dean86 ). A simpler resource managemeut constraint
might be. for example, to construct a plan for typsesetting and print.ng files
that costs less than some specified amount (given certain computer-time and
printing costs).

¢ Another type of constraint in the pianning proecess is the problem of illegal
states. A\ planner might be told that it should accomplish some task. but
that at no time during the execution of the plan should the executor be in
some particular specified state (e.g.. "Go to room A without passing through
room B™).

Constraint propagation is an operation over the planner’s constraints. In
planning, a constraint that arises in one section of a plan may limit choices available in
other sections, and disceovering these new constraints can substantially cut down on the
number of possible solutions {this. of course. can be very helpful in the generation or
plans).  The “flow™ of constraints from one part of a plan to another (i.e.. the
formation of new constraints through the interactions of old ones) is what is meant by
constraint propagation. Constraint propagation i1s an important and frequently used
techniqiie both in planning and in other areas of artificial intelligence. such as vision.

Cons’ ler. for exampie. a shipping problem. You are trying to plan the movement of
boxes across the country. You have several methods of transport (car. plane. etc.). but
there ure a few explicit constraints: vou want to move the boxes within a certain time.
and below some cost. The constraints interact. because the speed and cost of
transpe rtation both rule out certain alternatives. Each can help limit the choices
availak'», and help make an appropriate final plan easier to find.

Anoti.er approach to dealing with constraints involves the technique of Least
Commitment Planning. Using this technique. the planner considers whether
comm' ting itseif to any particular choice of an action might interfere with other parts
of the plan. If there is potential interference. the planner defers the choice of a
particr ar action until o ater stage of oian developtient, and goes to work onooo
ciffere twection of Tne oian. The pome of this technique is to avold backrrackinz, ~ha
oo svord making o chowe Tt osiiding of the plan othmr o wiil o ater nve co e

withdrawn te.g . 101 beads 1o a dead end i,

Fventnaliv, the least commitmen® planner makes choices locaily that imply certain
constraints on other parts of the plan. These constraints are “posted’ (i.e.. announced)
so that other parts of the plan can be assembled taking them into account. Of course.
least commitment planning can <eldom be the soile method of assembling a plan. and
other planning techniques are often combined with it. )
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B.1.4.4. Reasoning About Assumptions

One useful attribute for a planner wouid be for it to be able to reason .bout its
assumptions. This tvpe of reasoning could rake several forms.

e In constructing a plan. certain assumptions are built in to the final sequence
of actions.  Most tvpically. eaen aection is assumed to generate a set of
predictable  outcomes in  the worid. and theze outcomes are often
preconditions for the successful attainment of the goal state (i.e.. each
action’s outcomes are preconditions of subsequent actions or are specified as
part of the desired goal). For example. doing a PUT of block A on block B
is assumed to leave block A on block B.

<ome planners explicitly check each action’s predicted outcomes, to make
<ure that the action was successful. While this exhaustive checking improves
the chances that the plan will be carried out successfully. it is a ecrude
method. since it doesn’t intelligently identify a subset of things that
probably need to be checked. avoiding things that probably dont need to be
checked.

e An intelligent planner might devote resources to checking assumptions
before plan construction. For exampie. there may be outdated assumptions
about aspects of the world that a reasoning svstem would choose to check.
because it knows that some elements in the environment are highly dvnamic.
or because an incorrect assumption could have grave consequences. This
sort of reasoning is not implemented in current planning systems.

B.1.4.5. Dealing With Risk

Few planners are currently capable of reasoning about risks when they weigh
alternatives. For example., a planner might know certain probabilistic information
about actions that it can take---there may be certain risks incurred when one plan is
chosen over another (e.g.. an autonomous land vehicle may be destroved by the enemy
" i chooses the wrong route:n. One avproach to this problem is o incorporate into a
planner ceeision theoretie teennicues for evaprating aiternative coirses of action.  The
pinnner worid <t have o consrmer aarions oans, but decision theory worrd give 1oy
wayv of considering the reiative utiity of pursuing ditferent options.  This amalzamation
of Al and decision theory has begun in a small way. but much work remains ro be done.
Dealing with risk. of conrse. also involves dealing with inherent uncertainty. as
discussed below.

B.1.14.6. Reasoning Under Uncertainty

Bayesian Reasoning
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The classical methodology for combining quantified evidence is Bayes' Rule. Bayesian
reasoning is characterized by quantitative degrees of support. a prior enumeration of
tenable hypotheses, a prior model of the statistical support for hypotheses independent
of any set of observations about them. and an underlying conceptual model based on
the principle of a “fair bet.” The fair bet is the fraction of the resources an unbiased
observer would bet on each side of an hypothesis. All resources must be gambled on one
<aide or tne cther: there is no “not sure”’ alternative. These degrees of support are
assessed from several independent sources and then combined by multiplying them
together.

[n practice, the Bayesian beliefs are combined through a specific formula (Bayes” Rule)
which performs conditioning of probabilities: current data are interpreted with respect
to knowledge of the observation independent prior support for the given hypotheses. As
a result. these “priors’ have a tendency to dominate the outcome of the Bayesian belief
combination process. .\ practical attemnpt to address the probabilistic degree-of-belief
concept in expert systems is given in the work of Duda et. al. {1979). in which is
developed a subjective Bayesian technique for representing uncertainty. This technique
uses the concentional statement of Baves' Theorem. but supposes that the probabilities
are subjectively determined. Modifications are introduced to deal with the problems of

interdependency that arise when dealing with a network of rules. and were implemented
in PROSPECTOR.

A related practical effort to represent degree of belief is given in the work of Shortliffe
and Buchanan (1975). In this model of reasoning, degrees of belief represented as
“certainty factors”. rather than probabilities. These are functions of two other
measures. namely the “measure of belief” of an hypothesis given the evidence and the
“measure of disbelief” given the evidence. The MYCIN system is built upon these
concepts.

The strengths and weaknesses of Bayesian systems are well known. One of their
principal weaknesses is the number and depth of the assumptions one must make in
order to be able to apply a Bayesian analysis. What is the innate prior likelihood of all

hvpotheses we might want o consider? How do we arrive at such a set of prior
hyporbieses” What s ~he episternological motivation for asserting that beliels are weli-
senresented s nonnded real anmbers? How muueh can we depend upon resuits of a

Bavesian computation of, as ix the frequently the case. the priors were chosen by
statisticar -ampiing or by fabrication instead of through knowledge of the true
disirtbution”?

Dempster-Shafer

A viabie means for combining evidence is the Dempster-shafer uncertainty caiculus
(Shafer. 1976). which subsumes both the Boolean and Bavesian techniques as special
cases and additionady provides an explicit representation of the system’s ignorance as
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well as its knowledge. The major modification to the Bayesian techniques by the
Dempster-shafer is that whereas the former permit belief to be associated with the
individually identified possibilities about the real world. the latter allows beiief to be
attributed to sets of possibilities. without requiring us to further distribute our beliefs to
the members of that set.

Dempster’s Rule (Dempster. 1967} is used to combine the degrees of support from
different sources. {t is equivalent to Bayves’ Rule but incorporates a set intersection
formalism to ensure that we only combine support where there is some agreement
between the two sources of evidence. An additional normilization step is included to
ensure that the degrees of belief fall within 0, 1!, as in the Bayesian model: this
normilization is achieved by calculation of a degree of conflict between the two evidence
sources, which is itself a useful measure during analysis of the performance of a
Shaferian system.

A significant problem with this technique is its ability to get contused when
confronted with information outside of the “frame of discernment” (the initial set of
possible hypotheses). This problem occurs frequently in the real world in the form of
unpredicted events and. especiallv. sensor failure. Another major problem is rthe
complexity of the technique. If the frame of discernment consists of 10 members. then
there are 1021 susbsets to consider! There has been some work in circumventing this
problem (Gordon & Shortliffe. 1985). but thev tend to restrict the capabilities of the
technique bevond its usefulness.

Fuzzy Set Theory In an attempt to break away from the traditional models of
uncertainty, Zadeh introduced the concept of a Fuzzy Set (Zadeh. 1965). A fuzzy set is
characterized by a membership (characteristic) function which assigns to any object a
grade of membership of the object in the set. For regular sets, the charactersitic
function would return either 0 (not in) or 1 (in). Set-theoretic operations are defined for
these sets in an intuitive fashion in order to provide a formal structure for studying
imprecisely quantified degrees of membership.

The tuzzy <et approach deals with partial belief by introducing the concept oi fizzy
quaiifiers reczo likelv, possibive cren and contains some hodeis for the interaction

between vagiieness and partiai oedel. This theory does not deal direetiv with rhe

proviem of combination of evidence but does provide some alternative interpretations ot
work such as Shafer’s.

There are two major problems with the fuzzy set approach. One is how to consistently
define the characteristic functions (the functions may differ betvieen analvstsi. The
~econd problem is choosing a calculus to implement the technique: most any
norm conorm pair of tunctions will theoretically model conjunctions and disjunctions.
Although there has been <uccess in modelling the characteristic functions consistently,
'he operations on these functions are sensitive to both context and individual coznitive
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preferences.
Truth Maintenance Systems

One of the early and predominant methods for handling non-monotonic reasoning is
the rruth maintenance svstem {Dovle ref.i. This rvpe of system records and maintains
proofs by connecting assertions. rules. hypotheses or any other beliefs (statements) with
justifications. There may be more than one justification for an assertion. representing
multiple proofs of that assertion. A node is believed if there is at least one valid
justification. When a proposition is asserted the justifications of nodes are checked. and
those nodes which now have valid justifications are believed. The truth maintenance
step consists of scanning newly justified nodes and the recorded justifications to find
any other nodes which may now include a proof.

There are two tvpes of justifications. The first tvpe maintains two lists of nodes. the
IN nodes and the OUT nodes. An [N node is one which is believed, an OUT node is one
which does not have a valid justification (not necessarily false!). The justification for a
node is valid if all the nodes on its IN list are in and all the nodes on the OUT list are
out.

The <econd tvpe of justification is a rule-like structure with a consequent and two
lists. an [N list of hypotheses and an OUT list of hypotheses (usually empty). This type
of justification is valid when each node of the IN list is in and each node on the OUT
list is out.

A TMS begins by assigning default values to nodes where appropriate. Reasoning then
proceeds via the accrual of evidence and the satisfving of justifications. If at some point
a contradiction is reached, the dependency-directed back- tracking function is evoked.
This function works its way back through the chain of reasoning. collecting the
assumptions which support the contradiction. One of the assumptions is retracted but
the set is saved to prevent the re- occurrence of the same contradiction. This retraction
causes a node which was out to become in and thus begins another chain of reasoning.

\ctogzn dependencevaditected  baekrraesing s more etficlent than senern
Bacssroeking, 0 <ii 5<oa sathier expens<ive process. Also. this tvpe of provenn soivin
otly pirsges one avenue of reasoning at a time thus prohibiting the comparison of
competing node values. Another drawback is the rather shallow meaning ziven to
justitications. It may be deemed necessary to justify a decision on more than whether
cerrain propositions are in or out: the arguements themselves may prove useful. For this
reason it is also not possible to assign any “believability factor” to the justifications.
These considerations rexcept for the last! are addressed by deKleer in his “assumption-
baseda  theory. The last issue is addressed in the probabilistic approach 1o "possible
worids,




Assumption Based Truth Maintenance Systems

The assumption-based truth maintenance system addresses the problems found in the
standard TMS. Conceptually. a radical difference is the ATMS's ability to maintain
tand compare) multiple possibie solutions simultaneously. This is done by allowing the
svstem to maintain contradictory information as long as that information is not used to
derive new information. A TMS requires that the current set of IN nodes be consistent
(non-contradictory). For example. if x ->- a. ¥ -~ b. but X and y is a contradiction.
then a TMS would not derive a or b (at least not from a node with x and y on its [N
list). An ATMS. however. would derive both a and b since they come from x and ¥
independently; it would not derive anythoing which required both x and y. This ability
to reason about elements of a contradictory statement has proved to be a common need
in qualitative reasoning.

The basie unit of an ATMsS is the assumption. There are no justifications given in the
svstem tor an assumption: they are given by the user and thus not derived information.
An assumption may be used to justify multiple nodes and one node may use multiple
assumptions. When a contradiction is found and needs to be rectified. the belief in an
assumption can be reversed. A justification in an ATM3 describes how a node is derived
from other nodes tincluding assumptions).

By manipulating all the possible solutions simulitaneously, an ATMS avoids the
backtracking problem found in the traditional TMS. Since inconsistent data may exist
in a “context,” it is not necessary to do all the INing and OUTing that is done by the
TMS. Finally, the justifications in the ATMS are more robust than those of the TMS.
Thus. with a reasonable implementation. the ATMS can generally out-perform a TMS
see papers in vol. 28 (1986) of Al Journal .

BB.1.4.7. Reasoning by Analogy

The ability to reason by analogy is considered by many to be an important
characteristic of human intelligence. and it would certainly be useful to have automated
svstems that cond case advanrage off this tvpe of reasoning. For example. a planner
st recougnize xev o characteristics ol a situation and. by analogy. realize that it is very
rerent ke oopresTonsly enconntered Sitnasion. Aspects of the two situations could then

be matehed, andg a new pian generated along the lines of the previously generated plan.

I'his type of reasoning does not exist in eurrent planners. except in the most
rudimentary forms. For example. the STRIPS planner was able to generate plan
skeletons from specific plans: these skeletons could later be used to generate new plans.
This. however. is not really analogy, since it does not directly reason about a specific
instance using another specific instance; rather, it reasons about a specific instance using
a general rule (though rhe rule itself came from a specific instance). The study of
analogy is an important topie in the tield of machine learning: it has largely been
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bypassed in Al planning.

B.1.1.8. Dealing with conflicts

There are a various Kinds of conflict that can confront a planning program. First.
there may be inherent contlicts among goals. or between goals and constraints: it mayv
be impossible for w svstem o satisfy all the goals it has been given. or for it to satisfy
those goals without violating explicit constraints that have been imposed on the
solution. [n this case, a flexible planner would judge, based on the situation, whether to

notify the user of failure or construet a plan that makes compromises.

Often. however. the conflict with which a planner must deal is not inherent, but is the
result of avoidable destructive interference among sub-parts of a plan. The system. for
example, might be given a conjunctive goal (“"Accomplish A and B and $\Ildots$). and
find that its sub-plan to accomplish A conflicts with its sub-plan to accomplish B.

Various planners have varying abilities to deal with these avoidable conflicts among
goals (or. more precisely, with contlicts among the methods of achieving each of those
goals). We can identiiy two major approaches to this conflict resolution. depending on
when in the plan generation process conftlicts are resolved.

The Critique Approach When confronted with conjunctive goals. some planners
solve each conjunct in isolation. At that point, some planners consider themselves done.
and do not check their subplans for harmful interactions. Others, however, do perform
this check. The most important paradigm for this check is the critics approach.
implemented in the HACKER svstem sussman75. The idea is that. once the subplans
have been formed. specialized programs are called that embody knowledge of
destructive interactions, and that check the subplans for such problems.

One well-known example of a “critic’” was the one in HACKER that checked whether
a precondition for one goal “clobbered™ a brother goal. For instance. one goal might
require as a precondition that block B is clear. but another goal might be to stack block
A on block Bith orecona lon of one goal interferes with another goal. The <olution in

the HACKER <veem woo o seorder the snb-nians when nos<ible. This reehniane
SOMIETIIes A0ra~. 50t - 00 o neanis a0 total solntion to this interaction problem or
others.

The notion of “erities™ was an infhiential idea in planning. being incorporated into the
hierarchical NOAH system as well sacerdoti?5 . Its encoding of kaowledge exemplified

the procedural point of view in the procedural declarative controversv of the
mid-1970'<.

The Constructionist Approach Other planners constriuct their overall plan with
expitcit consideration of potential interactions. \n example of this type of approach can
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be found in 'waldinger77]. Once a sub-plan for achieving one goal is formulated, it is
marked as “protected,’” so that when the planner develops a sub-plan for a second goal.
it will know not to undo the first.

One technique for insuring this non-interference is called goal regression. It involves
“passing goals back over plan steps.” in effect. adjusting the order of actions to avoid
interference. In this approach, however, in contrast to the critics approach, there is no
committing to a plan and then backing up: goal regression can also solve planning
problems that will cause difficulties for any planner that simply reorders goals (since it
works out a finer-grained adjustment of actions). For more information, see

waldinger77 .

Multiple-Agent Conflicts The study of sub-plan interaction was an early. popular
area of Al planning; more recently, the problem of conflict zinong multiple agents has
received some attention in the planning literature.  Although there are certain
similarities between the two cases, multiple agent conflicts can introduce two new
considerations into a planner.

First. conflict among multiple agents may be impossible to resolve at the planning
stage. if the planning has proceeded in parallel (i.e.. at different agents) and pre-
execution plan comparison is difficult. In this case. conflict may need to be resolved
during execution. Second. when mulitiple agents are involved there may be true
conflicts of interest; this generally does not occur when the planning has taken place at
a central location (even when conflicting goals are present, there can be a suitable local
method of resolving them. which by definition wiil be the ‘“‘accepted” method of
resolution).

B.1.4.9. Planning Communication

When groups of machines must interact, or when machines interact flexibly with
humans, communication can play an important role in coordinating activity. Planning
research in recent vears has begun to examine how computers can intelligently plan
their communication activity.  This research falls 1nto two categories: planning
commnpmication among machines, «nd planning communication intended tor iinmans.

Communication Among Machines [n s sense. this area of communication
planning is the “purer’” of the two. Nince the intended recipient of the communication
i a machine. the researcher could assume that the generator and receiver have a
common language. He can then focus on the issues of planning abstract
communications without worrving how to convert this abstract structure into another
language (as is necessary when humans are the intended recipients of the
communication). In fact, this assumption is regrlarly made.

The main thrust of this researen has been to consider communication as a form of
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action---the planner constructs plans that include communication acts as well as more
conventional domain acts. Work has focused on such issues as the formal semantics of
making commitments, as well as the obvious issues of converting interral goals and
representations of the world into communication primitives (such as inform and
request). Representative work includes cohen78. cohen79. cohenxb .

Planning Natural Language Communication Man-machine interaction has been
an important topic for Al research. and a crucial aspect of this interaction is getting the
computer to generate easily understood messages for rthe huinan. While such a message
need not be in a natural language, such as English. it has long been felt that such a
capability would dramatically increase computers’ effectiveness in everyday settings.
Thus. much research in Al has focused on getting computers to plan natural language
ntterances.

Generally, the problem of natural language generation is divided into two parts. text
pianning and text production. The former involves generating an abstract model of a
communication based on the information that the computer wishes to convey aad a
model of the user (similar to the machine-machine communication planning mentioned
abovel. The latter involves the conversion of this abstract model into a correct natural
language fragment. Text planning bears a close relationship to the rest of the planning
drerature. using some of the <ame techniques (such as scripts) for this specialized rask.
<ee appelt82a. mekeown®2. hovyss, wilensky33 for some representative work in this
area.

B.1.4.10. Reasoning Using Logics of Knowledge and Belief

“Logics of knowledge and belief”” are formal methods of representing within an
automated agent the facts that it knows or believes. Important research is currently
nnderway in this area. and in specifying ways of reasoning about this knowledge and
belief. For example, researchers want to formalize how one agent could reason about
another agent’s beliefs. or how it could reason about its owi beliefs. Roughly. these
various theories can be divided into two categories. syntactic theories and semantic

POt S,

Svntactic Theories ~vrietie “heoris gesime that an agent oniy believes Tnets raay

Sxpicitiv appear in s database. Another azent ean then explicitly represent those faers

and reason about them more or fess direetlv. Typically, predicates such as "K' oare
Gaed 1o represent an agent's expiicit knowledge of some fact (e.g.. KiJoe. RediBlockB) ™
means  that Joe knows that  BlockB3 is red). Representative work includes

haassb, konoligexg |
Semantic Theories ~cmantic "heories assume that an agent believes not oniy the

‘aets that are explicitly present in its database. but also other facts that the agent could

erive from that base et of “acts ceven though it has not yet done the aerivarionr. The
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semantics of possible worlds is commonly used in this approach: we say. for example.
that an agent knows fact A if A is true in every possible world that is compatible with
the agent’s knowiedge. See, for example. moore85a. appelt82a .

While semantic theories provide an elegant method of representing knowledge and
belief. rhey suffer from several problems. First, they are typically much less efficient to
se when reasoning is automated in o computer. Second. agenis in the real world never
actually know all the consequences of their curreut beliefs. and their actions reflect this
lack of total knowledge. Unfortunately. the possible worlds approach assumes that they
do know all the consequences of their beliefs. This inability to represent limited
deduction is a very serious handicap, and is one of the prime reasons for researchers’
interest in developing alternative. syntactic., theories of knowledge and belief

konoligexs .

B.1.4.11. Logics for Planning

Among that community of artificial intelligence researchers who have pursued a
tormal. “neat” approach to planning, there has been much effort expended on the issue
of what logical system to nse. This choice. of course, affects both the epistomological
and heuristic aspects of the representation. i.e.. both what can be represented and what
can be deduced by rhe systermn. \ few of the manv choices are:

Procedural Logic A formalism for explicitly representine and reasoning about
sequences of actions for achieving particular goals .georgeff85..

Probabilistic Logic A form of logic in which the truth values of sentences. instead of
being simply “true’ or “false.”” are probability values (between U and
li---useful for reasoning with uncertain knowledge nilsson86 .

Modal logics These are logics that deal with the concepts of necessity and
possibility---often realized through the addition of so-called modal
operators and axioms to classic propositional or predicate calculus.

Multi-valued Logics A< witn orobabilistic logies. alternative logies have hHeen
TroDoscil Lt consider seniences Coo have more Than two noszinle
rrho vaiues, Cnat s more tnan just Croae’ or Cralses” However,
ulti-vapied  ogic does not oassign a probabalistic interpretation to
“nose multipre values.  For example, although many values may be
permitted, any vaiie in a continuous range is not permitted {as would
ve in a probabilistic logic). This is distinct from theories sucnh as
Dempster-shafer thar use intervals.

Nonmonotonic Logics ¢ lassical logic requires that once a fact is true. it remains trie
tor all timer his property is called rmonotonicity. Nonmonotonie
ogies meaermottS0 L in contrast. allow for the possibility that when




new facts are added, old facts that were once true will no longer be
true. Nonmonotonic logics and other methods of doing nonmonotonic
reasoning are an important area of current Al planning research. We
discuss these issues in greater detail below.

B.1.1.12. Nonmonotonic Reasoning

specifying the semantics of nonmonotonic logics has occupied a considerable amount
of energy over the past few years. The facility to do nonmonntonic sorts of reasoning
has clear importance in building real-world systems (since propositions relating to the
real world change their truth values dynamically over time). While ad hoc schemes
trivially do such nonmonotonic reasoning, it has proven difficult to adequately specify
the formal theory that underlies that activity.

There are several popular alternatives for formalizing nonmonotonic reasoning: default
0gies, circumscription, and autoepistemic theories.

Default Logics Often. it is useful to have a system deduce some specific fact unless it
can prove that the fact is false (e.g.. a system might assume that any specific bird can
flv unless it is explicitly told otherwise). The facility to do this sort of reasoning within
a formal logical system has been developed in default logics reiter79. Obviously. a
default logic must be nonmonotonic. since anvone using it may jump to conclusions that
can later be shown to be false (i.e.. you may be able to deduce propositions that later.
with more information. you will not be able to deduce). Such a logic is said to be
de feasible. that is, its conclusions are tentative. \When more information comes along,
its conclusions may have to be withdrawn.

Circumscription Circumscription mccarthy30 is a formalized method of “jumping
to conclusions,” so that a program can conjecture that the objects that it knows have a
certain propertv are the only ones that do. in fact. have that property. It is a form of
nonmonotonic reasoning, in that the addition of new facts can invalidate previous
conctusions.\footnote{It is not, however, a nonmonotonic logic---it 1s a form of
“ensoning that aaements Jrst-order logic by using the cirenmseription schema. The

nrerested reader < referred 1o MeCuarthy's original naper ieearthysQ Cb

~uppose. to use MeCarthy's example, vou are siven o puzzie 1o solve. ke the
Missionaries and Cannibals problem (e.g.. three missionaries and three cannibals must
cross a4 river inoa two-person bhoat without cannibals ountnumbering missionaries on
either bank of the river at any time). Obviousiy, a solution to the probiem involves
Tinding a suitable crossing schedule that satisfies the constraints. But a person, when
confronted with this puzzle. might say “"Have all the missionaries and cannibals use the
sridge npstream.  When told that there is no such vridge. he might respond “Then
qave them use the helicopter.” ¢ 1d so on ithere are an infinite number of <uch
extensions 2 the basic world given in the problem).
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[ntuitively, we know that such solutions are invalid---to solve the problem we must be
willing to assume that the objects that we know about are the only relevant objiects. In
order to have a machine logically deduce such a conjecture. it i1s necessary .o use a
technique like circumscription. However, circumscription {so far) is a technique for
checking conjectures---the user must still operationally supply the predicate to be
circumseribed. which limits the practical usefulness of the technique.

Autoepistemic Reasoning Autoepistemic reasoning moore85b is a logic that
describes how an ideal rational agen: would reason about its own beliefs. One of the
uses of autoepistemic reasoning is to “jump to conclusions.” as one does in default
reasoning.

Consider an agent that believes that Fred is a bird. and that birds can generally fly.
Does the agent believe that Fred can flv? [f the agent has a rule to the effect that ~If x
i< a bird. and [ can’t prove that x can't fly. then ['ll believe that x can flv.” then in the
absence of other information. the rational agent ought to believe that Fred can fly.

There is a subtle but important difference between this approach and other default
reasoning svstems. In normal default reasoning. the agent in the previous paragraph
could deduce that Fred could flv. which may not be a valid conclusion (i.e.. it may not
be trie in the real world that Fred can tlyv).

[n autoepistemic reasoning, however, the agent would only reach a weaker conclusion.
The agent would determine that he belteves Fred can fly, which is a valid conclusion---
based on his information. he believes Fred to be a bird that flies. If more information
comes along, the agent may no longer believe that Fred flies, but the original
conclusion. relative to the original set of beliefs. will still have been valid. With that
original information. the agent did believe that Fred flies. Such a conclusion is said to
be inderical, in that it is “"indexed " to the beliefs under which it has been derived.

S0 autoepistemic logic is a way for an agent to reason about what he believes. Such
reasoning is nseful for jumping to conclusions based on default rules. For any fixed set
of hefers, autoepistemic reasoning is a valid form ot inference ‘e anlike aefault

SO D2 i e Che eore Selels enandge, anoasent wiiloreach new conciusions anonu!

13.1.1.13. Possible Worlds Formalisms

There are two uses of the termn “Possible Worids™ that are currently used in the Al
literature. One is derived from work done by Saul Kripke. and the other is derived
from work done bv David Lewis.

Kripke's Possible Worlds A\ popular treatment of knowledge and belief in recent
vedars tas beern possibie worlds” formalisms, that consider the actual state of atfairs to
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be simply one of many potential realities. Although an agent may know many facts
about the real world, it may be in the dark about other facts. An agent. though, is said
to know some fact A if A is true in all possible worlds that are consistent with the
beliefs of the agent.

U'<sing this formalism. it is not necessaryv to actually check through the facrs that are
triae in various worlds: alternative worlds are fundamental to the -semantics of the
formaiism, but not to its operational usage.

Lewis’s Possible Worlds Another use of the term “‘possible worlds™ considers the
explicit existence of these various worlds. Thus, it may be useful to actually consider
the facts that are true in different worlds, compare those facts to the facts true in the
current world, ete. ginsberg86a. This is similar to the “multiple worlds™ approach
raken by various Al programming systems. where alternative realities can be considered
hy the reasoning component.

3.1.5. Implementation Technologies

[n this section we brieflv review some of the more basic techniques that are used to
implement the theories described above. We ure concerned here with approaches that
can ne used across a variety of plauning systems. This is by no means an exhaustive
fist. but it should provide the flavor of some methods that are available.

B.1.5.1. Backward and Forward Chaining

The objective of a search procedure is to discover a path through a problem space
from an initial state to a goal state. This procedure may proceed from a set of initial
conditions and work toward the goal or, as an alternative, the tactic may be to begin at
*he goal state and work backwards toward the initial state. These two approaches are
known as forward and backward reasoning (chaining) respectively.

Forward reasoning <tarts with a coilection of known facts 'the data base) and

senestedliv o eveles hronsh ol the raless appiving cne Tacts and adding ew ones as they
e cneveds ] vo e s~ e oeiacipee s it during eaen mule Uring eveies pew
Teeteacl e nstantinteo, Cbers chowing additionad miles to be Yired notne next evele,

Gt eventuadly a goal state is reached or the svstemn has exhausted 1ts possibiiities.

An operational system may contain :nany rules and a large data base of facts. The
forward reasoning described above can run throngh many cyveles and generate a large
aumper of new but irrelevant facts betfore the desired goal is derived. The backward
~eazoning approach mayv be used in this sitnation to inecrease elficiency because it allows
the Yoeusing of effort on those rules related to the results to be proved. Backward
reasoning takes advantage of the potenriai for bidirectional operation of production
suies to determine the validity of an assertion.
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Backward reasoning works in the following manner. First the fact to be inferred is
designated. The data base is searched for this fact., and if it is found. the fact is true
and the problem is solved. If not. then the rules with the desired fact in their
consequent are placed in a list. If this list is empty, then the svstem with the current
rule set cannot solve the problem. If all the antecedents of any of these rules exist in
the data base, then that rule is run. the desired fact is placed in the data base and the
nroblem is solved. If there are rules with the goal fact in their consequent but whose
antecedents are not all contalned in the data base. then these missing antecedents are
classed as subgoals and the above process is repeated for these new subgoals.

[t is possible to combine forward and backward reasoning into a single algorithm
known as bidirectional search. One potential advantage is to reduce the total number
of state spaces expanded. The justification for this is that the number of expanded
states in a search tree often grows exponentially with the depth of the search. Thus if
the expansions could begin simultaneously from the start and goal states and meet
approximately at some medium depth. the potential combinatorial explosion of
expanded nodes at the end each expansion could be avoided.

13.1.5.2. Blackboards

Another expert syvstern framework is the blackboard architecture. This approach was
developed to cope with the tollowing computational problems.

1. Integration of multiple sources of knowledge.

2. Problems whose soiution depend on heuristic methods and noisy data.
3. Comoutational complexity.

1. Integration of different problem solving methods.

5. Potential for organizing parallel problem solving activitics.

The rerm nilaexboura refers co a0 central data base ased by svstems with this
wrefiitectiure to coordinate and control the operation of imdependent iroups ot riies
called knowiedge <ources. The knowledge sources communicate by writing messages on
the blackboard and reading messages from other knowledge <ources.  The blackboard
architecture has four distinet components. entries. knowledge sources. the blackboard
and a control mechanism. which are described below.

[ntermediate results, cailed entries, are generated during the problem <olving process.
Entries can be elements of the problem solution or information considered important in
generating solution elements.  Entries may include beliefs. observations. hyvpotheses,
decisions. goals. interpretations or expectations. The svstem designer may designate a
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variety of attributes to entries according to the system’s needs. These attributes can
include an entry's content, relationship with other entries, its history and other
information.

Knowledge sources are independent. event driven processes that produce entries. Each
knowledge source is composed of two parts, a condition and an action. The condition
deseribes the circumstances under which a xnowledze ~ource can operate.  This usualiy
requires the existence of certain previously generated entries. The action of a knowiedge
source generates new entries cr modifies previously generated entries. Knowledge
sources operate independently and do not communicate with one another directly.
However. they influence each other indirectly whenever the action of one knowledge
source generates or changes an entry that satisfies or partially satisfies the condition of
another knowledge source.

The blackboard is a g¢global data base containing all entries generated by the
knowiedge sources during the probiem <oiving process. The blackboard serves two
functions.  First. it mediates all knowledge source interactions. In this manner,
knowledge sources influence one another indirectly by placing and responding to entries
on the blackboard. Thus. an entry recorded by the action of one knowledge source may
satisly the condition of another knowledge source. =econd. the blackboard organizes all
partial and complete solutions generated Jor the problem under consideration. These
solutions comprise configurations of reiated entries on the blackboard. The blackboard
for a particular application will be organized to define important relationships among
its entries. Typical arrangements might be specializations for temporal or spatial
relationships, domain specific generalizations or other entry classifications. [n addition,
the blackboard focuses knowledge source activity and thereby is able to improve the
system's operating efficiency.  Normally, a knowledge source’s condition refers to
previously generated entries in a particular area cf the blackboard. while its action
generates or modifies entries in some other area. Knowledge sources need not consider
entries in areas of the blackboard not mentioned in their conditions or actions.
Consequently, the blackboard structure is a framework for organizing. inspecting and
zenerating entries.

S component of the Blnexbonrd srehiteetire - s coptrol meehanisn. During

e oroolem solving orocess cnany cifferent KIOW edoe soirees iy nose Their
comitions ~atistied <imaltaneonsiv. \a inredigent controt meenanism determines whieh
of “Le currently satistied know.edege ~ources should execute next. How the execution of
knowiedze <ources s ordered i~ the job ol *he scneduler. one of the main components of
the control mechanism. The scheduler empioys strategies based on the structure of the
expert svstem and the nature ol 'he domain.
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B.1.5.3. Truth Maintenance

[n a classic logical system, facts that are once true are always true. In the real world.
of course, this is not the case---assertions that become true may later become false. The
conciusions that one has come to because of a once-true. now-false assertion mayv
themselves no longer be valid. The approach of “truth maintenance” (or ‘‘reason
maintenance’ ') is intended to provide a bookkeeping method for deciding which
conclusions are still valid. and which are not. Essentially, the chain of reasoning that
led the system to conclude a fact are stored, so that when belief in an assertior. changes.
the system can update the conclusions it now believes.

Recently a variety of extensions to truth maintenance systems have been proposed; the
most recent series of improvements are detailed in dekleers36a, dekleer836b, dekleers6c .
which discuss manipulating assumption sets (rather than single assertions), using truth
maintenance for default reasoning, and the role that truth maintenance plays in an
overall reasoning system. For earlier discussion of truth maintenance. see doyle79.

Planning svstems. and other problem solving processes. often generate a collection of
deductions as they proceed. These deductions are the result of computations. previous
deductions and new inputs from the environment. These deductions may undergo
chianges in their validity for a number of reasons. especiallv because of changes in the
environment and its representation. This problem could be particularly acute in the
military context because the normal errors associated with sensor readings are
compounded by celiberate misrepresentation by the other side. Without some means
for maintaining a consistent data base of currently believed deductions. the operation of
the system will be seriously degraded. This is the function of truth maintenance.

Truth maintenance systems record and maintain proofs. These proofs are made up of
justifications connecting data structures called nodes. The nodes tvpically represent
assertions, rules, or other program beliefs. Nodes may have several justifications. each
of which represents a different method of derivirg belief in the node. For each node.
the truth maintenance system computes whether or not belief in the node is justified by
Pie existenee of 4 non-cireniar nroof from the basie hivpotheses and the <et of recorded
Cstifieations. Vne osetoof sueh non-cireular proots is orecorded as the well-fonndea

[l

T o) e e el Todjes,

When aonew Distitieation is recorded by the <vstem. the svstem checks to see if the
tew Justification ean be used to provide weil-founded support for some currently
nnsupported node.  [f such nodes are discovered. they are marked as believed and the
new justification is attached to the node as its well-founded support. The truth
maintenance svstem attempts to propagate 'his effect among its other nodes and their

Justifiearions.
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B.1.5.4. Resolution Theorem Provers

The information available for the solution of problems (especialiy difficult and
interesting ones) is usually not complete. This implies that a method of solution must
transcend mere search or evaluation and include a capability for deducing new facts
from the original set of facts known to the problem soiver. A major objective of
artificial intelligence is the automatic extraction of these new facts from an existing
body of knowledge. Resolution theorem proving, which resulted from Alan Robinson’s
combination of the resolution principle with automatic svmbolic deduction techniques

Robinson65 accomplishes this objective. although with definite limitations. The
resolution principle operates on data which can be placed in a uniform representation
(clausal form) and mechanically deduces new facts. including specified hypotheses, using
a single rule of inference (the resolution principle).

Resolution theorem proving met with early success and enthusiasm and continues to
be an active area for research today although there are still important constraints on its
usefulness. The main difficuity with automatic resolution theorem proving is that the
search space generated grows exponentially with the number of facts used to describe
the problem and for most problems. this space becomes unpractically large. The use of
domain independent meta rules to limit this growth has been largely unsuccesstul.

Progress in automatic deduction is currently being made in several areas. One
approach is to employ domain knowledge to guide the inferencing. For example, to use
domain knowledge to decide when to use forward or backward inferencing (see above).
Another approach is to employ higher order or nonclassical logics. Work in these areas
is still in progress. Other forms of automatic deduction exist, including nonresolution
theorem proving, the Boyver-Moore Theorem Prover. nonmonotonic logics and logic
programming (eg Prolog). See nilsson80 for a discussion of various types of resolution.

B.1.5.5. Tableau Method

A variation on the Resolution method. the tableau method. was put forward more
recently as a mechanism of automated deduction mannas0. mannasé . Insread of
sepresenting ail facts, goals, and rules in 2 homogenouns data base. there 1s a partitioned
et base tnat distingdaishes between assertions and  gonis, A variery of onles of
deduction are empioved to combine facts with facts, convert fucts to soals. etel fin
contrast to the single rile used in resolution). While the kinds of transformations that
the database undergoes are more complex. the non-homogeneity of the database allows
more selective syntactic heuristics to be emploved in guiding the search for an answer.

B.1.5.6. State Space Search
Much. if not all. of planning can be considered a search throngh a state space---if the

original condition of the world is presented as a description of an “initial state.” and
the goal is presented as a “final state.” then the planner’'s job is to search through the
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possible states to discover a traversable path from the start to the finish (this depends,
of course, on the operators that are available for moving from one state to another).
While this outlook provides a high-level framework for evaluating and coutrasting
pianning methods, in does not answer the fundamental question of how the state-space
search should be managed. Management of search is ol course precisely what classic Al
planning systems are attempting to accomplish.

State-space search is a form of problem solving '1sing states and operators. A state is
a data structure representing a snapshot of the problem at one stage of the solution.
Operators transform one state into another. Planning may be viewed as a search
problem. In this formalism a desired state (the gcai) is described and the set of possible
steps leading from the initial conditions to the goal is designated as the search space. A
resulting plan is a sequence of operations leading from the initial state to the goal state.
State space searches can be classified as blind searches or heuristically guided searches.

Blind searches are searches in which the porential solution paths are considered in
arbitrary order. using no domain specific information to guide them. Several blind
search methods are described here. differing mainly in the order in which the states of
the search space are investigated. In these cases it is assumed that there is always a
method for finding all of the successor nodes of a given node, that the state space graph
is a tree and that each node has a link to its parent.

The first blind search method to be considered is breadth-first search. This method
expands states in order of their proximity to the initial state. (All states at depth n are
processed before going on to depth. n—1 until the first goal state is encountered.) This
is an exhaustive search method which guarantees finding the shortest solution path. but
not necessarily in the most efficient manner.

Uniform-cost search is a generalization of breadth-first search. designed to find the
cheapest path from the start state to a goal state. In uniform-cost search a positive cost
is assigned to the paths between each state. The cost to any state then. is the sum of
the costs from the initial statc to the state under consideration. Solution paths are
fnvestigated noorder of Gacreasing cost. [nothe ease of identical costs rhe breadrh-first
~eleetion mechanisin i~ imvoked,  When a solntion parh ipian. 1o o zoal s found it is

DanranTeed o e DRI cost D Tor e syvsren.

A third blind <earen method is depth-first search.  [n depth-first <earch, the most
recently renerated node i< the next node to be expanded. This expansion continues
until either a gzoai state is reached or no more expansions are possible. [n the latter
case. the expansion process is re.umed at the last unexpanded state junction. This
method is not guaranteed to find anyv goal state. and may continue forever. One
safeguard against infinite wrong pathway expansions is to introduce a depth bound. at
which depth the svstem responds as if no more expansions were possible.  This
eliminates searching nfinite dead ends. but also raises the possibility o missing goais
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and thus failing to produce any plan at all.

Focus of attention issues---Search Control A key issue in implementation of
searcn-based methods of planning is how to control the "‘focus of attention™ of the
system.  There are a variety of methods, ranging trom the opportunistic blackboard
approach of wandering attention. to tightly controlled top-down rconstructions. If
searci s considered the major paradigm of planning. search control is really the major
concern of planning implementations.

There is a great deal of literature on the subject of search in Al planning. For
readable, in-depth discussions of various search techniques. including depth-first, best-
first. breadth-first, agenda mechanisms. etc., see 'nilsson71. nilsson80:.

The blind search methods described above each executed state expansions in an
order:y Tashion but there was never a sense of actively searching out the goals. If goals
were encountered at all it was merely by chance while carrying out the state expansion
procedure. [n many practical problems. the possible search space is so large and the
goal states are so sparsely distributed that goals would not be found in the times
available for computation. The purpose of heuristically guided search is to reduce the
searcn effort by using knowledge of the domain to direct the state expansion process.
Severa: examples of heuristically gnided search methods are described below. In these
exampies some combination of the following processes are generally emploved: decide
which states to expand next. decide which successor states to generate. and identify
states to be discarded from the search tree.

The Tfirst heuristic search method we will consider is best-first search. [r uvest-first
search. the most promising node is always expanded next. Best-first search may act
globaily on all currently generated. but not vet expanded nodes. or it mayv be
constrained to some subset of these nodes. In any case. there must be a inethod, called
the evaluation function, for determining the suitability of any node as a step in reaching
the goal. The magnitude of the evaluation function is inversely proportional to its
suitability, hence the node with the lowest value is selected for expansion. (Breadth-

Pirest. aniform-cost and  depri-tiest <earches are  <pecial cases ol best-first  <earci.
depercing on now che evaivation “trerion s defined.) The nature of the oroblemn
infiLences the tipe of <obltion and »vanaation funetion. Several are disenss=ea helow.

The Yirst problem type is characterized by multiple solution paths with different costs.
and it is desired to find the minimum cost solution path. The A" (\-star) algorithm
can be used under these circumstances. The evaluation function, f*(n}). is the sum of
g7(n). the estimated cost from the start node to the current node plus h*(n). the
estimated cost from the current node to the goal node. eg
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I[f h*(n) is less than or equal to the actual cost to the goal, all arcs Lave positive costs
and are bounded from below. then A* is guaranteed to find a solution path of minimal
cost if one exists.

B.1.5.7. Knowledge representation languages

A key issue in planning. and in fact in all of Al. is the choice of knowledge
representation that is chosen for the system. There are two key aspecis that must be
considered. First, the language chosen needs to be epistemologically adequate---it
must be capable of representing the things that the designer wants to have represented.
This involves both the choice of underlving language (frames, first-order logic, etc.), and
vocabulary (i.e.. what objects wiil be part of the vocabulary of the system---often called
the system's ontology). Second. the language needs to be heuristically adequate---the
system must be capable of deducing the things that the designer wants deduced.

A wide variety of languages have been used for representing knowledge in planning
systems. [t is not our intention here to provide any kind of comprehensive summary,
but rather to briefly mention a few of the competing possibilities. For a collection of
important papers in knowledge representation (presenting many of the key approaches),
see brachmanss .

Many Al planning syvstems have opted for an internal knowledge representation
lanv 1age that closely resembles first-order predicate logic (nilsson80'. The advantages of
this choice are the clear semantics that logic enjoys, as well as the well-understood {and
sound) methods of deduction that can be employed to derive new knowledge from oid
knowledge. Higher-order logics (meta-logic) and modal logics (dealing with issues such
as time) have also been employed, though they tend to amplify one of the most serious
problems that the logic approach has---it is usually quite inefficient.

Expert systems have popularized the use of more or less homogenous representation of
facts and rules. While these systems can be more efficient than general logic
representations, they gain this efficiency by sacrificing expressiveness. In addition. a
anmber ol extensions need to be made to straight logic so as to represent issies such as

qneertainty, and to control ~earch among the riles havesroth®3 .

Sernantic nets. coliections of nodes connected by ares, were an early popular method
‘or representing knowledge in  deductive svstems maida%s . These relatively
nnstructiured collections of data were later supplanted for the most part by frames,
structured collections of data that were grouped together to representational advantage

minskv83 . Each frame consists of |abeled slots that can hold values. or can point to
other frames in a hierarchy. Frames allow for natural wavs to deal with representation
issues snuch as default values, and allow for natural “inheritance of attributes from
frames higher in the hierarchyv {e.g., a dog frame might be an instance of the mammal
‘rame. and we could deduce certain properties of dogs because of things we know about
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mammals). As with semantic nets, however, the true semantics of frames are not
always clear, and the kinds of deductions that can be made are sometimes similarly
imprecise. or implicit in the code that runs the svstem (difficuit to evaluate as to
correctness or completeness).

Newer syvstems have attempted to incorporate hybrids of logic. expert system rules.

frames, ete. into a singie tflexible and powertul system. <ee, tor exampie. the LOOP=
system discussed in stefik33..
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