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Preface
JOINT US-ISRAELY WORKSHOP ON ARTIFICIAL INTELLIGENCE

This volume contains the Proceedings of a joint US-Isracli Workshop on Artificial
Intelligence that was held the week of April 25, 1988 at the Weizmann lustitute of Science,
Rehovot, Israel, under the co-sponsorship of DARPA and the US-Israel Binational Science
Foundation (BSF), and in conjunction with the Institute for Defense Analyses. The workshop
brought together 9 American and 11 Israeli researchers, as well as 3 European scientists, to
discuss and study selected problems in Artificial Intelligence, with emnhasis on High Level
vision and Planning. It provided an opportunity fcr a broad exchange of ideas about current
approaches and research issues in these areas, as well as in related areas of design automation and
autonomous robotic systems.

The workshop was hosted by the Israeli National Center for Artificial Intelligence, which
was established in 1984 at the Weizmann Institute. The center is headed by Prof. Shimon Ullman -
a distinguished researcher in the field of Computer vision who has a joint appointment at the
Weizmann Institute and at MIT. Prof. Ullman was the Israeli coordinator of the Workshop. Dr.
Saul Amarel, the previous Director of DARPA/ISTO, and LiCol Bob Simpson, ISTO Program
Manager for Machine Intelligence, were US coordinators. Arrangement and editing of these
proceedings was done by Michael Bloom of the Institute for Defense Analyses.

The idea of the joint workshop was proposed to DARPA by the Embassy of Israel in late
’86. Subsequently, DARPA accepted the Israeli invitation to co-sponsor the workshop - thus
endorsing the objective of promoting scientific cooperation between American and Israeli Al
researchers, and with the added goal of contributing to progress in areas of Al science and
technology that are of special interest to DARPA.

The technical program of the workshop included about twenty talks and one panel.
Subjects discussed included computational studies of biological vision, algorithms for 3-D vision,
model-based object recognition, design of integrated vision systems, conuol of search in
planning, reasoning with interacting goals, real-time planning, and Al approaches to design,
manufacturing and scheduling problems. The panel provided an opportunity to discuss the state of
Al activities in Israel, and the state of Al in the US. In addition to the technical program, the
Israeli hosts arranged tours to Massada, the Dead Sea and Jerusalem. In general, the local
arrangements were outstanding.

The Israeli presentations covered academic as well as industrial research. Al is receiving
increasing attention in Isracl. Basic work in vision, and in other AI areas (including logic
programming and parallel architectures for Al) is being conducted at the Weizmann Institute, the
Technion in Haifa, the Hebrew University in Jerusalem, the Tel Aviv University, and the Ben
Gurion University in the Negev. Research on vision and its military applications is carried out at
RAFAEL (the Israel Armament Development Authority); and work on knowledge based, expert,
systems in design, manufacturing and mission planning/control is underway in several industries,
including the Israel Aircraft Industry (IAI).

The Israeli work which was presented at the workshop was state of the art and of high
scientific quality. However, no major new ideas emerged in these presentations. Nevertheless, it
appears that some of the Israeli research groups in Al have the potential of making significant
contributions to the field. The chances of such contributions will increase if good scientific links

ii




are maintained with the American Al community. Conversely, the existence of such links will
increase the chances that innovative concepts and applications that are developed in Israel will
become readily available to US researchers. In view of these observations, the AI Workshop
which was held at the Weizmann Institute can be considered to have been a success; it
contributed substantially to the strengthening of the working links between US and Israeli Al
researchers in areas of special importance to DARPA.

Robert L. Simpson, Jr.

Lieutenant Colonel, USAF

Program Manager for Machine Intelligence
Information Science and Technology Office
Defense Advanced Research Projects Agency

Saul Amarel
Alan M. Turing Professor of Computer Science
Rutgers University

1ii




PROGRAM
(*Papers included within)
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*M. Fischler, Machine Vision; Problems, Progress, Prognosis
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Tuesday, April 26

Morning Session Chair: R. Simpson
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*J. Rosenschein. Representation of Encounters Among Multipte Agents

*S. Amarel. Artificial Intelligence and Design: Opportunities, Challenges, Research Problems and
Directions

M. Ben-Bassat. Large-Scale Timetable Scheduling

Afternoon Session Chair: T. Kanade
M. Luria. Knowledge Intensive Planner for the UNIX Consultant

*S. Rosenschein. New Foundations For Real-Time Perception-Action Systems




THURSDAY, April 28
Morning Session Chair: O. Faugeras

*E.M. Riseman. Overlapping Approaches In Perceptual Organization, Informanion Fusion, and
Model-Direc:ed Recognition

T. Binford. Generic Model Based Vision Interpretation
*T. Kanade. Towards Automatic Generation of Object Recognition Programs

*Y. Yeshurun. Space-Varianr Vision: Implementation of Scanpath and Blending Algorithms for
Contour-Based Scenes

Afternoon Session Chair: S§. Amarel

R. Shapira. Venicle Recognition

G. Adiv. 3-D Motion and Image Matching From Line Corresnondances
*S. Peleg. Characterization of Objects as Righi-Handed or Left-Handed

*J. Ben-Arie. Using Simple Feaiures for 3-D Object Recognition
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MACHINE VISION:
PROBLEMS, PROGRESS,
PROGNOSIS

By: Martin A. Fischler
Program Director, Perception

Artificial Intelligence Center




MACHINE VISION

Modeling the environment from sensor data
and stored knowledge.

1. Recovering Scene Geometry

2. Detection and Delineation of Coherent Scene
Components

3. Semantic Interpretation (assignment of names
and labels)
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HECOVERING SCENE GEOMETRY

e Conventional Approach

— Two images
— Local matching (correlation)
— Critical assumptions

* No occlusion
* Identical appearance

* Smooth surfaces
(image patch at uniform depth)

e Progress

— Global optimization (ambiguity, resolution)
— Continuous viewing (matching, occlusion)
— Visualization (evaluation, communication,

e Open Problem

— Geometric recovery from a single image
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IMAGE PARTITIONING

e Conventional Approach

— Homogenity of local photometric image
attributes (i.e., intensity, color, texture)

— Continuity of local geometric structure
(e.g., depth, contour)
e Progress
— Best description (ability to deal with se-
mantic content; subjective completion)
e Open Problems

— Language and criteria for duplicating hu-
man performance

— Indexing problem




SEMANTIC INTERPRETATION (Naming)

e Conventional Approach

— (Classification of feature vectors of local
attributes (statistical decision theory)

— Matching of image structures to explicit
geometric models (e.g., correlation)
e Progress

— New description languages and associ-
ated computational procedures for match-
ing and modeling classes of objects

e Open Problems

— Frame problem

— Recognition based on function, purpose,
and context




OPEN PROBLEMS

e Geometric recovery from a single image

e Perceptual organization:

— Language and criteria for first descrip-
tion (representation problem) suitable for
indexing (frame problem)

e Recognition in the absence of strong
models




HISTORICAL PERSPECTIVE

Statistical decision theory (based on local
image attributes)

Physical and geometrical modeling (study
of constraints imposed by physical world
and imaging process)

Global optimization (best description of im-
age appearance with respect to a given lan-

guage)

Semantic interpretation (invoking knowl-
edge of purpose, function, context)
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TINA: The Sheffield AIVRU vision system.

J Porrill, SB Pollard, TP Pridmore, JB Bowen, JEW Mayhew & JP Frisby

Al Vision Research Urit
Sheffield Univerity
Shefficdd S10 2TN

Abstract

We describe the Sheifield ATVRU 3D vision system
for robotics. The system currently supporis model based
object recopnition and location; its potential for yobotics
spplications is demonstrated by i3 guidance of 3 UMI
robot armm in a pick and place task. The system
comprises:

1) The recovery of a spane depth map using edge
based passive siereo tiangulation.

2) The grouping, description and segmentation of edge
segments 10 recover 3 3D description of the scene
geomety in tenms of straight lines and circular ascs.

3) The statstical combination of 3D descriptions for
the purpose of object mode] creation from multiple
stereo views, and the propagation of constraints for
within view refinement

4) The mauching of 3D wireframe models 1o 3D scene
descriptions, 1o secover an initial estimate of their
position and orienuation.

*This rescarch was supporzd by SERC project gram mo.
GR/D/1679.6-1KBS02S svarded undesr the Alvey programame.
Swphen Pollard bs an SERC IT Rescarch Fellow.

England

Introduction.

The following is a brief description of the system. -
Edge ba.cd binocular stereo is used to recover a depth
map of the scene from which 8 geometrical deseription
comprising straight lines and circular arcs is computed.
Scene 0 scene mahing and sutstcal combination
allows multiple sicreo views 10 be combined into more
complewe scene descriplions with obvious application to
autonomous navigation and path planning. Here we show
how & number of views of an object can be integrased o
form a wseful visual model, which may subsequently be
used to identify the object in 8 cluncred scene. The
resuling position and artitude information is used to
guide the robot arm. Figure 1 illustates the system in
opecration.

The system is a continving rescarch project: the
scene descriplion is currently being sugmented with sur-
face geomety and topological information. We are also
exploring the us¢ of predictive feed forward 1o quicken
the swereo algoritun. The remainder of the paper will

Tigure 3. A visually guided robot srm.

Figwes (»). (b) and (c) illusoae ow visual system o worl.
A pais of Panasonic WY-CDS0 CCD carens art rnou_nud on an
adjusuble sicreo rig Here they are positioned with optical ecniers
spproximately )Scm apan with asymmetic coORveigenl gaie of
spproximately 16 gegroes verged wvpop 8 Tobot workspace some
$0cm distant The 28mm Olympus ks (with effecive focal
length of spprosizately 18.5mm) subtends » visual angle of about
27 degrees. The symem §s able 1o ideanfy and acrwrsiely focaz 8
modelled object in the clunered sexoc. This informaton is usd o
compute 8 grasp plan for the known ohject (which Is precompiled
with respect 1o one coroer of the object which scts a3 is coondi-
nate frame). The UM robot which is 8t 3 predcicrmined posibon
with respect 10 the viewer cxniered coordinates of the visual sys-
wm is able w picl up the obat.




'wk the modules compriting the system in more

PMF: Tbe recovery of a deptb tmap.

The basis s & fairly complete implementation of a
single scale Canny edge operator [Canny 1983) incor-
porating sub pixel scuity (schieved through quadratic
interpolation of the peak) and thresholding with bysteresis

applied 10 two bmages obmuned from OCD cameras. The
two edge maps we then waniformed into a paralle) cam-
e geomety and sicreoscopically combined (sec Sgures
2,3 and 4). The PMF stereo algorithm, described in
more dcuail elsewhere [Pollard et al 198S; Pollasd 1985),
uses the dispanity gradient constraint 10 solve the siereo
correspondence problem. The panalle] camen geometry
allows potential matches to be restricied 0 corresponding

rasters. Initial matches are further sestricted 1o edge seg-

Figure 2. Stereo imapes.
The images are 2562256 with § bit grey level resolution 1o the camers calibration suge, 3 planas sile
contining 16 squares equally spaced ip 8 square grid was accuntely placed io the workspace at 8 position
specified with respect 10 the robot coordinate sysiem such that the orieaution of the grid correspoaded 10
@ the XY axes. The position of the corners on the calibration stimulus were measured o withis 15 microns
using & Silo 1818 sireo comparaior. Taai's calibration method was wied 10 calibrate each camen
scparately, We have found enron of the same order a3 Tsai reponed and sufficient for the purposes of
sieres matching The carners smitades are used 10 tamsform the edge dats {uo paraliel camen geomeny w0
facilitate the sterco machiog process. To recover the world 1o camers pansform the calibration images are
themselves used as input 10 the sysiem, eg are siereoscopically fused and the geometrical deseriprion of the
edges and veruces of the squares satistcally combined. The bei: fidii, plans, ine directions of the onien-
auons of the lincs of the grid comesponding 10 the XY aaes, and the point of their intenection gives the
< direction eosines and position of the origin of the robot coordinate system in the camers coordinate system.
The use of the geomevical destriptions recovered from sureo as feedbacl W iwrae over the estmates of
the camers parameten is 8 project for the future.

Figure 3. The edge maps.

A single scale Canny operae with sigms ) pisel &5 wed. The noo marima suppression which
employs quadratic inzerpolation gives 8 resolution of 0.1 of 8 piael (though dependent 1o some e2went upon
o ’ the structure of the image). Afier thresholdiog with hysueresis (curreny oo adaptive), the edge segmenys
sre rectified 30 as 10 present panlie) camers geomeny W the siereo maching process. This also changes
the Tocstion of the eroze of the buage approprisiely, allows for the aspect Tatio of the OCD amy {fialng
the vervical and nrmchi.n; the horizonl) and sdjusu the focal kengths 10 be consistens between views,




Figure 4. The depth map.

The ouput of the PMF stereo-slgorithm displayed (with
respect 0 the kefi image) with dispanities coded by inwensity
(near-dark fas-light). The tota! range of dispanities {a the scepe
was spprosimaiely SS pisch from 8 scarch window of 90 pis-
ehs. PMF & ¢ seighbourhood suppon slgorithm and in this ease
the aeighbourhood was 30 pizels nadivs. The disparicy gradient
puameier 0 PMF was 03. Tix lenaton soargy ued 8 con-
servative heuristic for the identiScation of conea maiches, and
theit scores were froaea This effectively removes them from
succeeding ftzravions and reduces the computational eost of the
alporithm as it cooverges w0 the solution 3 jurations were
svfficiens.

ments of the same contrast polanity and of roughly similar
oncnations (dziermined by the choice of 8 disparity gra-
dical Jimi). Mawhes for a neighbouring point may sup-
port » candidate mauh provided the disparity gradient
between the two  does not eaceed 3 paniculas tueshold.
Essentially, the straiegy is for cach point 10 choose from
among its eandidate matches the one best suppored by its
neighbours.

The disparnity gradient limit provides 8 parameter for
controlling the disambiguating power of the algorithm.
The theoretical marimum disparity gradient is 2.0 (along
the epipolan), but a1t such 3 value the disambiguating
power of the constraint is negligidle. False maiches fre-
quenUy receive as much support as their comest counter-
pars. However, asthe limit is reduced the effectiveness
of the algorithm increases and below 1.0 (s value pro-
posed as the psychophysical marimum disparity gradient
by Bun and Julesz [1980)), we typically find that more
than 90% of the matches are assigned correctly on 8 sine
gic pass of the algorithm. The reduction of the threshold
10 8 value below the theoretical limit has lite overhead
in reduction of the complexity of the surfaces that can be
fused until it is reduced close 10 the other end of the scale
(a disparity gradient of 0.0 corresponds 1o fronto-paraliel
srfaces). In fact we find that a threshold disparity gra-
dient of 0.8 is very powerful constraint for which less
than 7% of surfaces (assuming uniform distribution over
the gaussian sphere: following Amold and Binford
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11980)) project with 8 maximum disparity gradient greater
than 05 when the viewing disunce i3 four times the
imeroculny disance. With greater viewing distances, the
proportion Is even Jower.

Jt has been shown [Trivedi and Lloyd 198S; Porill
1985), that enforcing a disparity gmadient ensures
Lipschiuz continuity on the disparity map. Such con-
tinuity is more geoera) than and subsumes the more
usuad use of continuity assumptions in siereo.

The method used 10 calibrate the slereo cameras was
based on that described by Tsai [1986) (using & single
plane calibnton woget) which recoven the sia eavimic
paametens (3 translation and 3 roution) and the focal
Jength of each camera. This method has the advanuge
that all except the laner are measured in 3 fashion that is
independent of any radial lens distorion that may be
present. The image origin, and aspect ratios of each cam-
era had been recovered previously. The calibration target
which was a tile of accurately measured black squares on
3 white background was positioned 3t 3 known Jocation in
the XY plane of the robot work space. After both cam-
esas have been calibrated their relative geometry is cales-
lated.

Whilst camzra calibration provides the transforma-
tion from the vicwer/camera 10 the worldssobot coordinawe
spaces we have found it more accuraie 10 recover the
position of the world coordinate frame directly. Stereo
matching of the calibration stimulus allows its position in
space 10 be determined. A geometrical description of the
position and oricntation of the of the calibration target is
obuained by suatistically combining the stereo geometry of
the edge descriptions and veruces. The process s
described in Pollard and Porrill [1986).

GDB: The recovery of the geomelric descriptive base.

In this section we briefly report the methods for seg-
menting and describing the edge based depth map to
recover the 3D geometry of the scene in terms of straight
lines and circular arcs. A complete description of the pro-
cess can be found in Pridmore et al [1986) and Pormill et
al {1986a).

The core process is an algorithm (GDF) which
recursively attempts to describe, then smooth and seg-
ment, linked edge segments recovered from the sterco
depth map. GDF is handgd » list of edge clements by
CONNECT [Pridmore ¢t al 1985). Onhogonal regression
is vsed 10 classify the input string as a straight line, plane
or space curve. )f the edge list &5 not a statistically satis-
factory straight line but does form an accepuable plane
curve, the algorithm atiempts 1o 6t a circle. If this fails,
the curve is smoothed and scgmenied at the extema of
curvature and curvature difference. The algorithm is then
applied recunively 1o the segmented parts of the curve.

Some sublety i3 required when computing geometni-
cal descriptions of stereo scquired data. This arises in pan
from the transformation between the geometry in disparity
coordinates and the camenworld coordinates. The formes
i in a basis defined by the X coordinates in the Jefi and




nghtBnages and the common verical Y coordinate, the
lauer, for practical comiderations (cg tere v no
corresponding sversge o cyclopean fmage), I with
respect (o the Jeft fmaging device, the opuical cenve of
the camens deing at (0,0,0) and the centre of the image is
at (0,0) where £ §s the focal length of the camen.
\ . i the tansformation between disparity space and the
world s projective, and bence preserves lines and planes,
circles in the world have 8 less simple description in
disparity space. The stntegy employed 1o deal with cir-
cles i3 basically as follows: given 8 string of edge seg-
ments in disparity space, owr program will only asteropt 0
5t a circle if it bas already passed the test for planarity,
and the string §s then replaced by its projection into this
plane. Three well chosen points are projecied into the
world/camen coondinate frame and a circle hypothesised,
which then predicy an elipse lying in the plane in dispar-
ity space. The mean square errors of the points from this
cliipse comdined with those from the plane provide a
measure of the goodness of St In practice, nather than
change coordinates 10 work in the plane of the ellipse, we
work entirely in the Jefi eye’s image, but change the
metric so that it measures distances as they would be in
the planc of the ellipse.

Typically, stereo depth data are not complete; some
sections of continuous edge segments in the lefi image
may pot be maxhed in the right due to izage noise or
panial occlusion. Funthermore disparity values 1end to be
crroneous for exendzd horizontal or near horizontal seg-
ments of curves. It is well known that the stereo dan
associated with horizonul edge scgments is very unreli-
able, though of coune the image plane information is no
Jess usable than for the other orientations. Our solution 10
these problems is 1o use 3D descriptions 1o predict 2D
dawu. Residual components derived from reliable 3D data

Figure 8. The grometric dacripton overlald on the leh
edge map.

The this lincs depict connecazd edpe segments to which
tither b0 description has been ascribed because they were too
shor, or because they are preseat oaly in the Jeh eyes dmage
and only 8 2D descripion was possible. The thickes lines dep-
a1 the conneced edpe segmenns for which 8 3D geometrica)
description has been computed. Before segmentation each edpe
list was amoothed by diffusion (sec Pomill {1986]) approai-
naiely equal 10 8 gaussian of sigrun 2.

.

and the {mage projction of unreliable or unmached (2D)
edges are then sutstically combined and 1z3ted for accep-
tance. By this method we obuin 8 more complete 2D
and 3D geometrical description of the scene from the lefi
eyes view than if we used only the siereo data. Figure S
illustrates the GDB description of our scene.

Evaluation of the geometrical accuracy of the
descriptions seturmed by the GDF bas employed both
ratural and CAD graphics generated images. The later
were subject to Quantisation ervor and poise duc 1o the
illumination mode! but had near perfect camen geometry;
they were thus used o provide the contro) condition, ena-
bling us to decouple the erron due to the camera calibra-
tion stage of the process. A full description of the eaperi-

ments arc 10 be found in Pridmore [1987), suffice it 10

say that we find that typical errons for the orientation of
lines is Jess than 8 degree, and for the normals of circu-
lar gres subicnding more than a radian, the erron are Jess
than 3 degrecy in the CAD genersied images and only
about twice that for images acquired from natusal scene.
The positiona! accuracy of features and curvature segmen-
tation points has also been evalusied, ervons are typically
of the order of 3 few milimetes which maybe argues
well for the adequacy of Tsai's camer calibration method
more than anything else.

SMM: Thbe Scene and Model Matcher.

The matching algorithm (sec Poliard et al [1986) for
details), which can be used for scene o scene and mode)
to scene matching, exploits ideas from scveral sources:
the use of a pairwite geometrical selsicaships table as
the object model from Grimson and Lozano-Perez |1984;
1985), the Jeast squares computation of transformations
by exploiung the gquatemion representation for rotations
from Faugeraus et a) {1984; 1985), and the wse of focus
features from Bolles et a! [1983). We like to think that
the whole is greates than the sum of its parts!

The matching strategy procecds as follows:

1) » focus feature is chosen from the model;

2) the S closest salient features are identificd (turrently
salient means lines with length greater than L),

3) pouwntial matches for the focus feature arc selected;

4) consisient matches, in terms of a number of pairwise
geometrical relationships, for each of the neighbour-
ing features are Jocard; '

5) the se1l of matches (incluting the set of focus
features) Is scarched for maximally consistent
cliques of cardinality at least C, each of these can be
thought of as an implicit ransformation.

6) synonymous cliques (that represent the same implicit
vansformation) are merged and then each clique fs
eatended by adding new maiches for all other lines
in the scenc if they are consistent with each of the
matches in the clique. Rare inconsistency amongst
an eatended clique §s dealt with by a final economi-
cal tree search.

-




—_— = —— 77 a&hdkd cliques are ranked on the basis of the

number and length of thels memben.

8) the vansformation Implicitly defined by the clique is
recovered using the method described by Favgenas et

al [1984).

The use of the parametens S (the neighbouns of the
focus featwre), and C (the minimum suoset of § ) are
powerful search pruning bewsistics that are obviously
mode] dependent Work is currently in hand to extend
the putcher with a sicher semantics of features and theis
palrwise geometrical relationships, and alio to exploit
negative or incompatible information in order o reduce
the likelihood of false positive matches.

TIED: the Integration of edge descriptions.

The geomemica) information recovered from the
stereo system described above & uncenain and error
prone, however the erron are highly anisotropic, being
much greater in depth than in the image plane. This
anisotropy can be exploiied if information from different
but approzimately known positions is available, as the
sutistical combination of the data from the two
viewpoints provides improved location in depth. From a
single stereo view the unceriainity can only be improved
by exploiting geometrical constraints. A method for the
optima) combination of geometry from smultiple senson
based on the work of Faugeras et &) [1986) and Dusrrans-
Whyie [1985] has becn developed (for dewils see Porrill
et al. [1986b)), and extended 1o deal both with the
specific geometrical primitives secovered by the GDF and
the enforting of constraints between them. The method is
used in the application being described to incgrate the
edge geometry from muliple views 1o create the object
model (see figure 6), and o oblin the statistically
optimum estimate of the position and direction cosines of
the target objct coordinate frame afier the matching stage
Aas been compleied. The latier is done by enforcing the
constraints that the aaes of the coordinate frame arc panl-
Jel w all the lines they should be, that they are mutually
perpendicular, and intersect at a single point The result of
the application of this stage of the process is the position
and attitude of the odject in the world coordinates. Figure
7 ustates the SMM matching the compiled visual
modc] in the scene. The information provided by mawch-
ing gives the RHS of the invene kinematics equation
which must be solved if our manipulator s to grasp the
object (see fipure 8).

REV: the reglons, edges, vertices graph,

- One may regard the sysiem as' generating 8
sequence of representations each spatially registered with
rapect o 8 coordinate sysiem based on the kefi eye:
image, edge map, depth map and geometrical description.
In the initial suges of processing a pass oniented
spproach may be spproprisie but we consides that §i is
desirable 10 provide easy and convenient aceess between
the representations at & higher Jevel of processing. The
REVgraph is an environment, buit in Franz Lip, in
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Figure 6. The Integration of lincar edge geomeiry from
multiple views. .

Figwe (2) is » pair of stereo images produced by » ver-
sion of the IBM WINSOM CSG body modeler. It depicus the
objest 10 be modelied. To tnswe & description of the modc)
suivble fos visual recognition and 10 allow grestwer generality
(the same approsch has becn succcwsfully applied w parural
jmages of » real object) we combine geomerical dawa from
multiple views of the object to produce 8 primitive visual

‘model of §1. Figure (b) illusoates the 3D daus exvacied from

tight views of the object. Their combination is schicved by
incemenully muiching each view 10 the next. Between each
view the model §s updaied, pove) features 3dded and suatstical
estimation theory used o enforce comisiency smongst them
(g making peas pasalie) and new perpendiculas lines wucly
s0). Finally only line festures that have been identified o o
wore than 8 single view sppear in the Snal visual mode] (see
()
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Figure 7. Object location:

The dask lines depia the projection of the object model
ino the scepe geometry afier being tamformed by the rou-
tion and vanslation produced by ¥x marching process (SMM)
and the geomerry inicpration process (TIED). The mcovery of
the objea 10 sceae tansformance has two stages, they are &
follows: fint the maicher SMM Jocaes the objec model in the
sceor and recovens 8 sud-optimum estimaie of the rowtion and
tnmlation The process s subopimal because it does not take
account of the ani its in e errors in the geomevy of the
maiched edpe faanres, and furthermore sequences the problem
by fint solving for the rowation and thes wsing the rowation W
calculax de panslation Notwithsunding these weaknesses, it
is an adequate suning poial for the sccond process which s 8
linesrised recunive solution o e optimal weighed least
squares inegration of the geomety (TIED), which deliven
the comecied tnsformason To give somme idea of the scale of
the hing search problem, the obxa mode) conuins 4)
fearures and the sccoe conuins 423, Some 1S model focus
fearures, chosen on the basis of length, resulied i the espan-
sion of only 37 local eliques. The Jater were requised to be of
magnitsde 01 keast Cod from $-7 neighbouring features. The
lasgest cligue found by the sucher conuined 14 matched lines.

which the Jower level representations are all indeaed in
the same co-ordinate sysiem. On top of this 3 number of
wols have been and are being wrinen for wse in the
development of highes level processes which we envisage
overlaying the geometrical frame with surface and topo-
logical informaion. Such processes will employ bct;h
qualitative and quantiative geomewical reasoning heunis-
tics. In order 0 aid debugging by Leeping 8 history of
reasoning, and increase search efficiency by avoiding
backvacking, the REVgraph conwins a comisiency
mainicnance sysim (CMS), to which any procesies may
be casily interfaced. The OMS is owr implementation of
most of the good ideas in Doyle [1979) and DeKleer
{1984) sugmented with some our own. The importance of
tuth mainknance in building geometical modehs of
objects was originally highlighted by Hermann [1985).
Deuils of the REVgraph and CMS implementation may
d¢ found in Bowen [1986].

Conclusions

We demonstraie the ability of our syslem 1o suppon
visua) guided pick and place in » \;isudly clutiered but, in

Figure 8. Ciosing the loop.
Figwes (») and (b) show the arm grasping the objeci and
the scz e with the object removed.

uwrms of tajectory planning, benign  manipulator
workspace. Jit is nol appropriate at this time 10 ask how
Jong the visual proceising stage: of the demonstation
take, suffice it to say that they deliver geometrical infor-
raation of sufficient quality, not only for the task in hand
but 10 serve as a starting point for the development of
othes visua) and geometncal reasoning compelences.
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Abstract

We propose the thesis that heuristic search is an effective paradigm
for planning in certain domains. For example, we argue that a stan-
dard chess program is engaged in a form of multi-agent planning under
real-time constraints. We then adopt the standard two-player game
algorithms to single-agent problems. We develop a special case of
minimax search along with a powerful pruning algorithm analogous
to alpha-beta. Real-Time-A* is a generalization of A* that makes
moves in constant time and allows backtracking while guaranteeing
finding a solution. The algorithm effectively solves larger problems
than have previously been soived with heuristic search techniques.

1 Introduction

1.1 What is Planning?

The term planning is often used in the artificial intelligence literature, but
without a precise, generally agreed-upon meaning. A large body of work in
the 1970’s, associated in particular with the blocks world domain, has been

*This research was sponsored by an NSF Presidential Young Investigator Award.
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called planning. That effort was focussed on problem solving in the pres-
ence of interacting subgoals and abstract problem spaces. Subsequently,
much of that work has been recast as search in a problem space, but us-
ing subgoals and abstraction spaces as knowledge sources, as opposed to
heuristic evaluation functions [6].

An implicit assumption of that work was that the preconditions and
effects of actions in the world could be completely and simply specified.
More recently, a large number of researchers have challenged those assump-
tions, striving for more robust and formal theories of action and time. For
example, two related problems of interest to this community are the qual-
ification and ramification problems. The qualification problem is how to
predict whether an action will succeed when there can pctentially be an
infinite number of preconditions to that action. For example, if I turn the
key in my car’s ignition, the car will start unless it is out of gas, or the
battery has been stolen, or there is a potato in the tailpipe, etc. Similarly,
the ramification problem is how to predict the effects of an action when
they too can be infinite in number. For example, when I turn the key in
the ignition, the car may start, or it may be in gear and crash through the
garage, or it may explode, etc. This general body of work on reasoning
about action and time is also referred to as planning. A recent example of
this type of work can be found in {2,3].

Yet a third view of planning is the non-technical or layman’s view of
the term. Perhaps the most common example is planning a trip, involving
such things as air travel, ground transportation, hotel accomodations, etc.
The essence of this activity is to create a symbolic data structure, called a
plan, that specifies, at a certain level of detail, the actions that we antici-
pate performing when we actually execute the plan or take the trip. The
reason we do this is to anticipate problems before they actually occur. For
example, it is much less costly to realize from an airline schedule that we
won’t be able to make a connecting flight, than to actually fly the first leg
and then realize that we missed the second.

In fact, all three of these views are consistent and compatible. They
all involve simulating single actions or sequences of actions in order to
predict if they will achieve a goal. Of course the prediction cannot be
perfect, and ultimately the planned actions must actually be executed in
the real world and their effects monitored. When unanticipated results
occur, replanning is often necessary to get from the new state to the goal.

16




In addition, planning occurs at many levels of detail, and at different times
relative to execution. For example, the actual flights taken on a trip may
be booked months in advance, while transportation to the airport may only
be arranged a few days ahead of time, and the path traversed in walking
to the gate is decided at execution time.

1.2 Playing Chess as Planning

It is generally believed that planning research in Al is in its infancy and
has yet to be implemented and used in real systems. Given our character-
ization of planning above, however, planning is ubiquitous in Al systems,
but simply not recognized as such. As an example, we will consider a stan-
dard chess program based on heuristic search as a planning system. This
point of view was mentioned by Rolf Stachowitz at a recent workshop on
planning held in Santa Cruz, Ca., in October, 1987.

A chess program expands the game tree to some fixed search depth, and
evaluates each of the terminal positions according to a static evaluation
function. It then backs up the frontier values using the minimax rule,
augmented by alpha-beta pruning. The result of this is a strategy for the
player to move. A strategy for a player is a subtree of the complete game
tree that contains the root node, one child of every node where the player
is to move, and all children of every node where the opponent is to move,
up to the search horizon. A strategy is a plan. It is a data structure that
specifies the best move for the player, contingent on each possible move
the opponent could make. Finally, the program executes the first move of
its strategy. In general, a new plan is computed for each move, but some
programs save some of the previous plan instead of recomputing it from
scratch.

Thus, a chess program is engaged in an elaborate planning process, of-
ten extending eight ply deep. While this behavior is usually called heuristic
search instead of planning, it meets our definition of planning, namely sim-
ulating action to decide what operation to execute next. It performs this
planning under real-time constraints, since in a tournament setting moves
must be made in a fixed constant time. Furthermore, this planning is done
in the context of tightly coupled interactions with another agent, the op-
ponent. Finally, the resulting behavior exhibits truly expert performance.
The best of current chess machines outperform 99.5% of rated human tour-




nament players [1]. The question we address in the remainder of this paper
is to what extent this paradigm can be adopted to single-agent planning
problems.

2 Real-Time Single-Agent Search

Research on two-player games has always assumed insufficient computa-
tional power to search all the way to terminal positions, and that moves
must be irrevocably committed under strict time constraints. Converseiy,
research on single-agent problems has usually assumed that search can pro-
ceed to goal positions, that an entire solution may be computed before even
the first move need be executed, and that optimal solutions are required.
As a result, existing single-agent heuristic search algorithms, such as A*
[4] and IDA* [5], do not scale up to large probiems due to their expo-
nential complexity, a necessary consequence of finding optimal solutions.
This work extends the techniques of heuristic search to handle single-agent
problems under conditions of limited computation where decisions must be
committed to in constant time per move. A key step is to give up solu-
tion optimality, and to assume that computational resources do not permit
searching all the way from the initial state to a goal state.

2.1 Minimin Lookahead Search

The obvious first step is to specialize minimax search to the case where a
single-agent makes all the moves. The resulting algorithm, called minimin
search, searches forward from the current state to a fixed depth horizon
determined by the computational resources available, and then applies the
A* cost function of f(n) = g(r) + h(n) to the frontier nodes. Since a
single agent makes all the decisions, the minimum value is then backed up,
instead of the minimax value, and a single move is made in the direction of
the minimum value. Making only a single move at a time follows a strategy
of least commitment, since the backed-up values are only heuristic, and
further search may recommend a different second move.
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2.2 Alpha Pruning

There exists an analog to alpha-beta pruning that makes the same decisions
as full minimin search, but by searching fewer nodes. It is based on the as-
sumption that the f = g + h cost function is monotonically non-decreasing
along any path. Since this condition is equivalent to h being a metric, and
by definition all reasonable cost functions are metrics, the monotonicity
condition is not a restriction in practice. Given monotonicity, and static
evaluations of all interior nodes, branch-and-bound can applied as follows.
The value of the best frontier node encountered so far is stored in a vari-
able called @, and whenever the cost of a node equals or exceeds a, the
corresponding branch is pruned off. The reason is that all descendents of
that node must have costs that are greater than or equal to a. In addition,
whenever a frontier node is encountered with a valiie less than «, a is reset
to this lower value. 4

The performance improvement due to alpha pruning is quite dramatic.
In some cases, it extends the achievable search horizon by a factor of five,
for a fixed amount of computation. Even more surprising is the fact that
the search horizon reachable with this algorithm increases with increasing
branching factor! The reason is that with a larger branching factor, lower
values of o are achieved earlier in the search, resulting in greater savings
through pruning.

Minimin lookahead search with alpha pruning is a strategy for evaluat-
ing the immediate children of the current node. It constitutes the planning
phase where the moves are merely simulated, rather than being executed
in the real world. This is completely analogous to minimax search with
alpha-beta pruning. As such, it can be viewed as providing a range of
more accurate but computationally more expensive heuristic functions, one
corresponding to each search horizon.

2.3 Real-Time-A*

The next step is to control the sequences of moves actually executed. In the
two-player game setting, this problem is trivial since the minimax algorithm
is simply repeated for each move. In a single-agent problem, however, this
naive strategy will often lead to infinite loops. In addition, in a single-agent
problem, backtracking may be possible. What is required is an algorithm
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that permits backtracking when it appears favorable in light of additional
information, but prevents infinite loops and guarantees that a solution will
be found if it exists.

Real-Time-A* (RTA*) is such an algorithm. The basic idea is that
the current path should be abandoned in favor of a previous path when the
estimate of completing the current path exceeds the estimate for a previous
path plus the cost of backtracking to that path. This can be achieved by
modifying the definition of g(n) in A* to be the distance to node n from
the current state of the problem solver, rather than from the initial state.
Unfortunately, this would require updating the value of g for every node
on OPEN with every move, and maintaining path information from the
current state to every node on OPEN.

RTA*, however, implements this policy using only local information
and control as follows: The neighbors of the current state are generated
and a heuristic function, including lookahead search with alpha pruning, is
applied to each new state. The neighbor with the minimum g + h value
is chosen as the new current state, and the old current state is stored in a
table along with the node with the second best g+ k value. This represents
the best estimate of the cost of finding the solution via the old current
state from the perspective of the new current state. The algorithm simply
repeats this cycle, using the stored h values for previously visited states,
and computing it for new states, until a solution is found. It can be proven
that this algorithm will always find a solution in any finite problem space
in which there exists a path from every state to a goal, regardless of the
initial values of the heuristic function.

3 Experimental Results

RTA* using minimin lookahead search with alpha pruning was implemented
for various size sliding tile puzzles, using the Manhattan Distance heuristic
function. It was tested on the Eight, Fifteen, and 5 x 5 Twenty-Four Puz-
zle, with search horizons ranging from one to 25 moves. As expected, the
solution lengths decrease with increasing search horizon, with the largest
improvements coming from the initial increases in search horizon. Solutions
to the Fifteen Puzzle are found in about a second of CPU time, and solu-
tions within a factor of two of optimal require only tens of seconds. The
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Twenty-Four Puzzle, which has not previously been solvable with heuristic
search techniques, also yields to this algorithm in a matter of seconds.

4 Conclusions

Heuristic search is a powerful paradigm for planning under real-time con-
straints, and provides a natural framework for the interleaving of planning
and execution. We have adopted the standard two-player game algorithms,
and developed a new algorithm (RTA*) that increases the size of single-
agent problems that can be effectively solved using heuristic search. Some
of this work has appeared in [7,8]. A more complete treatment can be found
in [9]. The question of how large a problem these techniques scale up to is
the subject of current research.
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Abstract

Recent work on interactions among rational agents has put forward
a computationally tractable, deduction-based scheme for automated
agents to use in analyzing multi-agent encounters. While the the-
ory has defined irrational actions, it has underconstrained an agent’s
choices: there are many situations where an agent in the previous
framework was faced with several potentially rational actions, and
no way of choosing among them. This paper presents a probabilistic
extension to the previous framework that provides agents with a mech-
anism for further refining their choice of rational moves. At the same
time, it maintains the computational attractiveness of the previous
approach.




The probabilistic extension is obtained by a representation of inter-
actions that explicitly incorporates uncertainty about other players’
moves. A three-level hierarchy of rationality is defined. correspond-
ing to ordinal, stochastic, and utility dominance among alternative
outcomes. The previous deduction-based formalism is recast in prob-
abilistic terms, and is seen to be a particular special case of a more
encompassing dominance theory. A technique is presented for using
ordinal, stochastic, and utility dominance in interactions with other
agents operating under various axioms of rationality.

1 Introduction

1.1 Interactions Among Rational Agents

Research on artificial intelligence (AI) has begun to concern itself with the
design of an autonomous agent operating in real-world environments. Along
one dimension, this requires that the agent be capable of dealing with dy-
namic and incompletely specified situations. It must be able to reason about
change, recover from failures, and deal with uncertainty both in the state of
the world and in the effects of its own actions.

Another capability of an autonomous agent that would be highly desir-
able in real-world settings would be its ability to interact flexibly with other
agents. There are, in fact, few scenarios where an agent could be expected
to operate with complete autonomy; almost always there will be others with
whom the agent must interact. This will be true whether the agent is operat-
ing on a factory floor, build}ng outposts on Mars, or running errands to the
corner store. Furthermore, these other agents will in general possess a wide
range of reasoning capabilities; the agent should be capable of interacting
flexibly with agents of different rationality “types”.

There has been considerable work in recent years by Al researchers on
formalisms for representing inter-agent beliefs [12,13,1,14,15,7], an important
component of the reasoning necessary for cooperation. Agents must reason
about one another’s beliefs to predict activity, provide information, and adapt
their own behavior to others’ expectations.

Another line of work has been considering the agent interactions them-
selves as objects about which to reason [4,5,17]. In this research, the agents
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have been defined as operating under the constraints of various rationality az-
ioms that restrict their choices in interactions. The effects of various axioms
and their relationships to one another have been analyzed.

The current paper continues along this latter line of research. The basic
extension proposed is to recognize that reasoning about other agents’ ac-
tions must deal with uncertainty, and to incorporate an explicit mechanism
for doing so. Uncertainty is inherent in encounters because of incomplete
information about others’ objectives, options, and reasoning processes. Our
addressing of uncertainty issues comes against the backdrop of an increased
use of the decision-theoretic concepts of probability and utility theory in
Al research [3,8]. At the same time, we exploit the fact that decision- and
game-theorists have been considering the use of Bayesian decision theory in
situations of strategic interaction [2,9,23,16]. Though we are not proposing
an extension to the concepts of equilibrium proposed by game-theorists, the
work in this paper integrates previous studies of rational interaction based
on a deductive framework with decision-theoretic ideas and is a first step to-
wards operationalizing recent advances in game-theoretic solution concepts.

1.2 Perspectives on Multi-Agent Interactions

We examine reasoning about other agents from two different perspectives,
the “prescriptive/descriptive” approach and the “jointly prescriptive” ap-
proach. Both perspectives have their place in the theory of rational inter-
acting agents, though each causes us to ask different questions about how
automated agents should be designed. The bulk of this paper is focused
on prescriptive/descriptive issues, though we make several observations and
report results regarding jointly prescriptive methods.

1.2.1 Prescriptive/Descriptive

A “prescriptive/descriptive” approach requires two types of theories {10] to
fully capture a multi-agent interaction. First, we need a normative theory of
what our primary agent should do given his values and information. We have
a prescriptive theory when we not only define these normative principles for
rational behavior, but augment this with a prescription or method for iden-
tifying rational moves. This is precisely the approach we take in developing
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our notion of prescriptive rationality. Second, we require a descriptive theory
of other agents. A descriptive theory is useful to thc cixient it can be used
to predict the actions of other agents, and may be based on varying degrees
of assumed “rationality” of others.

The “prescriptive/descriptive” approach is basically decision analytic: us-
ing our model of interaction, we prescribe a particular course of action for
one agent based on the description he has of other agents. This was the ap-
proach taken in previous DAI work such as [17], where different information
about others’ rationality would cause an agent to act appropriately. This
“prescriptive/descriptive” perspective is central in our design of an agent ca-
pable of interacting intelligently, particularly when we will have no control
over (and limited information about) the design of the other agents.

1.2.2 Jointly Prescriptive

Of course, if our descriptive theory is the same as our prescriptive theory,
l.e., if the best theory one has about other agents is based on introspection
regarding one’s own reasoning processes, this results in a “jointly prescrip-
tive” approach. “Jointly prescriptive” concerns form the basis for much of
modern game theory [11]. These approaches, by and large, develop mod-
els of interaction that have certain globally desirable properties, given that
all agents subscribe to the same fundamental solution strategies and have
common knowledge regarding most aspects of the problem. The “jointly
prescriptive” perspective is well-suited to closed systems where the interact-
ing agents are all centrally designed. With total control over their methods
of interaction (and hence the ability to engineer away uncertainty regard-
ing others’ decision-making strategies), the designer is looking for desirable
properties, such as stability and pareto-optimality of solutions.

The jointly prescriptive perspective also has a roie to play in competitive
interactions. For example, some interaction strategies are known from the
game theory literature to be “stable,” i.e., if an agent uses this strategy, no
opponent can benefit from playing any other strategy. A designer could feel
safe in incorporating such a strategy into his agent—he need have no fear of
the strategy’s presence becoming known, since there is no effective counter-
strategy. Thus the identification of stable strategies (which is a jointly pre-
scriptive notion) can be important to any single agent's designer. Similarly,
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a demonstration of a strategy’s stability and pareto-optimality might be an
effective argument in getting many agents’ designers to incorporate it:' the
best that other agents can do is to “play along,” and the overall final results
have certain desirable characteristics.

1.3 Assumptions

This paper is concerned with single interactions among agents: though there
is a mechanism for using the results of past encounters, there is no explicit
concern about future interactions. Each agent is assumed capable of assigning
some value to a hypothetical outcome, and (in this paper) we will assume that
these assigned payoff values, for all agents, are common knowledge among
them all.? In addition, once the interaction has been recognized, there is
no further communication among the agents; each must decide on its action
alone. This is the no-communication scenario used in [5,4.17].> The agents
are assumed to be operating under certain axioms, to be discussed, that
control their behavior.

1.4 Overview

In Section 2 we introduce the formal notation for our analysis. In Sec-
tion 3, various forms of dominance among alternatives are developed. The
deduction-based formalism given in [17] is recast in probabilistic terms, and
is seen to be a particular special case of a more encompassing dominance
theory.

In Section 4 we consider questions relating to the design of an agent
using the dominance relations, in the “prescriptive” portion of a “prescrip-
tive/descriptive” approach. Axioms of behavior are given in Section 5 that

This was, for example, the argument made in [6]

2Uncertainty about payoffs can be incorporatad into the framework, and is topic for
future research. Also, common knowledge is not always required; for a fuller discussion of
how much knowledge is actually needed, see [18).

3While this scenario is a simplification of what might be found in real-world encounters,
it is a useful starting point for an analysis of interactions. There are also a variety of
instances when the assumption that no communication is possible is quite realistic, such

as when agents designed in different countries or by different manufacturers unexpectedly
encounter one another.
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might describe our agent’s opponents?, and the ramifications these axioms
have on the prescriptive dominance techniques are discussed. In Section 6
we briefly consider, from the “jointly prescriptive” perspective, the global
properties of the methods we have outlined.

2 Notation

We will follow the convention of representing a game as a payoff matrix.
Figure 1 is a representation of 2 two agent encounter.

K
c d
a 1 2
3 3 1
b |9 5 0 1

Figure 1: A Payoff Matrix

To a game corresponds a set P of players and, for each player i € P, a
set M, of possible moves for i. For § C P, we denote P — S by 5. We denote
by ms an element of Ms; this is a collective move (or a “joint” move) for the
players in S. To ms € Ms and mz € My corresponds an element m of Mp.
The payoff function for a game is a function

p:PxMp—1R

whose value at (i,7t) is the p~yoff for player i if move rit is made. The
function p thus encodes the payoff matrix in function form.

We denote by prob;(m; | m;,£) the probability distribution that agent @
bas over all the other players making move m; (with £ representing i’s knowl-

o

“Throughout this paper, our use of the term “opponent” should not be taken in its
colloquial sense. When our agent interacts with other agents, we will sometimes refer
to them as its opponents, without intending that the agents are necessarily involved in
conflict. There may be a convergence of interests among all parties.
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edge of the world, including his knowledge of other agents). The probability
may depend, as seen from this expression, on i's own move m,.

We could use dual matrices to represent an interaction between a‘ents.
with associated probability distributions on their moves. Consider the two
matrices in Figure 2.

K probg(my | my)
c d e | d

alp t];3 a6

J prob,(my | myj 1 |
b 1], 2 bl -8 43

2 4 l 13 ]

Figure 2: Payoft and Probability Matrix

The left matrix is to be interpreted in the same manner as it was above.
namely as defining the payoffs each agent will receive from various outcomes.
In addition, each agent is assumed to have a probability distribution on the
other’s moves, given 2 move of his own. The second matrix in Figure 2
displays these distributions. For example, if J considers that he will make
move b, he considers that there is a .7 probability that A" will make move c.
and a .3 probability that K will make move d. Of course, in the probability
matrix the columns sum to ! for A’, and the rows sum to 1 for J.

We define a secondary payoff function pay(i,m;). which gives us the set
of possible payoffs to 7 of making move m,:

pay(i, m;) = {p(¢,m) : probi(m: | m,,£) > 0). (1)

The expression prob;(m; | m;,€) > 0 denotes the set of responses “con-
sidered possible” to i's move m;.> There are many potential moves that
might be expected of other agents, depending on assumptions about them
(and their assumptions about you), and similarly, many different subjective
probability distributions that one might have over their potential moves. in
Section 5 we list several alternate definitions and indicate how each affects
the pay function or probabilities.

SCareful readers will note that this expression subsumes the role of the allowed function

in [17].
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The final element of our notation that needs to be introduced is the
notion of a “utility function” over payoffs. The utility function summarizes
the agent’s attitudes toward uncertain options, while payoffs summarize the
agent’s valuation under certainty of each possible joint move. The utility of
a joint move for agent i in our notation is represented as [';(p(1,m)); it is
a function from the real numbers to the real numbers. We then define the
expected utility for agent i of a joint move as follows:

EU{m) = Z Ui(p(z, ™)) probi(mz; | m,. £). 2]

m; € M7

More generally, the summation can be replaced by an integration. Von Neu-
mann and Morgenstern, in their foundational work {22], formalized rational-
ity in terms of axioms which require an agent to behave as if maximizing
expected utility.

3 Dominance

A concept essential to this work is dominance: when the payoffs resulting
from one move are better than those resulting from some other move, for
some precise definition of “better,” the inferior move is said to be dominated.
Previous treatments such as {17] used only one kind of dominance, namely
ordinal dominance, an “absolute” dominance between the members of two
sets. In this paper we consider how two other kinds of dominance, stochastic
and utility dominance, can be combined with the axiomatic approach.

3.1 Ordinal Dominance

Ordinal dominance is straightforward: for nonempty sets {o;} and {5,},
we say that {a;} is ordinally dominated by {8;} (written {a;} <, {8;}) if
a; < B for all 1, 7, and at least one element of {a;} is less than every element
of {B;}. For example, the set {5,3} ordinally dominates the set {3,1}, since
every member of the first is greater than or equal to every member of the
second, and in at least one case the relationship is strictly greater than.




e
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3.2 Stochastic Dominance
3.2.1 The Intuition

Before launching into the formal definition of stochastic dominance, we will
present the intuitions behind its use.

A lottery is defined to be a set of payoffs with associated probabilities. A
lottery can be viewed is a state contingent payoff- in an interaction between
agents the payoff is contingent on the (uncertain) move of the opponent.

Stochastic dominance (24] between two alternative lotteries is commonly
represented graphically as follows. Consider a graph whose x-axis represents
various payoffs, and whose y-axis represents cumulative probabilities (i.e.,
runs from 0 to 1). For each agent's lotteries, we draw a curve onto this
coordinate space whose y position at any x value represents the probability
that the agent will receive less than that value from that lottery. Each curve
begins at the point (p,0)andincreasestoamazimumo f(q,1), where pandq are
the minimum and maximum possible payoffs, respectively. If one lottery’s
curve lies completely above and to the left of another lottery’s curve (with
possible overlap—but no crossing—of the curves permitted), we say that the
first lottery is stochastically dominated by the second. This means that for
any given value, the player has a better chance of getting it (or more) from
the second lottery than from the first.

For example, consider an agent that has two lotteries available to him.
In the first, he has .2 chance of getting a payoff of 4, a .5 chance of getting a
payoff of 6, and a .3 chance of getting a payoff of 7. We draw this lottery’s
curve as in Figure 3.° The curve rises by .2 at 4, rises an additional .5 at 6,
and rises an additional .3 at 7.

Now imagine that there is a second lottery, where he has a .3 chance of
getting a payoff of 3, a .2 chance of getting 5, and a .5 chance of getting 6.
This second lottery’s curve looks like that in Figure 4.

If we now combine these two curves, it is evident that at all points the
second curve are above those of the first curve for a given payoff—thus, the
second lottery has a higher probability of getting a particular value or less for

®The diagram in Figure 3 is typical of lotteries with discrete moves and payoffs—a step
function. We could, just as easily, have a continuous set of payoffs, which would result in
a smooth curve in the diagram with no vertical climbs.
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Figure 3: Agent’s First Lottery

0.0

[ 1 2 3 4 ] L] ? ]

Figure 4: Agent’s Second Lottery
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all values and therefore the first lottery stochastically dominates the second
(see Figure 3).

0.0

[} 1 2 3 4 ] [} ? ]

Figure 5: A Comparison of the Two Lotteries

Stochastic dominance is relevant in evaluating an agent’s choices in the
extended payoff matrix below. Assume that our agent J is faced with the
following interaction:

K proby(my | my)
c d c dJ
. 4
¢t 4 3 3 a .54 5
J ] 5 prob;(my | my) 5 5
b |9 4 b3 5

If J considers his own potential outcomes, given the probability distri-
bution he assumes over K's moves, he will reason that he has a .5 chance
of receiving the value from either column, given any choice of his moves.
Thus, if he chooses move a, he faces a .5 chance of getting either 1 or 3; if he
chooses move b, he faces a .5 chance of getting either 2 or 4. Although there
is no ordinal dominance here, there is stochastic dominance between the two
moves, seen as two separate lotteries (Figure 6).

Thus, a player who was evaluating stochastic dominance would realize
that move a was dominated.
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Figure 6: Stochastic Dominance Between Two Moves’ Outcomes

3.2.2 Formal Notation for Stochastic Dominance

Since there may be several outcomes with the same payoff to an agent, and
since in the probability analysis that the agent performs these outcomes are
identical, we would like to “collapse” these identical outcomes in our notation
(e.g., combine all the chances of getting 3 into a single probability). Thus,
we write agent i's subjective probability of getting a certain payoff value.
given his choice of move m; and all his knowledge of the world, as follows:

prob;(v | m;,£€) = > prob;(m; | m;, §).

{mspliMm)=v}

We describe this as the payoff lottery for 7 given move m;. When we have
Va( [ probi(v | e €)dv < [ prob(v ] di.€)dv)

we will say that the payoff lottery for i of move d; is stochastically dominated
by the payoff lottery for i of move ¢;.”

3.3 Utility Dominance

As opposed to ordinal or stochastic dominance, utility dominance employs
the aggregate measure of “expected utility” which introduces a total order

TFor the reader being newly introduced to stochastic dominance, it might seem odd
that c;’s lottery, being everywhere less than d;'s lottery, dominates d;. The curves for
better lotteries rise further to the right, and therefore their integrals are smaller up to any
given point.
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(with equality) over payoff lotteries. The utility function encodes the agent’s
attitudes toward risky or uncertain payoffs. A utility function which is linear
in payoffs will result in expected value decision making.

When the following situation holds,

o0 o0
/ U(v)prob;(v | d;, €) dv < / U(v)probi(v | ¢, &) du. (3)
-0 -0
then we say that the expected utility for agent i of move ¢, dominates the
expected utility for agent ¢ of move d;. Note that the dominating move is
on the larger side of the inequality, in contrast to the definition of stochastic
dominance, where the dominating move is on the smaller side of the inequal-
ity.

4 Rational Moves—A Prescription for an Agent

In this section we describe a prescriptive theory for rational agents in in-
teractions. The criteria for optimality is maximization of expected utility:
the agent should choose that course of action which maximizes its expected
utility. However, we propose a method which makes use of alternative means
of screening moves by which an agent can reduce the number of. and data
requirements for, expected utility calculations.

4.1 Rationality Using Ordinal Dominance

We will denote by R,(p,t) the ordinally rational moves for the agent i in the
game p. An individual agent 7 is said to be exhibiting ordinal rationality if
it makes moves solely from the set R,(p,i). The following axiom defines a
criterion for eliminating a move from R,(p, 1):

pay(i, ds) <o pay(i)ci) = dl' ¢ Ro(P,i)- (4)

In other words, if d; is ordinally dominated by ¢; (every possible payoff to i
of making move d; is less than every possible payoff to i of making move ¢;),
then d; is ordinally irrational for . Note that this does not imply that ¢; is
ordinally rational, since there may be still better moves available.
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4.2 Rationality Using Stochastic Dominance

An individual agent : is said to be exhibiting stochastic rationality if it makes
moves solely from the set R,(p,:). The following axiom defines a criterion
for eliminating a move from R,(p,1):

Vz(l/_;prob,-(v | e, €)dv < /: probi(v | d;,£)dv) = d; ¢ R,(p.1). ()

Thus, if d; is stochastically dominated by any ¢;, then d; is stochastically
irrational for agent i. Note again that this does not imply that ¢; is stochas-
tically rational—Equation 5 is a rule to exclude moves from R,, not to prove
that they are members.

4.3 Rationality Using Utility Dominance

An agent is utility rational if it seeks to maximize ezpected utility, as defined
in Equation 2. The following axiom defines a criterion for eliminating a move
from R,(p,1), the set of moves with maximal expected utility:

o0 o0
/ U(v)probi(v | d;, €) dv < / U(v)probi(v | .. €) dv = d; ¢ Ru(p, ).

-0 ~o0

(6)

Thus, if the expected utility of d; is dominated by the expected utility of any
c;, then d; is utility irrational for agent i. Note once again that this does not
imply that ¢; is utility rational. However, this definition of rationality differs
from the previous ones in that we know there is a unique member of R,,
or a set of equivalent members (i.e., with the same expected utility). Thus
this definition can actually be used to narrow the agent’s choices to a single
move, given the necessary computational resources to find it.

4.4 The Relationship Among Rationalities

The three definitions of rationality are related in the following ways:

d; € R,(p,i) = d; & R,(p,i) Ad; & Ru(p,i) (7)
d; g R,(p,i) = d; ¢ Ru(Pvi) (8)
Ru(p,i) C Ru(p,i) C Ro(p,i) 9)
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The fact that ordinal dominance between two moves implies stochastic
dominance between the same two moves for any probability distribution is a
simple consequence of their definitions. The fact that stochastic dominance
implies utility dominance for any monotonic utility function is a well-known
result from decision theory. Stochastic dominance is a robust measure of
desirability for the agent, since moves can be eliminated no matter what the
risk attitude of the agent as eacod=d in a »iilit; fur~tien.

4.5 Using the Dominance Relations

We will exploit the hierarchy of rationalities (as defined in Equation 9in our
automated agent’s activity. Ultimately, he would like to identify the set
R,(p, 1), but rather than directly trying to find the utility maximizing move,
he can prune his search space by eliminating moves from R, and R,. Our
agent therefore uses the three-level hierarchy of dominance relations, and
their related rationality axioms, as follows:

1. Remove ordinally dominated moves. If a single move remains, select it

and finish.

2. Assign and/or determine some properties of prob;(m; | m;,§), the
probabilities of opponents’ moves given each of the agent's possible
moves. We admit partial information regarding probabilities because
this partial information may be sufficient to eliminate irrational moves
in steps 3 and 5.

3. Remove stochastically dominated moves. If a single move remains,
select it and finish.

4. Assess and apply a utility transformation to the lotteries defined by
the remaining moves.

5. Remove utility dominated moves. All remaining moves will have iden-
tical expected utilities. Select one and finish.

Using this technique, our agent is able to maintain his commitment to
being a utility maximizer, and still reduce the computational burden of com-
puting expected utility. Information regarding the probability distributions
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of opponents’ moves is used effectively. The search space can in many in-
stances be radically pruned using this technique.

4.6 An Example

Consider an agent who is confronted with an encounter represented by the
payoff matrix in Figure 7.

K
e | f I g | h

als g 2|5t]7?
; blg 25 le2|7!
cl, Mg 2], 152
dlog 2|1 223!

Figure 7: Using Ordinal and Stochastic Dominance

Using ordinal dominance, he is immediately able to rule out moves ¢ and
d, leaving him with options a and . While neither of these moves is ordinally
dominated, he would still like to choose between them. He assesses the
likelihood that his opponent will make any particular move as equiprobable
(perhaps his opponent is only able to reason about ordinal dominance, and
thus has no dominated moves; see below, Section 5.2.1). He is then able to
conclude that move b is stochastically dominated by move a; move a is thus
chosen. Had there been no stochastic dominance, he would have proceeded
to compute the expected utility of moves a and b.

In general, however, the probability distributions over opponents’ moves
will not be readily available, and the computational burden of calculating
these probabilities will overshadow the burden of calculating the best move
given those probabilities. In the next section we describe various approaches
where the axiomatic description of opponents allows the agent to deduce
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properties of the probability distribution for use in the framework described
above.

5 Axioms of Rationality—Description

As described above, the second element of our prescriptive/descriptive ap-
proach is a descriptive theory of other agents. We will call the agent to
whom we are endowing the prescriptive theory the “agent,” and the other
agents that we are describing as the “opponents.” We describe a framework
of rationality that allows us to express many levels of rationality that might
be operating ir opponents. The ultimate purpose of these axioms is to allow
the agent to deduce probi(m; | m;, £) from more fundamental information.
In the remainder of this section, we describe various classes of rational-
ity that this approach can address, and demonstrate how our three-tiered
dominance analysis operates in each situation. Finally, we descrive how to
incorporate uncertainty about what axioms are present in other agents.

8.1 Minimal rationality

An assumption of minimal rationality corresponds to a situation where the
agent has no information regarding the rationality of his opponents. This may
include a recognition that other players are engaging in potentially irrational
behavior (e.g., that the choices the opponents make are independent of their
payoffs).

In this case we have

{ms : probi(m; | mi, €) > 0} = M;,

that is, any combined set of moves by the other agents is possible. One
version of minimal rationality implies a commitment to equiprobable moves
by the opponents:

probi(ms | €) = probi(m} | £)

for all opponents’ moves m; and m{. The effect of this is for the agent to
assume that the others will be choosing their moves arbitrarily and ignoring
any variation in payoffs.
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Minimal rationality does not imply equiprobable assessments. Otk-r in-
formation regarding tendencies and biases that opponents have displ. =d in
the past can form the basis for assigning probabilities. The important point
is that the assessment is not based on any explicit model of rationality of op-
ponents. It therefore most closely resembles standard decision making under
uncertainty, where uncertainty arises from lack of information and random-
dé..s in the environment.

5.2 Separate rationality

In separate rationality the agent explicitly admits the possibility that each
opponent is rational (to a greater or lesser degree) and has specific capabilities
for reasoning about the moves others, including the agent, will take. Below,
we examine several iypes of rationality that might conceivably be exhibited
by opponents.

5.2.1 Ordinally Rational Opponents

If the agent assumes that his opponents are at most ordinally rational, then
a successive winnowing process can be used to reduce the payoff matrnix to a
relevant set (this assumes, as well, that the opponents have knowledge of the
agent’s ordinal rationality; see [18]). Ordinally dominated moves, for both
the ageui and opponents, are repeatedly removed. The agent then restricts
attention to a reduced matrix consisting of all ordinally undominated moves
(along with opponents’ responses). If the remaining set is a single ent~v then
there is a unique solution.

If there are multiple entries, then the opponents and ...e agent are left
with an ambiguity—any of the moves not ordinally dor™nated are equally
desirable. The agent can assume that the opponents will choose arbitrar-
ily within the set of remaining moves—considering the opponents minimally
rational as in Section 5.1. The agent is permitted to make this inference be-
cause the opponents are only capable of reasoning about ordinal dominance;
thus further reasoning about the agent by the opponents is impossible (this
was the situation exhibited in the example of Section 4.6).

There is a potential subtlety in using the above method for ordinal domi-
nance. Consider a situation where our agent has several ordinally dominated
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moves; does it matter which is “removed” first from the pavoff matrix? As
it turns out, the order of removal, both for the agent and his opponents. is
irrelevant for ordinal dominance; the proof is in [19].

5.2.2 Stochastically and Utility Rational Opponents

Here we address the issue of opponents who, like the agent. are capable of
engaging in probabilistic reasoning. Since both agent and opponents can
reason probabilistically about each other, there is the potential for infinite
regress: the agent’s choice is dependent on what he believes his opponents
will do, which depends on the opponents’ beliefs about the agent. and so on.

One weak form of rationality which lends it<elf to probabilistic reasoning
is due to Strait [21]: if the agent prefers one payoff to another, then his
opponent will assign a higher probability to the move with that payoff, and
similarly for the agent’s assessments of the opponents. One consequence
of this principle is that the probability distribution over opponents’ moves
is dependent on the agent’s move, i.e., the agent must consider prob,(m; |
m;, £). This dependence is rot due to a causal Jinkage, since we are assuming
simultaneous action, but rather results from the agent reasoning about the
possibility of the opponents "outguessing” him given a particular move.

The foregoing principle results in a set of constraints on probabilities,
given our assumption that the payoffs in the encounter aie common knowl-
edge and that all players have monotenic utility functions There are var-
ious methods for dealing with constraints and/or bounds on probability in
decision-making situations.

We can strengthen Strait’s principle by adding an assumption that the
opponents are Bayesian decision makers. We will restrict our attention to
the case where there is a single opponent who is capable of screening movzes
based on both stochastic and utility dominance relationships. Furthermore,
the opponents will be assumed to know that the agent is similarly an expected
utility maximizer in making choices.®

The infinite regress of reasoning alluded to above is a real concern under
these assumptions. One way of dealing with the regress is by explicitly mod-
eling (by way of a probability distribution) the number of levels .! regress
that the agent believes an opponent will reason, and encoding the agent’s

8This situation more closely resembles the jointly prescriptive theories of game theory.
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perception of the opponent’s uncertainty at each level. For example, the
agent could reason that there is a fifty percent chance that the opponent will
reason one level deep, a thirty percent chance two levels decp, a twenty per-
cent chance three levels deep, and zero for all others. This is computationally
complex, but is likely to be effective in a world inhabited by computationally
limited reasoners.

5.3 Unique rationality

Under unique rationality, the agent assumes that the opponents’ moves are
fixed in advance, i.e.,

probi(msz | ¢, €) = prob;(mz | d,§)

for all moves ¢ and d to be made by agent :. This can also be expressed as
the independence relation,

probi(m; | m,, &) = prob;(m; | £)

which states that the agent’s probability distribution does not depend on
the move the agent makes. Conceptually, the opponents are assumed to have
sealed away their moves before the agent makes his choice. This is orthogonal
to the question of how the opponents will make their choices; thus, unique
rationality can be combined with the various forms of separate rationality
presented above, or with minimal rationality. The crucial question here is
not whether the opponents are reasoning about the agent, but whether their
moves will actually be dependent on the move made by the agent (as they
are in informed rationality below). In certain situations, the assumption of
unique rationality allows a technique called case analysis to be applied when
computing ordinal dominance (see [17}).

5.4 Informed rationality

Under informed rationality, the agent assumes that opponents have perfect
information—they know precisely what move the agent is to take. Informed
rationality eliminates uncertainty in the encounter when payoffs are common
knowledge. The agent’s task in this case is to make a choice that maximizes
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his benefit, given that his opponents will respond omnisciently to his move.
This is the situation, for example, when there is a time-lag in the making of
choices, and the opponents will be able to actually respond to our agent’s
move.

5.5 Uncertainty about Rationalities

In this section we have sketched various classes of rational opponent which our
prescriptively designed agent might encounter, and presented some analysis
of how each case is analyzed. In general, though, an agent may bc uncertain
about what class of opponent he faces in a given encounter Probability
theory provides a solution—assign a probability distribution to the types of
agent which might be encountered, and form a composite distribution over
the opponents’ moves based on analysis of each case.

6 The Jointly Prescriptive Issues

Ideally, a set of agents who all use the three-level hierarchy of ordinal, stochas-
tic and utility rationality, with coherent probability distributions, wiil arrive
at stable solutions. In general, however, this cannot be guaranteed. Aumann
[2] has shown that a construct termed correlated equiltbria is the result of
interactions between utility-maximizing agents. The equilibrium is a proba-
bilistic notion, a generalization of the mixed randomized strategies developed
by game theorists. Each agent selects a definite alternative—the uncertainty
in the equilibrium is due to the joint uncertainty of the agents about other
agents’ moves. The existence of correlated equilibria is based on the existence
of a common knowledge prior probability distribution over some underlying
state of nature. Differences in probability distributions by the agents are the
result of differences in information. Though Aumann has provided a char-
acterization of equilibria, it is inherently uncertain due to the uncertainty of
the participants and may in fact admit a wide range of possible solutions.
Recently Nau and McCardle [16] have shown that correlated equilibria are
consistent witha notion of joint coherency in non-cooperative games. This
work, however, has not provided an operational procedure for deriving the
equilibria based on a single agent’s information.
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7 Conclusion

The design of automated agents can benefit from the theoretical underpin-
nings of decision analysis and game theory. Builders of autonomous agents
will want to know that their creations are capable of adaptive behavior in
the face of various opponents, and can use the “prescriptive/descriptive” as-
pects of decision analysis to guide their agents’ design. The builders of full
multi-agent systems will want to ensure certain desirable global properties.
and can use the “jointly prescriptive” aspects of game theory to choose the
agents’ built-in strategies.

We have presented a technique that exploits the relationship among or-
dinal, stochastic, and utility dominance. Combining it with logical axioms
that describe opponents, it is particularly suitable for a deductive engine
tc use in deciding on a move in an interaction. The tzchnique is based on
computational considerations, pruning certain moves before performing com-
putationally expensive operations (such as finding expected utility). We have
also presented a sampling of rationality axioms that might be useful to an
agent’s designer, and given some ramifications of their use. This is basically
a prescriptive analysis, discussing one way in which an interacting intelligent
agent could be built.
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Abstract

The issues of industrial productivity and economic competitiveness are of major
significance in the US at present. By advancing the science of design, and by creating a
broad computer-based methodology for automating the design of artifacts and of
industrial processes, we can attain dramatic improvements in productivity. It is our
thesis that developments in computer science, especially in Artificial Intelligence (Al)
and in related areas of advanced computing, provide us with a unique opportunity to
-push beyond the present level of computer aided automation technology and to attain
substantial advances in the understanding and mechanization of design processes. To
attain these goals, we need to build on top of the present state of Al, and to accelerate
research and development in areas that are especially relevant to design problems of
realistic complexity. We propose an approach to the special challenges in this area,
which combines ‘core work' in Al with the development of systems for handling
significant design tasks.

We discuss the general nature of design problems, the scientific issues involved in
studying them with the help of Al approaches, and the methodological/technical issues
that one must face in developing Al systems for handling advanced design tasks. Looking
at basic work in Al from the perspective of design automation, we identify a number of
research problems that need special attention. These include finding solution methods
for handling multiple interacting goals, formation problems, problem decompositions,
and redesign problems; choosing representations for design problems with emphasis on
the concept of a design record; and developing approaches for the acquisition and
structuring of domain knowledge with emphasis on finding useful approximations to
domain theories. Progress in handling these research problems will have major impact
both on our understanding of design processes and their automation, and also on several
fundamental questions that are of intrinsic concern to Al.

We prasent examples of current Al work on specific design tasks, and discuss new
directions of research, both as extensions of current work and in the context of new
design tasks where domain knowledge is either intractable or incomplete. The domains
discussed include Digital Circuit Design, Mechanical Design of Rotational Transmissions,
Design of Computer Architectures, Marine Design, Aircraft Design, and Design of
Chemical Processes and Materials. Work in these domains is significant on technical
grounds, and it is also important for economic and policy reasons.
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L INTRODUCTION: BACKGROUND

The issues of industrial productivity and economic competitiveness are taking center
stage in the US at present. There are many factors that impact on these issues. Some are
social, economic and political, and some are technological. We will focus here on a set of
technological and scientific developments that promise to have a strong impact on
productivity improvement. In particular, we will concentrate on the role that Artificial
Intelligence (Al) and related areas of advanced computing can play in this important
area.

a._The challenge of productivity improvement

To attain major improvements in industrial productivity, the following capabilities are
critical:

rapld reaction to changes in functional requirements of products
and to new technological opportunities;

rapid transition from design concept to product;

production of high quality products at the iowest possible life-
cycle cost. Costs should take into consideration design and manufacturing
efforts as well as testing activities, operation and maintenance.

More specifically, the reduction of design time, and the reduction of time to plan an
efficient manufacturing process , are critical for productivity improvement.
Naturally, it is also important to reduce the time needed to setup a manufacturing
process, and the time required for producing (actual manufacturing and testing) a high
quality product.

In a recent Science article, John Young president and CEO of Hewlett-Packard, and Chair
of the President's Commission on Industrial Competitiveness, comments [Young 1988] :

"In today's world, shortening the time between idea stage and finished product
often makes the difference between success and failure. The high costs of
developing new products, the brief time before copies appear, and rapid
obsolescence make for a short innovation cycle - often 3 to 5 years [Press
1987)."

In discussing Hewlett-Packard's experience with efforts to change basic approaches to
design and to bring closer the design and manufacturing functions, he states:
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"... fully 25% of our manufacturing costs were involved in responding to quality
problems - that is, not doing things right the tirst time."

Consistent with these comments, we can summarize as follows key goals for productivity
improvement:

(i) do it right rapidly, and

(i) do it right the first time - by avoiding adjustments that show up later
during the manufacturing and testing stages, and that are not foreseen in the
initial design process.

These goals impose strong requirements on the design process, and on the integration of
design and manufacturing.

h_QQmpumLaldgd_am:s_m_dﬁlgn_am_mam_uuHm
(i) Current State

There has been considerable progress in recent years in the development of computer-
aided design and computer-aided manufacturing (CAD/CAM) systems and their
application to various industries. In particular, such systems are being used widely in
the electronics, computer and machining industries [see ‘Toward a New Era in US
Manufacturing' 1986].

Most of the work in the CAD/CAM area has concentrated on relatively low levels of
design and manufacturing tasks. Typically, current systems include tools for:
representing and editing a piece of a finished design; evaluating and analyzing
proposed designs; describing and simulating manufacturing processes; and
monitoring and controlling manufacturing processes - mostly, in open loop mode.

In general, the degree of integration between CAD and CAM systems has been relatively
modest in the past.

Now, the description of a finished design, or of a well-defined manufacturing process,
are each a solution to some high level design or manufactuiing problem. Thus, most of
today's CAD and CAM tools are concerned with the representation, manipulation and
testing of solutions to design and manufacturing problems - not with the handling of the
problems themselves and with the efforts to solve them.

In general, computer techniques have been used very little to provide intellectual
assistance in early stages of design (what is usually called conceptual design),
and to keep track of design options, of incomplete design ideas, of the reasoning behind
various design decisions, and of the general evolution of the design process.

Also very little has been done about retaining design experience in computers, so
that it can be used to improve future designs.
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i) N hnical unities: a thesi

Recent developments in computer science - especially in Artificial Intelligence, and also
in information systems technology, and in large scale modelling and simulation - provide
us with unique opportunities to push beyond the present level of computer aided
automation technology and to attain fundamental improvements in industrial
productivity.

Our vision of the next generation of automation technology includes computer systems
for high level design processes, where a product is designed for functionality,
manufacturability, maintainability and economy. Also, these systems would facilitate the
integration of design and manufacturing functions. Under these conditions, product
quality would be improved, and the time interval between initial design concept and
product would be shortened appreciably. Systems with these capabilities can be realized
by bringing to bear new advances in Computer Science, and in particular in Al, to the
automation of design processes. ‘

We are also assuming that a powerful infrastructure for design and
manufacturing can be built on basis of ideas and techniques that are being developed in
Al and in Information Systems. Such an infrastructure would include design
knowledge bases for products and processes that could be widely accessible by
researchers and engineers. '

In short, it is our thesis that the computer field is now at a point where
it can provide the intellectual foundations and the technical basis for
developing a science and technology of design and manufacturing that will
have a dramatic impact on industrial productivity.

By building on top of the present state of computing, and by further

- acce'eraiing research and development in areas of advanced computing
that can contribute to substantial improvements in design and
manufacturing, we can bring about major gains in national productivity
and competitiveness.

Based on this thesis, a prelirhinary version of a plan was developed within DARPA in
1987 which proposed the launching of a major new national initiative, involving
government, universities and private industry, that would focus on:

(i) research and development in several areas of computing that promise to
have strong impact on automation of advanced design and manufacturing
processes. '

(i) development, construction and operation of experimental
testbeds (system demonstration efforts) of sufficient size and scope 10 try new
ideas about computer aided design in realistic settings, and to aid in technology
transfer.

(i) dissemination of ideas and training in the new computer aided
methods and technologies.
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Emphasis would be placed on Univ. rsity-Industry collaboration. The choice of domain
for the system demonstration efforts was recognized as an important parameter of the
plan. A variety of criteria were used to obtain an initial set of domain options. Some of
the criteria ‘were technical (e.g., expectations that work in the domain would help
identify key research issues in design, and they would lead to the development of
computer based solutions for important classes of design problems); others were
concerned with the economic und policy significance of the domain; and still others
were concerned with issues of feasibility (e.g., current state of ideas, technology and
experience in the domain, likelihood of interdisciplinary collaboration). The initial
exploratory study of domain possibilities resulted in the following set of options:

VLSI design and fabrication. Considerable amount of DARPA-supported
effort already exists in this area.

Design of computer architectures; design and manufacturing of computer
assembilies.

Design and manufacturing of complex mechanical assemblies, in
particular aircraft and marine structures.

Design and production of new materials and chemicals.

Design, production and maintenance of software. Success in this area
provides enormous leverage for the advancement of industrial automation in
many areas.

Robot design and manufacturing. Work in this domain forces attention on
the design of heterogeneous systems that inciude mechanical,
electrical/electronic and software components; it also provides productivity
leverage as it increases the availability of advanced flexible production tools.

The current state of computer science and technology would provide a good starting point
for the CAP national initiative. However, it was recognized that extensive research would
be needed in several areas of computing in order to advance CAP goals.

More specifically, it was recognized that basic work is needed In several areas of
Al , as well as in large scale computing, in databases, robotics, computer
architectures, distributed and networking systems, and Interfaces. The
preliminary CAP plan concluded that we need to strengthen and accelerate current
research in these areas, and to initiate extensions with the design-manufacturing theme
in mind.

Since the middle of 1987, the CAP preliminary plan has undergone various changes, and
it has been reviewed in various forums; however, it has not reached yet a final form, and
consequently no decisions have been made regarding implementation of key ideas in the
proposed initiative.

The research directions and ~nproaches discussed below are in the general spirit of the
CAP concept, and they are bused on the underlying assumptions that were used in CAP
planning. We believe that it is still possible, and valuable, to pursue in some depth
parts of the CAP concept, even if a fuli-fledged CAP initiative does not materialize
in the near future.
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in this paper, we will concentrate on those parts of CAP that relate to Al research. In
particular, we will focus on Al issues that relate to problems of design. We will then
discuss current work in this general area; and we will outline directions of future
research tHat grew out of the preliminary planning for the CAP initiative.

\L GENERAL ISSUES IN ARTIFICIAL INTELLIGENCE AND DESIGN

Many of the key conceptual issues in Al and Design were discussed as early as 1969 by
Simon in (the first edition of) his pioneering book The Sciences of the Artificial' {Simon
1981]. In that book Simon argues that a science of design is not only possible but it
is already emerging within the general framework provided by Al.

Let us consider the pature of design problems. From the point of view of Al, the central
challenge is how to formulate, represent and solve a broad range of design problems; in
particular, how to develop systems that will generate automatically or quasi-
automatically (in interaction with people). one or more designs for an artifact (a
product) or process in response to given spgmﬁcano.ns_and_mnmamu&._&desm
design goals,

Typically, the probiem specifications include requirements on functional properties of
the design. The constraints may include conditions on the structure of acceptable desigris
(e.g., limits on total complexity of the design), assumptions about desirable modes of
manufacturing, testing, and maintenance of the proposed designs, and restrictions on
resources that may be available (time, etc.) to obtain a design. The design specifications
and constraints may be incomplete at the beginning of the design process; in general,
iney wiil be changing in the course of the process - often because of feedback from
attempts to solve the design problem. In many real-life design problems, the
specifications and constraints impose a multiplicity of goals on the design process.
In these cases we face the issue of "concurrent design®, i.e., how to control decisions
during the problem solving process so that the multiple goals are all taken into account
in the effort to generate a candidate design. For example, in digital circuit design, this
involves guiding the initial design not only on basis of the desired functional (input-
output) characteristics, but also taking into consideration requirements about physical
tayout on a chip and testability.

The formulation of a design problem requires a specification of the language of design
structures (e.g., components, rules of aggregation of components) in terms of which a
design is to be described. it is the !anguage in which solutions to the design problem are
expressed. Such a language should provide means for describing designs at various
levels of completeness and resolution. Structural descriptions of designs should
facilitate processes of incremental solution construction and modification, as well as the
use of solutions in redesign, analogical design, explanation and training.

In many cases of interest, the language of design structures is different from the
language in which design specifications and/or constraints are expressed. More
importantly, the set of concepts and abstractions used to describe design goals on the one
hand and design structures on the other may be quite different. This situation leads to
design processes where reasoning takes place in two spaces - the space of
speclficatlonslconstralnts and the space of structures. An important issue in
this area is how o coordinate effectively the processes ¢f reasoning in the two spaces.
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A key component in the formulation of a design problem is the specification of the domain
in which the problem is embedded. A domain specification is a body of concepts (a set of
theories and models) in terms of which specific problems in the domain can be
expressed, understood, and processed. It includes definitions of objects and predicates
that enter in the specification of problems in the domain, relationships among them, and
special properties of the problem environment under consideration. The specification of
design goals, and also of the language of design structures, is in terms of concepts in the
domain specification. For example, problems of digital circuit design may be expressed
in terms of concepts in a domain that includes circuit theory, switching theory, and a
body of knowledge about prototypical digital designs and their properties. Similarly,
problems of boat design may be handled in a domain that includes fluid dynamics,
theories of structures and materials, relevant approximate theories and models in these
areas, and a body of knowledge about relevant classes of boat designs.

The nature of knowledge in a domain specification has a crucial influence on the kind of
design procesces that are possible in the domain. The compleieness and accuracy of
relevant knowledge are clearly important. Also, if domain theories are complex and
intractable, we face serious issues of computational complexity. In these cases, it is
essential to find appropriate abstractions, models and approximations to
assist in reasoning about structure-function relationships in a problem, and, in
general, to render problems computationally tractable.

The process of constructing a solution to a design problem amounts to the generation of
(the description of) a design that satisfies the given design specifications and
constraints. The solution is expressed in the language of design structures. The nature
and efficiency of such a process is strongly influenced by the choice of representation of
domain knowledge, of problem goals, and of the 1anguage for articulating design
structures. It is desirable to represent design structures, in such a way that

structural parts of a design can correspond as directly as possible to
parts of design specifications. In other words, structure should have
meaning In terms of function. Unfortunately, this condition is hard to attain,

“except in design domains that are highily developed and very well understood. in many

cases, the key conceptual difficulty in solving design problems can be traced to
difficulties in satisfying this condition.

The problem solvmg approach to design is strongly influenced by the way in which
ign ifi ns an nstrain ntrol solution constrycti
Specifications and constraints can be used in two major ways:

(1) by a posteriori testing whether a candidate design satisfies them; and

(2) by a priori constraining the generation of possible design structures to be
consistent with them

The a posteriori use of design goals involves analysis and evaluation of 3 candidate
solutinn, and an assesment of the degree to which the candidate satisfies these goals.
Often, such an evaluation involves gimulation, or, more generally, the computation of
functional characteristics of a candidate structure that could be directly compared with
the goals of the design problem, so that a decision can be made whether the candidate is an
acceptable solution to the problem. Typically, domaijn knowledge is available in a
form that can be used easily for an effective evaluation of candidate
design structures. In many cases of interest, evaluation is possible only if candidate
solutions are completely specified, i.e., design structures at intermediate stages of
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construction cannot be evaluated. In these cases, approaches to solution construction are
limited to variants of weak generation-and-test methods, possiby supported by hiil
climbing in the space of design structures.

In complex domains, we also face situations where the problern of computing the
functional properties of a design structure is very demanding in terms of computational
resources. Issues of finding and using appropriate approximate or specialized theories
are extremely important in these cases. Examples of design tasks where a posteriori use
of specifications are quite common, and where computational requirements are very
heavy, are boat design and aircraft design. In these cases, computational evaluation of a
candidate design involves the use of fluid dynamics theory to compute key dynamic
properties of the design, such as drag.

The a priori use of design goals involves analysis and transformation of the design
specifications and constraints, so as to enable them to control directly the generation of
solutions to the design problem. An important approach is to decompose design goals,
and to handle each of the resulting design subproblems separately. Here we encouter the
important issue of problem decomposition and the related issues of how to handle
dependencies between subproblems. More specifically, the problem is how to find
decompositions that are logica'ly cournd ,i.e., they lead to a valid solution, and are also
computationally efficient, i.e., they reduce computational complexity by breaking a
problem into independent (or weakly dependent) subproblems. In order to reason
directly from specifications to design structures, it is important to have available
substantial domain knowledge about relationships between functional properties of a
design - as described in the specifications - and its structure. Furthermore, such
knowledge should be available in a form that facilitates processes of
reasoning from function to structure. This requires the ability to find, with
relative ease, solutions to jnverse problems in the domain, i.e., finding a (small) set of
design structures that satisfy given functional specifications. For example, in boat
design this involves the ability to compute the geometric/structural characteristics of a
boat's hull and keel configuration from the specification of desired hydrodynamic
properties for the boat. In general, inverse problems are much harder then 'direct
problems’, where the task is to find functional characteristics of a given structure.

Experience shows that problem solving power depends on the degree to which problem
conditions (i.e., the design specifications and constraints in our present case) can be
made to influence directly the process of solution construction. The amount of influence
exerted by problem conditions depends on their relative use in an a priori and an a
posteriori mode. The more dominant the a priori mode, the more powertul the problem
solving process. In previous work, we had introduced a classification of problems along a
spectrum where problems are ordered by the degree to which their problem conditions
can be used to control directly the process of solution generation [see Amarel 1987] At
one end of this spectrum, we have derivation problems, where the mode of control is
mainly a priori; at the other end, we have formation problems, where the control is
mainly a posteriori.

Design problems are spread over the derivation-formation spectrum, with a
preponderance of problems close to the formation end of the spectrum. Examples of
design problems that are mainly of derivation type occur in digital circuit design;
examples that are mainly of formation type can be found in boat design. To date, most of
the work on design problems in Al has been on derivation type problems. In general,
there has been much more work and accumulated experience in Al with derivation
problems than with formation problems. Thus, by focusing on design problems that are
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close to the formation end of the spectrum, we can expect to advance not only the science
and technology of design but also the basic understanding of formation problems in Al.

An important way of increasing system performance in a design task is to use knowledge
of the domain, as well as design experience, to ghift the representation of the design
problem so that it can be seen as moving over the derivation-formation spectrum in the
direction of the derivation end. This involves the acquisition and shaping of knowledge in
a form that permiis increased direct control of the solution generation process by the
design specifications. In order to achieve this, it may be necessary to explore and
experiment in regions of design space, and to search for patterns that can lead to 'local’
theories of structure-function relationships. This is an area which can benefit from
current Al work on theory formation and discovery (see Amarel 1983, Amarel 1986).
Conversely, by approaching these issues of shifts of representation in the context of
design tasks, we are likely to identify problems and approaches that will advance basic
work on discovery and theory formation.

In order to work with realistic designs, it is essential to develop systems that can handie
high levels of complexity (hundreds of i i ificati

constraints, great variety of types of constraints). This requirement presents a new
challenge for Al research. It is not clear that currently available methods for handling
planning or design problems with a relatively small number of interacting goals can
scale up to problems of much higher complexity. This is an area that needs empirical
exploration, and (most probably) new ideas. A promising approach is to develop systems
that are able to use a small number of generic methods for controlling design processes,
and that have effective methods for assimilating domain-specific informatic~ *2 increase
the power and efficiency of design in specific domains.

A design system should be able to keep a record of the design process, i.e., the
reasoning process that establishes a bridge between given specifications and constraints
of a desired object on the one hand and a description of the object, in the required ‘final’ j
form, on the other. Such a record will be needed for purposes of incremental generation ‘
and modification of a solution, for analysis, explanation and training.

Design records should be available in an (appropriately structured) design knowledge
base to provide an experiential basis for future designs. Such a knowledge base can be
used for processes of redesign (they represent a large portion of practical design
activities), for processes of design by analogy, for training of designers, and for
processes of forming design theories in specific areas - via distilling information in the
knowledge base and shaping it into a form which is especially appropriate for handling
certain classes of design tasks with great efficiency.

Progress in Al methods for theory formation and learning is openifg the way to the
development of systems that can automatically acquire design expertise from design
experience. In some situations, theory formation and discovery methods are central
elements in systems for the automatic generation of designs An interesting example is
the design (discovery) of new materials, and of processes for manufacturing them, on

basis of a corpus of experience about other, similar, materials.

Issues of training (of designers, system operators and system maintainers) are of great
relevarce to issues of productivity; and they should receive special attention during the
design process. By introducing the concept of a comprehensive design knowledge base -

where a design is represented by a structured entity including specifications,
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constraints, representations of the design object, and the trace of reasoning that leads to
the design object - we make it possible to handle issues of documentation and training as
integral parts of the design task.

Another important issue that should be considered in exploring Al approaches to design is
the broader context within which a design problem is formulated. In many cases of
interest, the setting of design specifications is itselt a problem solving activity which is
responsive to higher level goals, or to goals that are ill-defined. In these cases, design
specifications can be seen as subgoals that are derived from higher level goals via
analysis, refinement and reduction. For example, functional specifications for the design
of a digital circuit, may be obtained as a subgoal in the course of solving a higher level
problem of computer design. Similarly, the specification of desired hydrodynamic
properties of a yacht's hull-keel-winglet assembly, may be derived from a higher level
planning problem whose goal is to win a race.

Often, the problem of formulating design specifications from higher level goals must be
handled within a system which is theory-limited or/and where relevant knowledge is
uncertain and incomplete. Yacht design driven by the goal of winning a race is an example
of such a situation. In these cases, the design specifications may have to change several
times in a process of 'generate-and-test’, which involves cycles of design,
implementation, physical testing, and evaluation of the design in light of the desired high
level goals. Thus, a design problem can be seen as residing in an inner loop of a larger
loop which characterizes the process of producing an object that satisfies the higher
level goals. The implications on Al and design are as follows: The real challenge is not
how to solve a single, well-formulated, design prcblem; but how to organize the
solution of a family of related problems whose formulations differ
‘relatively little’ from each other. This has interesting implications on the choice
of representations and control mechanisms to handle the design task. In particular,
issues of redesign and design modification become central.

The formulation of a deS|gn problem is influenced not only by the higher level goal
environment in which it is embedded, but also by its implementation context, e.g., by the
manufacturing and maintenance processes fo: implementing the design and for
supporting its integrity. As indicated previously, some of the constraints that enter in
the problem formulation, and the specification of the language for design structures,
should reflect assumptions about the implementation context. Often, these assumotions
are inaccurate or incomplete, or changes may occur in the implementation environment
as time unfolds. Again, these situations may lead to reformulations of the design

problem, and consequently to redesign activities. This has also implications on the
organization of systems for handling the design task.

Because of these issues of context, design problem solving should be viewed as
involving a multiplicity of related problem solving episodes. This is quite
different from the conventional viewpoint in Al which has concentrated on a single
problem solving episode, without much ‘transfer’ occuring between episodes. Therefore,
in studies of Al and design, increased attention should be given to ‘longitudinal
approaches’ that would focus on the behavior of a design system over relatively long
periods of time. Such a system would remember previous problem solving episodes, and
it would use them appropriately for handling current tasks. The situation in design is
similar to situations in planning problems where changes in the state of knowledge about
the problem induce a succession of related plan generation and plan modification
episodes. Fortunately, the recent emergence of work in case-based reasoning, in
reasoning by analogy, and in learning problem solving is producing ideas and systems
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that can provide starting points for research on longitudinal approaches to design
problem solving.

Another aspect of the dynamics of design problem solving is the acquisition of design
expertise with experience, which leads to improved design capabilities. This can be seen
as a major developmental process for design systems. In general, the dynamic
characteristics of design problem solving - at the performance level and at the
developmental level - have important implications on memory organization, and, more
specifically, on the building and maintenance of appropriate knowledge bases of designs.

1L DIRECTIONS FOR BASIC Al RESEARCH

In view of the issues on Al and design that we outlined above, and looking at Al research
from the perspective of impact on the automation of design, the following are directions
of basic Al research that need to be pushed and strengthened. We organize them in three
groups: solution methods, representations, and knowledge handling.

(a)Solution Methods

Development of methods for solving design problems with multiple interacting
goals of various types; procedures for analysis and for effective handling of
complex systems of constraints; approaches to the solution of formation
problems where problem goals are used mainly in an a posteriori mode for
control of solution generation; methods for coordinating the bottom-up
generation of candidate solutions with the top-down reasoning about design
specifications and constraints; approaches to hierarchical solution of design
problems, and related methods of constraint relaxation and approximate
optimization.

Development of effective methods for decomposing design problems into loosely
coupled subproblems, for handling subproblem interactions, and for combining
partial solutions; as an important special case, methods for partitioning goal seis
of a design problem so that each partition can be handled nearly independently,
and the resulting solutions for each partition can be readily assembled to obtain a
global solution to the problem; improved systems for handling reduction,
refinement and conflict resolution processes.

Development of methods for reasoning with qualitative and quantitative
information; procedures for effective coordination of mathematical
medels/methods with symbolic reasoning and heuristic search, These are

essential for bridging conventional engineering methodologies with Al problem
solving methods applied to real-life design tasks.

Development of systems for effectively handling a multiplicity of closely related

design problems; approaches to redesian, design from prototypes and desig:; by

analogy; methods of organizing in large memories records of previous design
cases - to support solution generation for a current problem by
adaptation/modification of solutions to stored cases of ‘similar’ design problems.
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(b) Representations

Development of representatlons for design processes at different stages of
completion and at different grains of detail; approaches to choosing
Lgp,r_es_gmmmns that are 'best suited' for specific design tasks (in terms of
computational efficiency), and methods for managing and coordinating multiple

representations (views) of a design; anproaches to ghifting representations in a
manner that increases performance in specific design tasks.

Of central importance is the organization of a knowledge base of design records,
where each record includes a trace of decisions that shows why a particular
solution to a design problem satisfies the specifications and constraints of the
problem, and is structured in a way that can be effectively used for such
processes as explanation, redesign, and design by analogy. Good progress has been
made to date in the development and use of design records for problems of
derivation type, where each part of a solution structure has a ‘raison d'etre’ in
terms of specific design specifications/constraints, e.g., in certain problems of
digital circuit design [see VEXED, in IV.a.(i) below]. The situation becomes more
difficult in problems of formation type where it is rare to have a justification
for each part of a solution structure in terms of specific design goals. In
problems of this type, a given functional property of the design, or the
satisfaction of a global constraint by the design, can only be traced to the
combined action of large subassemblies of the design structure, possibly to the
entire design structure. Many problems of boat design or aircraft design are of
this type. More basic work is needed on the construction and use of design records
for design problems that are close to the formation end of the derivation-
formation spectrum.

(c) Knowledge Handling
Development of approaches for the acquisition and shaping of domain knowledge in

ways that lead to major improvements in scope and efficiency of design systems;
methods for finding useful approximations to domain_theories, preferably in
parts of the domain that are especially relevant to problems of interest; in
particular, emphasis .on jnvertible approxjmations that permit reasoning to
proceed from function to structure; formation and use of models and specialized
theories tor parts of the design domain, and finding qualitative properties of
theories that are useful for guiding specific design tasks.

The evolution of a design domain, and the improvement of design expertise in the
domain, are marked by the development of more accurate domain theories and
computationally efficient approximations of them, the reformulation of
knowledge from a form that is mainly oriented to an a posteriori evaluation of
candidate solutions to an a priori control of solution construction, and the
creation of subdomains with specialized representations and methods. The study

of these knowledge transitions will lay the groundwork for computer-based tools
to support them.
Current work on machine learning and automalic acquisition of problem solving

experise needs to be pursued further in the context of design problems. Of
particular interest is extension of work on design_apprentices [see LEAP, in
IV.a.(iv) below]. Continuation of basic work on theory formation and machine
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discovery is needed to support research on the kncwledge transitions that
characterize the developmental aspects of design systems.

Research in these areas is expected to have major impact both on our understanding of
design processes and their automation, and also on several fundamental questions that are
of intrinsic concern to Al as a science. Thus by focusing on the challenge of
automating design processes, we are also providing an effective vehicle
for pushing research in several basic areas of Al

It is essential that basic work in Al along the directions just discussed be carried in
parallel with (or as part of an attempt to handle) specific design tasks. One or the
obvious advantages of this is that it provides a mechanism for effective testing of
ideas, as well as for assessing their limitations and identifying new problems. Ancther
important (but less obvious) advantage is that it induces joint consideration of (i)
solution methods, (ii) representations and (iii) knowledge handling in the context of a
single task. The task plays the role of an Integrating agent, and it facilitates the
understanding of interactions between control, representations and knowledge.

We will discuss next current efforts in Al and design, as well as directions of future
work. Since the design task is an important organizing factor in this area (both in
pulling and integrating the research efforts, and also for project management), we will
proceed by discussing projects that focus on specific design domains and on specific tasks
in these domains. It is not our intention to provide here a complete survey of work in the
field. There is a growing number of publications that cover current work in considerable
breadth and depth [see Tong 198723, Tong and Sriram 1988]. We would like, however, to
give a sense of the types of current and planned design tasks on which Al work is
focusing, and to discuss some of the experience obtained so far.

We will proceed therefore by presenting brief summaries of a few illustrative
projects. Our examples are taken mostly from work at Rutgers, or from planned
collaborative work which involves investigators at other institutions as well as at
Rutgers.

Another note regarding our choice of design domains and tasks. We are focusing attention
on domains that were found to be of high priority in the preliminary CAP studies - on
basis of technical, policy/economic and feasibility criteria [see section 1.c above].
V. EXAMPLES OF CURRENT WORK ON DESIGN TASKS

igi ircul i
(i) VEXED [Mitchell et al 1985a, Steinberg 1987]
Research in the VEXED project started at Rutgers about four years ago. The VEXED
system assists in the design of digital circuits from input-output specifications down 1o
the transistor level. It is implemented as part of an interactive circuit editor.
Design specifications are presented as desired functional (logical) and timing
properties of circuits. The language of solutions can be used to describe circuit

structures at various levels of abstraction - in terms of abstract modules, datapaths,
datastreams, and elementary transistor circuits. The key body of knowledge used by the
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system is a set of "implementation rules" for reasoning from functional goals to circuit
structures. Examples of such implementation rules, paraphrased in English, are:

IF the goal is to convert parallel to serial, THEN use a shift register.

IF the output at time t2 depends on an input at time t1, THEN one way to
implement a2 module is as a memory submodule, which holds the input value from
t1 to 2, and a second memory submodule which uses this stored value at {2 to
compute the output.

The implementation rules can be used to reason in a top-down mode. Each rule specifies
how a circuit module which is to perform a desired function can be specified as an
aggregate of submodules, each of which is to perform an appropriate component function.
The application of an implementation rule can be seen as a refinement of the design. This
is so because an incompletely specified design structure becomes further refined, i.e.,
more specified, by the rule application. Typically, a refinement represents a
decomposition of a design problem into subproblems. However, it is often difficult to
completely specify a decomposition via an implementation rule, because of the
difficulty of defining explicitly all the interactions between subproblems. On basis of
domain knowledge about digital circuits, interactions between subproblems in a
refinement step can be specified in the form of constraints at the interfaces between
submodules of the refined module. As submodules become further refined, interfaces
become further constrained. The VEXED system has a powerful constraint propagation
subsystem, called CRITTER [Kelly 1985] that communicates appropriate constraints to
parts of a circuit structure that are affected by constraints in other parts. Thus one-or-
more steps of refinement + constraint propagation have the effect of completely
decomposing the original design problem into a set of ‘elementary’ design problems
whosae solution is known. This method of solution construction can be seen as a form of

relaxed reduction [Amarel 1987, Amarel 1983].

The trace of reasoning that starts with functional specifications for a circuit, and
proceeds via a sequence of refinement + constraint propagation steps to specify the
circuit structure, is called the design plan associated with the circuit, and is used as the
design record, This can be seen as a structural description of the circuit in terms of
aggregates (structural parts, modules) at different levels of abstraction. These
structural parts of the solution are defined by the refinement steps that were used by the
system in the course of generating the solution. Also, the design plan can be seen as a
justification/explanation of why the various parts of the structure were selected to
perform their specific local functions in view of the global functional requirement
imposed on the circuit.

The design problem handled by VEXED is a derivation problem. The design goals have a
strong direct influence on solution construction. In particular, the system can reason
from a global functional requirement to local functional requirements of parts of the
circuit, and from them to structural definitions of circuit parts and their
interconnections.

The domain specification of VEXED includes (i) knowledge about relationships between
structure and function in digital circuits, about signai timings and about encodings, and
(i) a taxonomy of component types (e.g., memories, boolean circuits). The
implementation rules can be seen as part of the domain specification. Alternatively, they
can be seen as part of the specification of the language of solutions, in particular, as the
‘grammar rules' that determine how circuils are to be structured.
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The mode of interaction with VEXED is as follows: the user selects a design (sub)task; the
system suggests possible refinements; the user selects a refinement; the system carries
out the refinement, propagates and checks new constraints, maintains a design record,
and presents to the user the state of the design process. Thus the user is responsible for
control of the design process - both attention control, i.e., on what task to focus next, and
for move selection, i.e., what implementation rule to choose.

The emphasis in the VEXED project is on representational and knowledge
structuring Issues in the digital circuits domain, as well as on mechanisms for
maintaining consistency between constraints in different parts of a candidate design, and
for managing design records.

The present state of VEXED is as follows. The system includes approximately 50
implementation rules, covering most of standard NMOS designs of boolean functions, plus
some latches. Students in an introductory VLSI class at Rutgers have used the system to
design simple circuits (e.g., full adders). The system is slow, largely because of the
time cost of constraint propagation. It takes approximately 5 minutes to design a
circuit with 20 modules on a Xerox 1109.

Recently, the domain-independent aspects of VEXED, i.e., the part that implements the
method of retinement + constraint propagation, were abstracted into a system called
EVEXED, and EVEXED was used to reimplement VEXED and also to implement MEET, a
system that designs mechanical systems for transmission of rotational power [see IV. b.
below].

Research in the project is now focusing on the problem of scaling up the complexity
of designs that VEXED can handle by reducing the time complexity of
constraint propagation. Another problem that will receive increased attention is
how to develop a system architecture that embodies a general method of design (in
particular, refinement + constraint propagation) together with means of “"compiling”
information about a specific design domain expressed in some general formalism into an
efficient specialized representation and program. This is part of a more general goal of
how to handle more effectively knowledge acquisition and restructuring in
design problems.

Other problems that were identified in the course of work with VEXED is the issue of
automating control decisions in the course of design; the issue of multiple
interacting goals in design, in particular accomodating constraints on resources;
approaches to redesign; and the automatic learning of design rules. Several
projects that are closely related to VEXED have been concentrating on these issues. We
will discuss them briefly in the following.

(ii) DONTE [Tong 1987b, Tong 1988]

Research on the DONTE project started at Stanford and Xerox about four years ago, as a
successor to the Palladio project [Brown et al 1983]. Work on the project is continuing
at Rutgers. The DONTE system designs digital circuits to meet given functionai
specifications (as in VEXED) and resource constraints. The basic model of design is
similar to the top-down refinement + constraint propagation of VEXED. However, it
extends the VEXED approach by concentrating on (i) a multigoal situation of special




significance, in particular how to handle global resource constraints (e.g., gate count) as
well as functional goals; and (i) methods for automating the control of design.

One idea embodied in DONTE is to work with resource budgets distributed over a
candidate design structure, and to focus attention on those parts of the design where the
estimated resource use is most critical compared to the budget. Another idea is to do a
preliminary, trial, design; to find out how constraints imposed by one decision affect
other decisions; and then to redo the design, trying to order decisions in a manner that
utilizes best the knowledge about constraint dependencies.

The following is an example of the type of problem that DONTE handles: find an
(hardware) implementation for a stack that stores data as a list of 2-bit elements,
performs Push and Pop functions, uses TTL circuits, and is constrained to use one
control port, and not to exceed a gate count of 60.

The DONTE project continues to provide a focus for research on resource constrained
design, and on control of relaxed reduction processes in the environment of digital
circuit design tasks.

One aspect of the DONTE approach is conceptually related to the AIR-CYL project at Ohio
State [Brown and Chandrasekaran 1985]. In the AIR-CYL project, processes of routine
design are studied in the context of designing Air Cylinders. In response to given design
specifications, a pre-cached rough design structure is selected, which contains several
open parameters. The possible values of the parameters are governed by a given set of
constraints. In a subsequent stage of design refinement, the parameters are assigned
values through a sequence of decisions that are guided by the constraint structure. This
process is similar to the DONTE approach of generating a rough design, and then
refining/improving the design by using the information gathered on constraint
dependencies between parts of the rough design. However, in the DONTE case, the initial
design structure is assembled by the system, and not retrieved as a pre-stored schema.

(i) REDESIGN [Mitchell et al1983]; BOGART [Mostow 1988]

A very common way of approaching a design task is to focus on a ‘similar’, previously
completed design, and then to use the previous design as a prototype which must be
appropnately adjusted in order to solve the problem on hand The design record plays a
central role in such a process of redesign. A

Early research in this area was carried in the REDESIGN project at Rutgers, which has
been succeeded recently by BOGART.

The domain of the REDESIGN project was digital circuit design . Its task was to redesign
digital circuits to meet altered functional specifications. The project preceeded VEXED,
and it introduced the main representations and knowledge bodies that are being used in
VEXED. In particular, the notion of a design record in the form of a design plan, as
currently used in VEXED, was a key element in the approach. A design plan is a
representation of the design where the design structure is articulated/explained in
terms of the sequence of refinements made to generate it. The REDESIGN system had
available refirement rules of the type used in VEXED, and the CRITTER constraint
propagator. The system took as input the design plan of the original circuit, and it
proceeded - via a means-ends analysis - to repair constraint violations that the altered
design specifications imposed on the original design. The repairs included insertions of
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new interfaces and changes in module specifications. The mode of operation was
interactive: the system localizes (sutb)modules that need to change, generates redesign
options as (sub)module specifications, and ranks options using weak heuristics; the user
selects and implements a redesign option; the system detects and repairs side effects, via
another redesign.

BOGART is REDESIGN's successor at Rutgers. The system takes a broader view of the
redesign task, it tries to reduce the need for user intervention, and it is integrated in
VEXED. The goal is to find effective ways of reusing VEXED designs by adapting them to
new specifications - which is more general than handling a specification change for a
given design. The approach is to use the design plan of a previous relevant design as a
guide for the construction of a plan for the current design. More specifically, an attempt
is made to use as much as possible of the high level steps in the previous plan (these
correspond to the ‘large grain' specification of the design structure) for the current
design situation. The mode of operation is interactive: tha user selects a relevant
previous design plan; the system ‘replays’ successive steps of the plan in a top-down
mode, figuring out which new modules correspond to which old ones; when attempts to
establish correspondences fail, the full VEXED is used to do the rest of the design.

Future research in this area will be directed to methods for automatically retrieving
design plans relevant to a given design problem, finding the corresponding parts of new
and old designs, and deciding which parts must be changed. Also, more work is pianned on
methods for handiing the required changes in a design - by specialized patching
operations, or by general design approaches.

(iv) LEAP [Mitchell et al 1985b]

The LEAP system is a "learning apprentice” for the VEXED digital circuit design system,
whose development started at Rutgers about four years ago. During the operation of
VEXED, a user chooses what module to refine next and which implementation rule to
apply. A user who doesn't like any of the rules applicable to a module can elect instead to
refine it by hand, using a graphic editor. LEAP uses the domain knowledge (theory) on
circuit analysis available to VEXED to verify/explain the correctness of the manual step,
and then it generalizes the explanation into a new implementation rule. The rule retains
only the features of context and function that are mentionad in the explanation.

A prototype of LEAP exists currently, and it has learned several simple rules of digital
circuit design. One of its limitations comes from limits on the circuit verifier. Also,
since leaming in LEAP takes place on basis of a single 'example’, via Explanation Based
Generalization (EBG) [see Mitchell et al 19863], it relies on a strong domain theory.
This requirement does not pose problems when the learning of rules is at the boolean
logic level, but it starts to create difficulties at higher levels of design (i.e, closer to
system architecture). Another current limitation of LEAP is its inability to learn under
what conditions to apply which rule of implementation, or to provide the user with the
information needed how to choose. Further research on LEAP is focusing on these
limitations.

In addition to the LEAP approach, where a design system can learn by observing actions
of experts, there is another approach to learning that is based on the system's own
experience in design. A system could use its experience in order to generalize succesful
decisions, avoid unsuccesful decisions and order decisions more effectively. There is a

growing acuvity in the machine learning community on the automation of learning from
problem solving experience [see Mitchell et al 1986b]. Worik in this area, which is

54




especially oriented to design problems, is now underway at Rutgers [see Mostow and
Bhatnagar 1987]. Progress in methods of learning from problem solving experience or
in learning from observation, can have significant impact on the automatic acquisition of
design expertise, and more generally, on modes of guiding the evolution of realistic
design systems. However, much basic Al work is still needed on learning approaches to
design.

b. Mechanical Design of Rotational Transmissions: MEET
[Langrana et aj 1986]

Research on the MEET project started at Rutgers about three years ago. The MEET system
assists in the design of gear, pulley and V-belt systems in response to given functional
specifications, domain constraints, and optimality conditions. An important goal of this
project is to test and extend the VEXED method of top-down design in a different domain.
MEET was implemented in EVEXED, a general system framework that embodies the VEXED
design method.

In a manner analogous to functional specifications in VEXED , the functional
specifications in MEET are given as relationships between states of motion® of the mput
and output of the desired design. A "state of motion” of a mechanical element specifies its
rotational speed, its direction of rotation, the power associated with the motion, and the
element’s location. A design structure (i.e., a solution to the design problem) is
represented as an assembly of motion transmitting modules and their linkages.

The design process in MEET has two phases. In the first phase, the VEXED method of top-
down desig: is used. The reasoning proceeds from given functional sp=acifications 10 a
candidate design structure, via a sequence of refinement + constraint propagation steps.
The knowledge used for this phase includes (i) a set of implementation rules (e,g., If
desire a gear ratio r, where r>10, Then use a compound gear with each having ratio
SquareRoot (r)); (ii) a taxonomy of module types (e.g., crossed-belt systems); and
(iii) knowledge about functional properties of modules (e.g., If output of a crossed-belit
rotates clockwise, then input rotates counterclockwise). At the end of the first phase of
design, MEET has a candidate design structure with several open parameters.

The second phase of design is devoted to assigning values to the open parameters of the
candidate structure. In this phase, approximate numerical optimization methods are
used, such as constrained hill climbing. A typical task in this phase is to assign gear
dimensions to a gear module that was roughly specified in the previous design phase. This
involves the choice of values for diameter, face and number of teeth of the gear, under
given strength constraints and optimality conditions (e.g., min weight, cost).

Although the MEET system incorporates the symbolic method of VEXED for obtaining a
qualitative specification of possible design solutions, it needs a different approach for
the detailed design of submodules that must satisfy certain physical and optimality
constraints. Reasoning with these constraints is best handled by working with
conventional mathematical models and numerical methods. Many design tasks require a
combination of symbolic approaches and mathematical/numerical methods. MEET
provides a good environment for further study of coordination between symbolic
reasoning and numerical optimization. This is an area that needs more work.

In general, development of the MEET system, and experimentation in the domain of
mechanical transmissions, is still underway.
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V. EXAMPLES O" PLANNED WORK ON NEW DESIGN TASKS

The followmg is an outline of new desugn task environments that are being explored at
present. Future work in these areas is planned as a collaborative effort involving people
at Rutgers and researchers from other institutions.

a. Design of Computer Architectures

Previous work at Berkeley resulted in the development of a CAD tool, called the Advanced
Siticon-compiler in Prolog (ASP), which accepts a high level specification of an
instruction set architecture (ISA) as input, and produces a VLSI chip design as an output
[Despain et al 1987].

Current plans are to pursue a collaborative effort, involving Berkeley and Rutgers
investigators, that will focus on the higher level problem of how to design a
computer architecture in response to requirements abou: the programs
that we want to execute on the computer. The design goals in this case will be in
the form of a set of benchmark application programs that must run as fast as possible on
the computer architecture, given such implementation constraints as chip area and
power.

A solution to the design problem will be in the form of a ISA and its VLSI
implementation. Given a candidate ISA, it can be functionally evaluated by executing
symbolically the benchmark programs on a process model of the ISA. Also, features of
the candidate ISA's implementation, such as chip area, can be evaluated by obtaining, via
ASP, the VLSI structure that corresponds to the ISA.

The proposed approach is to derive from the benchmark programs an initial ISA; and
then to transform the initial ISA, via a set of operator applications, until a "near
optimal® ISA is obtained that satisfies the functional requirements defined by the
benchmark programs, and also the constraints on the implementation.

The reasonmg needed to generate the initial ISA is expected to be faarly stranghtforward
assuming that we have available the formal semantics of the programming language in
which the benchmark programs are expressed. The main problem is how to
transform the Initial ISA into a "near optimal” ISA. Here we have a formation
problem, where several cycles of 'generate , evaluate, and revise' are needed, and most
of the domain knowledge is used in an a posteriori mode, in the evaluation phase of each
cycle. These problems are more difficult to handle than derivation problems where
domain knowledge is used primarily in an a priori mode for the geferation of candidate
designs (such as in VEXED).

However, many realistic design problems are of formation type. Therefore, it is
important to explore possible approaches to these problems, by building on top of the
work that is slowly accumulating in Al in thi¢ area [see Amarel 1986], and by focusing
on domains and tasks on which human designers have developed substantial experience so
far. Fortunately, the approach proposed here is similar to the approach that has been
used to manually create a number of succesful computer architectures. For example, the
well known Reduced Instruction Set Computer (RISC) architectures were developed in
just such a cycle of executing programs on a proposed architecture, analyzing the
results, modifying the architecture , and executing again.
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Work in this area can have strong impact on computer design, and in particular on the
rapid prototyping of accelerators and other special-purpose processors that are tuned to
the efficient solution of special classes of problems. From the Al point of view, the issues
elicited by ‘work in this design task include (i) representational choices, (ii) handling of
multipie goals, (iii) methods for solving formation problems, and (iv) approaches to
the partial inversion of domain knowledge so that it can provide direct guidance to the
process of going from one candidate design to the next. Another important issue is
complexity. By focusing on a design problem of increased complexity (relative to
current efforts) we are forced to examine problems that may emerge from attempts to
scale up current methods, especially in areas of problem decompeosition and constraint
propagation.

b. Marine Design

In previous work at SAIC's Marine Hydrodynamis Division, powerful computer-based
systems were developed for assisting designers in various tasks of ship and marine
platform design. In particular, these systems were used for the succesful design of
the 12-meter yacht Stars & Stripes which won the 1987 America's Cup
competition [Letcher et al 1987]. The goal of this design effort was to generate a
hullkeelwinglet configuration for a yacht that would maximize the chances of winning
the competition - given a set of assumptions about the sea and weather environment of
the races, about the opponent, and about the tactics to be used by the yacht's crew.

The design effort for the 1987 Ainerica's Cup competition was unprecedented in both
scope and depth in the domain of yacht design. The project produced new aerodynamic and
hydrodynamic theories; developed comprehensive computer-based evaluation
frameworks for candidate designs, and applied them to the analysis of thousands of
hullkeel/winglet configurations; and perfected a methodology for coordinating computer
design/evaluation and field construction/testing.

In the course of this effort it became evident that the use of complete hydrodynamic
theories to evaluate detailed candidate designs was cumbersome and very costly in time
and computer resources. This led to the development of simplified computational
models based on approximate theories of the physics of flow and on simplified yacht
geometries. In addition to facilitating the evaluation of candidate designs, these
simplified models enabled the performance of parametric studies on the
functional effect of changes in key structural features of candidate
designs. These computer-based, symbolic, experiments helped 1o improve
understanding of component functions, which in turn helped the process of searching for
an optimal design configuration. A similar experience with the advantages of developing
and using appropriate specialized and simplified models was obtained during the design of
SWATH (Small Waterplane Area Twin Hull) ships at SAIC. In the SWATH design effont,
specialized models were used to solve the “inverse problem” of specifying the hull shape
from the requirement of optimal total drag.

The main emphasis of these efforts has been on computer-based analysis and
evaluation of candidate designs - from the point of view of their behavior in the
physical environment, and also from the point of view of higher level goals, such as
winning a race. The choice of a candidate design and the transition from one candidate to
the next - in light of the evidence provided by the evaluation of previous candidates and
by parametric experiments - was done by people. The automation of these choices is not
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easy, since we are faced with a formation problem, where the available knowledge is
in a form that allows little direct guidance from design goals to candidate configurations.

However, the experience with manual designs has provided valuable inputs for the
developmeht of computer-based approaches to the solution of some of the formation
problem encountered in this domain. More specifically, the experience at SAIC has
shown (i) the importance of finding appropriate specialized/simplified models, (ii) the
significance of carrying out disciplined experiments in the space of designs to obtain an
understanding of local structure-function relationships, and (iii) the desirability of
using the computer to assist in the overall control of the design process.

Current plans are to pursue a collaborative effort involving researchers from SAIC and
Rutgers, which builds on top of the previous design experience, and focuses on the
exploration of Al methods that will enable computer-based systems to increase their
participation in the high level tasks of generating/modifying candidate solutions. This
work will require close coordination between Al methods and techniques on
the one hand, and mathematical models and numerical methods on the
other. There are a number of system issues that must be resolved in order to couple
gracefully the numerical packages used in previous ‘conventional' design efforts with the
system frameworks used in Al. Research will center on computer approaches to the
following tasks:

the process of formulating appropriate simplified models and
abstractions in the domain, and their use in design decisions;

the identification and effective use of problem decomposition;

the handling of multiple goals, and especially the integrated evaluation of
candidate designs relative to the different goals; and

control of the search for solution - with emphasis on experimentation
in design space to find structure-function regularities, and on methods for
using this knowledge to increase the effectiveness of problem solving.

Progress in this domain promises to have a significant impact on innovation in marine
design. Also, this project provides an excellent experiential basis for work on key Al
issues related to design, and a good testbed for the exploration of new ideas in this area.

c. Aircraft Design

There is a close relationship between problems in aircraft design and problems in
marine design. There are however, very important differences. Among these, most
notably, is the degree of tolerance or sharpness of the design relative to design
constraints. In general, aircraft design is much more constrained.

Recent work at NASA Langley and Lockheed Aircraft [Sobieszczanski-Sobiesky et al
1982, 1984, Sobieszczanski-Sobiesky 1988] has resulted in important methodological
advances in certain aspects of aircraft design. In particular, a new systematic approach
to multilevel design decomposition was proposed. The proposed approach was
succesfully demonstrated in the preliminary design of a large transport aircraft. In
general, this research elucidated some of the difficult issues involved in selecting a 'good'
decomposition of the design process, i.e., one that minimizes coupling between component
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processes. Work in the related area of handling multiple design goals has resulted in
a mathematical framework for concurrent design, which was used to guide such
processes as wing design that takes into consideration both aerodynamic and structural
specifications.

Current plans are to pursue a collaborative effort, involving researchers from NASA
Langley, SAIC Applied Physics Division, and Rutgers, which will build on the previous
work in this area, and will focus on the automation of decomposition processes in
aircraft design via a combination of Al methods and mathematical optimization
techniques. Another proposed direction of research is to focus on concurrent design
of aircraft wings, and to explore ways in which appropriately chosen simplified
aerodynamic and structural models can be brought to bear jointly on design decisions.
This work will require close synergy between Al methods and numerical computations.

As in the marine design domain, work in the aircraft domain depends heavily on our
ability to develop computer-based methods for finding and using approximate
theories and specialized models. Such simplified models are needed, not only
because of the computational complexity involved in using complete theories, but also
because they provide a basis for a qualitative understanding of structure-function
relationships that can be used to guide design decisions. Current wek in Al on
qualitative exploration of dynamic systems [see Hut and Sussman 1987]is
relevant here. More work is needed in this area.

The potential practical impact of progress in the domain of aircraft design is enormous.
From the point of view of Al research, the problems are similar to those encountered in
marine design, except that the increased tightness of design constraints may induce
changes in approach. in general, by studying similar problems in closely related
domains we are in a better position to assess the generality and transferability of
approaches.

d. Desigr of Chemical Processes and Materials

The domains of marine and aircraft design that we discussed above are characterized by
comprehensive bodies of theory that can be used for predicting properties of candidate
designs. However, the theories are essentially intractable (very demanding in time
and computer resources), and we need to develop approximate, specialized, theories in
order to proceed realistically with the process of design.

There are many design domains that do not have a body of theory on which to base
reasoning about designs, or they have theories that are incomplete or innacurate.
This is the case in the design of chemical processes invoiving poorly characterized
reactions. In such cases, the design process can at best produce a plausible design, which
must be then physically implemented and tested, and after this it must be refined
based on analyzing the resuits of the test. This can be seen as a prototype-test-refine
approach to design.

This approach is currently being studied at CMU as part of a project to develop an
intelligent assistant for the design, implementation, interpretation, and optimization of
reaction processes in a particular branch of organic chemistry. The chemistry focus of
this research is the synthesis of new covalently linked multichromophore assembilies,
which is expected to help in understanding photosynthesis and other biological processes.
The project is concerned with the synthesis of new organic molecules via new




reaction steps. In particular, knowledge about the reactions is incomplete. For a given
reaction step one might know in advance the necessary starting reactants and primary
products, but be uncertain about possible side reactions, the effect of various catalysts
on the reaction step, or the precise effect of concentration, temperature, pressure, or
other parameters on reaction yield.

In such a situation, a first phase of an initial design cycle will have as a goal to generate
a prototyplical version (a sketch) of the desired sequence of reaction steps, with
nominal values assigned to reaction parameters. This can be easily done with current Ai
methods of goal-directed planning, based on whatever initial knowledge exists about
individual reaction steps. A second phase will consist of an experiment that implements
the initial sequence and determines the actual outcome of the synthesis. Differences
between intended and actual outcomes (of individual steps and of the entire sequence)
are then established and analyzed. In a third phase, in light of the differences uncovered
by the experiment and by using additional basic knowledge about reaction mechanisms,
the reaction sequenca is redesigned. This can be seen as a refinement of the design. At
this point, a second design cycle is initiated, similar to the first, and the process
continues until a design with the desired properties is actually obtained.

From the point of view of Al research, the problems encountered in this project are
mainly in the areas of knowledge acquisition, refinement, and representation.
A collaborative effort is now planned, involving researchers from CMU and Rutgers,
which will focus on the following issues:

Characterization of the types and roles of kncwledge that guide ‘a)
initial design and (b) design revisions - in response to discrepancies between
design goals (intentions) and actual properties of candidate designs (obtained by
observation). In particular, how can design revisions be supported by basic
knowledge (underlying principles) in the domain.

Methods for automatically refining the initial domain knowledje in
response to new information gained from analysis of experiments in the
prototype-test-refine cycles. Automatic modification/improvement of theories
about individual reaction steps.

Methods by which the system may acquire knowledge from the user both by
direct input and by analyzing the user's behavior in solving individual synthesis
problems. Extension of the concept of a ‘'learning apprentice’, which has been
developed in the context of digital circuit design [see LEAP in IV.a. above], to the
present domain. '

Progress in this project will provide useful tools for synthetic chemistry. It will also
provide a model for handling a large class of design tasks that are characterized by
incomplete or inaccurate domain theories. The design of new materials is in this
class, and has many similarities with the design of reaction processes for the production
of new chemicals. Collaborative work in this area is planned, involving investigators
from CMU and Rutgers, with emphasis on the synthesis of metal alloys, fiber optics and
composites.

The plan is to develop a data base of prior material designs, including process
information and parametric models for extrapolating from prior experience. To the
extent that scientific knowledge exists (possibly incomplete) for guiding material
synthesis, it will be explicitly used for search of processes that will produce materials
with desired characteristics - in a manner similar to the process outlined for chemical
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synthesis. If little theory is available in the domain, then design can be guided by the
cases recorded in the data base of previous material designs. The design process will
proceed by analogy, based on one or more recorded cases that are 'similar’ to the case
under consideration. This is an area where more work is needed. The availability of
appropriate'representations of records of previous designs is essential for the
effectiveness of processes of design by ana!>gy

V1. EXPECTED IMPACT ON THEQRY AND PRACTICE OF DESIGN

From the point of view of Design, a major push in Al (and in related areas of advanced
computing) along the lines discussed above, can be expected to produce the following
resuits:

advanced design and analysis tools to assess the performance, cost, reliability,
maintainability, producibility and other attributes of design and manufacturing
alternatives; _

high level integrated design systems for specific domains (e.g., digital systems,
marine platforms, etc.) containing the knowledge necessary to generate design
and implementation (manufacturing) plans from functional specifications and
other constraints, so that the designs are optimized for manufacturability and
maintainability as well as operational performance;

consulting systems for design and process planning which integrate and scale-up
results demonstrated in specific domains, and learning capabilities for
improving system performance with experience;

generic models of design processes, and softwvare environments based on these
models, that support development of automated (or quasi-automated) design
systems in a number of domains;

scientific advan n hnol innovations in the general area of design and
manufacturing.

Vil. CONCLUDING COMMENTS

In recent years we witnessed a growing :-vel of activity in Al and Design. Experience
drawn from various studies and exploratory systems in this area has been accumulating
rapidly. There has been good progress in handling certain kinds of design tasks in
domains where relevant knowledge is available in a fairly well structured and tractable
form, and at levels of complexily that are relatively modest. What is more important is
that the work done so far has resuited in an increased understanding of the key scientific
and technica! issues involved. [n particular, previous work in this area has helped us to
identify specific directions of basic work in Al that need increased attention in order to
provide the foundations for computer-based handling of a broader range of realistic
ces. .1 problems.

The directions of Al research that need 1o be vigorously pursued are in the broad area of
problem solving - with emphasis on complex planning and

constraint satisfaction problems. Within this broad area, there are certain issues of
reasoning about problem formuiations, of control of problem solving processes, of
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choice of representations, and of knowledge handling (acquisition, structuring,
management and appropriate use) that require special attention. These issues were
discussed in some detail in sections i and lil above. It is interesting to note that the
directions of Al research that are induced from considerations of design problems have a
strong ovetiap with main lines of basic work in Al - as seen from inside the discipline.

Thus a research push in Al and Design can be expected to have significant
impact both on the theory and practice of Design and on the scientific and
technological advancement of Al i~ general.

Wa strongly suggest that projects in the area of Al and Design should include both
desigin-oriented system developments that explore Ai approaches in specific
domains, and core research in Al that has general relevance to design tasks. The
‘core’ work should grow in the environment of the system development efforts, and it
should maintain close conceptual links with these efforts. There is ample experience in
Al that shows the power of such an approach, e.g., the Al in Medicine projects of the
seventies [see Clancey and Shortliffe 1984, Amarel 1974] and the DENDRAL project at
Stanford [see Lindsay et al 1980]. As can be seen from the examples of design tasks
discussed in previous sections, there are several design domains that can provide
excellent focal points for intensified future work along the lines that we are proposing.

We can expect that the 'pull’ of a major effort on Al and Design can have an impact on
advanced problem solving in Al that is analogous to the impact of the Al in Medicine ‘pull’
of a decade ago that resulted in major progress on classification and interpretation
problems in Al, and in the phenomenal development of the knowledge-based, expert,
systems technology.

Since the early seventies there have been substantial developments in ‘conventional’
CAD/CAM systems, where the emphasis is on tools for representing, analyzing and
evaluating designs. These efforts have resulted in technologies and systems that are
widely used by industry. Recently, developers of CAD/CAM systems, and designers with
an eye on faster innovation cycles, have been looking for computer-based capabilities
that increase overall flexibility, capture and retain previous design experience, and
provide support in the early, conceptual, stages of design. Such support is needed in the
formulation and management of design specifications and constraints, in the generation
of design options, and in the control of the multitude of processes that take place during
design. In short, they have been looking for "intelligent” design assistants. Thus,
we see a confluence of attitudes and developments in the ‘conventional' CAD/CAM
community and in the Al and Design community.

In light of the present state of Al, and of the prugress that has been achieved to date in Al
and Design, and also taking into consideration the pressures that are building from
industry for methods and tools that can increase productivity, we believe it is timely to
move towards the implementation of certain parts of the CAP conceptplan which we
outlined in section l.c. above, in particular of those aspects that seek to capitalize on
developments and opportunities in Al. The major goal is to obtain dramatic
improvements in industrial productivity via effective automation of
design and manufacturing processes. Our general thesis is that the computer field
is now at a point where it can provide the intellectual foundations and the technical basis
for an effort that can respond effectively to this challenge. The more specific message
that this paper intends to convey is that substantial progress can be made
towards the goal of productivity improvement oy
strengthening/accelerating research and development in certain key




]

areas of Al (and in related areas of advanced computing) that are relevant
to the understanding and mechanization of design in its various forms.
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RECOVERY OF 3-D MOTION AND STRUCTURE
FROM IMAGE CORRESPONDENCES

USING A DIRECTIONAL CONFIDENCE MEASURE

Gilad Adiv*

Edward Riseman

ABSTRACT

We present a new scheme for computing 3-D motion and structure from a flow field rep-
resenting either image velocities or image displacements between two frames. This scheme
is based on a global least-squares technique, introduced in {Adi85a,b], for minimizing the
deviation between the given flow field and the field predicted by the hypothesized 3-D mo-
tion and structure. Here. this technique is generalized by assigning a directional confidence
measure to each flow vector. This confidence measure is defined by two orthogonal axes
and corresponding confidence values, representing the reliability of the estimated image
motion along each axis. It is shown how to relate these confidence values to the error
distributions of the estimated flow values. The directional confidence measure is especially
useful for recovering 3-D information from correspondences of line segments or edge points,
where the normal component of the image motion is much more reliable than the tangential
component. Experiments based on simulated and real data demonstrate the improvement
achieved by employing a directional confidence measure instead of a scalar confidence mea-

sure. Finally, we show that the reliability of depth estimates can be predicted from the
confidence measure.

* The author is with Rafael, POB 2250(34), Haifa 31021, Israel. Most of this work was performed
when he was a visiting scientist at the Computer and Information Science Department, University of
Massachusetts, Amherst, MA 01003.
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1. INTRODUCTION

The problem of passive navigation, where a sensor is moving through a stationary en-
vironment, is one of the ma jor research issues in the area of dynamic visual interpretation.
Given two perspective views from such a sensor, it is possible to extract the 3-D motion of
the sensor and the structure of the environment, up to a scaling factor. Such information

can be used to control the motion of vehicles or robots.

The most common approach for the analysis of visual motion is based on two phases.
The first phase 1s computation of image correspondences, usually referred to as an optical
flow field, or a displacement field. The second phase consists of an interpretation of this
field. Many of the algorithms described in the literature use point correspondences in
the second phase (e.g., {Cll79], [Lon81], Bru8l], {Tsa84], [Adi85a,b]). Given an image
point, we know that it is the projection of one of an infinite number of points in the 3-D
space, all of them located on a ray defined by the image point and the lens center. The
correspondence of a point in the first image to a point in the second image means that the
two 3-D rays associated with these points intersect each other. This puts a constraint on
the problem and, therefore, given a sufficient number of point correspondences, the 3-D

motion and structure can be extracted (up to a scaling factor).

Recently, a few authors have proposed to compute 3-D motion and structure from
line correspondences (e.g., [Liu88], [Fau87|, [Spe87]), utilizing the information given by
the orientation and the distance from the origin of the lines. This new approach may
be very useful in man-made environments where straight lines are dominant and stable
features. 1t has been found, however, that correspondence of a line in two frames does

not sufficiently constrain the problem; that is, the 3-D mo.ion and structure c.n not be
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recovered from such information. To understand this, notice that a line in the image is
associated with a plane in the 3-D space containing all the 3-D lines possibly generating
the image line. A correspondence of a line in the first image to a line in the second image is
equivalent, therefore, to the intersection of the two associated 3-D planes. Unfortunately,
two arbitrary planes generally intersect each oiher and, therefore, no constraint on the
motion parameters can be obtained from such an intersection. Thus, line correspondences

over three frames are necessary for recovery of 3-D motion.

In all interesting applications measurements of image motion are corrupted by noise.
Therefore, the recovery of 3-D motion and structure should be based on the mirimization
of some error function of these 3-D variables. Such a function is usually the sum of error
terms, where each term is associated with one image correspondence. The contribution of
this term to the global error function should depend on the reliability of the related image
motion measurement. In [Bru8l] and [Adi85a,b] the overall reliability of each flow vector
is assumed to be estimated and represented by a scalar confidence measure. This measure
was integrated into a least-squares scheme for minimizing the sum of deviations between
the measured flow vectors and the corresponding vectors predicted by the hypothesized

3-D parameters.

Anandan [Ana87, Ana88] has introduced a more general confidence measure, which
we call the directional confidence measure. This measure can bé employed as a tool for
improving the representation of knowledge about uncertainties of image n otion measure-
ments. It is defined by two orthogonal axes and corresponding confidence values, giving
the reliability of the estimation of displacement along each axis. Typically, the axis with
maximal confidence value will be oriented in the direction of the image gradient. Anandan

has applied such a directional confiderce measurc to the estimation of a dense displace-
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ment field. In this technique, each displacement vector is assigned a directional confidence
measure, based on the curvatures of an error surface associated with the measurements
for determining this vector. The confidence measure is employed to control the smoothing
between adjacent vectors. A similar “oriented smoothness” approach is taken by Nagel and
Enkelmann [Nag86], but without recognizing the implicit use of a directional confidence

measure.

We will employ the directional confidence measure as a tool for developing a unified
approach for solving 3-D motion and structure from point and line correspondences. This
tool is especially important in the case of line correspondences, and we will use tnis case
for motivating our approach. We have already concluded that line correspondences over
three frames are apparently necessary for recovering 3-D motion. Using a third frame is
roughly equivalent to using second-order time derivatives of the line parameters. However,
such derivatives can not be expected to be recovered reliably in the presence of noise, and
this solution may be particularly sensitive to noise if the t’ .ee viewpoints are close to each

other.

In this paper we present another approach. Usually, endpoints of lines in the image
can be extracted, and the lines are given as line segments. We argue that, utilizing the
information given by the location of line =ndpoints, the 3-D motion and structure can be
estimated reliably using only two {rames. In other words, we will introduce 2 method for
recovering 3-D interpretation consistent not only with the line equations, but also with the
location of the endpoints along the line (Fig. 1). This approach can also be rega:ded as a

specific case of solving motion and structure from point correspondences.

Of course, the determination of an endpoint location along a line may be a difficult
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(a) (b)

Fig. 1: Correspondence of lines with and without endpoint correspondence.
l; is a line segment in the first frame and l; is a corresponding line segment
in the second frame. (a) A 3-D solution that transforms l; as shown is
supported by this 2-D line correspondence if consistency of the line equations
is the only criterion. It is not supported if, in addition, an overlapping of the
line segments is required. (b) In this more restrictive sense, a 3-D solution
that transforms the endpoints of /; to the endpoints of Il is maximally
supported by the line correspondence.

task, and sensitive to noise. On the other hand, the transverse location of the endpoint
can be expected to be measured accurately. Therefore, when evaluating the consistency
of a hypothesized 3-D solution with image correspondences of line segments, the deviation

along a line should be allowed to be larger than the deviation in the transverse direction

(see Fig. 2).

This observation can be given a mathematical formulation by giving the longitudinal
deviation a relatively small weight, while giving the transverse deviation a relatively large
weight. In other words, the directional confidence measure is suitable for representing
our knowledge about the uncertainty of an endpoint location. This approach was already

demonstra’=d by Wells iWel87] in a constrained case, where the motion is known and the

goal is to recover the location of 3-D line segments projected on a sequence of images.
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(a) (b)

Fig. 2: Uncertainty in line segment position. The uncertainty of the line
segment position in the longitudinal direction is much larger than the un-
certainty in the transverse direction. (a) Correspondence of line segments
Iy and I is consistent with this uncertainty and, therefore, it supports the
realted 3-D transformation. (b) Correspondence is inconsistent with uncer-
tainty in line segment position. Thus, it does not support the realted 3-D
transformation.

In the following sections we will develop a general scheme for using a directional con-
fidence measure. As has already been noted, such a scheme is especially needed in the
case of line segment correspondences, but it may also imprc-e the results in other cases
when 3-D information must be extracted from feature correspondences or optical flow.
Given, for example, corner correspondences, one may want to give a higher confidence to
the direction perpendicular to the bisector of the angle of an acute corner. Finally, notice
that this scheme is relevant not only to motion analysis, but also to stereoscopic vision

and image matching.
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2. A MATHEMATICAL FORMULATION

2.1 Relating Image Motion to 3-D Motion and Structure

In this section we show how the motion of image features is related to the 3-D camera
motion and the 3-D environmental structure, assuming a perspective projection. The
camera motion is allowed to be general, with six degrees of freedom, but the environment

is assumed to be stationary in this treatment.

Let (X,Y,Z) represent a cartesian coordinate system which is fixed with respect to
the camera (see Fig. 3), and let (z,y) represent a corresponding coordinate system of
a planar image. The focal length, from the nodal point O to the image, is assumed to
be known. It can be normalized to 1 without loss of generality. Thus, the perspective

projection (z,y) on the image of a point (X,Y,Z) in the environment is:

e=X/2, y=Y/Z (1)

The motion of the camera between two time instances, ¢t and t', can be decomposed
into two components: rotation § = (Qx,Ny,z) about an axis through the origin, fol-
lowed by translation T = (Tx,Ty,Tz). If (X.Y,Z) and (X',Y',2') are the coordinates

at times ¢ and t', respectively, of a point in the environment, then
(X ' X
Y'|=R|Y | -T, (2a)

where the rotation matrix R can be approximated. assuming small values of the rotation
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Fig. 3: Coordinate systems. A coordinate system (X,Y,Z) attached to
the camera, and the corresponding image coordinates (z,y). The image
® position p is the perspective projection of the point P in the environment.

T = (Tx,Tv,Tz) and Q = (Qx,0Ny,Nz) represent the translation and
rotation of the camera.

parameters, by

9
1 Qz -y \
R=1| -9z 1 Qx . (Qb)_
Qy -y 1
9

Now, let (z,y) and (z',y') be the image points corresponding to (X,Y,Z) and
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(X',Y',2"), respectively, and let (a,3) be the displacement vector {z' — z, ¥' — y).

Then, from Eqgs. (1) and (2) we get:

a= X7~ X/Z= (2~ X) =

-IZ— 2(Z2' -y X +0xY +T2) - (X' = QzY + Oy Z + Tx)] =
=Qxz'y - W1 +zz')+ Qzy + (-Tx + Tz2')/ 2. (3a)
Similarly, we can obtain:

B=0x(1+yy) - Qvey - Qzz+ (-Ty + Tzy')/ 2. (3b)

These equations were previously introduced by Medioni and Yasumoto [Med85]. Notice

(5)- () (5):

where (ag,Br) and (ar,Br) are, respectively, the rotational and translational compo-

that

nents of the displacement field:

Br 1+yy —zy -z
ar -Tx/2 z'
= -+ T,/2. 4
(iﬁ) <—T,-/z> (y') 2l (#e)

As can easily be verified, if z' and y' are replaced by z and y, respectively, then

Eqs. (4) express the relations between image velocities (a,3) and spatial velocities
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(Qx,Qy,0z) and (Tx,Ty.T2). In this case, the assumption of small rotation parameters
is no longer needed. In the rest of this paper. the term ‘low’ refers to both ‘displacement’

and ‘velocity’.

Our basic goal is to extract the motion parameters T, {} and the depth values {Z}
from the flow vectors {(a,3)}, using the relations (4). It is easy to see. however. that T

and {Z} can only be determined up to a scaling factor. Therefore, we will introduce new

parameters which represent the extractable information.

Let r be the magnitude of the translation. Assuming that r is non-zero, we define

new parameters which are possible to estimate:

U=T/r (

(S1]
——

and

Z=r/2. (6)

U =(Ux,Uy,Uz) is a unit vector, representing the direction of the 3-D translation, and

Z represents a normalized version of the reciprocal depth, which we find more convenient

to estimate and analyze than Z/r. Employing these normalized parameters, Eq. (4a) can

8 Br Bu
ay ar . Ux z'
= Z = - Usz. 8
(50) <ﬁr>/ (Ur')+(y'> ‘ ®

be rewritten as

where
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Let us assume that each flow vector is assigned a confidence measure. In the past
we used a measure represented by a scalar, ', giving the overali reliability of the flow
estimate {Ana84], [Adi85a,bl. A more general approach is to use a directional quantity.
represented by two orthogonal axes and corresponding confidence measures. Along one
axis the confidence, denoted by W}, is maximal. while along the other axis the confidence.
denoted by W, is minimal. The angle between the axis of maximal confidence and the
z-axis is given by p (0 < p < 180°). Geometrically, the scalar measure can be represented
by a circle with radius ¥, while the directional measure can be represented by an ellipse

with a long axis W, and a short axis W) (see Fig. 4).

”ou V(c&vY

(o4
S

(a) (

Fig. 4: Geometrical interpretation of scalar and directional confidence mea-
sures. (a) The rircle represents a scalar confidence measure, where the con-
fidence is uniform with respect to the direction. ( (b) The ellipse represents
a directional confidence measure, where the confidence varies as a function
of il direction.
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A directonal confidence measure is computed in Ana87. Ana88, for a dense displace-
ment field. Typically, in uniform regions both minimal and maximal confidence values
are low, whereas at edges (except occlusion boundaries) the confidence is high along the

gradient direction and low along the edge. and finally at corners both values are high.

The confidence measure (either scalar or dircctional) can be used for weighting the
contribution of the flow vector to the determination of 3-D motion and structure parame-
ters. In order to save computation, it is also possible to select and use a given number «f

“best” flow vectors, while ignoring the other vectors.

3. A GLOBAL OPTIMIZATION APPROACH USING

A SCALAR CONFIDENCE MEASURE

Before turning to the directional confidence measure, we show in this section how
knowledge, represented by a scalar confidence measure, car be integrated into a least

squares scheme for extracting 3-D motion and structure from optical flow.

Let {a1,31),...,(an,Ba) be n flow vectors measured at the image points (z;,¥1),--.,(Zn.Yr}
and assigned scalar confidence values W,... W, . The goal is to extract 3-D motion pa-
rameters, U and , and normalized depth values, Z;,...,Z,, which are maximally

consistent with the available data.

Let us briefly review the approach in Bru8l] and |Adi85a,b], where a least squares
scheme is employed. This approach, which is attractive because of its relative robustness
to noise, is based on minimizing the deviation between the measured flow vectors and those
predicted from the estimated 3-D motion parameters and depth values. The deviation

related to cach flow vector is weighted by the coriesponding confidence value. In other
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vords, we want to find U0 @ and Z)....,Z, such that the error function

Z Wilai — ap, - aviZ;)? = (3. - 3g, - 3v,2)° (91
=1

1. In addition, the constraints Z, > 0, 1 = 1,...,n. should

3.

is minimized (see Eq. (7)
be satisfied, but, for the sake of brevity, we ignore them in the current discussion. The

interested reader is referred to 'Adi83a,b’.

Given the values of the motior parameters, the optimal value of Z.,1<i<n,can

be found by minimizing the corresponding term in the error function (9):

- (ai - aRi)aL'i - (8; - BR;‘)BL’i
3 = _ (10)
af:; — 5

Substituting (10), for any 1 < 7 < n, into (9) and expanding the resulting expression

vields the following representation of the error, as a function of the motion parameters:

r : 1
e — ap)3u; ~ (3i - Bry)avi)®
agy; + B, .

(11)

The motion parameters are recovered in |Adi85a,b: by deriving from (11) an error
measure which correpsponds to possible values of /. For each hypothesized U, the
optimal rotation parameters and a related error value are computed by solving three linear
equations. A minimum value of the resulting error function is determined, using a multi-

resolution sampling technique.
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4. A GLOBAL OPTIMIZATION APPROACH USING

A DIRECTIONAL CONFIDENCE MEASURE

4.1 Error Functions and a Search Procedure

In this section we generaiize the analysis of the previous section by assuming that a
directional confidence measure is assigned to each flow vector. Let (W7,. W), p;) represent
the directional confidence corresponding to the measured flow vector 1¢;,3,). 1 <1< n
(see Section 2.2). In order to weight correctly the deviation between the measured and
predicted flow vectors, a rotated coordinate system is separately determi..ed for each vector.

using p; as the angle of rotation. Values in a rotated coordinate system will be denoted

by the symbol *'’, e.g. (see Fig. 5):
aj _ cosp, sinp; a; . 12,
IiH —sing, cosp;) \ Bi

Following Eq. (9), the error function to be minimized is

n

Z ” h a - aR; a'UiZ-I')z + w (:B BR; BD! ) . (13)

1=

-

Again, we can find the optimal value of Z;, as a function of the motion parameters, by
minimizing the corresponding term in the error function. This can be done by examining
the first derivative of (13), with respect to Z;, and setting it equal to 0. Thus, we get

s Wi(ag - a'Ri)O’U; + Wli(ﬂ' Br:)Bu.

Z; = . (14)
M 1,(!,, 1 "‘l‘

Substituting (14), for any 1 < ¢ < n, into (13) and expanding the resulting expression
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Fig. 5: Rotating a coordinate system via the confidence vector. The flow
vector (a,f) is given in the image coordinate system (z,y). The angle
p corresponds to the axis with maximal confidence. It defines a rotated
coordinate system in which o' and 3' are the new flow values.

vields the following representation of the error, as a function of the motion parameters:

E(U,0) =

i WWiil(al ~ alg)8y, = (8! = 8r)ay,)? _ (13)
Wal? - W82

The search for optimal U and 2 can be based on the search procedure outlined in the
previous section. The values of a} and B}, 1 < i < n, can be determined by applying Eq.
(12). Similarly, the coefficients of the rotation parametersin ap, and 85,, 1 <1< n,can
be determined from the corresponding coefficients in agr; and 8g; (see Ea. (4b)). For a
given U , the values of aj;; and 8y, 1 <i < n, can be computed from ay, and By, (see

Eq. (8)). Thus, for each hypothesized value of U, the problem becomes a least squares
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problem with expressions which lincarly depend on 0x, 1y and Qz. These rotation
parameters and a corresponding error measure can, therefore, be computed by solving
three linear equations. Thus, an error function. defined on the unit sphere. is obtained. As

in Section 3, this function can be minimized using a multi-resolution sampling technique.

4.2 Discussion

A few interesting observations can easily be made from Egs. (14) and (13):

1) Given a flow vector {a,3) for which W; <« W; (e.g., a2 point along an edge but not

at a corner), one can estimate the corresponding depth by

-
—
[
(o)

unless a'Uz < ﬂ}jz . This estimate is only based on the one reliable component of the flow
vector. If, for example, we deal with a line correspondence, then the transverse component
of the line displacement will be the dominant one in determining the depth, unless this

component is much smaller than the longitudinal component of the displacement.

2) f Wi = 0, then, according to Eq. (15), the corresponding flow vector gives no
constraint on the optimal motion parameters. This is consistent with the observation
already made in the literature that line correspondences in two frames do not constrain
the problem. However, assuming that the motion parameters are known (e.g., via the
constraints from the other flow vectors in the optimization process), the corresponding

depth value (see (16)) may still be recovered.
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3) Assur-’ -+ that 0 < W}, <« W} the related error measure is

~1 ot [ L2
e - ag)3r — (3" - Jgjar {
LV

——
-1
~—

113
1%

Thus, the contribution e of a flow vector to the total error measure is principally deter-
mined by the value of W;. However. even if W} is small. ¢ may be large if ap! <« 3 .
Given a line correspondence. for example, this means that the hypothesized focus of ex-

pansion (FOE) is along the line. In this case., we have
. By \? ; ,
ezW,(;U—) (a - alp)2. (18)

Therefore, in order to minimize e, a should be close to o'. In the case of a line
correspondence, the transverse component of the motion predicted by the hypothesized

rotation should be similar to the transverse component of the measured displacement.

Suppose now that liae correspondences are determined and an FOE is hypothesized
such that there exist lines approximately oriented towardsit. Applying the previovs discus-
sion, we can check whether there exist rotation parameters consistent with the transverse
displacements of these lines and, thus, either compute the rotation parameters or refute
the hypothesis. For example, it is possible to compute the rotation parameters of a sensor

moving along a road by using the boundary lines of the road.
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5. RELATING CONFIDENCE MEASURES TO NOISE DISTRIBUTIONS

In this section we show how confidence values can be derived from probabilistic esti-
mates of measurement errors of flow vectors. Suppose that each flow vector is corrupted
by an additive noise with two orthogonal components, N; and N;. It is assumed that the
expectations of N; and N, are 0 and that their standard deviations, o; and oy, satisfy
0 < 0 < 07. The angle, denoted by p, between the axis corresponding to .V; and the
z -axis may be different for each flow vector (0° < p < 180°). Following the analysis and
notations in Section 4.1, a coordinate svstem rotated by p;, 1 <1 < n, is introduced for

each flow vector (ay,f:), and the corresponding values are denoted by the symbol *'".

Employing the least squares scheme, it is desirable to normalize each deviation by
the expected value of the related measurement error. Hence, the error function to be

minimized should be

Z[(ai—a'm-a'u,-zf>2+ (Bl-ﬁﬁzf—ﬁtv,z-i>’}_ (19

Ot al,

Thus, each deviation is measured in units of the standard deviation of the related mea-
surement error, and the penalty for the deviation is determined by this normalized value.

Notice that Eq. (19) leads us to Eq. (13) with

Wy =1/0% | Wy =1/0k . . (20)

In the framework of the least squares technique with a scalar confidence measure, the

deviations are computed in the z and y axes. Let N. and N, be the corresponding
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measurement errors. Their standard deviations, ¢; and oy, satisfy the equalities

ol -0 = p(NI= NI) = p(N] = N]) = a7 - ol (21)

I y;

where i denotes expectation. in a probabilistic sense. In addition. .V, and Ny are equally

distnibuted and, therefore,

H

2 ) 2 \
or =0, =(g; ~07)/2. (22)

For estimating the 3-D motion and structure, we should minimize the expression

i[(a; ‘aRi'QUizi_)z; (3:’"5}2,' —BU,Z.I)Z]. (73)

Oz oy

Using Eq. (22), this leads us to Eq. (9) with

W, = 2/(c? + 7%). (24)

The definitions (20} and (24) of Wy, W and W yield th= following relation between
the directional and scalar confidence measures:

2 2 2w,

= ol + o} = /W, +1/W; ~ W, +W,~

1% (25)

This relation will be employed in Experiment 2 for obtaining a scalar confidence measure

out of the given directional confidence measure.

6. A CONFIDENCE MEASURE FOR DEPTH ESTIMATES

Many experimental results show that depth estimates are often inaccurate (see, for

example, the careful study in [Dut88)). This problem is inherent near the FOE or when
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the translation is small relative to the distance of the camera from the observed surface
[Adi89]. It is important, therefore, to define a confidence measure for the depth estimates.

thus making it possible to distinguish between reliable and unreliable results.

As in the previous section, let us again assume that the flow field is corrupted by an
additive noise (Ny, N;). In addition to the properties and definitions already stated in
Section 5, we assume that N, and N, are uncorrelated. Using the directional confidence
measure, the depth estimate is given by Eq. (14). Assuming that the motion parameters

are accurately recovered, the variance of each depth estimate is

2,2 12 2 202
thtQU eW, UlﬁU

c¥(Z) = 5
(H,‘tayUZ + VVIB’UZ)

—
o
=)

~—

Substituting W, and W, with 1/¢? and 1/0%, as proposed in the previous section, we
obtain:
1

AL 27
2 (ay /o)’ + (By /o) 2

We can now define a confidence measure for Z:

C(Z) ¥ 1/0%2) = Wyal? + W, 8,7 (28)

Notice that this confidence measure is small near the FOE, where aj; and B are close

to 0.

Eventually, we are usually interested in estimating Z/r, that is, 1/Z . Denoting Z/r
by Z*, we can obtain the following equalities, where estimated values are denoted by small

letters:

AZ 2 215212 = = . (29)




Thus, the relative error in the estimated depth is

l\,.

7 - Az

XN

. 'z
INZ'ZY = JAZE A =,
T

+

where the approximation abovc 1s justified if the relative error in estimating Z is small.

In this case,

AR s ! '31)
g / = : = i ] L J
(ay/o)? = (Bpia)?  (afio)? + (3/o1)?

and a confidence measure can be defined as
Az )2 = (Wga ~WBLY) = Wialp? + Wi (32)

As a conclusion, the estimated value of Z;r becomes more reliable as the ratio between
the translation magnitude and Z is increased. In addition, notice that the reliability is
determined by the ratios, oy/ay and ¢;/8% , between the expected measurement errors
and the corresponding translational components. A reliable depth estimate can be expected

only if at least one of these ratios is small.

7. EXPERIMENTS

In this section we compare results achieved by employing either a scalar confidence
measure or a directional confidence measure. The first experiment is based on simulated
data, while the other two are based on images taken from a video camera translating

through a hallway in the direction of the line of sight.

7.1 Experiment 1

The first experiment simulates a camera translating along the line of sight at speed
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of one (focal) unit per second. This motion can be represented by 7 = (0..0..1.) and
0 = (0.°,0.,0.°). The environment consists of two planar surfaces parallel to the image
plane. A background plane is in a distance of 20 units from the image piane. It is occiuded
around its intersection with the line of sight by the second surface. which is a planar patch
in a distance of 10 units from the image plane. The field of view of the camera is 30°,

and the image contains 312 x 512 pixels.

Velocity vectors are uniformly sampled in the image. Each vector is periurbed by
additive noise, with two orthogonal and independent components, N; and N;. These
noise components are assumed to be uniformly distributed in the intervals {—0.5,0.5] and
[-6.,6.], respectively, where \'alﬁes are given in units of pixels per second. The angle

p, between the z-axis and the axis corresponding to Ny, is uniformly distributed in the

interval {0.°,180.°).

The motion and depth values were computed from the flow data using both the scheme
with scalar confidence measure and the scheme with directional confidenc: measure. In
the first case, the confidence values should be identical for each veloc’ y vector. In the

second case, following the discussion in Section 5, W,;/W, = (6/0.5)? = 144.

A statistical study of the results was performed, based on © s experiments with each
of the schemes. In 100 experiments 64 velocity vectors were used, while in the other
experiments 256 vectors were used. In each experiment the noise values were randomly
sampled. The results, shown in Table 1, demonstrate the significant improvement achieved
by using the directional conédcnce measure. Relative to the scheme based on scalar
confidence measure, there is an improvement of more than 50% in estimating the motion

parameters, and more than 60% in estitnating the normalized depth values. Notice that
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a similar improvementi in the estimation of the motion parameters {(but not in the depth

values) has been achieved by using 256 flow vectors instead of 64 vectors.

[ Errors ] # Vectors Scalar Directional
_ Confidence Confidence
(AU [ e T a0 1.05"
R (O AV S (¥ T
T et ] oass T 0078
256 00T T 003 ]
IAZI/Z‘% 61 +_ 23.4% 9.5%
[ 256 187% T 6%

Table 1: Experiment 1. The average errors in the direction of the
translation vector and in the magnitude of rotation, and the average
relative error in the depth values.

7.2 Experiment 2

This experiment is based on a dense displacement field and a related directional confi-
dence measure computed by Anandan’s technique [Ana88|. The experiment demonstrates
the ability to recover 3-D motion and structure from such estimates of image motion, using
either a scalar confidence measure or a directional confidence measure. The input images
(of 256 x 256 pixels), the displacement field and the maximal component of the directional
confidence measure are shown in Fig. 6, Fig. 7 and Fig. 8, respectively. The field of view

of the camera is 25°.

The confidence values, computed by Anandan’s technique, can take any non-negative
number. We assumed, however, that the standard deviation of the least accurate dis-
placement measurements is at most 10 times the standard deviation of the most accurate

measurements. Therefore, we transformed the confidence values W into the interval
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(b)

Fig. 6: Experiment 2: the intensity images.
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Fig. 7: Experiment 2: a 32 x 32 sample of the computed flow field. The vectors are scaled
by 1.2.
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Fig. 8: Experiment 2: a 32 x 32 sample of the maximal component of the directional
confidence measure. Notice the high confidence assigned to the normal component of
displacements near straight lines. :
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(1.,100.), using the transformztion W' = (100" +1)/(W" +1). Then, a scalar confidence
measure was derived from the directional confidence measure using the relation (25). A
selection of 256 vectors from the displacement field was performed, based on two criteria:

high values of the scalar confidence measure, and a uniform distribution over the image.

The 3-D motion parameters were computed from the selected vectors by minimizing
either Eq. (11), using the scalar confidence measure, or Eq. (15), using the directional con-
fidence measure. In the first case we estimated the value of U as (0.005, -0.020,1.000),
which is a deviation of 1.15° from the line of sight, and the value of 2 as

(—0.035°,-0.112°,~0.652°). The results in the second case were almost identical.

In the last stage, the relative depth values were computed using either Eq. (10) or Eq.
(14). In both cases (see Figs. 9 and 10) the depth values usually vary smoothly, unfor-
tunately even across occlusion boundaries, due to the smoothness process in Anandan'’s
technique. The results obtained by using the directional confidence measure seem to be
somewhat better in this sense. The overall improvement is not significant however, because
the tangential components of displacement vectors at edge points are almost as accurate as
the normal components. This was achieved by employing the directional confidence mea-
sure as a tool in the smoothness process. To conclude, the directional confidence measure
did not significantly improve the 3-D interpretation, since it did not reflect the accuracy

of the displacement measurements.

7.3 Experiment 3 The input to this experiment is a list of line segment pairs, where the
lines were extracted by the method described in [Bol87], and matched by the algorithm
presented in [Wil88]. This experiment demonstrates the ability to recover 3-D motion and

structure from line segments, using only two frames. As in the previous experiment, the
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Fig. 9: Experiment 2: The depth map obtained by using the scalar confidence measure.
The depth values are encoded by intensity (more distant surfaces are brighter).

Fig. 10: Experiment 2: The depth map obtained by using the directional confidence
measure.
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intensity images contain 256 x 256 pixels and correspond to field of view of 25°. The first
image is shown in Fig. 11, and the line segments computed for this image are shown in Fig.
12. The estimation of 3-D information was based on endpoint correspondences obtained

from the list of line matches.

The endpoint pairs were grouped into two sets according to their reliability. This
grouping affects the determination of the confidence measure, as explained in the following
paragraph. In the set of unreliable correspondences, we included pairs associated with
non-unique line matches or with matches where one segment was more then 20% longer
than the other segment. We also included in this set pairs where one of the endpoints was
less than 2.5 pixels away from the image boundary. All the other endpoint pairs were

included in the set of reliable correspondences.

A directional confidence measure was determined for the displacement vector obtained
from each endpoint pair. The direction of minimal confidence was estimated as the average
orientation of the lines associated with the pair. For the reliable pairs, the stzndard devi-
ations, o; and oy, of the transverse and longitudinal measurement errors, were estimated
a5 0.25 and 1 (in pixels), respectively. Hence, the corresponding confidence values were
selected to be W; = 16 and W; = 1. For the unreliable pairs, we still selected W; = 16,
but W, was determined to be 0. Thus, these pairs did not participate in the computation

of the 3-D motion parameters, but their depth was estimated.

The 3-D motion and structure were computed using either a scalar confidence measure,
or a directional confidence measure. In the first case, the same scalar weight was assigned
to each of the more reliable endpoint pairs. The motion parameters found in this case were

U = (0.045, 0.058, 0.997), corresponding to a deviation of 4.23° from the line of sight, and
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Fig. 12: Experiment 3: The line segments extracted from the first image. Objects with
known depth values are labeled. '
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0 = (0.250°,0.096°, —0.033°) . In the second case, using a directional confidence measure,
the vector U was found to be (0.008,~-0.011, 1.000), deviating 0.77° from the line of
e
sight, and the rotation vector {1 was estimated as (0.087°,0.204°,0.041°).
In this experiment, the actual depth values of some of the objects in the scene are
e known. In addition, the translation magnitude is known to be 1.95 feet. In Table 2, we
compare the estimated depth values computed by each of the algorithms to the ground
truth values. For most objects, the estimates obtained by employing the directional con-
®
fidence measure are significantly better than the estimates corresponding to the scalar
confidence measure. The results for Cone 5 and Cone 6 are exceptional, because the re-
® lated lines are oriented towards the FOE, and their longitudinal displacements are almost
as accurate as the transverse displacements.
. . - -— —
Object | Ground ' #Pairs | Scalar Conf. - , Direct. Conf. - ' Direct. Conf. -
Truth Average Error | Average Error ' Aver. Norm. Err.
Conel | 200t = § 115 i 2.2% 4 0.88
Cone 2 | 25.0 ft 8 C56.5% | 1.8% | 0.48
® Wall I | 2711t 1 A 5.6% : 1.02
B Can | 30.0 ft__‘_ 6 3.0% | 6.8%% 0.42
Cone3 | 350ft | 6 146% T 52% 045 |
Coned4 | 400ft | 6 0% ; 6.2% 0.49
Cone5 | 45.0 ft 4 13.0% | 81.9% .01 |
®  Wall NS s Ay -
all2 | 48.7f1 6 37.2% 39.8% : 0.64
Can2 | 350ft ' 2 51.1% ! 55.55 j 0.49
Cone6 | 60.0ft | 4 32 .89 | 67.9Y% | 1.09
Doorway | 87.1ft ' & 91.3% | 57.1% i 0.84
4
Table 2: Experiment 3. For each object the following data is shown: the ground truth
value, the number of endpoint pairs, the average value of errors |AZ|/Z, both for the
scalar confidence measure and for the directional confidence measure, and the average
e value of |AZ|/a(Z) for the directional measure.
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The depth errors associated with the directional confidence measure were normalized
to units of their estimated standard deviations. In other words, the ratios ?AZ-Q/'U(Z.)
were computed, using Eq. (27) for estimating ¢(Z). For each object, the average of
these normalized errors was computed (see Table 2). These average values vary between
0.42 and 1.09, thus, demonstrating the predictability of the actual depth errors from their
estimated standard deviations. This shows that Eq. (27) can be used successfully to

distinguish between reliable and unreliable estimates.

8. SUMMARY

The directional confidence measure is a2 numerical representation of the expected relia-
bility of image flow estimates. A scheme for incorporating this measure into a least squares
technique for computing 3-D motion and structure from a flow field was introduced. A
confidence measure for the depth estimates was also presented, and relations between these

measures and between expected errors of the flow estimates were established.

The ability to employ a directional confidence measure was found to be especially
useful in the case of line segment correspondences. Experimental results demonstrated the
superiority of this measure over a scalar confidence measure in cases where the reliability

of the image flow is orientation dependent and can reasonably be estimated.
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Abstract

This paper discusses issues and techniques to automatically compile object and sensor models
into a visual recognition strategy for recognizing and locating an object in three-dimensional
space from visual data. Historically, and even roday, most successful modei-based vision
programs are handwrinten; relevant knowledge of objects for recognirion is extracted from
examples of the object, wailored for the particular environment, and coded into the program by
the implementors. If this is done properly, the resulting program is effective and efficient, but it
requires long development time and many vision experts.

Auwtomatgic generation of recognition programs by compilation attempts 1o automate this process.
In particular, it extracts from the object and sensor models those features that are useful for
recognition, and the control sequence which must be applied to deal with possible variations of
the object appearances. The key components in automaric generation are: object modeling,
sensor modeling, prediction of appearances, strategy generation, and program generation.

An object model describes geomerric and photometric properties of an objecr to be recognized.
A sensor model specifies the sensor characteristics in predicting object appearances and
variations of feature values. The appearances can be systematically grouped into aspects, where
aspects are topologically equivalent classes with respect 1o the object features "visible" to the
sensor. Once aspects are obtained, a recognition strategy is generated in the form of an
interpretation tree from the aspects and their predicted feature values. An interpretation tree
consists of two parts: a part which classifies an unknown region into one of the aspects, and a
part which determines its precise attitude (position and orientation) within the classified aspect.
Finally, the strategy is converted into a executable program by using object-oriented
programming. One major emphasis of this paper is that sensors, as well as objects, must be
explicitly modeled in order to achieve the goal of automatic generation of reliable and efficient
recognition programs.

Actual creation of interpretation trees for two 1oy objects and their execution for recognition
from a bin of parts are demonstrated.

113




Table of Contents
1. Introduction ‘
2. Compiling an Object Model into an Interpretation Tree
2.1. Extracting Aspects
2.2. Sensors and Features
2.3. Generating an Interpretation Tree
2.4. Applying the Interpretation Tree
3. Toward Systematic Methods of Compilation
4. Modeling Sensors
4.1. Feature Configuration Space
4.2. Constraints on Feature Detectability
5. Modeling Appearances
5.1. Appearance Generation from Constraints on Feature Detectability
5.2, Describing Aspects
5.3. Probability Distribution of Detectability and Transition of Aspects
5.4. Estimating the Number of Aspects
6. Predicting Uncertainty in Feature Values
6.1. Uncertainty in Sensory Measurements
6.2. Uncertainty in Geometric Features
6.3. Applying the Sensor Model to Aspect Structures
7. Generating Programs
7.1. Recognition Strategy: Classification
7.2. Recognition Strategy: Attitude Determination
7.3. Executable Program
8. Future Directions

114




1. Introduction S

A large class of practical vision problems is object recognidon, that is, recognizing and
locating objects in the scene by means of visual inputs. To name a few, visual part acquisidon on
a conveyer belt or from a bin of parts, target recognition in aerial images, and landmark
recognition by a mobile robot, all belong to this class of problems. In most of these cases, we
have some prior knowledge of the objects of interest, such as the shapes, sizes, reflectve
properties, and so forth. Model-based vision {7, 18] seeks to actively use such prior knowledge
of objects for guiding the recognition process in order to achieve efficiency and reliability.

One of the critical issues in building a model-based vision system is how to quickly extract and
organize the relevant knowledge of an object and to systematcally turn it into a vision program.
In particular, it is important to know what features of objects are useful for recognition, and what
control is to be applied to deal with possible variations of the object appearances. Tn caclier
vision systems, such knowledge of objects has been exmracted from examples of the object,
tailored for the particular environment, and coded into the program by the implementor. For
example, in interpreting incomplete line drawings of polyhedra of known size and shape,
Falk [20] analyzed failure patterns of linc extraction and implemented strategies to cope with
them. In fact, even today, most successful vision systems are developed based on the
implementors’ insigh: into the specific problems. Some representatve examples include 3D
object recogninon systems in range maps by Oshima and Shirai [53] and by Faugeras and
Hebert [21], aerial photointerpretation systems by Nagao and Matsuyama [51] and by
McKeown, Harvey and McDermott [47], bin-picking systems by Perkins [56] and Ikeuchi and
Horn [35], and the NAVLAV mobile robot vision system by Thorpe. et al [61]. In these
systems, features and recognition strategies to be used are selected by the researchers. Although
the resulting system may be effective and efficient, this "hand-coding"” method requires large

amounts of dme and deep vision expertise for building model-based vision systems.

Quite often, a geometrical model of the object is available which represents the three-
dimensional shape information by mezns of polyhedra, generalized cylinders, or other
primitives. Given such an object model, visual recogniticn of an object amounts to determining
its attitude (position and orientation) in space by using its various features which are observable
in the images. In this view, one can imagine a generic model-based vision system which, given

an input image or other sensory data, recognizes an object in it by means of a geometric
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reasoning mechanism which can deduce possible object attitudes from apparent object features.
The historical and pioneering vision system by Roberts [58] can be viewed as such a generic
approach. It reduced the problem of object matching to that of estimating the parameters of
transformation (rotation, translation, size, and projection) by minimizing a matching error
between model vertices and image joints.

Grimson and Lozano-Perez [25] have formulated the problem of object localization
measurements (such as position) within a hypothesize-and-test search paradigm. When
matching a set of observed surface points with a set of polyhedral object models, the possible
matching pairs are expanded as a search tree. The matcher prunes this ree by using relatonal
constraints botween pairs of measurements which the object models impose if the marching is
correct so far. The method has been applied to 2D and 3D object recognition using sparse range,
touch, and orientation sensory inputs.

Probably, however, the most representative effort toward domain-independent model-based
vision systems is ACRONYM by Brooks [12]. ACRONYM takes models of objects represented
by generalized cylinders and their spadal relationships. Recognition or matching of the models
to an input image is performed by using a symbolic algebraic reasoning system which reasons
about projection and relational constraints on geometry. ACRONYM has succeeded in
recognizing airplanes in aerial 'una.ges.

When performing matching, a generic domain-independent model-based system relies on a
generic reasoning mechanism: numerical optimization of some matching criterion, constraint
satisfaction by symbolic reasoning, or tree search by hypothesize-and-test. As a result, the
system uses the object model interpretively, that is, the knowledge is extracted from the model
and transformed into an execution strategy at run time. As a result, the system may not be most
efficient for the particular object in hand. This is a necessary price that an interpretive method

must pay for its generality and flexibiliry.

One method for increasing efficiency is compilation. That is, the relevant knowledge in the
object models is extracted and compiled into an object recogniton strategy off-line so that as
little computation as possible is spent at run time. Interestingly enough, we can regard some of
the earlier vision work as examples of compilation. The generalized Hough mansform by Ballard
(3] and the direcdon coding method by Yoda, Motoike, and Ejiri [65] can be regarded as
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compiling the ob;zct shape in the appropriate wransform so that the recognition reduces to peak
finding in a histogram. However, these methods have limited applicability.

Bolles and his colleques used a "local-feature-focus” recognition strategy for recognition of 3D
objects in a jumble [8, 9]. The method involves selecting a class of “focus” features of similar
shape on the object. Matching begins with the "focus” features. In selecting appropriate features
for the strategy, they precomputed various feamre values from a given CAD model of objects.

. Goad (23] presented one of the first and most systematic methods for automatic generation of
object recognition programs based on compilation. His method compiles visibles edge of an
object into an interpretation tree. Each branch of the tree is constructed to execute three stages:
predicdon, observarion, and back-pmiection. In the prediction stage, 2 modcl edge is cxzacted
from the node based on the current hypothesis of viewer direction, and the position and
orientation of its projection in the image is predicted. In the observation stage, the list of image
edges is checked to see whether any has the predicted qualities. In the back-projection stage, if
an edge with predicted qualities was found in the prediction stage, then the match is extended to
include this edge, and the measured positon and orientation of the edge are used to refine the
current hypothesis as to the location of the camera. During the compilation mode, stages and
nodes which will become unnecessary at run time are detected and pruned. Various conditons
and dara structures to be used at run time are also computed. This way, much of the computation
at run time is saved. The method for selecting the most efficient sequence of edges to be
examined was not discussed, however. |

Koezuka and Kanade [41] constructed an interpretation tree automatically from a model of a
polyhedral object by using parallel edges as initial features to be used in matching. Parallel line
features remains parallel over a wide range of viewing directions, but the dire~tion and distance
between a pair of lines sdll provide strong constraints on viewer direction, and can be used to

create a reliable and efficient interpretation tree.

Ikeuchi [34)] presented a compilation technique based on visible regions. The system classifies
various views into aspects, where aspects are defined as topologically equivalent views. The
interpretation tree is constructed so that an unknown view will be classified into an aspect and
then its attitude will be determined precisely. He developed rules to generate an interpretation

tree from a geometric model. The rules determine what kinds of features should be used in what
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order and generate an interpretation tree.

Automatic generation of recognition programs by compiladon of object models wies to
combine the merits of a hand-written system and those of a generic interpretve system. A
general compilation program generates a tailored special program from a given 3D model. A
large portion of the computation needed for using the object model, such as analysis of the best
recognition strategy, analysis of occlusion, and estimation of expected feature values, can be
done at compile time, and the result can be compiled into the special program. In some cases, the
object properties might be represented in the flow of the program rather than its data structure.
As a result, the compiled special program to run on-line can be more efficient than generic
programs. Yet, since the program is generated automatically, the development tme could be
reduced.

This paper discusses issues and techniques for automatic generation of recognition programs
by compilation. The discussion will be based on our current approach, whose key steps are
object modeling, sensor modeling, prediction of object appearances, strategy generation, and
program generation. An object model describes geometric and photometric properties of an
object to be recognized. A sensor model specifies the sensor characteristics in predicting object
appearances and variations of feature values. The appearances can be systematcally predicted
and grouped into aspects, and a recognition strategy is generated in the form of an interpretation
tree from the grouping and the predicted feature values. Finally, the strategy is converted into an
executable program by using object-oriented programming. A major emphasis of this paper is
that sensors, as well as objects, must be modeled explicidy in order to achieve the goal of
automatic generation of reliable and efficient recogniton programs. First, we will present our
initial system for generating an interpretation tree for bin-picking using photometric stereo. This

example system will introduce various concepts as well as issues.

2. Compiling an Object Model into an Interpretation Tree

This section will present an example of compilatdon of a geometric object model into an
interpretation tree. The example task is a bin picking task. The object shown in Figures 1 (a)
and (b) is the sample object and the scene in Figure 1 (c) is a typical image from which the

object must be recognized and located.

A 3D object can give rise to an infinite number of 2D shapes in an image. These apparent 2D
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‘a)

(b)

(¢)

Figure 1: Object recognition example: (a) Photo of a sample object; (b)
Geometric model of the object; (c) Sample scene.

119




shapes of a 3D object, however, can be grouped into a finite number of equivalence classes,
called aspects [39, 40], where each aspect contains the apparent shapes arising from the same set
of visible features of objects, such as faces, edges or vertices, with the same topological
relationships among them. We can therefore distinguish two types of shape changes: one is shape
change between aspects (called aspect change); the other is shape change within an aspect (called
linear change). Figures 2(a) and 2(b) show examples of an aspect change and a linear change,
respectively, for the object in Figure 1.

Use of aspects for object recognition has been proposed by many researchers. Our goal here
1s, given a model of an object, to automatically develop an interpretation tree which first
classifies the input image of an object into one of the possible aspects, and then calculates the
exact attitude of the object. It should be noted that different features are most likely required to
resolve aspect changes than are required to resolve linear changes. Also, in resolving linear
changes, appropriate techniques and features might be different depending on the particular
aspect in which the linear change occurs. Thus, it is essendal for both competence and
efficiency to compile a geometrical model into an interpretation &ree so that the most appropriate
features among all the available fearures are used at each determination stage to resolve aspect
and linear changes.

2.1. Extracting Aspects

For object recognition purposes, aspects are defined as topologically equivalent classes with
respect to the object features "visible" to the sensors. For example, aspects have been defined by
visible lines (40, 16]; by visible vertices (60, 62]; and by occluding boundaries [28, 26]. As will
be explained later, our example system will use photometric stereo {64, 33] as the major sensor.
Photometric stereo determines surface orientations by illuminating the surface with three light

sources. Thus we categorize the aspects based on visible faces for photometric stereo.

Viewer or camera configuradons, which resuit in various appearances of a 3D shape, consist of
six degrees of freedom in general: three degrees of freedom in translation, and three degrees in
rotation. However, in most industrial vision problems, such as bin picking, we can assume
orthographic projection as the first approximation. This is because the camera is set up at a
relatively far and fixed distance to the objects and the objects are imaged only near the center of

the camera’s field of view. This means that the three manslatons are either known or constant
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(a)

(b)

Figure 2: Examples of aspect change and linear change of object appearances:
(a) Aspect change where sets of visible surfaces differ; (b) Linear change where
only the shape of each surface is skewed.
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Since a rotation around the camera optical axis results in a rotation of the image, not in a change
of appearances, the two degrees of freedom which specify the viewer direction are the dominant
ones in determining aspects.(See Figure 3).

We will thus explore changes of apparent shapes over the set of possible viewer direcdons. A
viewer direction has two degrees of freedom and can be described as a point of the Gaussian
sphere which is placed at the center of an object.

Each apparent shape (thus, each point on the Gaussian sphere) can be characterized by those
faces visible from that viewer direction. Suppose we have n faces, S,.5,,....S,, where one face
corresponds to either a planar surface or a curved surface which will be detected as a single
surface patch in photometric stereo. Let the variable X; denotes the visibility of face §,, that is

x={l faceS;is visible;
" L0 otherwise.

An n-tuple (X,,X,,....X,) represents a label of an apparent shape in terms of face visibility. This
label will be referred to as a shape label, and we can characterize each viewer direction with this
label.

The set of contiguous viewer directions that have the same shape label forms an aspecr. There
are two methods to enumerate possible aspects of a given object: an analytic method and an
exhaustive method. Though precisely finding possible aspects by an analytc method is
relatively ecasy for convex polyhedra, it becomes more complex and less tractable for concave
objects and curved objects. For practical purposes, we favor the exhaustive method, in which we
generate apparent shapes of the object under various viewer directions sampled on the Gaussian

sphere, examine shape labels of the generated shapes, and classify them into aspects.

We tessellate the Gaussian sphere by using a geodesic dome which subdivides the sphere into
many small spherical triangles [14], each of which represents a sampled viewer direction. These
sampled viewer directions evenly cover the whole surface of the Gaussian sphere surface. At
each sampled viewer direction, an apparent shape of the object is generated using a geometric
modeler, and its shape label (X, X,,...X,) is calculated. This way, all possible shape labels are
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calculated, evenly sampled over all possible viewer directions, and grouped into aspects!.
Finally, a representative attitude is selected for each aspect chosen from the set of viewer
directions which result in the same aspect. Usually, the viewer direction which results in an
appearance with the largest sectional area is selected as the representadve atitude. The viewer
rotation for the representative arttitude is determined so that the direction of maximum moment of
the appearance agrees with the x axis of the image plane. The representative attitude is used to
calculate the representative values of features to be used to discriminate aspects and to calculate
the precise attitude within an aspect.

Figure 4 shows the result of applying this method to the object of Figure 1. The sample object
has twelve component faces. Figure 4(a) shows the geomewic model of the object. Figure 4(b)
shows the Gaussian sphere tessellated into sixty small triangles using the one-frequency
dodecahedron. Sixty different shapes corresponding to the tessellated wiangles are generated as
shown in Figure 4(c), where the faces surrounded with bold lines are detectable using
photometric stereo. Because of the geometry of the light sources, some faces visible to humans
are not detectable by photometric stereo. Figure 4 (d) shows the larger eight component faces
used for the shape label among the twelve faces of the object. Smaller regions under a centain
threshold are regarded as non-detectable. Figure 4 (e) lists the five aspects obtained as the result
of classification of the sixty appearances in Figure 4 (c). The visible faces are indicated under
each aspect. For example, faces 1, 2, and 3 are observable in aspect 1, whose shape label is
11100000. For aspects 1 to S5, five representative attitudes are generated as shown in Figm;c 4
(f).

2.2. Sensors and Features

This section will give a brief description of the sensors we used and then present how the
aspects are described in terms of available features. In our example svstem, the major sensor is
photomerric stereo which provides surface orientations. In addigon, we use dual photometric

stereo to obtain depth informaton and an edge detector to locate fine features of objects.

Photometric Stereo [64]

INote on effectiveness and practicality of this method: constant cost; possible omission of aspects, but it would
not hurt anyway because of its narrow visibility.
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using these three sensors. In describing aspects, we can use features available from these three
represetnations of the input scene. Since surface orientation is obtained as the needle map, we
can actually recover 3D features of the original faces, instead of 2D projected features, such as
the area, shape, ctc. Let (p,q) be the surface gradient of a region. Then, the matrix

V1+p? pg/N1+p?
0 Viip+@lep?

gives the affine transformation to map from the 2D image coordinates to the 2D coordinates on
the 3D face. This ransformation can be used to recover the 3D features of the original face from
2D features of the corresponding region in the image.

Each aspect is now described by using various features obtainable from the above sensors. In
our example, features used include face moment, face reladonships, face shape, edge
relationships, extended Gaussian image (EGI), and surface characteristic distribution. Each of
these features is discussed below.

Face moment

The face moments are represented by the two principal moments of inerta, m,, and m,,, of a
face. These inerda moments roughly describe the shape of a face. More detailed shape

information is represented by another feature.

Face relationship

An object often appears as multiple separated regions in the image. This is especially true with
non-convex objects under photometric stereo. The relationships between regions are very useful
features. For each visible face, relative positon informadon is stored which tells where each of
the other visible faces should appear in the aspect. The relatonship is represented by a vector
with respect to the local face coordinate system. The origin of the local coordinate system is the

mass center. The z-axis and x-axis agrees with the surface orientation, the direction of the
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~ Photometric stereo takes multiple images of the same scene from the same camera posidon under

different illuminaton directions in order to determine surface orientatons (p,q) based on
differences in brighmess. Since different images are taken from the same point, there is no
disparity between the images as there is with binocular stereo, so no correspondence problem has
to be solved. This makes photometric stereo very fast. By using photometric stereo we generate a
needle map, which is a distribution of (p,q) over the image. From the distribution of (p,g) over a

region, we can recover various geometric features of visible regions such as area and moment.

Dual Photometric Stereo [33]

Although photometric stereo can determine the surface orientation vary fast, it cannot
determine absolute depth. In order to determine absolute depth fast, we exploit binocular stereo
based on 2 pair of needle maps, each of which is obtained by photometric stereo.

A needle map obtained by photometric stereo can be easily segmented into isolated regions
using uninterpretable regions around objects. Due to the arrangement of the light sources, a
higher object projects shadows over the surrounding lower objects. Since the projected shadow
areas becomes uninterpretable regions, a higher object is usually surrounded by uninterpretable

regions.

We will establish the correspondence between left regions and right regions by using three
characteristics: vertical mass center positons, average surface orientation over the region, and
region area. Since our method only checks correspondences berween regions, the number of
combinations necessary to examine is small, so the system is very rapid. A depth map is obtained
from each region’s disparity and average surface orientation. The depth map will be used to
determine the target region from which the recognition process begins.

Edge Detector

We also use an edge map which is ined by differendating brightmess distributdons with a
Canny edge detector [15] and grouping edge points into line segments with a Miwa line
finder [50]. The edge map will be used as a supplementary source when the system cannot

determine the object attitude completely using features from a needle map.

In summary, an input scene is described by a needle map, a depth map, and an edge map by




maximum moment, respectively?

Face shape

The face shape is described by the radial distance funcuon d=d(8), where d is the radial
distance from the mass center of the face to its boundary, and 6 is the angle from the x-axis of
the local coordinate system.

Edge relationships

In some cases the needle map cannot determine the object attitude uniquely. In this case some
of the prominent edge information is useful to reduce ambiguity. The locations of edges are
stored by the start and end positions. As in other face information, these positions are denorzd in
the local face coordinate system. When applying this information, a positon is converted into a
position on the image plane using the inverse affine transformation matrix derivable from the
surface orientatioﬁ of the face. Then, the narrow stripe region connecting the converted start and

end positions can be searched on the edge map to see whether or not there is actually an edge.

Extended Gaussian image (EGI)

An EGI of an object is nothing but a spatial histogram of its surface orientations
(31, 32, 13, 30,44]. The EGI has two nice properties. One is that the EGI is invariant to
translaton of the object, and the other is that when an object rotates, its EGI also rotates in

exactly the same manner while not changing the relatdve EGI mass distribution.

Surface characteristic distribution

A surface patch can be characterized as planar, cylindrical, elliptic, or hvperbolic. The
characteristics are defined in terms of the Gaussian curvature and the mean curvature [11, 5] and
are independent of the viewer direction and the rotaton. Distribution of the characteristics are
stored with respect to the local coordinate system, and are used in a similar way and for a similar

purpose as prominent edges.

This local coordinate has 180 degree ambiguity with respect to the x-axis direction. Also, if the region has no
unique maximum moment direction, for example, a circular region, only the direction of x-axis is defined arbitrary.
In this case, only the distance between the two region is stored
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For each aspéct extracted for an object, the features listed above are calculated. The
descriptions of all aspects thus obtained are now used to construct the interpretadon tree with
which input scenes will be recognized.

2.3. Generating an Interpretation Tree

An interpretation tree consists of two parts: the first part is used for classifying the input scene
into one of the aspects, and the second part is used for calculating the exact attitude of the object
within the aspect determined. In this subsection we will create an interpretation tree for our
example object. First we discuss how to generate the classificaton part of the interpretation wee.
The basic idea is a recursive examination of features of aspects to see whether or not they can
discriminate a group of aspects into sub-groups of aspects. That is, starting with all the aspects
as a single group, we check if a certain feature can divide the group into subgroups. If so, a
branch node is created which registers the feature as the discriminator and the subgroups divided
are connected as descendant nodes. Then for each subgroup (descendant node), the process is
applied recursively until a subgroup is made of a single aspect or equivalently a single aspect is
assigned to a leaf node.> 7 '

We have used the fc;llowing seven features for discrimination. In order of preference, they are:
the original face moment, the original face shape, the extended Gaussian image (EGI), the
surface characteristic distribution, the edge distributon, the region distibution, and the

relationship between a particular edge and a particular surface characteristc disaibudon.

As an example, we apply this method to the object shown in Figure 1 (a). The object has five
aspects, shown in Figure 4(e), so the start node contains a group of five aspects,
{S1,S2, S3, S4, S5}¢ Sec Figure 5. Since the original face moment car divide the aspect groups
into three sub-groups, {S1}, (S2, S3, S4}, and (S5}, it is adopted as a discriminator at the

starting node, and three descendent nodes, N1, N2, and N3 are generated from the start node.

3Actually, as an initial stage of the project, a "skeleton” of a tree was predesigned by considering the "distances"
among aspects, and the decisio. as to whether or not a feature can divide the aspects at the node was made by
human. For more details, see [34]. This human-assisted decision process has since been converted to an automatic
decision process.

“Moreprecisely, one aspect component, hﬁving the largest area, is selected among aspect components of each

aspect as the face from which recognition process begins. Thus, the later stages examines various features of the
selected aspect components.
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Since node N1 and node N3 contain only one aspect, S1 and S5, respectively, the generation
process terminates at these nodes. On the other hand, node N2 contains three aspects, so further
processing is applied to the node. Neither the original face shape, the extended Gaussian image,
the surface characteristic distribution, nor the edge distribution can not discriminate the aspect
group {52, S3, S4}. Since the region distribution divides the aspect group into two sub-groups,
{S2} and {S3, S4), this feature is adopted as a discriminator for node N2, and two descendent
nodes, N21 and N22 are generated from N2. Node N22 still contains two aspects, and requires
further processing. Because S3 and S4 have a different internal structure of regions, the region
distribudon feature is adopted as the discriminant .o produce two nodes, N221 and N222. Now
the complete aspect classification part of the interpretation tree has been obtained.

Once the aspect classification part is constructed, we will move on to generation of the part of
the interpretation tree which determines the viewer direction and rotation. If a feature can reduce
some of the remaining freedom in the viewer direction and rotation, it will be adopted into the
tree. The decision as to whether or not a feature can reduce the freedom was made by a human
at this point3.

We have used the following eight features for determinaton of the linear shape change. In
order of preference, they are: the mass center of EGI distribution, the EGI, the position of
observable region distribution, the moment direction of original face, the original face shape, the
positdon of the surface characteristics distribution, the position of the edges, and the position of
the edges with respect to the position of the surface characteristics distribution.

The viewer direction and rotaton are determined for each aspect using the most effective
feature at each step. The selection depends on the aspect and the stage of the determining
process. As an example, we will consider the case of node N21 or aspect S2. The other cases can
be treated in the same way. Aspect S2 has two observable regions of cvlindrical surfaces. The
EGI mass center can determine viewer direction. Theoretically, the EGI distribution could have
determined the viewer direction and the rotation uniquely in this aspect, but due to noise it would

have been very unreliable. Thus, we will use other features to determine the viewer rotaton.

Since aspect S2 has two observable regions, the region distribution feature is applicable and

5This human-assisted decision process has since been converted to an automatic decision process.
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can’ consff3in“the viewer rotation up to two directions (up or down). Neither the moment
direction, original face shape, nor surface characteristic feature can disambiguate one of the two
remaining possibilities. However, the edge distribution feature can do. As a result, the EGI
mass center, region distribution, and edge distribution have been adopted into the wee in this
order. Figure S shows the final interpretation tree obtained.

2.4, Applying the Interpretation Tree

In recognizing objects at run time with the interpretation tree created, the system uses three
kinds of feature maps: an edge map, a needle map, and a depth map as shown in Figure 6. An
edge map is obtained by differentiating the camera intensity image. Each of two photometric
stereo sensors, left and right, produce a needle map using three intensity images corresponding to
the three lighting conditions. A depth map is constructed by the dual photomewic stereo
method [33], which matches a pair of needle maps, one from the left camera and one from the
right camera. An important advantage of these three maps is that they are registered in the same
coordinate system; that is, all pixels having the same i—j pixel. coordinates correspond to the
same physical point.

Our bin-of-parts example scene contains many instances of the object, while the interpretation
tree specifies how to recognize a single object. Therefore we have to select a portion of an
image where the interpretaton tree is going to be applied. For this purpose, we choose the
highest region (ie, the region closest to the camera) as the target region to be interpreted.

The interpretation tree extracts necessary features from the region. These features will be
transformed and compared with the aspect model according to the procedures contained in the
interpretation tree. Based on the decisions at each node, the target region is classified into one of

the aspects, and then the precise attitude and position are determined.

Figure 7 illusmates how the interpretation proceeds for the case of Aspect 2. The white arrow
in the picture (b) indicates the target region. According to the interpretation tree, the face
moment of the region is calculated by using the shape and size of the region together with its
spatial surface orientations from the needle map. The rectangle in Figure 7 (a) indicates the
direction and magnitude of the moment value thus obtained. Based on the value of face moment,

the interpretation tree determines this region to belong to the group of aspects S2, S3, and S4.
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Figure 6: Basic vision module: (a) Input scene; (b) Left needle map obuained
by left photometric stereo. Surface orientations are depicted as small needles; (c)
Right needle map obtained by right photometric stereo; (d) Edges obtained by
Canny edge operator; (e) Left region map. A needle map obtained by
photometric stereo can be casily segmented into isolated regions using
uninterpretable regions around objects. Due to the arrangement of the light
sources, a higher object projects shadows over the surrounding lower objects.
Since the projected shadow areas becomes uninterpretable regions, a higher
object is usually surrounded by uninterpretable regions. The left region map is
obtained by segmenting the left needle map based on these uninterpretable
regions; (f) Right region map; (g) Depth map obtained by dual photometric
stereo. The correspondence berween left regions and right regions is established
by using three characteristics: vertical mass center position, average surface
orientation over a region, region area. A depth map is obtained by fitting a plane
based on the depth at a mass center given from disparity and average surface
orientation; (h) line segments obtained by Miwa line finder.
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The interpretation tree then distinguishes aspect S2 from the rest by determining whether a
neighboring region exists having the same moment size and direction around the target region.
The interpretation tree tries to find such a region. In this case it succeeds, as shown in Figure 7
(c). From this, the interpretation tree determines that the target and the neighboring regions
come from the same object and belong to the aspect S2.

The rest of the processing is to verify the determined aspect and to calculate accurate object
attitude, again following the interpretation tree. Comparison of the EGIs from the model and the
scene determines the viewer direction (Figure 7 (d)). Next, the viewer rotatdon around the
viewer direction must be determined. From the relationship between the two regions, the viewer
rotation can be determined up to two direcdons (180° apart) (Figure 7(f)), but more detailed
analysis of the edge distribution is necessary to determine it uniquely. The interpretation wree
examines the edge distributions in the two stripe regions which are predicted from the two
possible rotations. This prediction can be obtained by applying the affine transform already
established for this case. In this way, by following the interpretation tree as shown by the bold
line (Figure 7(e)), the object has been recognized and its attitude has been calculated uniquely
(Figure 7(g)). Figure 7 (h) presents the recognition result by projecting the object model with the
detected attitude on iop of the depth map.

For different aspects, other parts of the interpretation tree are similarly executed. When the
interpretation tree has been executed on various regions in an image for another scene. the
combined interpretation results look like Figure 8, in which 10 instances of objects have been

-
located successfully.

3. Toward Systematic Methods of Compilation

The system presented in the previous section has compiled the object model into a recognidon
strategy in the form of an interpretation tree, and the resultant interpretation ree was successtully
used to recognize the object instances in a cluttered bin-of-parts scene. In the off-line
compilation stage, it automatically derived distinctive aspects from a geometrical object model,
built feature descriptions of aspects by calculating expected feature values from the object
model, and then, based on those descriptions, generated an interpretation tree for classifying the
aspects and determining the attitude within each aspect. At on-line run time, the interpretadon

tree has controlled the localization process by using the predesignated most appropriate features
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Figure 7: Execution of the interpretation tree: (a) Moment of the target region
which is represented by a rectangle; (b) Target region. The white arrow indicates
the the target region; (c) Neighboring region which belongs to the same object.
From this evidence the interpretadon tree determines that the target region and
the neighboring region come from the same object and belong to the aspect S2;
(d) EGIL; (e) Interpretation tree. By following the interpretaton tree as shown by
the bold line, the object has been recognized and its attitude has been calculated
uniquely; (f) Region direction. From the reladonship between the two regions,
the viewer rotation can be determined up to two directions (180° aparnt); (g) Edge
diswribudon. The interpretaton tree examines the edge distributions at locations
and orientations predicted from the two possible rotations. This prediction can
be obtained by applying the affine transform already established for this case
the edge representation in the aspect model; (h) Scene descripton.
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(c)

(b)

Figure 8: Another interpretadon result: (a) Input scene (Top view); (b)
Recognition result (Frontal view); (c) Recognition result (Side view).
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at each stage. The recognized object posidon and attitude could be used for such tasks as bin-
picking.

Though successful and promising, the system raises several mportant issues to be solved in
order to develop a more systematic and general method of compiling recognition programs from
models. We have found that one of the most crucial things is a more systematic way for
modeling object appearances. So far, modeling has concentrated primarily on a geometric
modeling of an object. Modeling ranges from generic models, such as generalized
cylinders [6, 59], extended Gaussian images {31, 30], and superquadric models (55], to specific
models such as aspect models [39, 57] region-relatdon models [4] and smooth local symmev
models [10]

However, the appearance of an object in an image, and the features of an object that can be
reliably detected are determined not only by object properties, but also by sensor characteristcs.
As shown in Figure 9, the same object model in the same attitude can create different
appearances and features when seen by different sensors. Edge-based binocular stereo reliably
detects depth at edges perpendicular to the epipolar lines. Photomeric stereo or a light-stripe
range finder detects surface orientatdon and depth of surfaces which are illuminated and visible
both by the light sources and by the camera.

Thus, in model based vision, it is insufficient to consider only an object model; it is essendal to
appropriately model sensors as well. Modeling sensors for model-based vision, however, has
atracted little attention. In fact, the lack of explicit sensor models was the basic reason that the
system in the previous section required human assistance. In order to make automatic and
correct decisions, the system must correctly characterize object’s appearances for the particular
sensor in use, predict uncertainty ranges of feature values, and develop a framework to convert
those predictions into décision rules. In the following sections, we will discuss some of the
issues toward this goal, including representation of sensor-object relationships, characterization
of detectability and reliability of sensors, prediction of uncertainty ranges of feature values, and

generation of flexible executon programs.
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Figure 9: Object appearances by three different sensors. Edge-based binocular
stereo rchpble detects depth at edges perpendicular to the epipolar lines.
Photometric stereo or a light-stripe range finder detects surface orientation and
depth of surfaces which are illuminated and visible.both by the light sources and
by the camera. The same object model in the same attitude can create different
appearances and features when seen by three different seasors.
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4. Modeling Sensors

Different types of sensors are used in model-based vision. For our purpose, “sensors” are
transducers which transform “object features” into "image features”. For example, an edge
detector detects edges of an object as lines in an image. Photometric stereo measures surface
orientations of surface patches of an object. There are both passive and active sensors.
Binocular stereo is passive, while a light-stripe range finder is an active sensor using actively
controlled lighting. Table 1 gives a summary of various sensors in terms of what object fearures
are detected in what forms.

Table 1: Summary of Sensors

Sensor Vertex | Edge Face actve/passive
Edge Detector [58, 45, 15] - line - passive
Shape-from-shading [29, 36] - - region | passive
Synthetic Aperture Radar [19, 63, 48] | point point/line | point acdve
Time-of-Flight Range Finder [38, 27] - - region |acnve
Light-stripe Range Finder (1, 54] - - region |acave
Binocular Stereo [46, 24, 2, 52] - line - passive
Trinocular Stereo [49] : - line - passive
Photometric Stereo [54, 35] - - region |actve
Polarimerric light detector (42, 43] - - point active

In .ddition to qualitative descripdons of a sensor, a sensor model must model two
characteristics quanutatvely: detectability and reliability. Detectability specifies what kina of
features can be detected in what conditons. Reliability specifies the expected error in the value
of a feature. Since these two characteristics depend on how the sensor is located relative to an
object feature, we will first define a feature configuration space to represent the geomemical
relatnonship between the sensor and the feature. Then, we will investgate the way to specify

detectability and reliability over the space.
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4.1. Feature Configuration Space

Whether and how reliably a sensor detects an object feature depend on various factors:
distance to a fearure, attitude of a feature, reflectivity of a feature, transparency of air, ambient
lighting, and so forth. In most model-based vision problems, the attitude of a feature, that is,
angular freedom in the relationship between a feature and a sensor, affects sensor characteristics
most. For that purpose, we attach a coordinate system to an object feature and consider the
relationship between the sensor coordinate systerm and the feature coordinate system. For
example, for a face feature, we define a coordinate system so that the z axis of the feature
coordinate system agrees with the surface normal and x-y axes lies on the face, but defined
arbitrarily otherwise. For other features, we define can feature coordinates appropriately.

For the sake of conveniencs let us fix the sensor coordinate system and discuss how to specify
feature coordinates with respect to it. The angular from the sensor coordinétc system to a feature
coor&inatc system can be specified by three degrees of freedoms: two degrees of freedom in the
direction of the z axis, and one degree of freedom in the rotation about the z axis. See Figure 10
(a).

We will define a sphere in which a feature coordinate system is specified as a point. Referring
to Figure 10 (b), the direction from the sphere center to the point coincides with the z axis of the
feature coordinate. The distance from the spherical surface to the point is determined by the
angle of rotation (modulo 360°} around the i(z) axis from the coordinate on the spherical surface.
A point on the spherical surface represents a feature coordinate obtained by rotating the sensor
coordinate around the axis perpendicular to plane given by the sphere center, the spherical point.
and the north pole. The north pole of the sphere is made to correspond to the case when the
feature coordinate is aligned completely with the sensor coordinate.® We will refer to this sphere
as the feature configuration space.’

SThis representation will not create discontinuities around the north pole as opposed to the case in which Euler
angles from the sensor coordinate frame to the feature coordinate frame are used w specify spherical points; this
representation will instead create discontinuities at the center of the sphere and at the south pole. However, this is
advantageous because we mostly use the area around the north pole to discuss detectability and reliability.

"Note that this sphere is different from the Gaussian sphere used in the previous section. Previously, the Gaussian
sphere represented the sensor coordinates (the viewer directions) with respect to the object coordinates and
detectability of each feature was examined by an adhoc method for each viewer direction. In contrast, here we are
developing a tool to examine the detectability of a feature using the sphere 10 represent the feature coordinates with
respect to the sensor coordinates. This tool will be applied to features of an object which is rotated with respect to
the sensor coordinates.
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Figure 10: Feature configuration space: (a) Reladonship between sensor
coordinate and feature coordinate. The feature coordinates can be specified by
three degrees of freedoms: two degrees of freedom in the direction of the = axis
of a feature, and one degree of freedom in the rotadon about the z axis of a
fearure. (b) Feature configuration space. One feamre coordinate can be
represented as a2 point in the sphere. The direction from the sphere center to the
point coincides with the z axis of the feature coordinate. The distance from the
spherical surface to the point id determined by the angle of rotadon (modulo
360°) around the feature z axis from the coordinate on the spherical surface. A
point on the spherical surface represents a feature coordinate obtained by rotadng
the sensor coordinate around the axis perpendicular to the plane given by the
sphere center, the spherical point, and the north pole. The drawing at the bottom
left depicts the coordinates corresponding to the points on the spherical surface,
while the one at the bottom right depicts the coordinates corresponding to the
points on one axis.
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4.2. Constraints on Feature Detectability

Using the feature configuradon space, we will represent in a general way the constraints on the
attitude of a feature for it to be detected by a sensor. A sensor has two types of components in
general: illuminators and detectors. In order for a feature to be detected by a sensor, it must
satisfy cermin conditions on being illuminated by its illuminators and being visible from its
detectors. |

Once we define a local coordinate system on an object feature, we can compute configurations
of a feature in which it is illuminated by each illuminator, and configuratons in which it is
visible by each detector. In this analysis, it should be noted that illuminators and detectors can
be treated interchangeably. In [37] this concept was defined as generalized sources (G-sources).
The illumination direction of a illuminator and the line of sight of a detector correspond to the
G-source illumination directions, and both can be represented in the feature configuration space
as a radial line from the sphere center. Also, illuminated configurations by an illuminator and
visible configurations from a detector correspond to the G-source illuminated configuration, and
both can be specified as a volume in the configuration space. Finally, we can obtain the
constraints in which the feature is detectable by the sensor with AND and OR operatons on
illuminatica (line-of-sight) directions and illuminated (visible) configurations of all components
of sensors.

Figure 11 shows an example analysis of a face feature for a light-stripe range finder. A light-
stripe range finder has two G-sources (a TV camera and a light source): the direction denoted by
V1 indicates the line of sight of the TV camera; V2 indicates the illumination direction of the
light source. The illuminated configurations of a face are determined by the z axis (ie, its surface
normal), and are not dependent on its rotation. Therefore, illuminated configurations of a feature
form a spherical cone whose axis is V2 and whose apex angle is d2. Similarly, the
configurations of a feature visible from the TV camera form a spherical cone whose center
direction is V1 and whose apex angle is d1. Since a light-stipe range finder detects the faces
which are illuminated from the source and visible from the TV camera, the detectable
configurations are the intersection of the two cones. Similarly we can analyze the detectable
configurations of various features for various sensors in Table 1. The results of the analysis are

summarized in Figure 12: for more details, see {37].
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Figure 11: Detectability configurations of a face for a light-saipe range finder.
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Figure 12: Summary of detectability configurations for various sensors. The
feature coordinate of a face is defined so that z axis agrees with the surface
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defined so that z axis agrees with the direction of
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where N,N, are normal

vectors of two incident faces to the edge. x axis agrees with the edge direction.
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—5. Mddeling Appearances

Aspects have been defined as topologically equivalent classes with respect to the object
features “"visible" to the sensors. Classifying object appearances into aspects systematically
raises several issues. First, since aspect is defined relative to sensors, the detectability of features
by the particular sensors to be used must be incorporated. In the system of section 2, however,
we uscd the constraints of the surface visibility by the photometric stereo in an adhoc manner.
Now that we have developed a way to represent the detectable configurations of features, we can
use it in generating appearances. Second, we will discuss how to represent object appearances
and aspects in a systematic way. In the previous system, output from the geometric modeler is
handled by a human-assisted process to analyze them and to generate a recognition strategy from
them. This interactive process can handle any adhoc representations. However, in the present
system, a complete automatic process should handle the output and generate a recognition
program. This requires a systematic representation of object appearances as well as aspects.
Third, ﬁnﬁdon from one aspect to another may not be a discrete process because the
detectability of features tends to degrade near the boundary of detectable configurations. Finally,
it is useful to obtain an estimate on the number of aspects in order to make sure that the
recognition methods based on aspects are applicable to an object with a reasonable complexity.
This section will discuss these four issues.

5.1. Appearance Generation from Constraints on Feature Detectability
To predict object appearances, we apply the constraints on feature detectability to each feature

of the object. Each feature is detectable by the sensor if it satisfies the following two conditions:

1. None of the illumination (line-of-sight) directions are occluded by any other parts
of the object;

2. The detectable configurations contain the configuration of the feature.
To check these conditions we use the constraints together with a geometric modeler. We rotate
the object into a certain attitude to be examined, and then see whether its features satsfv the

previous constraints.

Figure 13 illustrates this process of predicting object appearances for a light-stripe range
finder. Suppose an object is placed like Figure 13 (a). Figure i3 (b) shows the detectability
constraints on a face for a light-stripe range finder. We will put this configuration space on each

candidate face to examine whether the face is detectable. See Figure 13(c). This amounts to
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checking the following condidons:
1. The light source direction is not occluded by other faces.

2. The line of sight of the TV camera is not occluded by other faces.

3. The local coordinate of an face, defined by the surface orientation (z axis) and the
tangental plan (x-y axis), is contained in the detectable configurations.

Figure 13(d) shows the result of this operation. The shaded areas indicate those which satisfv the
conditions and thus are detectable by the light-stripe range finder.

5.2. Describing Aspects

Appropriate descriptions of aspects must be defined so that they can be used in automarc
generation of interpretation trees. The description of an aspect should include consttuent
appearances, a set of features extractable for the aspect, and the expected feature values. This
description should have flexible and convenient forms for applying generation rules to them and
for use in execution. We will represent aspects on frames by using a frame representaton
language, Framekit+, because it has a flexible structure and powerful demon facilities. Since an
aspect is an abstract concept which represents a group of possible appearances, we will first
consider how to represent each appearance in the frame. Then, we will represent aspects based

on the representation of appearances.

A geometric modeler generates a possible appearance of an object under a given attitude. We
will convert output data from the geometric modeler into representations in Framekit+. One
appearance, for example /0 in Figure 14(a), is represented by one frame, which points to several
appearance component frames representng visible 2D faces, IMAGE-COMPO!, and
IMAGE-COMP028, Each frame corresponding to one visible 2D face maintains various
geometric properties of the face in slots. For example, face area and face moment are
maintained in slots AREA and MOMENT. The values of these features are obtained by using
output data from a geometric modeler. Each frame representing a 2D visible face has a

backpointer to the 3D face from which the 2D face is projected. For example, the

8In this example, one 2D face corresponds to one image component. If several 2D faces have C! continuity
across the edges, these faces are grouped and stored as one singie image component. In this case, face area and face
moment are calculated over the group of faces.
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Figure 13: How to use detectability configurations: (a) Light-stripe range
finder; (b) Detectability constraints on a face for a light-stripe range finder. The
constraints consist of detectable configurations and two G-source illumination
directions, V1,V2; (c) Appling detectability configuration; (d) Detectable faces.
The shaded area indicate those which satisfy the  conditions and thus ars
detectable by the light-stripe range finder.
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Figure 13: How to use detectability configuradons: (a) Light-stipe range
finder; (b) Detectability constraints on a face for a light-stripe range finder. The
constraints consist of detectable configuradons and two G-source illumination
direcdons. VI,V2; (c) Appling detectability configuradon; (d) Detectable faces.
The shaded area indicate those which sadsfy the conditons and thus are
detectabie by the light-saripe range finder.
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IS-A-FACE-OF slot of IMAGE-COMPOI frame has a value FACE6.? An image structure

consists of an image frame and image component frames.

Once image structures are represented, we can generate aspect sguctures in frames. Since an
aspect is an abstract concept for a group of images (appearances), an aspect structure is similar to
its constituent image stuctures. In order to construct aspect souctures, shape labels of all image
frames are examined one by one, where a shape label is the combination of visible 3D faces as
explained in section 2.1. The visible 3D faces among a 2D appearance can be retrieved by
backpointers of 2D faces to 3D faces such as FACE6 in [S-A-FACE-OF slot of
IMAGE-COMPO(I frame, where FACESG is the frame name of a 3D face of the object.

If an image stucture cannot find any aspect structure with the same shape label among the
already established ones, a new aspect frame is created together with aspect component frames
which correspond to image component frames: therefore, the aspect structure has the same
structure as the image structure. Also, frames to represent the relatonships berween pairs of
aspect components are created. If an image structure can find an aspect structure with the same
shape label, the image frame is registered to the aspect frame as an instance and its frames of 2D
faces are registered to corresponding aspect component frames.

An example of an aspect structure is shown in Figure 14(b). Aspect frame ASPECT! points to
several aspect component frames, ASPECT-COMP10, ASPECT-COMP!l with the
IS-AN-ASPECT-COMP-OF+INV slot It also points to its instance images [0, [l with
IS-AN-IMAGE-OF-ASPECT-OF+INV  slot, while its | aspect component frame,
ASPECT-COMP10 points to its instance 2D faces IMAGE-COMPUI , IMAGE-COMPI2. Frame
ASPECT-COMP-RELATION-11-10 is a relation frame which represents the relationship between
ASPECT-COMP10 and ASPECT-COMP11.

Each frame also conuins array addresses of various geometric items such as 2D FACE, 2D EDGE and 2D
VERTEX in the data base of the geometric modeler; for example, 9361 in REGIONS slot of IMAGE-COMPO!
frame. These allow us to access the original geometric data, if necessary.
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Image-compQ1

{{ MAGE-COMPO1
(IS-A IMAGE-COMP)
(IS-AN-IMAGE-COMP-OF I0)
(IS-A-FACE-OF FACES)
(REGIONS (9361))
(AREA 13.88)
(MASS-CENTER (1.21 0.24))
(MOMENT (22.50 11.47 -0.53))
(NORMAL (0.0001 0.355 0.935)) }}

(a)
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{{ 10
(IS-A IMAGE)
(OBJECT-PTR 5785)
(VISIBLE-REGION-LIST
(9521 9513 ..))
(IS-AN-IMAGE-COMP-OF +INV
IMAGE-COMPO1
IMAGE-COMPO02...) }}

image-comp02

{{ IMAGE-COMPO2
(IS-A IMAGE-COMP)
(IS-AN-IMAGE-COMP-OF 10)
(IS-A-FACE-OF FACE4)
(REGIONS (9481))
(AREA 7.47)
(MASS-CENTER (-2.50 2.38)
(MOMENT (8.56 2.60 0.80))
(NORMAL (-0.17 0.46 0.87)) }}




{{ ASPECT1

(IS-A ASPECT)

(IS-AN-IMAGE-OF-ASPECT-OF +INV
0N ..)

(IS-AN-ASPECT-COMP-OF +INV

ASPECT-COMP10

ASPECT-COMP11) J}

{{ ASPECT-COMP10
(IS-A ASPECT-COMP)
(IS-AN-ASPECT-COMP-OF ASPECT1)
(IS-AN-IMAGE-COMP-OF-ASPECT-OF +INV

IMAGE-COMPO1 IMAGE-COMP12)
(IS-A-FACE-OF FACE4)

(THIS-ASPECT-HAS-RELATIONS
ASPECT-COMP-RELATION-10-11)
{{ ASPECT-COMP-RELATION-11-10
(IS-A ASPECT-COMP-RELATION)
(P-ISLAND ASPECT-COMP11)
(N-ISLAND APSECT-COMP10) }}
®)

Figure 14: Frame representation of aspects: (a) Image smucture. Each image
structure consists of a frame corresponding to an image and several frames
corresponding to 2D visible faces in the image; (b) Aspect structure. Each aspect
structure consists of an aspect frame, aspect component frames, and aspect
component relation frames.
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5.3. Probability Distribution of Detectability and Transition of Aspects

So far, we have treated sensor detectability as a discrete process: detectable and undetectable.
Thus, aspect changes occur abruptly. Acmally, however, sensor detectability is a continuum, so
aspect changes occur continuously. The detectable configurations in the space give the limit of
detectability. Near the boundary, however, even when an object feature exists within the
detectable configurations, it may be undetectable due to noise. We will investigate how the
detectability varies probabilistically over the detectable configurations.

For an example, let us consider a hypothetical light-strip.rangc finder. A light-smipe range
finder projects a plane of light onto the scene and determines the position of a surface paich from
the slit image. The detectability depends on whether the brightness of the slit image is bright
enough to be detected, say brighter than a threshold /,, Assuming a Lambertan surface, the
brighmess of the slit image is given by /N-S where N is the surface normal, S is the light source
direction, and /, is the light source brightness. If we assume an additive zero-mean Gaussian
noise of brightness with power 02, the resultant brightness distribution of a slit will be

" a-1.NSp
p) =—e~ 8

V2ro

Thus, the probability distribution of feature detectability of our hypothetical range finder can be
described as
P =ProbUzly = ——e il = 0

)
lg~1 NS \ET_IO'

As shown in Figure 15, this probability decreases as the incident angle of the light stripe
increases, and near the boundary of the illuminated configuration of the light source, the
probability approaches 0.

This continuous change of detectability causes the contnuous aspect mansition and the aspect
boundaries become blurred. In order to characterize an aspect boundary, we can define the
distance between two aspects across the boundary by the Hamming distance between their
corresponding shape labels (x,.x,,....x;.....x,}, where x,=1 if face i is visible and x=0 otherwise.
Thus, the distance of two aspects is the number of faces which switch between visible and

nonvisible states across the aspect boundary.
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consider an aspect boundary between aspect A and B whose Hamming distance is one, that is,
aspect A and B differ in visibility of only one face F,. Suppose the detectmability of face i is
P(F). Then, near the aspect boundary, the aspect A may be vbserved incorrectly as aspect B
with probability 1-P (F)). A similar false observation will also occur for aspect B.

If the distance of aspects A and B is more than one across a boundary, then erroneous
intermediate aspects, which are neither A or B, can occur near the boundary. This can be easily
seen by considering an example where aspect A has {x,-,xj}=.{10} and aspect B has (.z,-,xl-}=(01}
as shape labels, respectively. Then, we will observe object appearances belonging to four
aspects near the boundary: aspects {11} and {00} in addition to aspects A and B. For example,
the probability of observing aspect 11, instead of aspect A, is P,(F)P (F). This consideradon
must be taken into account when grouping and classifying aspects by an interpretation tree.

5.4. Estimating the Number of Aspects
An interesting and important question related to using aspects for object recogniton is how
many aspects an object will have. If this number is extremely large, it is impractical to classifv

an unknown scene into an aspect and then to determine the attitude within it.

One might think that the number of distinct aspects grows exponentially as the number of faces
n in the object increases. However, the number of aspects grows much slower by a polynomial
in n. To see this, let us consider the number of aspects f(n) of a 2D convex polygon with n
edges seen in perspective. The sensor can be placed at any point on the 2D plane. Each edge.
when extended, divides the 2D plane into two half plane: when the sensor is located in the half
plane corresponding to the front side of the edge, then the edge is visible; otherwise it is
invisible. Therefore, the problem of obtaining the number of distinct aspects f,(n) is equivalent
to obtaining the number of regions into which n lines divide a 2D plane. In fact, the

visible/nonvisible combinations attached to each region make up the shape label.

We can derive the formula of jj,(n) by an inductive method. Suppose we add the n-th line after
n—1 lines have already been drawn. This new line intersects the existing n—1 lines at n—! points
(we are assuming the maximal case), which divide the new line into n segments. Each segment
on the new line divides one old region into two regions. Thus, this operaton adds n new regions.
Thatis,

f(n) =f,(n=1)+n.
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By solving this, we obtain
fo(n) = %ﬂi-l.
as the upper bound on the number of aspects of a 2D convex polygon under perspective

projection.

We can obtain the number of aspects F P(n) of a convex 3D polyhedron with n faces in a very
similar way. In this case, each face, when extended, divides a 3D space into two 3D half spaces.
We have to count the number of volumes that result when » planes divide a 3D space. We can
again use an inductive method. Assume that we have divided the 3D space by n—1 planes. As
shown in Figure 16, if we add the a-th plane, it intersects with the existing old n—1 planes, and
generates n—1 intersection lines on it Thus, on this n-th plane there are f,(n—1) polygons, each of
which divides an old volume into two. Therefore, additon of the n-th plane adds fo(n=1)
volumes:

' F (n) = F (n=1)+f,(n-1).
Thus,
F(n) = n’/6+5n/6+1
is the upper bound on the number of aspects of a 3D convex polyhedron with n faces under

perspective projection.

If we can assume orthographic projection, as we have done in our previous system, the number
of aspects further reduces. Orthographic projection limits the possible sensor positions on the
infinite sphere, and one occluding plane draws a great circle on the sphere to divide it into two
hemispheres. We sh‘ould count the number of regions on the sphere divided by n great circles.
Since the n-th great circle intersect with the previous n—1 great circles at 2(n~1) points and adds
2(n—1) new regions, we obtain the following recursive equation:

F (n) = F (n-1)+2(n-1).
Thus,

F (n) = n*~n+2.
We notice that the upper bounds of the number of uspects gzrows as a quadradc function of the
number of faces n. Moreover, for practical recognition purposes, n should be taken as the

number of significantly large faces rather than including all the tiny faces.

Non-convex polyhedra have more aspects, because aspects are determined not only by

occluding planes due to faces but also occlusions due to edges. Suppose a 3D non-convex
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polyhedron has n faces, o edges, and p vertices. In the worst case, we have to consider occlusion
planes defined by all the pairs of edge and vertex: oxp. Thus, F (n+oxp) provides the upper
bounds. However, in reality, the number of aspects must be much smaller, because a large
fracdon of pairs of vertex and edge either need not be considered or do not generate significant
aspects to be taken into account for recognition.

6. Predicting Uncertainty in Feature Values

In classifying an unknown scene into an aspect and determining its exact attitude, we need to
select features with high reliability and discriminant power. The reliability and discriminant
power of a feature depend not only on the nominal value that the aspect is expected to have, but
also its expected variances over the aspect. For example, imagine a geometric feature whose
nominal values for two aspects are calculated as 100 and 90 by a geometric modeler. If a sensor
has an uncertainty of plus/minus 1 for the feature, the feature is a reliable discriminator to
separate the two aspects. On the other hand, if the uncertainty of the sensor is plus/minus 20, the
feature is not usable. Therefore, prediction of the uncertainty that a feature will take over an

aspect is very important for strategy generation.

This secdon will discuss a method to predict uncertaintes of feature values. We must consider
two levels of feature uncertainty. The first is the uncertainty in sensory measurements and this is
obtained by analyzing the measurement mechanism of a sensor. In many cases, however, a
geometric feature is derived from a set of sensory measurements and is used as a discriminator.
We must also analyze the propagation of uncertainty from sensory measurements to a derived

geometric feature in order to determine its uncertainty.

6.1. Uncertainty in Sensory Measurements

As an example of predicting the uncertainty of sensory measurements. we will again consider a
depth measurement by a hypothetical light-stripe range finder. Let us assume that the main
source of the depth uncertainty measurement by this sensor comes from the ambiguity of the slit
position on a surface due to the width of the light beam and angular errors in setting the light

directions. The error model can be obtained analytically.

As shown in Figure 17 (a), let us denote the angular ambiguity of the light stripe by 6. The

light is intercepted by an object surface, creating a slit pattern on it. The angular ambiguity 30 of




the light direction results in ambiguity Sy in the position on the surface:

Sy= roo,
cosQa
where r is the distance of the surface from the light source, and « is the angle between the light
direction S and the surface normal N. This posidonal ambiguity on the surface is observed as the
slit position ambiguity (or "slit width") 8i in the camera image. If B is the angle berween the
surface normal N and the viewer direction V, then
di=(cos B)dy,

Finally, this ambiguity is transferred into the uncertainty in the depth measurement by

triangulation. For simplicity, if we assume orthographic projection for the camera, the ambiguity
in the image i creates uncertainty in distance 8z,
SFE—,
@an

Y
where vis the angle between V and S.

In total, by representing the angles a, 8, and yin terms of V, N, and S, we obtain
cosB_,50= NVIEV) 59
cosomnY  (NSWIS.V

dz=

Since r is roughly constant, the uncertainty distribution of this light-stripe range finder over the

detectable area is governed by the factor &YV Figure 17 (b) plots this function.
N-SVI-S-V

6.2. Uncertainty in Geometric Features

Usually sensory measurements, such as depth detected by a sensor are further converted into
object features such as area and moment of a face. This process involves grouping pixels into
regions, extracting some feature values and transforming them into another. Modeling the
uncertainty generation and propagation in this process is difficult in general, but as an example
of predicting uncertainty in a geometric feature, let us consider an area feature of a face detected
as a region by our hypothetical light-stripe range finder. Figure 18 shows the conversion process
from depth values to the area of a face. The process includes three parts: obtain the area of the
corresponding region in the image, compute the surface orientatdon of the region, and finally
convert the image area into the surface area by the affine wransform determined by the surface

orientation. We will analyze how uncertainty is introduced and propagated in these three parts.

Suppose that a surface under consideration has the real area A and the surface orientation 8
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Figure 17: Predicung uncertainty in a sensory measurement by a light-stipe
range finder: (a) Detection mechanism; (b) Predicted error range of a depth
measurement.
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(angle between the surface aormal and the viewing direction). It should create a region of size n
pixels where
n=A cosf.

However, because of the imperfect detectability of the sensor, the sensor fails to find some of
them, and the measured area will be different from the nominal area n. Let P denote the
detectability for this surface which we have computed in subsection 4.2. Then, the process of
measuring the area by sampling » pixels can be modeled by a binomial distribudon with mean
nP and variance nP(1-P). Assuming two standard deviations, the discrepancy in area
measurement will be

dn=n—(nP-2VNnP(1-P)) =n(1-P)+2VnP(1-P).

Another uncertainty is also introduced in obtaining the surface orientaton P from measured
depths due to uncertainty in depth 8z. If we estimate the surface orientation at a pixel by
differentiating depths of neighboring l;ixcls, then the uncertainty in surface orientaton will be
cos*P8z. However, since we have roughly n pixels in the region, the surface orientation will be

averaged, reducing the uncertainty by a factor V. Thus

5= 2B82
Vn
Finally, the estimation of area of the face, A+8A, is obtained by converting the image area into
3D space.
_  n+dn
"~ cos(B+3P)

Thus, assuming that 3f is small, we see that

84 =4(1-P)+2v220=P) | Aranpsp
cosP

=A(1=P)+ VA _2VP(1=P) + 512B5,)
cosP 2

In this way, we can predict what deviations from the nominal value of the area feature should be

expected once we model the sensor and know i.s intrinsic detectability P and reliability 8z.
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6.3. Applying the Sensor Model to Aspect Structures

By using sensor model, we can predict the ranges of various feature values at each aspect. At
cach image, since a nominal value of a feature and its configuration with respect to sensor
coordinates are given, we can predict the range of the feature value for each 2D face of the image
by using the formula described above. Then, the range of the feature value at an aspect
component is obtained as a sum of ranges of the feature values over its registered image
components which can be reachable along IS-AN-IMAGE-COMP-OF -ASPECT-OF +INV. The
predicted range will be stored in the slot of an aspect component frame.

Firgure 19 shows slots for this purpose. For example, area ranges, moment ranges, and
moment ratio ranges arc calculated at each image components, /MAGE-COMPOI,
IMAGE-COMP12 .which can be retrieved along the link stored in  slot
IS-AN-IMAGE-COMP-OF-ASPECT-OF +INV of ASPECT-COMP 10 frame in figure 14 (b). The
sum of the ranges are swred in slot AREA-VARIANCE, MOMENT-VARIANCE, and
MOMENT-RATIO-VARIANCE of ASPECT-COMPI0 frame. Similarly, feature ranges of aspect
component relations, such as DISTANCE-VARIANCE, MOMENT-ANGLE-P-TO-N-VARIANCE,
SURFACE-ORIENTATION-ANGLE-VARIANCE, are obtained and stored. These ranges of
features will be retrieved by generation rules at compile time to generate an interpretation tree
and by the execution process at run time in recognizing a scene.

7. Generating Programs

In this section, we will consider the final step of compilation of a recognition program: rule-
based generation of a recognition strategy and conversion of the strategy into a executable
program. As was in Section 2, the recognition strategy is represented by an interpretation tree
which is made of two parts: the first part for classifying the input scene into one of the aspects

and the second part for calculating the exact attitude.

7.1. Recognition Strategy: Classification

Strategy generation for aspect determination can be regarded as a process which classifies a
group of aspect components into sub-groups of aspect components by applying classification
rules recursively. At the beginning of the classification, a starting node is prepared, which

contains all aspect components. We represent each classification stage as a node.
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{{ ASPECT-COMP10

(AREA-VARIANCE (13.94 14.85 15.75))
(MOMENT-VARIANCE (22.77 25.06 27.34))
(MOMENT-RATIO-VARIANCE (0.53 0.65 0.76))
(VISIBLE-EDGE-UST ASPECT-COMP10-VISIBLE-EDGE-LIST)

I}
{{ ASPECT-COMP-RELATION-11-10
" (DISTANCE-VARIANCE (5.04 5.38 5.69))
(MOMENT-ANGLE-P-TO-N-VARIANCE (1.29 1.53 1.8))
(MOMENT-ANGLE-N-TO-P-VARIANCE NIL)
(SURFACE-ORIENTATION-ANGLE-VARIANCE (0.04 0.21 0.40))

g

Figure 19: Slots for representing uncertainty in features
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The following sixteen rules have been prepared. Each rule tries to classify a group of aspect

components at a node into smaller subgroups of aspect components by using the designated

feature. For example, rule Al will classify a group of aspect components comparing area sizes

of their subaspect components.

Al:

A2:

Al6:

face area

face moment

face moment ratio

number of surrounding faces

distances between surrounding faces and the face

angles between moment direction of surrounding face and the face
swrface oﬁentation differences between surrounding faces and the face
face area of surrounding faces

Yface moment of surrounding faces

¢ face moment ratio of swrrounding faces

surface characteristics of the face

surface characteristics of surrounding faces

surface characteristics distribution of the face

surface characteristics distribution of surrounding faces
edge distribution of the face

edge distribution of surrounding faces

The cost of calculations increases in order from A1 to A16: templates re required to calculate the

features for the rules after Al12. The order of preference in application is Al to Al6.

Application of a rule procceds in the {ollowing steps:
1. A rule selects a node which contains a group of aspect components.

2. It computes the threshold values of the feature to be used for classificadon from
ranges of the feature values over the group of aspect components.

3. The rule classifies the group of aspect components into sub-groups by using the
determined threshold values.

4. It generates new nodes for the newly generated subgroups of aspect coraponents.
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Since the preference of rules has been set in order of Al to A16, a node will be kept divided by
the applicable and the most preferable rules.

If no more rule is applicable (ie., no more nodes are dividable), application of rules Al to A16
stops. Those nodes which contain only one aspect component are ready for the next stage of
generating strategy for its attitude determination. At the termination, if there is a node which
contains more than one aspect component and yet no rule is applicable to it, the parallel
verification rule will be applied to the aspect components contained in the node. Since no further
classification is possible, all possible aspect components in the node must be examined to see if
any particular attitude is recognizable. |

Once a tree is obtained by these rules, unnecessary branches are pruned. A rule may have
generated a single child node from a parent node because the rule could not divide aspect
components in the parent node. This rule-based generation of a strategy for classification has
been implemented in OPS-5 [22].

In applying this method in pracdce, we require a principle to choose a particular object and
thus a particular region in an input image from which to start a recognition process. For a bin-
picking task, we assume that the highest object is the best object to recognize. Under this

assumption, there are two alternatives for a starting region:
1. The largest region of the highest object (conservative principie)

2. Any region of the highest object (aggressive principle)
Since the conservative principle begins with a set of only the largest visible aspect components,
one trom each aspect, the interpretation tree will have a smaller number of nodes than the
aggressive principle which will begins with a set of all aspect components. Therefore it will be
more efficient in search than that for the aggressive principle, while it may be less reliable

because the system may fail to find the largest region in the image.

7.2. Recognition Strategy: Attitude Determination

Once the aspect classificadon part of the interpretation is completed, the part for atdrude
determination is to be constructed next. This part is constructed for each aspect component of a
leaf node to determine the precise atttude using the linear feature calculations. First the = axis
direction of the object coordinate system is determined and then rotation angle around it is

determined.




The following two rules are prepared for the determination of the z axis direction:
D1: mass center of EGI distribution.

D2: extended Gaussian image.
If there is no partial occlusion of visible faces over all possible attitudes within the aspect and all
visible faces are planar surfaces, the EGI mass center by rule D1 is used to determine the viewer
direction. In other cases, matching of EGI by rvie D2 is used.

Once the viewer direction is determined, the rotation around the axis is obtained next. One of
the following six rules will be adopted by examining by one to see if it constrains the freedom of
rotation:

R1: posirion of detectable region distribution.

R2: position of EGI distribution

R3: moment direction

R4: EGI momen: direction

RS: position of the surface characterisrics distribution

Ré6: po:sin'on of the edges.

7.3. Executable Program
Once recognition strategy has been obtained with the necessary rules to be used at each stage,
we have to convert the recognition strategy into an executable program. We are using the

technique of object-oriented programming, because it simplifies to combine various elementary

modules into a complete program.

Each node of the tree is converted into an "object" in object-oriented programming. We are
preparing a library of object prototypes which will be used to execute matching operations
between image regions and models according to rules [17]. Each rule has one corresponding
prototype in the library. Right now, we are working on an efficient way to organize the library.
A necessary instance of prototype (ie., object) to be adopted at a node is generated from the
corresponding rule of the node. The descendant nodes which will receive a message from this
node are inserted in slot EXECUTION-DESTINATIONS of the object Slot
EXECUTION-ARGUMENTS contains the threshold value and other matching templates. Actual
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operations are executed as message passing between objects (nodes). The operation begins by
sending an execution message and a target region to the starting node object. After that event, a
chain of operations takes place by passing execution messages from object to object. When an
object receives an execution message, the object executes a matching method which had been
partcularly adopted to the node. Since regions in the image are also implemented as objects, a
message is sent to the target region to receive a necessary feamre value from it.10. Then, the
matching method compares the value which is returned from the target region with the values in
EXECUTION-ARGUMENTS slot. Based on the comparison result, the object determines o -
which object in EXECUTION-DESTINATION slot it should send an execution message next.
This event is repeated until an execution message reaches one of the leaf objects of the tree. At
that point, the tree determines the object attitude exactly.

Rule-based automatic generation of an interpretation tree has been applied to an object shown
in Figure 20(a), which has fourteen aspects as shown in Figure 20(d)!!. The aggressive principle
was chosen to select the starting region. The generation process generated the interpretation tree
shown in Figure 20(b). After the pruning operation, the result was an interpretztion tree shown
in Figure 20(e). This pruning operation reduced the depth of the interpretation tree from 14
levels to 4. The obtained recognition strategy is converted into a recognition program by using
the object library (See Figrue 20(f)).

The generated program is applied to the scene as shown in Figure 21(a). Figure 21(b) shows
the needle map, Figure 21(c) shows the segmented regions based on surface orientation
distribution, and Figure 21(d) shows edge distributions superimposed on the region distributions.
The highest region, determined by the dual photometric stereo (indicated by an arrow in Figure
21(c)), is given to the program. The black ~odes in Figure 21(e) indicates the nodes which
receive the execution messages in the real run. The program classifies the region to the

corresponding aspect successfully.

1%This mechanism is particularly useful when calculation of a feature is expensive, such as region relation. The
system also converts an image value into a model valye by using this mechanism. See [17] for more details.

n this experiment, we only consider the northem hemisphere of the Gaussian sphere as viewer direcuons for
the sake of simplicity. See Figure 20(c)
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Figure 21: Tree executon: (a) Input scene; (b) Surface ¢ ientation disuibution
of the scene; (c) Scgmented regions using shadows and surface orientation
discontinuities. The arrow indicates the target region selected by the conservaave
strategy: (d) Edge disuibutions superimposed on the region map: () Execudon
result. The target region is classified into the corresponding aspect successfully.
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8. Future Directions

This paper has discussed issues and techniques to automatically compile object and sensor
models into a visual recognition program. This automatic generation requires several key
components: object modeling, sensor modeling, strategy generation, and program generanon.
Especially we have argued for the importance of sensor modeling, as it has been studied very
little in the past. We have presented our effort toward a systematic way to modeling sensors:
representation of geometwical relationships between a sensor and an object feamre and
calculaton of a feature’s detectability and reliability. Actual creaton and execution of
interpretation trees by our method has been demonstrated.

Vision has been recognized as an important, versatile sense for industrial applicadons. Yert,
the number of successful applications seems w0 be far below the expectadon. Apart from the
large computational requirement and the cost, one of the serious factors which hinder wider
application of vision is the dme and expertise required to program a vision system. The
automatic generation of recognition programs by compiling object and sensor models will mend
the situation.

Moreover, automatic program generation may open a new dimension of capability in model-
based vision when it comes to special sensors such as synthetic aperture ragars (SAR) or FLIR.
In those cases, since their sensor characteristics are not very intuitive, even capable vision
implementors may not be doing the best job and an automatic and mechanical method of

generating programs may be more advantageous.

Another area of investigation is learning from real scenes. For example, the range of a feature
value is currently obtained solely from the analysis of sensor reliability and detectability. This
information can be leamed and modified by running the interpretadon tree first generated from
automatic analysis. The parameters used at branches are improved iteratively through real
executon. Furthermore, branching stuctures themselves can be modified slightly. A cnincal
difference of this approach from usual learning of recognition algorithms from scratch is that we
start with the "skeleton” strategy which is more or less valid. Therefore there is a good chance

that the final algorithm is truly competent.
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Introduction
When we view a scene, we have the subjective impression that what we see is

stable'and constant, both in position and resolution. However, it is not hard to show
that this impression is far from correct. For example, if we try to read a newspaper
that is slightly off-center (see Fig. 1) , we become aware that the very high resolution
provided in the region of our fixaton (foveal projection) falls off rapidly toward the
edges of our field of vision. The fact that the human visual representation is strongly
space variant, implies that the human system builds up a representation of a scene
through multiple fixations during scanning.

The space variant nature of the human visual system is well understood, at least
to the level of primary visual cortex. The. threshold for visual acuity, stereo acuity,

motion, and other psychophysical quantities scale at least roughly as the inverse of dis-

supporied by AFUSR #F 73504-35, System Dcvelopment Foundation and the Nathan S. Kline Psychiatric Rescarch
Center
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tance from the fovea. There is general consensus[l1,2,3] that the spatial representation
of the visual field ! , at the level of the primary visual cortex, is cpproximated by a
complex logarithmic mapping{4]. Figure 1 and Figure 6 of this paper show natural
scenes processed by this form of mapping function. We are thus in a position to pro-
vide realistic estimates of the nature of a specific space variant imaging system: that of

the human.

In the present paper, we discuss three algorithms related to the “blending" of a
single scene from multiple frames acquired from a space variant sensor. We used con-
tour based scenes, rather than gray scale scenes, in order to focus attention on the
problem 'spacc variance, as opposed to segmentation. The following generic problems
are raised by considering a a space variant system:

1.) Given a series of space-variant contour based scenes, with different “fixation
points”, how might one fuse these into a single, multi-scan view, which incorporates
the information present in the individual scans?

2.) How might one choose successive fixations points, in order to rapidly gather shape
dependent data? Is there a simple attentional algorithm for contour based scenes?

3.) How could one quantify the rate of convergence of such a system, as a function of

the number of scans? What is the rate of convergence suggested by such a metric? 2

In the present work, we do not address the classical issues of how th~ system (
human or machine) is to obtain knowledge of its motor state (see 5). Ow.: intention
here is to discuss the image processing problem of blending together multiple scans,

obtained from a strongly space variant sensor, and the problem of choosing a "scan

! In this paper, we do not discuss the detailed spatial architecture of primary visual cortex,
which would include details such as ocular dominance columns, orientation columns, etc. We
are only concemed here with the first order topographic structure of the human visual system,
as a model for space variant machine vision systems.

2 In addition to these purel: computational issues, the human system has also needed to: 1.)
evolve systems of accurate motor control, 2.) provide information to the organism about the
current motor state ( ie. direction of gaze). This aspect of the problem has been much dis-
cussed under the terms proprioceptive perception, efference copy, corallary discharge, etc.[S].
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path” which provides optimal information about the scene.

Another interpretation of the work described here might be made, entirely within
the context of machine vision. Assuming that a space variant sensor similar to a
human retina were available, it would be necessary to consider some of the issues dis-
cussed in the present paper: how should one choose a series of fixation points for such
a sensor, how would one blend the successive frames, and how could one place a

metric on the quality of this scanning process?

The space-variant image and boundary-angle function

We define the resolution at the point v of an image as the function R,(v), where p
s t.hc"-spaﬁal location of a fixation point and R is a monotonic non-increasing function
of w-pl. This is to say that R is proportional to the reciprocal of the minimal distin-
guishable distance ( i.e visual acui}y). In the current context the exact specification of

R is not crucial; any R having the mentioned attribute can be used. The following dis-

cussion uses a function of the form vaﬁ’ for v#p, where ¢ is a constant.

This definition might be applied to any gray-scale image ( see Fig. 1). In the
current application we consider only contour based images. This situation can arise
either naturally, when « scene is two-dimensional and consists only of contours, or
artificially, after an edge-detection mechanism has been applied to an image of a com-

plex ‘three-dimensional scene (segmentation).

Boundary contour descriptor

In applications in which a one-dimensional representation of contours is desired,
it is customary to use the boundary-ahgle function 6(f), which is the angle of the
tangent to the contour, as a function of the arc-length unit & In the current application,
since we have discrete points connected by line scgnicnts (i.c polygons) , we use the
representation ©(/)), which is the difference between two consecutive angles of the

polygon. This one-dimensional representation of contours is most useful in shape-
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recognition tasks, where it is further processed by a Fourier transform to yield the
Fourier descriptors (FDs) of the contour [6]. There are also some indications that the

FD of a shape might be useful as a shape descriptor in physiological studies of the pri-

mate visual system({7].

We apply, spatial-variant resolution to both the image of the contour in the x/y
plane and to the boundary-angle (/) representation of it, as explained below (see also

Figure 2).

1) The original contour is represented by line segments between the points {U;, i=1k}.
We assume that the distance between these points represents the highest possible reso-

’ N
lution of the "viewer."

2) A new contour is defined by a fixation point: Given a fixation point p, and a con-,
tour point U, the value of R,(U;) determines the next point U,. Thus, starting at Uy, this

procedure yields a contour whose points are a subset of the original points.

3) The boundary angle of the new contour, 8,(U), ie{1k}, is obtained. To allow
reconstruction of the original image, we also keep the resolution value R,(U) for each
u. "

In the x/y plane, variable resolution produces a detailed image near the fixation
point and a "blurred" image away from the fixation point. In the boundary-angle
representation, the neighborhood of the fixation point is properly described, while other
areas retain only smoothed, low-frequency details. 'I'hf: parameters used in this work
yield a ratio of 1:10 between the full resolution image and a single space-variant view,

which is in good agreement with the functional form of human visual acuity3.

3 One recent estimate of primate magnification factor[1] suggests that there is a 10:1 de-
crease in spatial resolution of a stimulus between the fovea and five degrees of eccentricity.
This is a reasonable “viewing aperture™ for shape perception. Note that a 10:1 (linear) change
corresponds to a 100:1 area change, and that this area change is a more relevant index of "data
compression”. '
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plending boundary-angle functions and images

For a given fixation point, there exists a corresponding representation of the origi-
nal contour. Several fixation points {p=p, - - - p,} produce different representations of
the same contour. This situation is shown in Figure 3, in which images are viewed
from several different points. Although the boundary-angle function 6,U;) is quite
detailed near the corresponding fixation point, it just roughly approximates the original
voundary-angle function in all the other areas.

Because resolution depends only on the distance between a given point and the
fixation point, and because the most detailed boundary functions (or images) are
obtained for high-resolution areas, an appropriate blending scheme should use the
"best" of each vicw. The only information the blending scheme needs is the resolution
associated with each point in the subcontour, which is kept when the subcontour is cal-

culated. Thus, the reconstructed boundary-angle function is
8°(U) = 84U
such that

R(UY = MAX pu, .. p, {R(Un}.

The reconstructed function ©°¢) is an approximation to the original €(). This
approximation depends on the number of fixation points and their location. A more
elaborate blending scheme might also depend on the "scanpath” or sequence of fixation

points humans select when viewing a given scene[8].

Choice of scan path: an "attentional" algorithm

Although early vision and artificiai intelligence (late vision?) have received a
great deal of attention recently, a great intermediate area exists which has received lit-
tle study in this context, and that is the subject of ‘‘attention’ itself. A single scan

provides partial information about a scene. Assuming that a unified representation of
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‘Lhc scene can be extracted from successive scan, we must address the problem of
locating the fixation points,in such a way as to provide maximal information to the
imaging system. This represents an ill defined problem, as difficult issues relating to
context and goal direction are implied by it. However, little advantage can be gained
from a space variant system without providing an attentional algorithm. In the follow-
ing, we will discuss a simple candidate for attentional choice of successive fixation
points.

In psychophysical contexts, the nature of visual scanning has been extensively
explored (e.g., 9). In general, fixation points tend to cluster around sharp edges, ends
of lines, and locations where some ‘‘unpredictable’’ change takes place. Although
most existing research considers only the question of the location of ti:c fixation
points, some of the literature does pay attention to the temporal ordering of these
points, which is termed the ‘‘scanpath’’(8].

In our case, the scene consists of contours. The curvature of the contours is very
likely to be a prime fixation-point ‘‘attractor’’, since large curvature represents rapid
rate of change of boundary orientation. We can represent the curvature in terms of a
boundary-angle function, indicating areas of high curvature by corresponding peaks in
the function. A simple form of attentional algorithm, then, consists of the following
steps:

1) Chose (randomly, or by any method) an initial fixation point.

2) Calculate the boundary-angie function according to the current fixation point.

3) Select the next ﬁxaumccording to the maximum of the boundary-angle
function 6,(U).

4) Keep the boundary angle function and the corresponding resolution values. Keep a
reference point in the current fixation, that will be associated with a point in the next
fixation.

5) Blend the views and the boundary angle functions to yield a single view/function.
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6) Go to step 2, until "convergence"” (see below).

Such a procedure is shown in Figure 4. The fixadon points in this figure seem
plausible in comparison with the points that one would likely select without using the
algorithm. However, the algorithm has one drawback. In cases where several high
values of the boundary-angle function cluster together, the algorithm picks several
fixation points at a1mc>_st the same place. Because the scans obtained from adjacent
fixation points do not differ much, and because the foveal area can cover several
points of high curvature, this clustering of points is redundant.

In order to remove the redundancy, we modify the algorithm (ia step 2) by con-
sidering &U)W(U)) instead of 8(U). The weight function W(U) can be used to enhance
(or mask) selected features. If W is chosen such that it equals 1 everywhere except for
a neighborhood of the fixaton point where it vanishes, the redundancy problem is
solved. In other words, after a fixation point Vis selected, the relevant foveal area (i.e.,
the arca immediately currounding the fixation point, where the high resolution stll

holds) is not counted when the algorithm searches for the next-higher value. Figure 4b

shows the results of this approach.

One might also select W to be %, thus emphasizing "remote” features rather than

"close” ones. Finally, W might contain some random fluctuations, in order to avoid the

possibility of being "trapped” between two features.

The algorithm needs a reference point that is shared between each two succesive

fixations: this is necessary when the views, or the boundary angle functions, are

"tailored” together.
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_Caljergence and norms

Because our figures consist of simple contour drawings, it is easy to define a
norm that compares composite space-variant scenes after n scans with the original
high-resolution scene. A reasonable choice for this norm is a least-squares measure of
the two boundary-angle functions. Thus, let A, represent the difference between the
full-resolution scene and the composite scene after the incorporation of the »* fixation
point : A, =1U - CJ.

Using this norm, it is possible to define the convergence rate as a function of the
scanpath. Thus, for a sequence of fixation points p,p;,-p. We define the rate of con-
vergence for the scan path at point n, as A,-A,; . This method is suitable for the pur-
pose of the algorithms evaluation or for calibration, when we have access to the full
resolution contour. However, in a "real-time" situation (i.e in robotic vision), the full
resolution image is not necessarily available. Thus, we can define 4, as |C, - C,l, and
sase the "convergence” decision on it (see Fig. 5). If one thinks of n as a time variable

tien this measure indicates the ‘‘rate’’ of error-reduction.

Thus, one algorithm for adding scanpaths might be based on the addition of a
new point which, among all the possible fixation points, maxinizes the above ‘‘rate™
of convergence. Conversely, the addition of new points becomes unecessary when no
points can be found that significantly improve the rate of convergence. The algorithm
we propose rapdily converges: it is monotonic, in the sense that only "better" resolu-
tion points are introduced, and it is bounded by‘thc original set of points which const-
tutes the object. Figure 5 shows an example of an aircraft silhouette which is scanned
by this algorithm, with a plot of convergence based on the latter method described
above. It is clear that there is rapid convergence to an accurate representation of the
boundary of the figure. It is interesting to note that [ 8] report that humans typically
view scéncs with perhaps 3 - 8 scans; our algorithm also converges quite rapidly, in

this case in which parameters of space variance derived from human vision have been
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In more genera! cases, however, the choice of a norm is likely t;o be quite
difficult In the gcnéral case, both the attentional algorithm and the norm used to
evaluate its success would likely be dependent on past experience, the goal-directed
state of the imaging entity, and the full context of the cuirent task. In lieu of engaging
in this full-blown algorithmic study of visual attention, we propose that the simple cur-
vature based norm and scanning algorithm outlined above provides an initial step in
the direction of understanding visual attention, and is one which is optimal in those

situations in which a value-ncutral estimate of boundary curvature is the desired infor-

mation.

Implication of space variant image processing to gray-level images.

~

Though we address mainly contour-based images in this work, it might be of

interest to point out its application to gray-level images, especially from the aspect of

"data compression”.

The human visual field subtends roughly 100 x 100 degrees[10] , with a max-
imum resolution of about 1 minute of arc ( foveal). Using a space invariant sensor (
¢.g. conventional CCD camera), one would have to resolve 6000x6000 samples ( 1
minute of arc x 100 degrees in each direction). In order to achieve this performance,
one would have to sample at 2-3 times this resolution, in each dimension. An image
of 16000x16000 would provide this performance, but would extend close to the giga-
pixel range in sz~

We have cxpcﬁmcnt#ﬂy demonstrated this estimate by digitizing a conventional
eye-chart, at a distance of 20 feet, using‘ a wide angle (fisheye) lens, which recorded

from about 8) degrees of field. Figure 6 shows the "full scene”, and a highly

4 We used a conventional NTSC frame grabber, at 480x525 resolution, together with a polar
coordinate mosaic technique[11] to produce this simulation.
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magnified detail of the eye-chart, at the ccnter. We continued to magrify the scene,
until the 20/20 line of the eye-chart was visible ( indicating a resolution of about 1
minute/arc). We calculate that this occured at an effective sampling resolution of

16,0000x16,0000 pixels.

Although both of the previous estimates are ad-hoc, they agree well enough to
suggest that the effective resolution of a single scan of the human system is equivaient,
were it recorded by a space invariant system, to a 1/4 giga-pixel image. Now, this est-
mate of 1/4 giga-pixel is based on the use of a constant resolution system, which
extended over 100x100 degrees, at full visual acuity. In fact, we simulated the loga-
rithmic structure of the human visual system, and our simulated image occupied only
about 16000 pixels (see figure 6). Naturally, we only obtained high resolution over a
small "foveal" representation with this simulation; in order tc use this approach
effectively, multiple scans would need to be performed. However, with a relative data
compression of about 16,000 : 1, we can afford to perform the scanning process over
a number of fixation points. Even 16 sucessive fixations would yield an effective
1000:1 data compression relative to a constant resolution system, provided that one

obtained a satisfactory representation of the image regions of interest.

-~

Summary

Space variant imaging has been little explored in the context of machine vision,
but is a major area of interest in the context of biological vision. Space variant imag-
ing provides a number of advantages, and difficulties, with respect to conventional
space invariant systems. One advantage is that very large fields of view can be
covered, and very high resolution can also be provided.This leads to a form of image
data compression which can be extremely large. However, a number of algorithmic
difficulties are introduced by considering strongly space variant systems. Attentional
algorithms are required to make effective use of the small high resolution “fovea”,

while other algorithms are required to "fuse” successive space variant scans.
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In the present paper, we have provided preliminary solutions to each of these
issues. Using our algorithms, we obtain satisfactory convergence, for reasonable
parameters of space variance derived from human vision, over a small number of scans

( perhaps 3-5 scans).

The possibility that space variant sensors ( e.g. CCD’s) may become available for
application in machine and robotic vision should provide some motivation to begin
studying the issues which such a sensor would provide. Perhaps the possibility that
some of the high performance of the human visual system derives from its use of a

space variant architecture may provide some impetus to develop such a sensor.
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rigure Captions

Figure 1. Figure 1A simulates six successive scans of a newspaper, using a corti-
cal map function derived from primate data{6] ,a reading distance of about twenty cen-
timeters, and abcut 1.5 degrees of visual field on each side of the fixation point. Each
of the small "bow ties" represents the cortical "image" of a section of newspaper print.
Thus, the first frame is fixated on the letter "o" in the word "roaches”. There are two
"bow tes” representing the left and right visual fieids. The newspaper is then scanned,
and the corresponding cortical "in;agcs" are presented in the figure. Note the strong
space variance, even for the central few degrccs of visual field.

Figure 1B shows these six scans projected back to the visual field, and "fused" into a
single scene[13]. The region of text scanned, which read " roaches don’t die..", and
too some extent the lines above and below this line, are seen clearly, but there is a
rapid loss of detail in the text regions which are not close to the scanned text. Figure 6
of this paper shows a wide angle simulaton of the human visual field and cortical
image.

Figure 2. A: Images (left) and their boundary-angle functions (right). Top: the oiiginal
contour (black silhouette) and its boundary-angle function. Bottom: the image as it 15
"viewed" from the fixation point (indicated by a star), with space-variant resolution.
The tail of the airplane, being fairly far from the fixation point, ig described very
rOt;ghly. ‘Therefore, the boundary-angle function bears only a rough resemblance to
the original function.

B: A scene consisting of several planes sillhouetes (a), as it is “received” from
different fixation points (b-d). The fixation points are depicted by an asterix. The ori-
ginal airplane silhouette consists of 243 points, and the space-variant silhouettes aver-

age 5 points (for the less detailed ones) to 40 points (for the highly detailed).

Figure 3. A: View of a triangle from three fixation points. The contour of the original
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triangle (top) is seen from three fixation points, each in tﬁc neighborhood of a particu-
lar vertex. These views are indicated by the corresponding boundary-angle functions.
For each fixation point, only t'hc closest vertex and its neighborhood are detailed, while
the other vertices are appro;imaté,d roughly. The reconstructed boundary-angle func-
tion (bottom) consists of the "best” contribution from cach space-variant Vicv.v.

B: a silhouette of an airplane, viewed from three fixation points, selected ( by hand ) -

because they are near areas containing many details. Details as in A.

Figure 4. A: Images (left) and the comresponding boundary-angle functions (n'ght).'
The top row shows the original .image and function; the next three rows represent three
. fixation points (denoted by small stars on the images), and the bottom row shows the
integrated image and funcﬁon. The fixation points, which are selected automatically,
are the spatial locations tfxat correspond to the three largest values of the original
boundary-angle function (denoted by bars under the function).

B: Results of the modified algorithm. The fixation points are chosen by the max-

e

imum of —— ROy

~

Figure 5. Converging rate of the algorithm, as depicted by the difference A, between
successive blended figures. Lc.ft: blended figures after 1,2,3..8 fixation points. Right: &,
© versus m;mbé.r of fixation points. 4, is the mean square error between two succesive
figures, and is normalized to [0,1]. | B

Figure 6.  Figure 6A shows a wide angle fish eye view of a scene in the hall of our
laboratory. A ladder is to the right, an c.yc chart is in the very center of the frame (
almost invisible). The original version of this scene was digitized to an effective reso-
lution of 16000x16000 pixels by a polar coordinate mosaic tcchmquc A "blow-up" of
the central region of this original fra.me is shown in figure 6B. Tlus is an eye-chart,
and the distance to the chart was twcnty-fect. In the original, line 7 of the chart could

be easily read, indicated an effective "acuity" of 20/30, or about 1.5 minutes of arc.
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The purpose of this work was to simulate a wide angle scene (about 100 degrees),

roughly comparable to human vision, at human visual acuity. Figure 6C shows this
scene, blurred by a space variant filter which is modeled after human visual acuity.
Figure 6D shows the image of 6A, modeled in terms of a complex logarithmic
model[7] of human visual cortex. The eye-chart occupies almost half of the surface of
visual cortex, although it occupies a tiny fraction of the original scene. The ladder, and
the windows of the original are compressed to almost the same size as the centrally
fixated letters of the eye-chart. This illustrates the tremendous space variant compres-
sion of human vision. Variations in linear size of about 100%1 ( 10* in solid angle)

occur from the center to the periphery of the human visual system.
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Abstract

Many natural shapes have chirality (or handedness): for instance our hands have a
right-hand version and a left-hand version, the two types being mirror images of each other.
In chemistry, for example, molecules and crystals are classified as having chirality D or L.
Interaction between molecules is dependent on their chirality, and chirality may determine
chemical characteristics. For ‘nstance, only glucose of D-chirality is sweet, while glucose of
L-chirality is tasteless.

We study the notion of chirality for two dimensional binary shapes, and introduce
measures 10 test whether a shape is symmetric, and if not whether it is left-handed or right-
handed. The measures are based on boundary analysis, and perform well even when digital
images of left-handed shapes differ from the mirror images of right-handed shapes. Such
situations may occur due to natural variations and digitization errors. The measures can also
successfully treat partially occluded shapes, and provide indications on the change of chiral-
ity as resolution changes.

1. Introduction

Not only body parts have right or left handedness, this property, chirality , exist almost
everywhere. Chirality has special significance in the study of elementary particles [1] whose
chirality is due to their spin. Likewise molecules can appear in two possible configurations,
called D (dextro) chirality and L (levo) chirality (2], each having different characteristics.
For instance, glucose of D-chirality is sweet, whereas glucose of L-chirality is tasteless. The
first to observe the importance of chirality in chemistry were the French chemists Louis
Pasteur (1822-1895) and Jean Baptiste Biot (1774-1862) who determined the connection
between crystal's chirality and the deflection of the plane of polarization light passing
through them [3].

One property that characterizes chirality is that an object can not be superimposed on its
mirror image using translation and rotation. A right hand will never be similar to a left hand
unless we look at one of them through a mirror. Thus, the set of all human hands can be

This research was supported by a grant from the Israel Academy of Sciences.
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divided into two classes, each having its own specific chirality.

The goal of our work is to examine a set of two dimensional shapes, and reveal whether
the objects in the set are chiralic. Once shapes are found to be chiralic, we would like to clas-
sify them according to chirality class. Theoretically, it is enough to check whether an object
has a reflective symmetry, as chirality is a form of asymmetry. However, almost no real
object is exactly symmetric, especially after digitization, therefore we must determine
weather the lack of symmetry is a dominant characteristic of the object.

Figure 1 exhibits some intuitive properties of this analysis. Shape A, is symmetric and
non chiral since its mirror image, A,, can be superimposed on it by using translation and
rotation. Shape B, which is obtained by shortening one arm of A,, is chiral. Shape C, with
an even shorter arm, is also chiral to a greater degree than B,. Shortening the arm completely
to produce the straight line D; results in 2 symmetric shape again.

The rest of this section is devoted to some basic definitions. Sections 2 and 3 are a
review of conventional approaches that seemed theoretically appealing for chirality analysis
but were not successful. Section 4 describes our new approach to measure chirality.

A 2
B: B2
C: Cz
B: 0:
Figure 1:
Shape A, is symmetric, B is chiral, C; even more chiral, and D, is sym-
metric. - .
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1.1. Chirality

Let R be the set of points in the plane, and let X < R be a set of points. X will be called
chiral iff there are no reflection o, translation 1, and rotation § such that §to(X)=K. In
other words: X is chiral iff it cannot be superimposed on its mirror image using only transla-
tion and rotation.

Let X be a chiral set, and let o(XK) =K, i.e. K is the mirror image of K. K and K" are
called enantiomers and cannot be superimposed on each other.

1.2. Symmetry

K is symmerric iff there exist an isometry, which is not the identity, that transforms X
onto itself (An isometry is a distance preserving transformation). Therefore, a set which is not
chiral is symmetric. .

K is asymmerric iff there is no isometry that transforms X onto itself.
K is dissymmetric iff there is no reflection that transforms X onto itself.

Note: A set is chiral iff it is asymmetric or at least dissymmetric. There are shapes, like the
letter Z, that are symmetric, dissymmetric and chiral.

1.3. Centroid
Let % R — {0,1} be the characteristic function of the set X C R,

1 if (ry)ek
xx.y)=

The centroid of K, (x4,y9), is the point such that

0 otherwise

o Ty X&YW
T XTaxy) Y= T

where the summations above are over the entire plane.

It can be shown that a set X is not chiral iff there is a reflection ¢ that maps X onto
itself. In this case the reflection is about a line that passes through the centroid of X.

2. Moments

The basic approach of using moments for shape analysis is developed by Hu [4]. Using
the fact that a set is not chiral iff it is a reflection of itself about a line that passes through its
centroid, we look for such a line. Since the centroid can be found easily, we only need to find
the angle of this line, and then check the reflection about it.

Given the characteristic function ¥(x.y) ,its M;; moment is defined by
M; =3 x(xy)x'y/
xy

e Mo Mo
We can find the centroid using xo=—— , Yo=7——.
My My

From now on we assume that the origin is in the centroid. If the axis of reflection coincides
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with the y-axis then M;; =0 for odd i since x(x,y) =x(=x.y). If the reflection axis coincides
with the x-axis then M; =0 for odd j. We will therefore rotate the shape about its origin
until M,; =0. In this case, if the set is symmetric, either the x-axis or the y-axis is the axis
of reflection.

The effect of rotation by 6 on M ; , yielding M"y; , can be shown to be
M’|; =cosB (M ;5in0 + M |;cos8) — sin@(M 59cos8 + M |;sind)
Looking for 6 such that M";; =0 we get

tan (26) = ——1L_ 1)
Myp-Mp

The axis we get after moving the origin to the centroid, and then rotating by © found in (1) is
called the principal —axis. If the set is symmetric, it is uow Symmetric iu respect to the x-axis
or the y-axis, as M’;; =0. If M’y; is very small then the y-axis is probably the reflection
axis, and if M’y is very small then the x-axis is probably the reflection axis (for exact sym-
metry either M’;; or M'); equals zerc). We can now measure the symmetry using correla-
tion. If we assume that the y-axis is the axis of reflection, the measure is

TT (P xy) = 1Ey)x=x.y))
zy

¥ Pxy)

xy

W =0 indicates symmetric objects, and higher values (maximaly 1) indicate increased
chirality.

Using expression (2) we can theoretically find chiral objects, but the results of this
method on several shapes were found to be unreliable. Although theoretically the results
should be accurate, in practice we used digitized images so that the results were not stable,
and the method was found not to be robust. Furthermore, this analysis does not distinguish
between enantiomers.

W= @)

3. Transform Approach

Bigun and Granlaund (5] introduced a transform whose basis functions are spirals, with
varying number of "arms"” and curvature. Some of the basis functions are shown in Figure 2 .
As spirals are chiral, they can be used to measure chirality. Left spirals and right spirals have
opposing chirality, while the border situation of "spirals” with straight hands is symmetric.
Before describing the approach in detail we will mention that it is applicable to grey-level
images as well as to binary images.

We will transform the shape %(x,y) into polar representation,

X’(r,0) = x(rcos0,rsinB)

From now on we will represent our shape by a polar representation.
Let Q be a filled circle of radius R, and let f(r,0) and g(r,8) be two functionson Q.
We define the scalar product of f and g, <f.g>,by

2= R

<f.g>= 2—7‘“7 é (J)’ £ (r.8)g (r, 6)dedr
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Figure 2:
Bigun’s basis functions

We use the following set as the basis functions :
(bm (r' 9) = ei(mwr +n0) (3)

where m,n are integers, and w = %;_c_ . This set is the one shown in Figure 2, and its argu-
ments are as follows:

n - represents the number of arms.

m - represents the curvature of the arms.

sgn(m-n) - represents the direction of curvature (left spiral vs. right spiral). Due to this
feature we need only consider n>0.

The set (3) is a complete orthogonal set, and any continuous function on £ can be
represented by a weighted sum of its members.” ®,, is actually the Fourier functions over
the r,0 domain.

Let f(r,8) be our shape function on Q after we have transformed it into polar representa-
tion; then we can write

[(r0) =% Coun®ma(r.0)

mn
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where
1 22 R
- —— i(mowr + a8)
c,..,._<f.<:>,.,>_2m Hf(r,e)e +28)40dr

We use the coefficients C,, to analyse an object’s chirality after normalizing the image
function such that for pure spirals, where f(r,0)=a®y+b ,then Cy=1 and all other
C’s are zero,

The following points should be noted:

- The results depend strongly on the choice of origin. Since we know that if an object is
symmetric the symmetry axis passes through its centroid, we will use the centroid as the
origin.

- The coefficients C,, are complex. By using their magnitude, and neglecting the
phase, the results are rotation invariant.

To find the chirality with respect to the origin we use the average of n and m weighted
by Cma:

ST ICpalm 33 1Cmaln

M= Syicar N=————ZZ Co C))

abs (M) represents the magnitude of the chirality.
sgn (M) represents the direction of the chirality.
N indicates the rotational symmetry as represented by the average number of arms.

This method was tried on a number of samples, but the results were unsatisfying. We
found that noise disturbed the results. Further, the conversion into polar coordinates of a grid
sampled image gave rise 10 inaccuracies.

4. Rotational Chirality Measures

Features based on object rotation can be used for chirality analysis. As clockwise rota-
tion of an object is identical (0 counterclockwise rotation of its mirror image, non-chiral
objects, which are identical to their mirror-image, will exhibit indifference to the direction of
rotation. Chiral objects, on the other hand, will behave differently for the two directions of
rotation.

In our scheme we use the following idea: imagine the object as rotating in a medium
full of tiny particles. Some boundary segments will "collect” particles. We will use the
length of these segments as a feature for chirality analysis. An ideal spiral, for example,
rotated in one direction will have no "collecting” points, while rotation in the other direction
will have all it’s points "collecting”. We will initially perform the rotation around the cen-
troid, but eventually use other points. The choice of the center of rotation will be discussed
later.
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4.1. Boundary Based Measures

Let K be a set of points (pixels), and let E be the set of edge pixelsof X, ECK.
We will use subsets of the edge pixels that "collect” particles, RGP (right-grasp-pixels) and
LGP (left-grasp-pixels), to define chirality measures. We assume that K is simply con-
nected, and define the following:

Let { e,-}f.[ be the sequence of boundary pixels ordered by following the boundary so that
the object is to right (6], as in Figure 3. Let O be the axis of rotation. For a boundary pixel
¢; we define:

-
-r; :thevectorfrom O o ¢; .
-
-d; :thelengthof r; .
-—p
- 9; :the angle between r; and the x-axis.
- Ad; :dGs1ymad 2 —di , the change in distance from O between ¢; and e¢;4; .
- -

- A9; 9(,-+1),,.,,“-9; , the change in 0 between r; and r;,; . the angle

(ehovei-o-l) .
We represent the angles in the range - < A6;,6; S% . Figure 3 shows these definitions.

Ad; and AB; can be positive, negative, or zero. When smoothing is desired, we can use
Ad; =(dis) —d;1)/2 and A6; = (8,41 —6i-1)/2 .

border following —

Figure 3: :
some definitions on boundary pixels.
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A boundary segment between ¢; and e;,; wiil be on the front edge, encountering par-
ticles in clockwise rotation, only if Ad; < 0 (Figures 4.C 4.D) and in counter-clockwise rota-
tion when Ad; >0 (Figures 4.A 4.B) The centrifugal power will push the particles away
from the axis of rotation, unless the boundary itself serves as an obstacle when A8; > 0 (Fig-
ures 4.A 4.C). We therefore have

LGP={€;|A9,'>0 , Ad,')O}

RGP={¢,'|A9,‘>0 ' M;(O}

&)

and we notice that RGP LGP =@ ,and LGP\JRGP C E . In practice we do not use
only the signs of AB; and Ad; as in definition (5) since it can have very noisy behavior for
small values. Therefore, for a given thresholds €; and ¢; we determine :

LGP = (e; | AB; > €y /d; , Ad; > &)

Figure 4:

RGP = {e,- ] AB; > El/d,' , Ad; <€2}

Pie1 x
1

\\\
\ Y
® \
) Dt

‘\ r  ABi>0 ‘oo 8B
/ i
\
v/ acdino \/agno
*o *o
LGP
/> Py Py
1///0/ /I \”’/.
P
Pty ! ! //// Piey
\
"\ / \ '
\ , \ !
v aBno \ | ABico
! /
v AGicO Vo adi
+ o +o
RGP

properties of boundary particles in rotation.

4.A - Edge encountering and grasping particles in counter-clockwise rotation
(LGP).

4.B - Edge encountering but pushing away particles in counter-clockwise rota-
tion.
4.C - Edge encountering and grasping particles in clockwise rotation (RGP).
4.D - Edge encountering but pushing away particles in clockwise rotation.
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As chirality measure we use the measure
Z= ILGP| - IRGPI
lE]
where the normalization by |E! serves to make the measure independent of size but depen-
dent on the ratio of grasp-pixels to edge-pixels.
In order to develop another measure we adopt the idea of torque, which is force tirmes

the distance from the axis. Following this paradigm we can get a slightly different chirality
measure:Let L= Y d; ,and R= 3 d; ,then achirality measure will be

M

ieLGP i€RGP
L-R
z= Y 4 ®
i« RGP LGP

Figure 5 shows measures (7) and (8) applied to several shapes, when the centroid is used as
the rotation axis. Notice that the shape in Figure 5.c is chiral, but since 1LGP| = 1RGP
measure (7) fails to find its chirality, while measure (8) succeeds.

3
I g\w 7

\(\ /- D1
TN
Ry

Figure 5:
Application of different rotational chirality measures on several shapes. The
black squares € RGP and the white squares € LGP .

picture measure (7) measure (8)
Al 0.02 0.88
A2 -0.02 -0.80
B1 0.26 0.94
B2 -0.27 -097
C1 -0.04 -025
C2 -0.01 023
D1 0.10 0.97
D2 -0.16 -1.00
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Figure 6:
Application of measure (7) to a series of shapes around the centroid.
picture chirality-measure (7)
€)) -0.001584
® -0.005445
© -0.006369
@ 0.0

When we apply measure (7) to a series of shapes as in Figure 1 above, we obtain the
predicted results which are shown in Figure 6. In Figure 6, (a) ard (d) are not chiral, and
indeed have minimum chirality measure. Examples (b) and (c) are both chiral, where (c) has
more chirality than (b), and this effect too is reflected in the computed measurements,

4.2. Center of Chirality

Any chirality measure is greatly dependent on the choice of the axis of rotation. The
centroid has initially been used as axis of rotation, but this choice can be misleading in some
cases, especially for partially occluded shapes. Even for a spiral the centroid will not be the
center of the spiral, as shown in Figure 7. We therefore define the following :
center of chirality is a point that maximize the rotational chirality measure ( (7) in absolute
value) when used as a rotation axis. Figure 7 shows the center of chirality for several shapes.
It finds the correct center of the spiral, as well as the real center of some partially occluded
shapes.

In order to reduce the computational complexity involved in the computation of the
center of chirality, and avoid computing the chirality around every point of the image, several
heuristics can be used. We could, for example, start searching for the maximal chirality at the
centroid , examine a small neighborhood of the current location, and move to the pixel of
highest chirality. This iterative search will stop when a point has higher chirality than all its
neighbors. Simulated Annealing [7] can be used to prevent stopping at local maxima. A faster
method to reach the center of chirality uses a multiresolution approach, and is discussed in
the following section.
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Figure 7:
The center of chirality (left) and the centroid (right) of some shapes

5. Multiresolution Approach

Define a pyramid (8] as a sequence of reduced resolution images. The lowest level of
the pyramid, Lg, will be the original image of side length 2V . L, will be a reduce image,
having a side length of 2V~!, etc. We use the pyramid multiresolution structure for
speeding-up the computation and for measuring resolution-dependent chirality information.

The computation of the center of chirality in the pyramid is very fast. We start by com-
puting the center of chirality at a high level using exhaustive search. This is very fast, as such
level has only a small number of pixels. Let ¢; be the center of chirality at level i. The
center of chirality at level i—1 can now be computed by projecting e; into level L;_; , and
searching for maximum chirality only in a small neighborhood around this projection. The
speed-up introduced in this manner is of order OQ2¥")*, and uses the assumption that details
added between levels L; and L;.; can change the location of the center of chirality only by
a limited distance.

Computing the chirality measure at all resolution levels not only speeds up computa-
tion, but reveals information on the shape under consideration. The chirality at lower resolu-
tion levels describes a feature of the general shape, while chirality at higher resolution levels
incorporates the features of the fine details. When the chirality of the fine details differs from
the chirality of the general shape, the chirality measure can change drastically with resolution
as shown in Figure 8.a. Figure 8.b shows another benefit of the multiresolution approach.
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Multiresolution Chirality Analysis. -
a) Different chirality for general shape at low resolution and details at high
resolution. - '

b) Disconnected object that becomes connected at lower resolution level.

The pyramid can also help in the analysis of non connected objects. The rotational
measures give desired results only on simply connected objects. When fragmented objects are
given, the reduction of resolution can yield connected objects at lower resolution level, where
analysis is possible. Figure 8.b shows the analysis of non-connected object at lower resolu-
tion.

6. Concluding Remarks

A measure based on rotational features of two dimensional objects has been suggested
for chirality analysis. This measure is robust, and is immune to insignificant deviation and
some occlusion. It has a drawback in that it works only for simply connected binary shapes,
as compared to the transform and moments methods, which are theoretically applicable to
every function. However, in its domain it has superior performance than the other methods.
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Abstract

We are discusing in this paper the use of simple primitives such as specific points, curved
and straight edges, planar surfaces, angles and distances to 3-D object recognition from monocular
images. The paper is divided into two sections. In the first section we describe a general
recognidon method which is based on optimal matching of multinary graphs by ordered search
algorithm. An admissible saucture of the search guiding cost function combines error criteria
based on hypothesized multinary geometrical relations with labeling probabilides that are obtained
from other information sources. The geometrical cost is an error criterion which reflects through
the disparity of the observation parameters, or by the mismatch of the projected model features,
the consistency of partial matching of image-model feature subsets. The disparities were estimated
using three kinds of features and methods: the area ratio method with planar surfaces, the
directional method with linear features and the projection matrix with the specific points features.

In the second section we describe two novel probabilisic models of viewed angles and
distances. These are derived using the "Observability Sphere” method. We conclude from these
models that there are high prior probabilities that projected angles and distances have similar values
to their 3-D sources. We employ these models for the recognition of 3-D objects by stochastic
labeling.

A. .. . . . v . HEp . v

Graphs
A.l1 Introduction

We are addressing here the problem of 3-D object recognition from 2-D monocular images.
For the recognition process it is required to match projections of a stored library of 3-D models
against a given monocular image. Actually, the problem is to determine if any of the library
models could produce a portion of the image. The viewed object can have arbitrary 3-D position,
scale and orientation and may be partially occluded. In order to recognize objects one has to match
each of the models to the image and to find the best maich with respect to some quantitative
similarity criterion. The matching process has to overcome many obstacles: the lack of 3-D
information in monocular images, the unknown position, scale and orientation of the object and its
partial occultation.
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®ne may overcome some of these obstacles by equivalent graph representation of the 3-D object
model and the 2-D image and employ relatonal graph matchings in the recognition algorithm. In
the recognition process, it is also necessary to rely on primitive elements and relations (i.e. graph
nodes and arcs) which maintain their general properties under imaging transformations. Such an
approach can be found in studies {1,4] where segmentation of objects into primitives such as
generalized cylinders, sticks, plates and blobs, was carried out.

The above approach has some limitations:

(@  3-D primitives hardly exist as whole entities in the image due to partal occultation,
nonuniform albedo or illumination, etc. In addition, segmentation results of true images
show that a sizeable portion of this information is missed.

(i) 3-D primitives maintain their general properties only within a limited range of viewing
orientations.

(iii) Only simple relations (usually binary) are invariant under projection transformations.
Whereas multinary non-invariant relations such as geometric ones are important, when
objects of similar structure have to be differentiated. o

Our general approach {7-11] which is also expressed in the present study, is different from the

distortion invariant graphs approach mentioned atove in the following aspects:

(i) The projecton originatéd deformations are utilized in the recognition process and not
eliminated. These deformations are referred to as geometric error or geometric cost, which
serves as a part of the search guiding function to the matching algorithm. The error will be
low if the spatial relations of the image conform to the projected relations of the model and
high otherwise.

(ii) The method is based on low dimchsiohality primitives such as specific points and edges
which are projection invariant and preferred for practical image segmentation.

(iii) The method combines many kinds of information sources expressed in binary and multinary
relations.

Generally, an objective evaluation with respect to any criterion is attained only if the

matching algorithm yields optimal results. Thus, optimal matching has an important advantage over
algorithm dependent methods. Another benefit of the optimal approach is that suboptimal but less
complex algorithms may be derived [11] and properly assessed by controlled degradations of the
optimal method. A number of graph optimal monomorphism algorithms have been suggested in the
literature (2,3]. However, they are not applicable to multinary graphs matching.
Our matching algorithm which ultimately finds the optimal multinary graph matching is based on
ordered search A* with few modifications. The matching procedure is as follows. First, the image
and the object are segmented to relatively simple primitive elements: specific points, straight edges
and flat regions which are preferred for practical image segmentadon. Then, all the hypothesized
partal matches of subsets of pairs of image/object primitives are implicitly organized as states in a
combinatorial state space. A cost function is associated with each state. This cost function
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combines the geometric cost with optional non-geometric information extracted from the
image/model by relaxation or other methods. It should be noted that the geometric cost reflects the
maximal disparity of the state's observation parameters (in the case of the projection matrix
method it reflects the mismatch of the projected model to the image features).

Next, homomorphic (or monomorphic) [7] trees are constructed in the state space within
which the cost guided ordered-search procedure is carried out. The cost function is constructed in
a min-max fashion to ensure the admissibility conditions of the ordered search within the trees. By
these steps the optimal (minimum cost) multinary graph matching of object/image graphs and a
quantitative similarity of the model to image is found.

Each of the three kinds of primitive elements mentioned above can be employed in the
recognition process by using a different geometric disparity criterion. For the flat regions
primitives we developed an "area-ratio based method” which enables us to compute the viewing
parameters and their geometric disparity. Another method the "directional method” was developed
for the straight edges using only their orientations information. For the specific points we
introduced a disparity criterion which is tolerant to scale alterations of each of the object axes
independendy . Thus, this criterion enables us to recognize generic objects in the sense of scale.

The search algorithm, implemented on complex abjects, demonstrates a significant reduction in the
average complexity (usually exponential) of the graph matching.

A.2  General Method and Cost Function Definitions

The matching procedure is performed between a prototype object which is a member of a
library of stored models, and a candidate image. The prototype object set consists of L primitive
parts denoted as labels {Ay}. Each label Ay is a node of the stored mode! graph. In a similar
manner, the candidate object in the image consists of N primitive parts called units denoted by
{u;}. The units are the nodes of the image graph.

Let the units set U be defined as U = (u;; i=1,..,.N} and the labels set A defined as

A

A={A_; k=1 ..L; uk¢} whcrci\.q’isthccmptylabcl.

We define the "matching space” D, a state space in which each state n is defined uniquely
by a subset of j pairs called homomorphic match Fyy(n):

F,(n) = [(uil. lkl) (e lkz) - (u,

AT Uxa)
2 B

p .
(1

\ . i ; . #u
u‘.atu‘ if a#b; u, 6
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Fli(n) can be regarded as a p-nary relation where W is the degree of the match. The matching space
D includes all the possible combinatorial partial matches of unit-label pairs. The empty state n=0
which is defined by: Fp(0) = (ug-Ag). Where uy is the empty unit, is also included in D ie.:

D SF,(0) UF0)C (@, A,), UxAY, ... (UxA)Y) @)

A cost function C(n) is defined over D. C(n) is a function only of the state n. The cost of the
empty state will be defined as C(0) = 0. Let n, be the state of the best match in D. If all

the units have to be matched, the degree of the match Fu(n,) is N: Fu(n,) = Fyn(np and the cost
C(n,) is the lowest among all the states with degree N in D.
The geomerric cost of Cy(n) of 2 match Fy (n) is defined in the following manner:

ml
C, (n) = Z oﬁ,, e S ; C[F ()] (3)

Instead of computing the total geometrical cost of Fu(n), the match Fu(n) is divided into pardal
p-nary relations Fp(n) and for each p only the m, highest disparities ClFy(n)] are taken into
account. The Bp are the summing weights given to these costs. The constants pg and p; and m,
were not limited, the cost would be in favor of low degree matches, and the ordered search C*
would degenerate to breath first search. The number of disparity terms in (3) is constant at tree
depths greater than p, , thus enabling efficient search. Another reason for this particular form of
Cg(n) is due to the admissibiuty condition of the search C* algorithm that is explained in {7].

The total cost function C(n) is constructed as the weighted sum of two components: C(n)
the labeling error probabilities cost and Cg(n) the geometrical cost:

Cen)=aC, (m)+ (1- a)Cg(n) 0sasl (4)

The reason behind this mixture of error probabilities and geometrical errors is that both are
monotonic functions of the matching quality. This fact allows us to incorporate geometric and
non-geometric information sources that exist in the image. The factor « in (4) determines their
relative importance.

The error cost C.(n) of an error in tha labeling assignments of Fu_(n). is the result of other
labeling algorithms which combines, in this case, non-geometric featural and contextual data into a
set of vector probabilities P;. Various labeling algorithms may be used for the estimation of P;.
These can be grouping methods such as curve matching [6,11] or stochastic labeling. The
stochastic labclixig algorithm [13] is based on a relaxation procedure which finally attaches to each
unit u; a probability vector P; = [p;(A1)... pi(A)]T. Each of the vector components P;(Ay) is the
probability that the unit u; matches the label A.
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The error cost C.(n) was constructed in the form:

C.n)=1- min [Pi(lk )] (3)
(v, lk_)eF,l(n) i

that is admissible in the search [7].

The ordered search C* is conducted on homomorphic or monomorphic trees [7] that are
defined within the space D. It is shown [7] that the homomorphic tree B contains the optimal node
nyin D, and that the cost function min-max structure always satisfies the admissibﬂity conditions
within the trees. Thus, the search is guaranteed to find the optimal state n, in D.

For the first pg-1 depth stages of the tree B the geometric cost is null because it requires at
least pg pairs in the match Fy(n). Usually pg and p; which are of the order of 4-6 are quite small
compared to N. Therefore, it is suggested that the search C* will be divided into two stages. At
the first stage, the search is based on the probabilistic information alone. The weight factor a is set
to a=1 and the search is conducted only on the initial pg-1 stages of B tree. The results of the first

stage a set D0 of few best matches D 0= [Fp a l(n J) } which are to be considered as initial
: 0

predecessors for the second search stage. At the second search stage the full cost (4) is used undl
the optimal match is found. -

A3 ntral Projection Geometric Criteri A

In this section we describe a method [10] which enables the computation of geometric
disparity measure. The physical meaning of the geomerrical disparity in this section is the sum of
squared distances between the image's specific points features to the projected models points. The
computation of the disparity and the projection parameters here is simple and simultaneous.

Let a subset {q;; i=1,...,t} of model specific points be hypothetically matched to image
specific points subset {f;; j = 1,...,t}. Following the notation of [11] g; = [xi, yi, zi, I]T is
expressed in homogeneous coordinates §; = [ul, vi, 1]T the central projection relation can be
expressed as

TA=B-E; A=[a ,..,a ]; B=[B ,...,B ] (6)
1 H 71 “u

E is the error matrix, T is the projection martrix and is a product of rotation, translation and scale
matrices of the form : '
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[dja;  dpa,  da, X0 ]
T= dla4 d2a4 d3a4 z, o

dla., d2a8 d3a9 Yot f

. f f f f

where a;;i=1,.,9; are Euler matrix coefficients, xg3, yg, 29 are camera translations,
dj;i=12,3; are the axes scale factors and f is the camera focal length. Minimal error norm is
obtained when

T =BAT(AAT)1 ®
The gecmetric disparity Cg(n) which is:
- ClF, @)= a(EE) =wBa- ATaaD)™'4)BT ©)
reflects the quality of the t-nary match Fyy(n). C[F,(n)] of this form is tdlcrant to scale changes.

This approach is similar to the alignment approach [4] in which the model is back projected
to the image plane after initial estimation of the imaging parameters. Here we are computing the
geometric disparity C(Fy(n)] which is proportional to the sum of squared distances of the back
projected model points to their respective image points. The expression of (9) was used for fast
similarity measure in references [10,11] for a banch and bound C* search algorithm. The scarch
results are given in table 1.

A4 Experi | Results obtained by _tt " . hod

In the present study the search algorithm with the combined geometric-probabilistic cost
function is tested here for recognition capability and for differentiation power. The test is
performed on 4 aeroplane models (a SAAB, a KFIR, a F15 and a MIG2S - see Figs. 2A-2D
respectively) and a Hercules C-130 acroplane (Fig. 1). All the objects were segmented for specific
points primitives from their true images by means of prcproccssmg procedure that is described in
detail in [11].

215




o8, .

The results of the search are summarized in Table 1. Each of the planes models and images
are matched one against the other to test the recognition and diff~r=n%ztion power of the matwching
method. ‘the rows of Table 1 relate to the images of the 4 pianes and the columns to their models.
In Table 1 one can also find the number of node examinations N, required to reach the optimal
match, number of matching errors M., (i.¢., number of wrong labelings, such as assigning a wing
tip of a model to a nose in the image), the final cost function C(n,) and the CPU time required. The
notation "exp" which appears in some of the cases instead of a numerical values means that the cost
rose to values that indicated that the search will terminate only at very high values of N.. Such
cases occur when one tries to match totally incompatible model/image pairs. Though, the time (or
node examinations) required to detect incompatible matching is relatively short due to the steep rise
in the cost function. From Table 1 it is evident that the similarity of acroplane pairs such as

F15-MIG25 and KFIR-SAAB is detected.

Table 1 : Cross Matching Results of 4 Aeroplanes.

models
Images
SAAB KFIR F15 MIG25
N.=97 N. =373
M, =0 M =1
SAAB C(ny) = 12.34 C(ny) = 66.27 exp exp
CPU=0:1:02 | CPU =0:04:30
N. =973 N =193
MC =1 N[e =)
KFIR C(ny) = 65.5 C(nyp = 13.10 exp exp
CPU =0:20:43 | CPU =0:01:46
N, =341 N.=4178
F15 exp exp M0 M.=6
C(n) = 15.74 | Clny=71.7
CPU=0:17:11| CPU=0:33:15
N, =613 N.=341
MIG25 exp exp M=2 M. =1
C(n) =21.78 | C(n)=14.7
CPU=0:51:39 | CPU=0:13:50




The tolerance of the geometric cost in (3) to scale changes was tested with the Hercules model.
The model was matched to two images (see Figs. 1A, 1B). The first is its regular image. In the
second image the longitudal axis scale was reduced to S0% of the original one. Except for the
C(n,) due to the scale change, the results of N, M., and CPU were the same for the two cases:
Nei = Nea =225, M, = My = 0, CPU=CPU,=7.40 mins.
These results demonstrate the generic object recognition capability of our optimal recognition
method.

In the next two sections we introduce methods of imaging parameters esamation that are
based on edges and regidns. These primitives consist of large groups of picture elements and
therefore their atributes are statdstically less susceptible to noise.

A5 i i y rientation n_Central

Projecti

In many practical cases, after segmentation has been carried out, straight edges appear in
the image without their authentic endpoints (e.g. aeroplane wings with curved tips). In such cases
the endpoints can not be considered as "specific points”. On the other hand, the information
regarding the direction is based on a large number of points and therefore is reliable and should be
cmpioycd.

The spatial orientation of an object-edge is denoted by the unit vector a; (see Fig. 1c). a; is
given in the object’s coordinate system (x', y', z). The transformadon M (Euler Matrix, to the
image coordinate system (X,y,z) should be sought. The central projection of a; to the image
plane is denoted by b;. The normal to the plane which contains b; and the center of projection c,
is denoted by t;. Both t; and b; can be specified in the (x,y,z) system. M is computed here by
the following equation system:

tiTMai =0 i=12,3, (10)

The Euler angles vector Q = [y,0,6]T components which appear as variables of trigonometric
functions in M, are non-linearly related and therefore must be evaluated by iterative computation as
described below.

First, we express the full differental of M in the neighborhood of the inidal angular position
Q0 = [Wq. 8. 9ol T. Then, one obtains for i = 1,...,n:
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T _,T T oM aM
° t. Ma, -tiMOai+ti [ Q aidw+ 3 o aid6+
~o To
oM _ T P =

+3¢Q aid¢]-Di+tidMid£_2 i=L2..,n (11
) “o
Q. -

where D; is the following scalar.
_,T
D, =t Ma, (12)

and the matrix dM; is obtained by reorganization of the vector columns as follows:

‘4

_ oM M M .
® dMi(g)- [W-igai 8_919 ai W!Q ai] 13)
Next dQ is computed via:
®
tT dM -tTM a ] r-D.
Ad 9 = : d g = : = : =-D (14)
T T -
t, dM -t, Mja, D,
®
The optimal angular increment dﬁ (in mean square error sense) is expressed by :
A -
dQ=-@Tay'ad 15)
@
o As to the iterative process, one starts with an arbitrary initial value £y which is updated according
toQ =Q +d ?_2 , untl satisfactory deviation Il DIl is reached. Convergence is obtained
0 0
within 4-12 iterations.
L
A.6 QObservation vector computation by area ratjos
In this section we describe a method which enables the computation of the observation
[ ¥ vector x from triples of area ratios of hypothetically matched image regions to planar faces of the
object. These "faces” do not have to be real surfaces of the object and can also be any imaginary
triangulation plane connecting three specific points of the object.
L
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Let zy, 73, z3 be 3 areas of planar faces of the object with their unit normals dy, d4, d3,
respectively. If these faces are matched to 3 image regions with areas y), ys, y3 respectively, a set

P of 3 equations is formed assuming the orthographic projection approximation:
s2zi(d;.x) = y; i=123,; (16)
® where s is the projection’s scale factor.
| If dy, d;, d3 are linearly independent than x has a unique solution based on the following

equation set:

(dix)/ (d;x) =Y Z/yj ig=123; i# (17

As shown here, this method results in a linear equations set and is economic computation wisz.
Other methods for the computation of imaging parameters based on orthographic and centrai
projections appear in [11].

A.7 The Cost Function and Search Algorithm
@ In this secdon the general stucture of cost function used in the search procedure is given.
4 A detailed description of the subject has been presented recently by the authors in {11]. Here, only
a brief discussion will be given. Thus, many of the details given in {11] will be avoided here.
The geometrical cost Cg(n) of a state Fp(n) of D must reflect the mismatch, or the error,
PY that the partial matchings contained in Fyy(n) create by projecting the models primitive set onto the
image plane. For instance, if the state n has a degree of four: Fy;(n) = F4(n), it contains 4 pairs of
matchings. If we are dealing with planar faces as labels of the model , and image regions as units,
’ cach three pairs will define an observation vector by (17). Thus, 4 pairs define 4 observation
sy vectors, these are aligned if the match is exact, and misaligned if the pairs do not match or the data
&= is degraded.

We define a parameter's vector w, which reflects the observation parameters used in the
matching procedure. If the directional method in section A.S is employed, then w = Q, and if the
area ratio method of section A.6 is preferred, then w = x. Thus, one way to define a geometric

® disparity function C[F,(n)] is to measure the disparity of the observation parameters vectors w set
Wu(n) dzfined by all the triple pairs included in the |t-nary match F“(n):

CF,ml=g X [-(w,-w)) (18)

(w,l, wj)sw)‘(n)
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where:

N v
Y=EonT Y=oy

An alternative method for the estimation of the disparity of the viewing vectors is to use scatter
matrices.
The scatter matrix H of a vector set {w;} is defined as :

H= 2 w.w] (19)
wie W“(n)

We may define the disparity of the set {w;} as the largest eigenvalue of H.

A8 xperimental ]

The search algorithm with the combined geometric-probabilistic cost function is tested here
for recognition capability and for differeniation power. The test is performed on 4 aeroplane
models (a SAAB, a KFIR, a F15 and MIG25 - see Fig. 2A-2D respectively) and an industrial item
(Fig.3). Both kinds of objects have specific points and straight edges primitives. These are
segmented from their true images by means of preprocessing procedure that is described next.
Each of the object's image regions is segmented from its digitized picture by means of compass
edge operators that retain also the edge directional information. This information is utilized by the
thinning and bridging procedures {11] that follow. An edge segmentation program [11] based on
local curvature finds the corners, straight lines, and arcs of the edges. The contour and the plane's
largest blobs are also founds by a graph-following-procedure. The specific points and straight
edges selected are those which satisfy a set of topological properties [11]. The computation time
on a VAX 11-750 computer,for preprocessing a typical 512 x 512 image was about 36 minutes
(the programs were not optimized and no hardware convolvers were used). The experimental
results of the search are summarized in Table 2. Each of the planes models and images are
matched one against the other to test the recognition and differentiation power of the matching
method. The rows of Table 2 relate to the images of the 4 planes and the columns to their models.
In Table 2 one can also find the number of node examinations N, required to reach the optimal
match, number of matching errors M., (i.c., number of wrong labelings, such a assigning a wing
tip of a model to a nose in the image) and the final cost function C(ny). The notation "exp" which
appears in some of the cases instead of a numerical value means that the cost rised to values that
indicated that the search will terminate only at very high values of Ne. Such cases occur when one
tries to match totally incompatible model / image pairs. Though, the time (or node examinations)
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required to detect incompatible matching is relatively short due to the steep rise in the cost function.
The geometric cost function used here is based on area ratios. To examine the relative efficiency of
the Euler angles geometric cost function; the industrial part (see Fig.-3) image is segmented to 13
straight edges and 14 specific points and is matched to its model using both geometric cost
functions. The number of node examinations required to reach the final match with the areas ratio
cost was 1331. The number of nodes examined with the Euler angles was 1821. (No search
speeding up procedures [11] were employed.)

_ A9 Discussion

The experimental results of the search based recognition method, demonstrate a significant
reduction in the number of node examinations that are required to reach the optimal matching.

Matching of complex objects with the order of 12-18 primitives that require the order of
10121022 nodes examinations with exhaustive search procedures are reduced to the order of 103,
In the present study only initial-search-labeling-probabilities were used [11]. Thus, the cost
function is mainly geometric. Results presented in [11] show that the robustness of the recognition
method can be increased by the addition of the full probabilistic information, while at this stage is
is partial. The main effort of future research should concentrate on incorporation of more
information sources.

Table 2 : Cross Matching Results of 4 Aeroplanes.

models
Images
SAAB KFIR F15 MIG25
s 11:141= %91 N, = 1569
AAB = , M.=4 exp exp
C(ny =0.31 C(np =0.71
Ne = 2596 N, =421
KFIR = M =1 exp exp
C(ny) = 0.67 C(ny) =0.25
N, =631 N.=1555
F15 exp exp M.=0 M. =4
C(n) =035 ] C(np=0.72
N, = 1387 N=771
MIG2S exp exp M.=4 =1
C(np =0.68 C(np=0.38
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B.1 Angles and Distances

This section describes two novel probabilistic models of imaged angles and distances. The

® models are then employed for model based 3-D objects recognition.” These models confirm two

general rules which may also be perceived intuitively. The first rule is the following: "If the

viewing orientation is apriori undetermined, there is high probability that values of image angles

are close to their depicted 3-D scene angles”. Under the same apriori v'ewing conditions, a similar
o rule applies to image and scene distances: "It is very probable that relatively short (or long)
distances in the image depict relatively short (or long) distances of the viewed 3-D scene”. In other
words, closer points in the image are more likely to depict shorter distances in the scene and the
ratio of scene angles to their projected angles in the image usually have values which are close to
unity.

Quantitative illustrations and proofs of these rules are given in Sections B.2 and B.3. Both
of these rules, are based on the assuption of general view point which grants isotropic probabilities
to all the viewing orientations around the observed scene. To represent this assumption an
"Observability Sphere” is constructed.

¢ The observability sphere is a scene centered imaginary sphere of very large radius which is
pracdcally infinite (see Fig. 9 in Appendix A). Each point on the sphere's surface represents a
viewing direction vector which is normal to the surface at that point and has equal observation
° probability density. By relatvely simple integration procedures which are described in Sections

B.2 and B.3, the general probability densities of imaging transformations of angles and distances
and the above mentioned rules can be derived. As elaborated in appendix A, the observability
sphere can be employed for the estimation of other useful parameters such as initial labeling and
joint probabilities of various object features.
® The angles that are formed by linear features of an object are used as reliable primitives in its
recognition process. An angle is defined by the relative orientation of its arms. Thus an object's
angles are defined by its linear features (not necessarily touching). The process of orientation
estimation of these features in the image, is usually based on extraction of large sets of edge
. R points. Therefore, angular data is less susceptible to noise and partial occultation than data based
e on more local features such as specific points {11], edge junctions, etc.
As related literature it is worthwhile to mention other works that used the concept of general
view point and used angular information. Witkin [12] addressed the recovery of surface
.' orientation from natural images of textured surfaces. The slant and tilt angles of planar and curved
surfaces were estimated statistically from measurements of tangent angles to contours in the image.
Witkin [12] used the Gaussian sphere to obtain a joint probability density function of the observed
tangent directions. This function was then used to receive maximum likelihood estimation of the
surface orientation. Although Witkin's probability density functions and the techniques he used

for their computation are completely different from ours, the principle of isotropic viewing
orientations is adapted also there.
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The general view point concept was used also by kanade [15] who used it for heuristic rules
of parallel lines and skewed symmety. Stevens [16] did not use the concept of skewed symmetry,
but he presented a good body of psychological experiments which suggests that human observers
can perceive surface orientations from figures with this property. Thus, we note that the angular
information is one of the principal information sources for skewed symmetry detection.

Angular information was also used by Aungusteijn and Dyer [17] for recovering 3-D planar
surface orientation from a single 2-D polygonal contour of point pattern. This was done by
iterative recovery of the slant and tlt angles of the pattern plane.

In this paper we address the problem of model based 3-D object recognition. In such
problems the object and its orientation are usually apriory unknown. In the process of model
based recognition it is required to match the model features to the equivalent features in the image.
In the case of anglec as features, most of the 3-D model's angles values do not resemble the
observed 2-D image angles. This effects is due to the projection process which alters the image
angles considerably. Using the orthographic projection approximation to the actual central
projection, the image angles are non-linear functions of the slant and tilt of the 3-D angle plane
relative to the image plane. Thus, one of the main obstacles to the matching algorithm using angles
as features are the apriory unkown relations between the image and model angles. A quantitative '
formulaton of these relatons is given in section B.2 .

A solution to the matching problem is proposed in this paper by employing the above
mentioned probability model of angles transformation as an estimation criterion for the
image-model angles relations. The matching algorithm is performed by the stochastic labeling
algorithm [13]. This algorithm, updates in parallel a set of vector labeling probabilities of the
image primitives. The relations between the image and model primitives are represented by a set of
compatibility coefficients and are employed extensively by the stochastc labeling algorithm. The
coefficients are evaluated from the above mentioned probability models of angles and distances.
The methods for compatibility coefficients evaluation are described in [8]. Reference [8] describes
the experiments of 3-D object recognition with stochastic labeling based on the probability models
that are derived in Sections B.2 and B.3. As demonstrated in [8], the experimental recognition of
synthetic or real objects yields satisfactory results.

B2 Tl bability distributi jel of ected !

The computation of the orthographic projection of a 3-D scene angle denoted by o to an
image angle denoted by P is simple [8]. Hence, B =B(a,0,1) is a function of three parameters:
the model angle &, the slant ¢ and the tilt of the bisector of a denoted by o

cos gtg Q.
g ] (20)

B(a, o, t,) = arctg[ cos 7t

Cos & )

1-0.5sin2 o(l -
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The parametric behaviour of B as a function of & and g is given for example, in Fig. 4
(for a = 459). From Fig. 4 it is obvious that the angle B variations as-a functon of the tilt 1y are
larger when the slant ¢ is larger.

“The observability sphere which represents the assumption of isowophism of the viewing
orientations is used here for the computation of the probability density of the angle rado P/a.
Referring to Fig. S, the plane of the angle & coincides with the equator plane T of the observability
sphere of radius R.

Each point on the sphere represents a viewing orientation denoted here by the viewing vector
v. The imaging plane W is normal to v. The equator plane T is slanted by the angle o and tilted
by the angle t reladve to the imaging plane W. The infinitesimal observation probability of a
certain (0,t) pair with differentials do, dt is proportional to an area element dA on the observability
sphere surface. The area element size varies according to:

dA = 2xR? sinc do dt : 21

The observation probability of dA is Ap, where

Ap =% sin dodv (22)

A logarithmic scale is preferred for the angle ratio B/c so as to reflect the symmetry of the ratios
probability density. The density is calculated by method similar to histogram calculation. The
range of log(b/a) is divided into N odd number of intervals D;; i = 1,...,N; by:

41-1

- —2 < log(B/a) S s -2 23)

N-2"
with end intervals defined by:

D, : —e<logf/a)s-2
(24)

DN:2$log(B/a)<~

An integrator is associated with each interval D; and a Ap is added to it whenever log(B/a) belongs
to Di'

The curves depicted in Fig. 6 describe in logarithmic scale (with dashed lines) the
probability density of the ratio B/a for acute (0 < < 1/2), obtuse (1/2 € & < x) angles, and the
full a angle range (with solid line). The conditional probability distribution p(f/a) is illustrated by
two dimensional drawing in Fig. 7. To test the stability of the results, the integrations are
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pergformed with various a sets (0.5° to 59 intervals) and the various differendals At, AG. The
conclusion that the densities are stable when Ag — 0, AT — 0 and Aa — 0 is based on the results
obtained with various Aa, At, Ac parameters. Below 5° there was no noticeable change in the
densities. .

The sharp peaks of the densides in Fig. 6 at log(B/a) = 0 verify the first rule presented in the
introduction. This rule claims that there is a high probability that the values & and B are close. The
probability, for example, of llog (B/o)! < 0.3 is larger than 0.84!

B3 Tl bability Density of Proi { Dist

A similar technique that was used to estimate the probability density of the projected angles
in Section B.2 is employed here to compute the probabiljty density of projecteddestances. The
orthographic projection is also used here to aﬁprbximétc the actual central projection. By this
approximation a vector a in the 3-D scene is projected to a vector b on the imaging plane by the
equation:

b = s[a-v(a - v)] ) (25)

where the viewing unit vector is denoted by v and the imaging scale factor by s.

Since s is the same for all the viewing orientations (from the same distance) is is not taken
into account. Theprobability density of the projection ratio r = |bl / lal is described in Fig. 8. The
peak at r = 1 substandates the second statement in the introducton. For instance, the probability for
T to be in the range of 0.5 < r < 1 is above 86 percent. This result also shows that apriori there is a
high chance that the ratio of two distances in the image is close to the ratio of their respective
distances in the 3-D scene.

B.4 Summary

"~ We discussed in this paper the use of simple features for 3-D object recognition. The main
advantage of these features over larger ones is their relatively easy and reliable segmentation.
From our matching experiments we found out that in most cases the representation of rigid objects
by simple features is sufficient for unique recognition.

The probabilistic models of angles and distances supply strong cues for the grouping

processes of the above mentioned features. Recently we found that also the probability density of
curvature has similar properties to angles and distances. These results will be reported shortly.
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lix A: The Ot bility Sol | Its U

In this appendix we describe the observability sphere and its uses. The sphere enables the
estimation of the observation probabilities of various object features. Joint observation probabilites
can also be computed by using the sphere. These probabilites have two uses: they can serve as
initial labeling probabilities, and participate in the estimation of the compatibility coefficients
needed for stochastic labeling. The observability sphere concept was also used for the computation
of the probability densities of angles and distances as described in sections B.2 and B.3.

Refeung to Fig. Y, tic observability sphere is an imaginary sphere with very large radius
which is practically infinite. The observed scene or object are placed approximately at the sphere's
center. The sphere’s radius is made very large so that the exact location of the center will not
influence the viewing orientation of the object features. Each point on the sphere's surface
represents a viewing orientation vector which is normal to the sphere's surface at that point.
Actually we represent by the sphere the assumption of apriori isotropic probability of viewing
orientation around the observed object or scene. For that reason the sphere is defined to have
constant observation probability density on its surface points. This assumption may be adjusted for
objects which have parts that are occluded permanently.

The apriori observation probability of any feature that belongs to the observed object is
proportional to the area of the viewing region on the observability sphere's surface. The viewing
region of a feature is the union of all the points on the surface representing viewing orientations
from which that feature can be observed. -

To find the viewing region of a certain feature one has to perform a central projection of that
feature on the sphere's surface. This is done by locating all the valid centers of projection and
emitting rays from them to sphere's surface in all directions which are not occluded. For that
purpose, the set of valid centers of projection is the set of feature's points. This projection is not
simple to perform unless one is dealing with features that are planar, i.e. contained within a plane.
Planar features are features such as planar .aces, straight edges or specific points [7], [11]. The
central projection of such features is relatively simple. For example a central projection of a cube’s
face denoted by "a" in Fig. 9 is the region F(a). This region is almost a hemisphere when the
cube's edge size 'd" is very small compared to the sphere's radius R:

F(a) = 2rR% - (d/2)2R — 27R> for d<<R (A.1)
Thus, the observation probability P(a) of that face a is very close to 0.5:

P(a) = F(a)/ 4rR%=1/2 (A.2)
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Now, let's assume a convex polyhedral object with planar faces ay,...,ap With respective normals
t1,...ty. Each viewing region F(ap,) of a face a, is close to a hemisphere. The probability for
simulaneous observation of the group ajy,...,am denoted by P(ay,....ap) is proportional to the
intersection of their respective viewing regions, that is:

1 m 1 u
7 N Fay=—=[[T] Av()- s
4nR” j=1 ¢ 4=k "7 ]

P(al, e @) =

(A.3)
1 if v-tJ.>O

A““*'?={o i vet;S0

where s is a differential area element of the sphere and v(s) is its observation vector. For
example, if ay, a; and a3 are neighboring faces of a cube than the simultaneous observation
probability P(a;,a;) will be 1/4 and P(a;,a3, a3) is equal to 1/8.

Observation regions of other planar features are created by the operation of union. A
straight edge is usually created by two neighboring planar faces. Thus, the observation region of
that edge is the union of its bordering faces regions. We now denote the observation probability of
a feature created by a union of a;,....ap by P'j(ay,...,ap). In the general case P'i(ay,....ap) is
given by:

1
4nR

P( a, es ag)=

m
5 U Faay=—1 ”jg.lA(V(S)-tj)ds

ji=1 4nR?
(A. 4)
1 if any of v-tj>0; j=L..,m;

A(v(s)- t)= {
J) 0 otherwise
For instance, the observation probability of a cube's edge is P'j(a1,22) = 3/4 and of a cube's
vertex P'1(a;,ap,a3) = 7/8. By a combination of the disjunction and conjunction operations the
simulaneous observation probabilities of various features can be computed too [11]. This
technique is also applicable to features of objects which are non-convex and curved [11].

221




Another use of the observability sphere is linked to the construction of Aspect Graphs. In
fact, the probabilities of observation of va-ious views, or aspects, of an object are not equal
in general.

These probabilities can be computed easily using eq. (A.3). The oosc.varion probability of
a certain node can be used as its weight in the general graph. By this way, many nodes
with small weights may be pruned.

For example, the observation probabilities of a cube aspects no. 1 and 3, in fig. A.2, are
close to zero (using orthographic projection), and aspect no. 2 has a probability of 1/8.

Refering to fig. A.3, the six faces of the cube are labelled as a,b,c and their respective
opposites as 7,b,T. -

Each aspect is labelled by a code of three letters mdxmhg 1}3 visible faces. Some of the
viewing regions on the sphere are indicated in fig. A.3. The pruned aspect graph of the
cube is shown in fig. A.4.
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Fig. 1: Segmented images of Hercules aeroplanes:
1A: Original image; 1B: Distorted image.

1
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Fig. 2A-20: Segmented images of 4 aeroplanes.
Specific points are denoted by
numbers, edge terminators by +, and
straight edges approximations by
dashed lines.

Fig. 2A: SAAB

Fig. 2C: F15

Fig. 2D: MIG25
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Fig.le: Imaging parameters computation by edge
orientations.
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@ : Fig. A.2 : The Three Aspects of a Cube.

®
@ Eig. A3 : The Viewing Regions of a Cube's Aspects Indicated on the Observability Sphere.
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Fig. A.4 : The pruned Aspect Graph of a Cube.
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Integrating Planning and Reactive Control*

Stanley J. Rosenschein
Leslie Pack Kaelbling
Teleos Research
576 Middlefield Road
Palo Alto, CA 94301

1 Introduction

Artificial intelligence research on planning is concerned with designing control systems that
choose actions by manipulating explicit descriptions of the world state, the goal to be achieved,
and the effects of elementary operations available to the system. Because planning shifts much
of the burden of reasoning to the machine, it holds great appeal as a high-level programming
method {3,10,12]. Experience shows, however, that it cannot be used indiscriminately because
even moderately rich languages for describing goals, states, and the elementary operators lead
to computational inefficiencies that render the approach unsuitable for realistic applications.
This inadequacy has spawned a recent wave of research on “reactive control” or “situated
activity” in which control systems are modeled as reacting directly to the current situation
rather than as reasoning about the future effects of alternative action sequences [2,1,11].
While this research has confronted the issue of run-time tractability head on, in many cases
it has done so by sacrificing the advantages of declarative planning techniques.

This paper discusses ways in which the two approaches can be unified. We begin by
modeling reactive control systems as state machines that map a stream of sensory inputs
to a stream of control outputs. These machines can be decomposed into two continuously
active subsystems: the planner and the execution module. The planner computes a “plan,”
which can be seen as a set of bits that control the behavior of the execution module. An
important element of this work is the formulation of a precise semantic interpretation for the
inputs and outputs of the planning system. We show that the distinction between planned
and reactive behavior is largely in the eye of the beholder: Systems that seem to compute
explicit plans can be redescribed in situation-action terms and vice versa. We also discuss
practical programming techniques that allow the advantages of declarative programming and
guaranteed reactive response to be achieved simultaneously.

*This work was supported in part by NASA Cooperative Agreement #NCC-2-494 through Stanford subcon-
tract #PR6359 and in part by a gift from the System Development Foundation.
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2 Planning and Reactive Contrcl

Classical Al views the generation of behavior as a two-step process consisting of planning and
execution. Planning produces a data structure describing a course of action; execution is the
step-by-step interpretation of this data structure to produce overt behavior. The planning
step can be viewed as a form of stylized program synthesis in a weak logic of programs, and
many formalisms have been proposed to capture the logic of planning. A common approach
is to employ predicate calculus formulas as state descriptions (e.g., on(blockA,blockB)) and to
model operators as state-transforming functions, described either axiomatically (using facts
of the form holds(p,s) — holds(q,0p(3s))) or as syntactic transformations that map state
descriptions to state descriptions. Letting ops, init, and goal stand for formulas expressing,
respectively, facts about the operators, the initial conditions, and the goal statement, we
require the planner to find plan = make-plan(ops, init, goal) such that

ops | 1nit A plan — goal .

In other words, it should follow from the operator descriptions that if the initial condition
holds and the plan is carried out, the goal condition will be achieved. Note also that initAplan
should be consistent; otherwise, the requirement can be trivially satisfied.

The complexity of plan synthesis obviously depends on the specific nature of the domain.
For realistic domains, however, traditional planning typically requires significantly more time
than the fundamental reflex cycle of the system, and controlling the rate at which planning
occurs relative to changes in the environment is extremely challenging. For this reason, clas-
sical planning techniques have almost always been applied, in practice, to “static” domains,
in which the only significant source of change is the agent itself and in which, therefore, the
time required for planning can be safely ignored.

In an attempt to deal with more dynamic domains, some researchers have abandoned plan-
ning in favor of reactive control, which does not take a two-stage view of behavior generation.
In this approach, the behavior of the agent is specified directly using situation-action rules
that are evaluated at frequent intervals. A reactive control system could be implemented, for
example, as a program executing a tight loop, the body of which exhibits a high degree of
conditionality, for example:

do forever
if tiger_approaching then
set wheel velocities to [+30,+30],
else if ...

Since the conditions can be evaluated in parallel, reactive systems can also be described as
circuits or operator networks implementing a function that maps a stream of information
states to a stream of output commands to the effectors. The key to reactivity is to design
this function so that it can be computed quickly again and again.

Each approach has its advantages. Planning provides a convenient high-level declarative
formalism and leaves much of the reasoning to the machine. In principle, this makes it possible
for the control system to handle classzs of situations that are too complex for the programmer
to anticipate in advance but are amenable to analysis at run time, once a concrete initial state
and goal state are available. In contrast, reactive control offers the advantage of guaranteed
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response time and hence the ability to react quickly to a changing environment. Because
neither approach clearly dominates the other and because many application domains have
attributes that make each attractive, a synthesis of these two techniques is necessary.

One method for achieving such a synthesis is to embed a reactive controller in a classical
planner-based architecture. In a sense, this is what the term “execution monitoring” is often
taken to mean in classical planning: The planner sends a data structure to the execution
module, which in turn reacts to changing world conditions under the control of the plan. The
execution module is also able to detect conditions in the world that violate the assumptions
upon which the plan’s correctness depends. Unfortunately, the mathematical framework of
classical planning, based on atemporal state transformations, offers little guidance as to how
the passage of time during the planning process ought to be handled.

Since reactive control is based on a model of time-bounded computation, it is more natural
to incorporate planning by extending the reactive-control architecture rather than vice versa,
and this is the approach we shall take. In order to do this, however. we must first characterize
the semantics of the data structures produced by the planner in a way that makes sense in
the reactive control model.

3 Semantics for Planning and Control

We shall model a control system as a state machine that transduces inputs carrying infor-
mation about the environment to outputs that affect the environment. In the simplest case,
this machine has no state and simply computes a pure function from inputs to outputs. In
more complex cases, including cases in which significant planning occurs, the computation
requires internal state. A major challenge in designing control systems is to provide a clear
semantic model of the information available to the control system, of the goals achieved by
the chosen actions, and of the mapping between the two.

Let M be a control system with input variable in, output variable out, and an internal
state vector a. The inputs carry information about the world, the outputs are commands
to the effectors, and the internal state allows the computation of outputs to depend on past
inputs and to be extended in time. To introduce a planner into this model, we decompose
the mac . ne into components, introducing three subsidiary variables, init, goal, and plan, and
four sub-machines: Eiui, E,e1, Planner, and Ezec. We assume that ops is fixed in advance.
The inputs and outputs of these modules are as follows:

e E. .. input in, output in:t

o E, . input in, output goal

e Planner: input init, goal, output plan
e Ezec: input in, plan, output out

The overall structure of the machine is illustrated in Figure 1. Informally, the E;.; and Egoq
machines operate on the input, extracting values representing the initial conditions and goal
condition, respectively. These are transduced by Planner, in a way that may involve internal
state and computation over time, to a continuously available plan output. Note, however,
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Figure 1: Embedding a planner in a reactive control system.

that the output may be vacuous, indicating that the final plan has not yet been computed
[4]-

We are interested in characterizing the semantics of the inputs of Planner and of its
result, but must first consider the more general question of where semantic “interpretations”
for data values come from.

For data structures like init, the classical view is that the data value is a description of
facts about the world expressed in some language whose semantics is clear to the designer of
the system. This description would be of little use were it not also the case that when the
data structure had a particular value, the condition denoted was guaranteed to hold in the
environment. Such semantic considerations form the foundation of the situated-automata
model in which the semantics of data structures are characterized in terms of objective cor-
relations with external reality rather than in terms of designer-stipulated interpretations. In
this approach, one says a machine variable z carries the information that p in world state s,
written s |= K(z,p), if for all world states in which z has the same value it does in s, the
proposition p is true. The formal properties of this model and its usefulness for programming
embedded systems have been described elsewhere [7,8,5,9].

Since we are committed to an information-based semantics for reactive systems, we seek an
“objective” semantics of goals defined explicitly in informational terms. We can reformulate
the notion of having a goal p as having the information that p implies a fixed top-level goal,
called N for “Nirvana.” Formally, we define a goal operator G as follows:

G(z,p) = K(z,p = N)

In this model, z has the goal p if z carries the information that p implies Nirvana.! Since this
defines goals explicitly in terms of information, the same formal tools used to study informa-
tion can be applied to goals as well. In fact, under this definition, goals and information are
dual concepts.

To see this, consider a function f mapping values of one variable, a, to values of another
variable, b. Under the information interpretation, such a function takes elements having more
specific information into elements having less specific information. This is because functions
generally introduce ambiguity by mapping distinct inputs to the same output. For example,
if value u, at a is correlated with proposition p and value u; at a is correlated with ¢ and if

We observe that under this definition False will always be a goal; in practice, however, we are only interested
in non-trivial goals.
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f maps both u; and u; to v at b, the value v is ambiguous as to whether it arose from u, or
u,, and hence the information it contains is the disjunctive information p V ¢, which is less
specific than the information contained in either u; or u;. Thus, functional mappings are a
form of forgetting.

Under the goal interpretation, this picture is reversed. The analog to “forgetting” is
committing to subgoals, which can be thought of as “forgetting” that there are other ways
of achieving the condition. For instance, let the objective information at variable a be that
the agent is hungry and that there is a sandwich in the right drawer and an apple in the left.
If the application of a many-to-one function results in variable b’s having a value compatible
with the agent’s being hungry and there being a sandwich in the right drawer and either
an apple in the left drawer or not, we could describe this state of affairs by saying that
variable b has lost the information that opening the left drawer would be a way of finding
food. Alternatively, we could say that variable b had committed to the subgoal of opening
the right drawer. The phenomena of forgetting and commitment are two sides of the same
coin.

Formally we can relate this observation to axioms describing information and goals. One
of the formal properties satisfied by K is the deductive closure axiom, which can be written
as follows:

K(z,p = g) = (K(z,p) = K(z,9)) -

The analogous axiom for goals is
K(z.p — q) = (G(z,9) = G(z.p)) -

This is precisely the subgoaling axiom. If the agent has g as a goal and carries the inforination
that ¢ is implied by some other, more specific, condition, p, the agent is justified in adopting
p as a goal. The validity of this axiom can be established directly from the definition of G.

Given these two ways of viewing the semantics of data structures, we can revisit the
Planner module with inputs init and goal and output plan. The most natural way to
interpret the values of these variables is to apply the information interpretation to the values
of init and the goal interpretation to the values of goal and plan. However, as observed above,
since the goal interpretation is derived directly from the informational model, we could have
applied either interpretation to any of the values.

In summary, one need not think of “planning” as an essentially different kind of function
performed by the system. Rather, it can be thought of as a perspective one takes on certain
data structures when one thinks of them—for design convenience—as encoding goals rather
than information.

4 Current Research Directions

In this section we list several efforts currently underway that are aimed at exploring the
practical consequences of our approach toward integrating planning and reactive control.

4.1 Embedding Planning in Gapps

Gapps (6] is a declarative language for programming reactive systems. The Gapps compiler
takes as input a top-level goal and a set of goal reduction rules and produces as output a

241




program for achieving the top-level goal. The program is guaranteed by construction to map
information states to actions in constant time. By using Gapps, the programmer can gain
many of the benefits of declarative programming without sacrificing real-time response. One
direction of research is to embed planning in Gapps by converting operator descriptions into
goal reduction rules, which in turn are transformed by Gapps into real-time programs. A
typical rule schema might be:

(defgoalr (ach P)
(if (regress P a)
(do a)
(ach (regress P a))))

Because Gapps produces a fixed-size circuit at compile time, a compile-time bound must
be placed on the depth of the regression, although in principle the actual calculation of the
regressed condition can be deferred to run time.

4.2 Temporally Extended Planning Processes

Traditional planners operate by carrying out a guided search through a space of plans. De-
pending on the combinatorics of the search, this process may or may not succeed within a
single cycle of the reactive system. If it does not, the search must proceed in parallel with
the execution of a more reactive, though perhaps less effective, behavior. Since the passage of
time affects whether or not a data value will continue to be correlated with the environment,
it 1s clear that the semantics of temporally-extended planning will be time-dependent. A
simple solution to this problem is for the planner to monitor world conditions that would
invalidate the current plan and to output the vacuous plan when those conditions arise [4].
While correct, this approach is not maximally information-preserving and more subtle meth-
ods are possible. In the case of informational data structures, we have explored declarative
programming techniques to control the updating of the machine’s information state so that
maximal correlation with the environment is maintained (9], and similar methods might be
applied to planning over time as well.

4.3 Trading Flexibility for Performance

As in conventional programming, some information required for action selection might be
available at compile time, while other information may become available only at run time.
Ease of programming would be enhanced by minimizing syntactic and semantic distinctions
based only on differences as to when information becomes available. In traditional compil-
ers, for instance, constant-folding optimizations take advantage of compile-time information
about the values of expressions in a way that is entirely transparent to the programmer.
For planning and control applications, this transparency is more difficult to achieve because
without sufficient compile-time information, the symbolic synthesis procedure may not ter-
minate, and without a clear compile-time versus run-time model in mind, the programmer
may lack sufficient insight to adequately control the compilation process. Nevertheless, our
ultimate goal is to make it as easy as possible to trade off flexibility against performance by
conveniently moving the boundary between compile-time and run-time processing.
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