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PREFACE

The human factors profession is currently attempting to take a more
proactive role in the design of man-machine systems than has been character-
istic of its past. Realizing that human engineering contributions are
needed well before the experimental evaluation of prototypes or operational
systems, there is a concerted effort to develop tools that predict how
humans will interact with proposed designs. This volume provides an over-
view of one category of such tools: mathematical models of human performance.
It represents a collection of invited papers from a 1988 NATO Workshop.

The Workshop was conceived and organized by NATO Research Study Group 9
(RSG.9) on "Modelling of Human Operator Behaviour in Weapon Systems". It
represented the culmination of over five years of effort, and was attended
by 139 persons from Europe, Canada, and the United States. RSG.9 was'
established in 1982 by Panel 8 of the Defence Research Group to accomplish
the following objectives:

* Determine the utility and state of the art of human performance

modelling.

* Encourage international research and the exchange of ideas.

* Foster the practical application of modelling research.

* Provide a bridge between the models and approaches adqpted by

engineers and behavioral scientists.

* Present the findings in an international symposium.

Both the Workshop and this volume were designed to acquaint potential
users with a broad range of models that may be used to predict aspects of
human performance during the system development process. This objective is
addressed by overview papers, papers on specific model applications, and

-papers which provide details on modelling tools that are currently
available. The members of RSG.9 sincerely hope that this volume will
encourage interested users to try some of these tools in their own work. It
is essential that these users give feedback to model developers on the
strengths and weaknesses of the models that they try. Only by establishing
such dialogue can the state of the art be truly advanced.

While the members of RSG.9 seek to foster the development and use of
human performance models, we must state that inclusion of specific models or
tools in this volume should not be construed as an endorsement by RSG.9. by

NATO, or by any agency of its member nations.

As Chairman of RSG.9, I am indebted to many groups and individuals who
played key roles in this endeavor. First, I must thank the members of RSG.9



who worked to develop the program, prepared papers, served as session
chairman and co-editors, and have become good friends. The authors must be
recognized for their efforts to produce a first-rate volume. I want to
thank the members of NATO Panel 8 who patiently supported our efforts to
accomplish our goals. The Workshop could not have been held without the
funding provided by the U.S. Armed Services. I sincerely appreciate the
support of the Aerospace Medical Panel of the Advisory Group for Aerospace
Research and Development (AGARD), who made it possible for several European
speakers to attend the Workshop. Ms. Rita Landis of Total Events and
Meetings, Inc. is to be complimented on her excellent management of the
administrative affairs of the Workshop. I especially want to thank Lt. Col.
Allan Dickson and Mr. Charles Bates, Jr. for their consistent encouragement
and the time to work on this project, and Ms. Laura Mulford who assisted in
innumerable ways with the Workshop and the preparation of this volume.

Grant R. McMillan

Wright-Patterson Air Force Base, OH, USA
February 1989
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OBJECTIVES AND ORGANIZATION OF THE WORKSHOP

Grant R. McMillan

Armstrong Aerospace Medical Research Laboratory

Wright-Patterson Air Force Base, OH
USA

Human factors engineers are seeking the opportunity to have an early
impact on the design of man-machine systems; to be involved from concept
development onward. With this opportunity comes a responsibility. We mist
provide tools that allow the design team to predict human performance in the
same manner that hardware and software performance is predicted.
Mathematical models of human performance constitute one - perhaps the most
intellectual - category of methods for addressing this requirement. -- A

As the papers in this volume demonstrate, models have been developed '(

for a broad range of human behaviors. Nevertheless, the available models
have not fulfilled their potential as aids to system designers. In response
to this shortcoming, Panel 8 of the NATO Defence Research Group established
a Research Study Group (RSG.9) to investigate the issue and to foster the
practical application of human performance models. While the definition of
what constitutes a human performance model is subject to some controversy,
RSG.9 focused on techniques that permit computer-based simulation of humans
functioning in systems, as opposed to verbal-analytic or conceptual models.

In May of 1988, we organized a Technology Demonstration Workshop to
provide potential model users with an overview and specific examples of
tools that are available. This volume contains the technical papers that
were presented there. The Workshop was attended by 139 individuals from
Europe, Canada, and the United States (See Appendix A). The demographics of
the attendees are discussed in a paper by Cody and Rouse in the Review and
Critique section of this volume.

This volume is organized around six modelling areas (sections) which
are described below. Each of these sections includes three types of
prese tc tions:

(1) Introductory papers by the Workshop session chairmen which
summarize the technical papers and the discussion period that
followed.

(2) Technical papers which present overviews or model applications.

(3) Technical papers on modelling software demonstrated at the
Workshop.
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The Workshop also had poster presentations, which could not be included in
this volume. These presentations are listed in Appendix B. Because of the
broad range of models addressed, the coverage in any one area is not
exhaustive. Rather, there is an attempt to concentrate on the more
developed, available, and promising technologies.

The first section, Task Allocation and Workload Analysis, focuses on
techniques for estimating human workload when various tasks are assigned to
the man or machine. This area has received much attention in recent years,
and the activity is demonstrated by the ongoing developments discussed in
the papers. The close tie between theoreticians developing multiple-
resource theories of human task sharing and the developers of workload
estimation software is both gratifying and promising.

The section on Models of Individual Tasks provides a sample of the
techniques which represent the performance of a single operator performing a
single task. This is perhaps the oldest area of human performance modelling
and includes many truly "mathematical" models. This situation reflects the
fact that we have sufficient understanding of human performance in some of
these areas to attempt mathematical descriptions of the performance
mechanisms.

Models of Multi-Task Situations -)rimarily address a single operator
performing multiple tasks. The techniques discussed here tend not to
represent the mechanisms of human performance, but simulate instead the
time, accuracy, and workload results using task network modelling tools such
as SAINT (Systems Analysis of Integrated Networks of Tasks). This approach
is required because the tasks make fewer constraints on human performance
strategies, and because we do not have a good understanding of the
performance mechanisms. Fortunately, many of the model applications in this
area do not require a mechanistic level of analysis to provide the required
answers.

This trend is seen even more strongly in the Crew Performance Models
which represent multiple operators performing multiple tasks. These models
tend to be an important tool for decision makers who are addressing issues
of crew size and the effects of operational stressors such as fatigue and
overload. The models have many characteristics in common with operations
research simulations, but with much more emphasis on capturing the contribu-
tion of the human to system performance.

The section on Workspace D3sign - Anthropometrical and Biomechanical
Approaches reviews models that address human performance at a rather basic
level. They attempt to predict an operator's ability to see and reach
controls and displays, to perform materials handling tasks without hazard,
and to fit into and get out of workspaces. Although this is a very
different level of analysis from the other models reviewed in this volume,
one should not underestimate the importance of having reliable tools for

studying such tasks.

Models of Training and Skill Retention represent techniques to aid in
the design and utilization of training systems. The grain of analysis is
relatively fine when attempting to model learning curves or to predict the
soquisition and retention of specific skills. Other techniques provide a
high level analysis of the expected benefit from specific training devices,
or training device features.

The opening session of the Workshop set the stage for an evaluation
process to be accomplished by the attendees. Criteria were proposed that
research indicates designers use when selecting sources of information about
human performance. The attendees were provided with a questionnaire, based

4V



upon these criteria, for evaluation of the modelling tools presented at the
Workshop. This questionnaire was designed to generate feedback on the

perceived utility of the models, on barriers to their use, and on the tech-
nologies judged to be most promising. The analysis results are presented by
Cody and Rouse in the Review and Critique section.

The questionnaire was only one source of evaluation conducted at the
Workshop. Current modelling technology suffers from many limitations when
applied to real-world problems. Many of these shortcomings, as well as
suggestions to remedy them, are also presented in the Review and Critique
section.

The Workshop and this volume represent an initiative that we hope to
continue in the future. If human performance models are evcr to fulfill
their potential as design aids, dialogue focused on applications must

continue between model developers and model users. We trust that this

endeavor is a step in that direction.

5
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DESIGNERS' CRITERIA FOR

CHOOSING HUMAN PERFORMANCE MODELS

William B. Rouse and William J. Cody

Search Technology, Inc.
4725 Peachtree Corners Circle
Norcross, Georgia 30092

INTRODUCTION

There are many reasons for developing human performance
models. It is an intellectually satisfying and enriching
experience to develop and experiment with models of human
performance, chemical reactions, economic behavior, and so on.
Such models help us to understand complex phenomena while also
providing the means to communicate this understanding.

Although we have little doubt that the developers of
models find joy and benefit from the process of modeling, we
are less sanguine about the benefits that may accrue to
potential users of the product of modeling -- the equations
and/or routines typically embodied in a software package.
This paper is concerned with human performance models as
products, and with system designers as potential consumers of
these products.

It is often argued that the availability and use of human
performance models will enhance system design and result in
more effective systems. This assertion is difficult to
support in any conclusive manner. A more fundamental concern,
however, is the apparent lack of use of many available human
performance models. Why is it that modelers are so enthralled
with models, while designers show little apparent interest?
In this paper, we argue that this lack of success is due to
modelers having ignored many of the criteria by which
designers judge models in particular, and information sources
in general. To support this premise, we first provide an
overall perspective of system design.

44; INFORMATION SEEKING IN SYSTEM DESIGN
F Our studies of designers in the aerospace industry have

led us to conclude that: Designers spend most of their time in the insular
environment bounded by project co-workers and personal experience. Their information
requirements span an enormous range, some of which can be satisfied only from project
sources and others which can be satisfied in a variety of ways. Designers satisfy those



requirements that can be met in more than one way by accessing sources with the
least overhead in terms of their effort. These sources are social contact with co-
workers and definitely not formally printed materials (Rouse and Cody, 1988).

From this perspective, design can be viewed as an
information transformation process. On one level, this
process involves seeking, managing, and disseminating
information. On another level, this process involves sub-
processes for formulating, representing, associating,
manipulating, and evaluating information as it is transformed
and eventually manifested in a designed artifact (Rouse and
Boff, 1987). Within this framework, it is useful to think of
human performance models as information sources.

Figure 1 shows the scope of information needs for which
human performance models might be useful. The rows of this
figure are designated by the phases of the "standard" system
acquisition process, while the columns denote the topics
covered by the six technical sessions of this NATO Workshop on
Applications of Human Performance Models to System Design.
Clearly, there is a wide-spectrum of needs for humAn
performance information that models might be able to help
satisfy.

To motivate our later assertions regarding criteria for
selecting information sources, it is useful to characterize
the process of seeking information in design -- see Rouse
(1986a, b) for reviews related to this topic. The process
begins with the recognition of one or more information needs,
potentially in terms of one or more elements of the stream of
needs characterized in Figure 1. The next steps are
identification of alternative information sources and
selection among these sources. While this sounds very
analytical, more often it is very intuitive with emphasis on
"tried and true" sources.

Selection among information sources is also heavily
influenced by "downstream" factors concerning how the
information will be used -- selection, in itself, is only a
minor component of design decision making, albeit the
component which this paper addresses. Typical downstream
concerns include whether or not use of the information will
require learning new jargon, methods, etc.; the usability of
the source in terms of ease of access and manipulation; and
the interpretability of information from this source relative
to the nature of the need motivating the search. Another
concern is how information from this source can be used as a
basis for advocating and defending design decisions.

USES OF INFORMATION

Beyond the above general concerns, identification of
information sources and selection among these sources also
depend on the specific uses intended for the information
sought. Within the context of system design, it seems to us
that there are five types of uses of information:

o Specifying and clarifying design objectives and
evaluation criteria (e.g., elaborating speed vs.
accuracy tradeoffs).

8
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Fig. 1. Information Needs in System Design

o Projecting outcomes or impacts of independent
variables (e.g., analyzing sensitivity of performance
to parameter variations).

o Identifying and determining timing and location of
events (e.g., analyzing mission to identify
bottlenecks).

o Identifying and determining attributes of things and
events (e.g., choosing design parameters).

o Understanding causes of outcomes and deficiencies
(e.g., diagnosing performance shortfalls).

As shown in Figure 2, these five types of use are often
integrated within an archetypical "what if" question concerned
with achieving or not achieving design objectives as a
function of internal and/or external choices. From this

91
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Fig. 2. Archetypical Question in System Design

perspective, the information seeker's questions may reflect a
much richer context than the apparent simplicity of questions
might lead one to perceive. The appropriateness of an
information source may, therefore, depend on the relative
importance of the relationships depicted in Figure 2.

The archetypical question depicted in Figure 2 occurs
repeatedly as the elements of the matrix shown in Figure 1.
External choices made by users, customers, or, in effect, the
environment, as well as internal choices made by the
individual designer, the design team, or management, motivate
"what if" questions relative to outcomes satisfying criteria
and achieving objectives. In addition, "why" questions are
asked relative to the rationale and necessity of particular
objectives and criteria, as well as explanations of outcome
deficiencies.

IDENTIFICATION OF INFORMATION SOURCES

If one accepts the notion that design is predominantly an
information transformation process, than it would seem that
information seeking should be ubiquitous which, in turn, would
suggest that identification of information sources and
selection among these sources should be central. This set of
related hypothesis has been explored by several investigators,
e.g., Allen (1977), Cody (1988), and Rouse and Cody (1988),
who have found a single class of information sources to be
predominant. This class is human Judaement.

Designers have many information needs and ask many
questions. Not surprisingly, they answer many questions
themselves. The next most likely source of information is
colleagues. Other sources of human judgement include subject
matter experts who may be incumbent system users (e.g., formeraircraft pilots) or disciplinary experts.

Human judgement is the primary information source because
the cost of access is low and the quality of the information

10



received is perceived to be good, or at least adequate. An
additional and important characteristic of this information
source is that colleagues and subject matter experts often
understand the context in which questions are asked -- that
is, they have a contextually-based understanding of the
relationships shown in Figure 2. In fact, humans often will
not answer questions without first asking several\ contextually-clarifying questions themselves.

A second class of information sources is archives. Fact
sheets, handbooks, textbooks, and journals are occasionally
accessed to satisfy information needs -- "occasionally" is an
important qualifier (Allen, 1977; Rouse and Cody, 1988).
These sources of information often suffer from being difficult
to identify, access, and interpret, with the possible
exception of particular items with which the seeker is already
familiar (e.g., the well-worn textbook or favorite journal).
The possibility of pretty much ignoring the archives is an
option that is much more tenable for designers than it is for
researchers -- this never ceases to amaze researchers!

A third class of information sources is models. There
are two subclasses: empirical and analytical. Empirical
models include market surveys, user studies with mockups,
experimental investigations with simulators, etc. These
sources of information are models in the sense that the
conditions and humans studied are, in effect, assumed to model
the eventual actual conditions and real users of the system
being designed. Analytical models primarily differ from
empirical models in the sense that the human anthropometry,
information processing, etc. of interest is modeled
computationally rather than by other humans. This difference,
of course, leads to analytical models being "packaged" rather
differently than empirical models. The packaging of
analytical models often presents difficulties for potential
consumers of these models.

SELECTION AMONG INFORMATION SOURCES

The foregoing discussion of information seeking in system
design and alternative information sources leads us to suggest
a structured set of seven criteria that we believe strongly
influence choices among information sources. This set of
attributes is structured in the sense that it is weakly rank-
ordered, e.g., failure to satisfy the first criterion results
in rejection of an information source regardless of the
potential of this source relative to subsequent criteria.
The sequel to this paper (Cody and Rouse, 1989) will present
the results of testing this model of "consumer behavior" in
the context of selecting among human performance models.

The first criterion is applicabilitY. Information
seekers will tend to select sources that they perceive will
provide information that is applicable to their question.
More specifically, sources will be sought that will provide
information relevant to one or more of the aspects of Figure 2
within the context of interest.

Information seekers are also concerned with credibility.
It is of little value to base a line of reasoning on an
information source that is not credible within the

J 11



organization making the decisions of interest. For this
reason, if analytical models, for example, are disdained
organizationally they will seldom be a viable information
source.

The next two criteria are availability and cost. These
criteria are rather obvious. If the source is unavailable or
the financial cost to acquire and use the model is
prohibitive, the source is unlikely to be used. It is useful
to note that acceptable levels of cost (i.e., financial
expenditure) may interact with perceived credibility.

If an information source is feasible relative to the
above criteria, three additional concerns are likely to be
addressed. The first is interpretability. Does the nature of
the answers provided by the information source directly
satisfy the nature of the information need underlying the
question? For example, if answers to a manual control
question are needed in the frequency domain with 95%
confidence intervals, does the source provide this type of
answer or will some transformation/interpretation be
necessary?

The next criterion is learnability. What will it take to
understand the jargon, assumptions, processing, etc.
associated with a particular source to the degree necessary to
use the source effectively? This criterion presents little
difficulty when utilizing human judgement, occasional
difficulty for archival sources (assuming that they have
satisfied the other selection criteria), and sometimes great
difficulty when accessing models. It often can require a
great deal of effort to truly understand an analytical model.

The seventh and final criterion for selecting among
information sources is usability. This includes the ease with
which inputs (questions) can be prepared, outputs (answers)
accessed, and relevant operations performed. Obviously, human
judgement typically scores fairly well relative to this
criterion. Various data bases help to improve usability of
archival sources, although not to the extent of sources of
human judgement. Computer-based models have the potential to
be very usable, but this potential is rarely realized.

ADDITIONAL ISSUES FOR ANALYTICAL MODELS

In light of the fact that the focus of this workshop is
human performance models, the remainder of our comments will
be premised on the assumption that one or more models have
been chosen as an appropriate information source. In other
words, we are assuming that one or more analytical models have
passed the seven criteria hurdles outlined in the previous
section.

Before discussing the use of analytical models in more
detail, it is important to note that there are additional
benefits to using models beyond the seven criteria elaborated
earlier. One of these benefits is the natural tendency of a
modeling effort to force complete and consistent formulations
of the problem of concern. Assumptions and approximations
must be explicitly chosen in order to develop a computational
model. Other types of information source do not force this
rigor.

12



The resulting model usually provides a framework for
managing information. As knowledge is gained about the
problem of interest, it often can, in effect, be encoded in
the model or at least tabulated and classified in the context
of the model. The model also can substantially influence what
additional knowledge is sought or not sought -- in this way,
empirical "fishing expeditions" can be avoided.

Models also provide rather unique ways of defending
positions. In most design organizations, numbers and plots
carry more weight than pure words. In the absence of
empirical data (e.g., from market surveys or simulator
studies), model-based analyses can provide powerful leverage.
This possibility depends, of course, on the aforementioned
credibility aspects of using models.

Criteria and benefits aside, we now want to consider a
few detailed issues that may affect perceptions of human
performance models in particular, if not information sources
in general. We will pose these issues as a set of questions:

o Formulating/structuring problems: How easy is it to choose
variables and structure relationships among variables? Is
the range of available alternatives adequate?

o Estimating parameters: How easy is it to collect the input
data necessary for the model? Are methods provided for
choosing parameter values that provide appropriate fits to
the data?

o Exercising model: How easy is it to perform the
calculations/simulations necessary to producing the
model's outputs? How does the computational time/cost
increase as the size of the problem increases?

o Sensitivity analysis: How easy is it to test the effects
of parametric and structural variations? Are methods
provided for systematically assessing the effects of these
variations?

These are not the types of question that one can usually
answer just by hearing a presentation on how somebody else has
used the model of interest. Answering these questions
requires much more probing. Unfortunately, all too frequently
one finds that developers of human performance models have not
yet reached the point of providing these types of

*functionality to users. As a result, a model or modeling
approach may be great in principle but awkward and cumbersome
in practice.

CONCLUSIONS

This paper has described our "market analysis" of the
criteria that system designers are likely to employ in
choosing human performance models. In the sequel to this
paper (Cody and Rouse, 1969) , we discuss the results of
testing our notions using the participants in this workshop.

13



REFERENCES

Allen, T.J., 1967, "Managing the Flow of Technology," MIT
Press, Cambridge, MA.

Cody, W.J., 1988, "Recommendations for Supporting
Helicopter Crew System Design," Search Technology,
Inc., Norcross, GA.

Cody, W.J., and Rouse, W.B., 1989, A test of criteria used
to select human performance models, this volume.

Rouse, W.B., 1986a, On the value of information in system
design: A framework for understanding and aiding
designers, Information Processing and Management, 22:
217-228.

Rouse, W.B., 1986b, A note on the nature of creativity in
engineering: Implications for supporting system
design, Information Processing and Management, 22:
279-285.

Rouse, W.B., and Boff, K.R., (Eds.), 1987, "System Design:
Behavioral Perspectives on Designers, Tools, and
Organizations," North Holland, New York.

Rouse, W.B., and Cody, W.J., 1988, On the design of man-
machine systems: Principles, practices, and
prospects, Automatica, 24.

14

l J m m m .4



TASK ALLOCATION AND WORKLOAD ANALYSIS MODELS

/

'A,

4

i4



INTRODUCTION- TASK ALLOCATION AND WORKLOAD ANALYSIS MODELS

David Beevis
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Downsview, Ontario
Canada

OVERVIEW OF THE PAPERS

Decisions made or assumed early in system development define the functions and
tasks for which each operator will be responsible. Those decisions are generally referred
to as "function allocation" or "allocation of functions" (North et al. 1982, Kantowitz and
Sorkin 1987). Function allocation decisions define the task 'load" imposed on the opera-
tor, and hence require verification in terms of the operator's ability to perform the
assigned tasks. In this context the concept of "workload" is aimed at the question of
whether or not the operator can sustain the 'load" applied by the combination of task
demands and the characteristics of the man:machine interface. This concept of workload
is, in general, related to psychomotor and mental task demands, not to the physical task
demands which are addressed by the anthropometrical and biomechanical models
reviewed elsewhere in these proceedings.

As shown in the first paper by Linton et al., workload is a highly contentious topic.
Whole symposia and publications have been devoted to it, (AGARD 1978, Fiedler
1987, Moray 1979, Roscoe 1987) but there is, as yet, no universally accepted definition.
The Workshop organizers were aware of this problem, but considered that a Session
should be devoted to models of workload. This reflected the importance of including
human factors considerations in the early stages of system design, when decisions are
being made about who or what hardware and software should perform specific system
functions.

The ideal workload model, therefore, should permit task demands to be modelled
early in the system development cycle before specific details of the man:machine inter-
face have been determined. It should also permit iteration and refinement throughout
the project development cycle, and be compatible with the workload metrics used during
system test and evaluation. As noted by Linton et al., there are many potential
approaches to such models several of which are covered elsewhere in these proceed-
ings.

Due to the emphasis on application in the early design stages, the models reviewed
in this Session fall into Linton et al's categories of "task analysis" and "computer simula-

$ tion" techniques. One of the most well establishmd -',hniq,,es is to compare the time
required by the operator to perform the assigned tasks with the time available. This
approach has its roots in the principles of scientific management developed by F.W. Tay-
lor, although the aim is somewhat different from the establishment of a "definite time
and a definite manner" for each task. The time-based approach to human engineering
operator tasks dates from at least 1959, as noted by Parks in a paper to an earlier NATO
Advanced Study Institute (Parks 1979). The current paper by Parks and Boucek
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continues on from that review of the state of the art in time-line analysis of workload.
Given the trend towards more cognitive tasks, rather than behaviouristic or

psychomotor tasks (Merriman 1984) it is not surprising that practitioners are seeking
models that represent mental workload in other than time-based terms. Two workload
metrics, the Subjective Workload Assessment Technique (SWAT) and the NASA-TLX,
include both "time stross" and "mental effort load" as dimensions (see Fiedler 1987).
Although SWAT has been used to predict workload during system development (Kuper-
man 1985) the two metrics have not been widely adopted to model workload in the
early stages of design. They fall into Linton et al's category of empirical models, and
appear more suited to the test and evaluation phases of a project.

One line of model development which does incorpcrate mental load in early design
activities is based on the concept of mental resources (Wickens 1984). The third paper,
by Aldrich et al. describes one such approach. It is a reflection of the need for such a
technique that this model, which was originally developed to meet a pressing deadline
on a major project, has been adopted by several other organizations and is in the process
of refinement and development, as indicated in their paper.

A related approach, which deals somewhat differently with the summation of con-
current demands on mental resources, was demonstrated at the workshop by North and
is reported as the fourth paper. The Workload Index (W/INDEX) treats shared mental
resources as moderators of time-sharing behaviour. A demonstration of Sequiter's
Workload Analysis System (SWAS) was also available to attendees.

Readers should also refer to the paper by Wickens in these proceedings which
reports an attempt to correlate the results of these modelling approaches with operator
workload ratings and performance.

DISCUSSION

Several issues arose from the discussions of the individual papers and demonstra-
tions. Chief of these, and the one which provoked most debate, was the question of
whether such normative models properly predict operator workload. Although this
question applies to most of the models reviewed in the Workshop, it seemed to be par-
ticularly relevant to this class of models. This may have been due to the obvious link
between predictions of workload and overall systems effectiveness, and the equally obvi-
ous link between workload and other performance factors such as motivation and stress.

Several human performance specialists pointed out that it is what operators actually
do that determines workload, and what they actually do is moderated by factors such as
boredom, emotional stress, and motivation as weil as time-stress. Such factors are not
well represented by the models reviewed here. Few workload models include a stress
factor, and most represent a determined sequence of tasks, rather than reflecting the
load-shedding and fluidity of task sequencing observed in practice.

The discussion highlighted some important differences between some of these fac-
tors. Motivation was seen to be a two-edged factor. It is desirable because it can
improve performance quite dramatically, but it is undesirable because designers cannot
confidently control it. They have to assume some baseline performance which might be
improved by motivation. In contrast there was a sense that stress must be considered in
systems design because it frequently worsens performance. In this context there was
seen to be some merit in models which may underestimate an operator's abilities. The
debate concluded with the argument that workload is already a diflicult enough concept
to manipulate without the addition of several other poorly defined and understood con-
cepts such as motivation, stress and boredom.

The validity and reliability of the models is obviously dependent on both the data
they use and on the task sequences which they represent. While the models have the
merit of being logical progressions from the Function Flow Analyses and Task Analyses
which are Lhe stock in trade of human engineers, ideally they should reflect the fluidity
of task sequencing mentioned above. To some extent such behaviour can be dealt with
by successive iterations of normative models. For example, if the timr-ine approach
used by Parks showed the operator to be occupied either significantly more or less than
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his criterion for acceptable load, then the task sequence or allocation of functions could
be revised and the model run again. Aldrich et al. reported just such an approach.
North refers to an interesting development of W/INDEX which will automatically
change the task sequences as a result of the workload calculations. Linton et al. review
other approaches under the heading of "simulation" models, one of which is SWAS.

The task sequences analysed obviously should also include reversionary mode
operations, or failure mode operation if the operator will be required to perform in such
situations. The whole question of manual and automatic operation must be looked at
carefully, because, as North pointed out, the prudent operator will devote resources to
monitoring the operation of supposedly automatic systems.

Linton's presentation on approaches to workload mentioned the topic of "Situa-
tional Awareness" and how such models might incorporate it; Parks and Boucek's
presentation also referred to it in the context of the "explosion" of iihformation manage-
ment problems facing operators. Discussion on this ranged from the definition of Situa-
tional Awareness to whether or not it should be included in such models or treated
separately. Some saw it as an integral factor in cognitive workload which should not be
treated separately; others saw it as a distinct factor in an operator's ability to perform a
task. Again the debate suffered from the lack of clearly agreed upon definitions.

A variety of other capabilities and limitations of workload models were discussed.
Potential users were cautioned that the models, particularly the attentional demand type
of model, can encourage users to make simplifying assumptions about the operability of
the man:machine interface. They were also cautioned on the need for an in-house bank
of task times (for time-line models) or attentional demand ratings, for compiling the
models. The presentations also made it clear that the user's skill and experience are
important factors in the successful use of a model. Experienced users not only have
their own data banks, they know when and how to supplement the models with other
techniques such as limited man-in-the-loop simulations.

On the positive side the models were seen as useful advances over previous
approaches, particularly in their support of iterative development of the design concept.
Although the models can be criticized on a number of grounds, they do have theoretical
bases and do include empirical data. The speakers acknowledged the limitations which
had been identified: nevertheless it was felt that available models can help the user a
long way toward a design solution. They have the merit of being straightforward to use
(even if they require a significant amount of task analysis), and they facilitate early
identification of potential problems in the allocation of functions between human and
machine. As with most other models they require some skill of the user. and they
require further development and validation, and refinement of the underlying concepts
on which they are based.
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INTRODUCTION

The purpose of this paper is threefold. Initially, we take the
liberty of introducing the subject of workload: what it means and why we as
engineers and behavioral scientists are interested in it. We assume that
practically all engineers involved in the design of new weapon systems are,
by now, at least aware of the importance of operator workload (OWL).
Indeed, the widely endorsed, yet poorly addressed, initiative to reduce
operator workload is partly responsible for the seemingly mad rush to
provide ever greater levels of automation in the cockpit, at the helm, or
at the workstation. Those of us who practice the Human Factors Engineering
profession realize the folly of providing automation simply because it is
technologically feasible .. but that philosophical argument must remain the
subject for another day. In any event, a brief discussion of workload is
necessary to set the stage. The second purpose of this paper is to
identify specific workload prediction and assessment models which we have
reviewed in our research program, and present summary opinions as to the
utility of these techniques. Lastly, we will suggest some top level
questions, strategies, and issues which we all must confront when the time
comes to actually select and apply a technique.

The research project on which we are reporting has involved a review
and assessment of all common workload prediction and measurement
techniques; subjective, analytic, and physiological. Insofar as the
subject of this workshop is modeling, with the emphasis on practicality, we
will generally limit our remarks to analytical techniques, specifically
mathematical models, task analytic, and computer simulations. We cannot go
into exhaustive detail on specific models as space does not permit. More

to the point, many of the techniques we identify are ably represented at
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this workshop by their developers, who are far more qualified than
ourselves to present them. Our intent here is to provide a broad context
for review and evaluation.

BACKGROUND

Workload

The simple fact of the matter is that nobody seems to know what
workload is. Numerous definitions have been proposed, and many of them
seem complete and intuitively "right". Nevertheless, current definitions
of workload all fail to stand the test of widespread acceptance or
quantitative validation.

Discussions over possible underlying concepts of workload are
fascinating, and provide an enjoyable intellectual exercise. Over the
course of our program, we devoted a considerable amount of time and energy
to just such philosophical considerations and discussions. In fact,
approximately two dozen pages of our Task 3 report are devoted to
presentation of what factors constitute workload, and the relationship
between workload and performance. It would have been beneficial to extract
the salient points from those discussions and reproduce them here, but time
and space do not allow such a possibility. However, for the sake of
completeness, and to assist in setting the stage for the remainder of this
paper, we here present our four basic tenants of workload:

1. Workload reflects relative, rather than absolute individual
states. It depends on both the external demands and the internal
capabilities of the individual. This relativity exists
qualitatively as well .as in dimensions of quantity and time.

II. Workload is not the same as the individual's performance in
the face of work or tasks, nor is it synonymous with our way of
measuring performance.

III. Workload involves the depletion of internal resources to
accomplish the work. High workload depletes these resources faster
than low workload.

IV. Individuals differ qualitatively and quantitatively in their
response to workload. There are several different kinds of task
demands and corresponding internal capabilities and capacities to
handle these demands. Persons differ in the amount of these
capabilities which they possess, and their strategies for employing
them.

Having at least acknowledged the hypothetical construct and
multi-dimensional nature of workload, this paper will henceforth ignore the
problem of definition. Our focus at this workshop is clearly on modeling;
methodologies which can predict and measure workload are of interest here,
and not a universally acceptable definition of their application domain.
We will simply agree that workload is incompletely defined, certainly
multi-faceted, and has a direct bearing upon an operator's ability to
maintain or reach a desired performance level.
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Operator Workload (OWL) Assessment Program for the Army

A strong argument can be made that the weakest link in the system
effectiveness chain today is the operator's ability to understand and
employ his system under battlefield conditions where stress, sheer number
of required tasks, and enemy threats are at a maximum. The fact that
workload can neither be completely defined nor adequately measured
underscores the difficulty of developing valid predictive and measurement
techniques, but the need for such techniques is so great that workload R&D
in the past few yearF has actually been intensifying in the face of a
seemingly intractable problem.

System integrators and design engineers have come to appreciate and
advocate an intelligently designed operator interface as a keystone of
overall system effectiveness. Such an interface is characterized by (1) a
natural and consistent exchange of information between the operator and the
system; (2) a workload which does not overburden the human with annoying,
repetitive, or confusing tasks; (3) providing sufficient supervisory
management, cognitive, and psychomotor tasks to maintain an active
participation in the tactical situation. There is a growing awareness that
high levels of hardware and software sophistication alone, and the
automation which they promise, do not guarantee the technological edge to
counter the enemy's vastly superior number of conventional forces and
weapons. Technological capability will likely be under-utilized, and thus
cost ineffective when not applied within an overall man-machine-mission
context.

Against such a background, the Army Research Institute initiated a
research project in October of 1986 to "develop and validate comprehensive
methods for estimating and evaluating operator workload at different
decision points in the systems acquisition process." Products of this
program were envisioned to include a set of guidebooks which would provide
Army personnel with selected methodologies for making decisions on operator
workload during system acquisition.

There was no intent in this program to develop new or unique
prediction or measurement methodologies. Rather, the program %-as directed
at an examination of the state-of-the-art in workload techniques, a
critical evaluation, and development of a formalized structure of applying
appropriate techniques at appropriate key points within the material
acquisition process. From the very beginning the emphasis was on
practicality. Our concern was not whether any one of the dozens of
existing techniques was "better" or "more valid" than the others. Our
concern was suggesting the best way to utilize existing workload assessment
technology to provide guidance on workload determination. Our programmatic
goal was to aid Army managers tasked with developing and fielding the best
system possible within defined time and budget constraints.

ANALYTIC WORKLOAD ASSESSMENT TECHNIQUES

Taxonomy

For the purposes of our work, we were comfortable in classifying
workload techniques into analytical and empirical classes. Analytic
techniques, the first of these, are those which can be used to estimate
workload without a human operator in the loop. Empirical, the second
class, include those techniques which gather data, either subjective
opinion, physiological, or performance, from human operators. The intent
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of this arbitrary definition is only to differentiate between techniques
which require that an operator interact with a system from those that do
not. Obviously this workshop is principally concerned with the analytic
class of techniques as this is the class which comprises various modeling
methodologies.

We further subdivided the domain of analytic (no operator-in-the-loop)
techniques into five descriptive categories. These categories include (1)
Comparison, (2) Mathematical Models, (3) Expert Opinion, (4) Task Analysis,
and (5) Computer Simulation. Of these five techniques, Comparison and
Expert Opinion don't merit serious consideration within the context of this
workshop, or at least how we perceive the purpose of the workshop. They
can be valid methodologies and of definite value when properly applied, but
they are outside the most generous definition of "model". Comparison and
Expert Opinion are grounded in the elicitation of subjective opinions from
operators and designers who have direct experience with either the
equipment under investigation or equipment very similar. These techniques
use "expert opinion" to project data from comparable systems, or estimate
task difficulty based upon prior experience.

Benefit

Behavioral scientists and system designers should be concerned with
utilizing analytic workload prediction techniques in the material
acquisitioit process for a very simple reason. Military systems, along with
their associated manpower, personnel, and mission requirements are defined
very early .. in most cases before any hardware is available with which to
apply empirical workload analysis. While analytic workload assessment can
and should be exercised throughout a system's development cycle, it is
especially important at early, pre-hardware stages. Good predictive
techniques are hard to come by, and those that do exist have limitations.
Nevertheless, the tremendous value of recognizing and diagnosing problems
early on makes the use of these techniques imperative. Unfortunately,
empirical evaluation of workload is frequently of value only to confirm a
proper design, or to discover man-machine deficiencies. In either case,
the cost-benefit tradeoff of empirical techniques is far less than that of
a properly executed analytic technique applied in the concept formulation
or exploratory development stage. Indeed, the ability to influence a
design is a monotonically decreasing function with time, while the cost of
a change is a monotonically increasing function with time. The analytic
techniques, consequently, offer a potentially huge return on investment
seldom, if ever, realized by the empirical techniques.

MATHEMATICAL MODELS

One of the more ambitious goals of early workload researchers was the
development of a rigorous mathematical model which would predict operator
and system performance. In principle, such a model would identify relevant
variables and combine them appropriately so that workload-associated
effects on performance could be accurately and reliably estimated. The
major steps were as in all attempts to model human performance:

* Identify variables that influence workload either directly or
indirectly;

* Determine the lawful relationships by which these variables interact;

* Establish how the resultant workload predictions drive predictions of

performance.
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To date, no fully comprehensive mathematical models have been
developed, although several investigators have taken existing models from
engineering application domains and extended them to some aspect(s) of
workload-related operator performance. Of these models, the most prominent
are manual control, information theory, and queuing theory techniques.
Each model is proposed to contain some parameter or component that reflects
the operator's load or effort under specified conditions. Some models
contain specific parameters that are proposed to be an index of load;
others presume loading by defining the environmental input characteristics
that are assumed to affect workload and performance. The assumption in
either case is that these mathematical models will predict workload-related
drivers and resulting performance.

Many of the models described below are aimed at continuous control
tasks or monitoring tasks which have information presented on separate
displays. In part, this is because these tasks have been, and still are,
important in complex system control. More importantly, the associated
performance characteristics are definable and thus amenable to this realm
of mathematical modeling. Today, with greater use of automated control
systems and multifunction information displays, manual control task
characteristics appear to be becoming relatively less important. The
implication is that mathematical models need to be developed that reflect
the current set of increasingly cognitive tasks.

Manual Control Models

The manual control models fall into two general categories; classical
control theory and the more recently developed state-space estimation
methods. Both were developed within the context of continuous manual
control tasks, such as piloting a vehicle.

Classical Control Theory - Classical control theory utilizes
closed-loop stability analysis to generate describing functions of the
human operator engaged in a continuous control task. In essence, the human
is considered to be a servomechanism attempting to eliminate feedback
errors. Error, such as deviation from a flight path, is the input to the
model, and operator response via some manipulator device is the output.
Classical control theory provides a continuous prediction of operator
output over time. In workload estimation applications, a baseline operator
describing function is initially developed. To this, external perturbations
(loading factors) are then applied which change the characteristics of the
model in a manner believed to be indicative of workload. For example,
system response lags to operator control inputs can be varied. Changes
ascribed to increased loading may be used to predict OWL to the extent that
the conditions under which the describing function was developed are
generalizable.

Optimal Control Model - Modern control theory uses a system of
differential equations containing state variables and control variables to
describe the controlled system. The optimal control model (OCM), when
given a process to control, does so by; (a) observing the state variables
to the degree of accuracy possible, and (b) generating a control response
to these variables while minimizing a scalar performance criterion or cost
function. The criteria are usually defined as a function of error, control
effort, or time. The OCM assumes that a well-trained human operator will
behave as an optimal controller. This implies that the operator will be
aware of his own and the system dynamics. That is, the operator has
knowledge of human response capability, the disturbances affecting the
system, and the criterion which defines optimal control. Variables such as
observation noise and motor noise are used to introduce error and can be
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related to attentional scanning which is one variable considered to reflect
difficulty, and hence workload. 0CIs of the human operator have performed
reasonably well in matching observed behavior, and are capable of handling
complex multivariable systems (Baron, 1979). Within the appropriate
context, the predictive validity of these models makes them very useful,
although their mathematical complexity makes them inaccessible to many
investigators. An excellent treatment of the applications of 0CIM to
workload estimation may be found in Levison (1979). In this report,
Levison traces the development of the model, defines the basic workload
model, cites a number of validation studies, and suggests issues for
further development. Additional examples of the model's application can be
found in Rickard and Levison (1981) for the prediction of pilot ratings of
different aircraft handling quality configurations, and in Wewerinke (1974)
and Smit and Wewerinke (1978). The formulation predicts a workload index
based on control effort which is developed in terms of OCM parameters.
Levison (1970) defines an 0CM model containing an attention parameter which
influences the observation noise within the state variable estimator. This
parameter can be used to determine the attention allocated to a display
,variable and hence its relative importance in a control task . The OCM
model has also been used for display design evaluation (Baron & Levison,
1977; Gainer, 1979).

A recent development of the OCM approach is the Procedure-Oriented
Crew (PROCRU) Model (Baron, Zacharias, Muralidharan, & Lancraft, 1980).
PROCRU providei a framework for dealing with both discrete and continuous
tasks. The OCM has considerable breadth and most of the studies have
corresponding validation data. 0CM is clearly a performance model with
parameters which represent workload manipulations. These manipulations are
of the form of amplitude, frequency, or phase lags in the equations. As a
result, workload definitions are as varied as the manipulations employed.

Information Theory Models

Classic information theory is actually a mathematical formulation; it
provides a metric of the transmission of information through an imperfect
communications network. Information theory as applied to models of human
activity achieved its height of popularity during the 1960's, and an
excellent treatment of information theory can be found in Sheridan and
Ferrell (1974).

Early applications of information theory in psychology can be found in
Attneave (1959) and Garner (1962) while one of the first applications to
the workload domain was that of Senders (1964). In this application, a
model was used to describe the division of attention by an operator while
monitoring information displays. It assumed that an operator, with a
limited input channel capacity, sampled each information display at a
frequency necessary to reconstruct the signal being presented on that
display within specific error tolerances. The amount of time spent
sampling each instrument is summed over all instruments to determine the
fraction of the operator's time that must be spent observing. This time
fraction is used as a measure of visual workload imposed by the information
displays.

The use of information theory in the analysis and estimation of
workload has been limited. Despite some efforts (e.g.,Crawford, 1979;
Rault, 1976), applications in realistically complex environments are
difficult to achieve due to the necessity to a priori establish all of the
relevant simple and conditional stimulus and response probabilities.
Bc ause information theory provides output with respect to steady-state
si.uations, it is not well suited for representing dynamic changes in
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workload. Nevertheless, the impact of information theory is strongly felt
through the adoption of its concepts such as limited channel capacity,
information transmission, and redundancy now contained in information
processing approaches to behavior (Garner, 1974).

Queuing Theory Models

Queuing theory models of man-machine interaction characterize the
operator as a single-channel processor sharing attentional resources
serially among a variety of tasks. The human is conceptualized as a
"server" processing multiple tasks and "server utilization" or "business"
is used as a measure of workload. These models generally apply to
situations in which performance times are critical. Within queing theory,
performance times include both the time it takes to execute various tasks,
as well as the time that tasks must wait before being performed. Rouse
(1980) provides a good discussion of queuing theory and its application to
man-machine modeling.

The emphasis in queuing models is more on when tasks are performed
rather than how they are performed. As indicated by Rouse, these models
are most appropriate in multitask situations in which the operator must
cope with task priorities and performance requirements that vary among the
tasks. Using Jahns' (1973) categorization of workload, these models are
concerned primarily with the input load to the operator.

The queuing theory approach to workload estimation is generally
associated with Senders' research on monitoring tasks (e.g., Senders,
Elkind, Grignetti, & Smallwood, 1966; Senders & Posner, 1976). However,
others such as Schmidt (1978), who analyzed the workload of air traffic
controllers, also have applied queuing theory models. Walden and Rouse
(1978), modeling pilot decision behavior, have also successfully applied
this approach.

Summary

The application of manual control theory to workload estimation and
prediction is generally restricted to environments involving continuous
controlling tasks. During that period when workload was practically
synonymous with vehicular control, manual control models were easily the
most interesting and promising class of techniques providing predictions to
system designers. In the present day, these models may be adapted to
estimate measures generally associated with OWL, but the mathematical
sophistication required to develop or even understand the models limits
their applicability. Detailed system parameters must also be provided to
exercise these models fully; these parameters are frequently not available
during early concept development. Consequently, manual control models are
generally not viable for most conceptual system evaluations.

The popularity of mathematical models seems to have waned.
Information theory was most popular in the 1960's and manual control theory
and queueing theory predominated during the 19 70's. Although many of these
models have experienced considerable success within the domain for which
they were intended, they seem to have been supplanted in the 1980's by
computerized task analysis and simulation models. A major problem with
mathematical modeling is the absence of explicitly defined workload
parameters. Thus while model outputs may identify and quantify
particularly busy periods within a given time slice, or particularly high
periods of information transfer, it is never quite clear how, or if, these
phenomena relate to high workload. This observation, it should be pointed
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out, is not restricted to mathematical models alone and probably has
relevance to most analytic techniques and methodologies.

There is always a place for a useful mathematical model, even if it is
not as broad as one would like. An obvious and hopeful evolution would be
that certain of these mathematical models, especially the optimal control
model which can cover aspects of queuing theory, might be incorporated into
the simulation models. It would certainly seem feasible to bring such
models into simulations in a form which more people could use. The user
will have to be careful, however, to define what is meant by workload as
this determines the diagnosticity of the results.

TASK ANALYSIS METHODS

Task analysis techniques are the most commonly used of all analytic
tools for estimating workload in the preliminary design process. Their
frequent use probably springs from three reasons. In the first place they
are relatively easy to understand and undertake. No extraordinary
mathematical or simulation expertise is required to execute a task
analysis. Relatively sophisticated task analyses can be completed with
only an intimate knowledge of the hardware system being studied, a
realistic and detailed mission scenario, and the willingness of the analyst
to iterate and persevere. Secondly, military specification MIL-H-46855B
requires a task analysis to be performed during all major system
development efforts. It is a natural extension to move from this
requirement to development of operator workload estimates based upon the
results of the analysis. Lastly and simply, task analyses are useful for
the analyst. Even if workload predictions are never derived, the wealth of
knowledge gained from the task decomposition exercise educates the analyst
and prepares him or her to provide future contributions.

Workload oriented task analytic methods generally examine operator
performance requirements as a function of time within the context of a very
specific mission scenario. The basic task analytic process begins with the
definition of the mission scenario or profile. Next, general or top level
mission requirements are systematically decomposed into operator tasks and
these in turn are decomposed into more detailed sub-tasks or task
elements. These task elements can then be translated into specific
operator actions which are completely specified when placed within the
context of the hardware system under consideration (i.e. cockpit, tactical
operator station, work station etc.). Thus, the timing and sequencing of
operator control activity will depend on the nature and layout of controls
and displays. The result of the analysis is an operator activity profile
as a function of mission time and phase, essentially a time-based analysis
of required operator actions leading to successful mission completion.

Other approaches are more detailed in the analysis, and divide tasks
into components based on sensory channel or body part (e.g., eyes, hand,
foot, etc.). Recent methods have included a still more detailed analysis
structure in an attempt to try to identify cognitive loads applied to the
operator. However, these more detailed approaches typically contain time
stress as a major contributor in the estimation of workload. Nevertheless,
diagnosticity improves by virtue of identification of specific components
that may be overloaded. There are many variations on the basic task
analytic structure. The differences will be clarified in the discussions
of each of the methods. The discussions presented here are intended to be
illustrative of the types of information that can be integrated into the
models and the nature of the results that can be obtained from them. A
review of many task analytic techniques may be found in Meister (1985).
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Timeline Task Analysis

The natural consequence of time-based task analysis is to define OWL
as time stress. This is expressed as a ratio of Time required (Tr) to
perform a task over the Time available (Ta), yielding Tr/Ta. Tn timeline
task analysis, the situations of concern are those which cause the operator
to approach the edges of the performance envelope, that is as Tr/Ta
approaches 1.0. A technique incorporating such a time based definition is
useful, but is probably best used as an initial coarse filter to identify
gross design deficiencies and for eases in which the time required for a
task is well defined. Diagnosticity, in the time-line approach, is limited
to identifying general structural limitations where demands on the operator
exceed his capacity to respond within some time frame.

A classic application of the timeline analysis technique employing the
(Tr/Ta) metric is that described in Stone, Gulick and Gabriel (1987). They
used this technique to identify workload encountered in overall aircraft
operations, and with respect to specific body channels. The latter scheme
was based on that developed in WAM (see-below). Validation efforts are
reported by the authors, with the results indicating that the procedure
"... provides a reasonably accurate index for predicting the time required
to complete observable tasks within the constraints of an actual mission."

Workload Assessment Model (WAM)

The Workload Assessment Model was first introduced in the 1970's as
part of a more comprehensive man-machine system design aid: Computer Aided
Function-Allocation Evaluation System (CAFES). While the overall success
of CAFES was limited, its workload assessment module (WAM) was fully
developed and performed admirably on several applications. In WAM, a
mission timeline description is developed which indicates what tasks are
performed during the mission and in what sequence they are performed. The
individual sensory-motor channels (e.g., eyes, hands, feet, etc.) that are
involved in the execution of each task are identified. WAM computes the
channel utilization percentage, including the amount of time that each
channel is occupied within a specific time segment. Percentages over a
specified threshold level are considered excessive, and may be indicative
of both function allocation and design inadequacies. A variant of WAN, the
Statistical Workload Assessment Model (SWAM), allows time shifting of
excessive workload tasks in an attempt to reduce the peak workload level.
This, effectively, is a rescheduling of tasks to reduce time stress.

Linton, Jahns, and Chatelier (1977) report one application of SWAM.
They examined a conceptual VF/VA-V/STOL aircraft in an attempt to determine
whether a single pilot could manage the aircraft and systems in defined
mission phases. The results indicated the potential single-pilot
operability for the aircraft, but did not establish any validity measures
for the assessment technique.

Time Based Analysis of Significant Coordinated Operations (TASCO)

TASOO analyzes cockpit workload during tactical missions using the
3tandard time-based approach (Roberts & Crites, 1985; Ellison & Roberts,
1985). Two types of analysis are performed in TASCO. The first is
crewstation task analysis, which is a design evaluation performed by a
subject matter expert using a 5 point rating scale to judge design elements
that are especially crucial to mission performance. The second is a Busy
Rate Index analysis, which is essentially a Tr/Ta estimate over a set time
interval.
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The basic analytic component of the method is the Evaluation,
Decision, Action, and Monitoring (EDAM) loop. Recognizing the cognitive
aspects of today's cockpit design, the Evaluation part of EDAM accounts for
the impact of information display design. The Decision part of the EDAM
loop is made by a pilot based on training, experience, tactical doctrine
and situational awareness. The decision results in an Action via the
cockpit controls which is then Monitored to evaluate the outcome of the
action. How the above mentioned EDAM loops are integrated into these
analyses is unclear, as is the current state of development of the TASCO
model. Early papers describing this technique appeared promising, however,
and the technique probably merits further consideration.

Computerized Rapid Analysis of Workload (CRAWL)

CRAWL involves expert opinion superimposed upon a task analytic
background with two basic sets of inputs (Bateman & Thompson, 1986;
Thompson & Bateman, 1986). The first set of inputs includes task
descriptions generated by subject matter experts (SMEs) on the proposed
system under study, along with SME-generated workload ratings for four
separate channels - visual, auditory, cognitive and psychomotor.
Additionally, the average time for task completion is included. The second
set of inputs contain timing information, including the starting time, for
each occurrence of each task executed during the mission segment. Overall
workload for each time segment is computed by summing the workload ratings
for the four channels. In an effort to validate CRAWL, workload estimates,
obtained while operators flew a single seat simulator, were compared to
CRAWL predictions of workload for six combat mission scenarios. Overall,
the authors report an average correl tion of 0.74 between the predicted
workload levels and subjective pilot oorkload ratings obtained during the
simulation study.

Workload Index (W/INDEX)

W/INDEX combines mission, task, and timeline analyses with theories of
attention and human performance to predict attentional demands in a
crewstation (North, 1986). It differs from other task analytic techniques
by providing estimates of the effect of time-sharing loads imposed by
concurrent task demands. The model estimates workload demands for
one-second segments based on individual task difficulty and time-sharing
deficits. W/INDEX operates on the followiri da-a:

* CrewsLation interface channels;
* Human activity list;
* Attention involvement levels;
* Interface conflict matrix; and
* Operator activity timelines

This technique has been applied to three different conceptual cockpit
designs and was demonstrated to be sensitive to design changes, but
apparently has not been validated against empirical studies.

The McCracken-Aldrich Approach

McCracken, Aldrich, and their associates have recently developed a
task analysis approach that does not rely solely on the time-based
definition of workload (McCracken & Aldrich, 1984; Aldrich, Craddock &
McCracken, 1984; Aldrich & Szabo, 1986). These authors attempted to improve
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the diagnosticity of workload predictions by identifying behavioral
dimensions which contribute to overall workload levels. They were also
among the first to attempt to explicitly identify cognitive workload
demands. This approach has impacted other task analytic and simulation
methods, including CRAWL and Micro SAINT (Laughery, Drews, Archer, &
Kramme, 1986 - see below).

The McCracken-Aldrich methodology involves performing mission and task
analyses that generate a rough timeline of tasks which are divided into
three categories: flight control, support, and mission. It is assumed
that tasks within each category would be performed sequentially, but tasks
across categories could be performed concurrently. It is also assumed that
a flight control task would be performed at all times. These tasks are
sub-divided into performance elements which, based on system
characteristics, are used to generate workload estimates on five behavioral
dimensions comprising cognitive, visual, auditory, kinesthetic, and
psychomotor (Szabo et al. 1987).

Workload assessments are made by assigning numerical ratings for each
of the five dimensions of the task. These ratings represent difficulty or
effort. It is in the ratings that this technique differs most from other
task analyses. The ratings are generated by comparing verbal descriptors
of the task components with the verbal anchors identified with each scale
value. The five workload dimensions are assigned scale values of one
through seven. The scale and verbal anchors for the cognitive component
are presented for illustrative purposes in Table 1. Similar tables exist
for the other behavioral dimensions.

Table 1

Scale Value Descriptors

1 Automatic, simple association
2 Sign/signal recognition
3 Alternative selection
4 Encoding/decoding, recall
5 Formulation of plans
6 Evaluation, judgement
7 Estimation, calculation, conversion

Cognitive workload component scale (McCracken & Aldrich, 1984)

Estimates of the duration of each task element are developed to the
nearest one-half second after assigning numerical ratings. These durations
are used to construct a strict task timeline using 10-second segments.
Total workload is estimated by summing across concurrent entries for each
workload dimension, visual, auditory, kinesthetic, cognitive, and
psychomotor, during each 10-second interval. If this sum exceeds a

31



threshold value, e.g., 7 on visual, then the operator is assumed to be
overloaded. Computer automation allows workload estimates to be derived
for each one-half-second interval. The frequency of overload segments can
then be determined and the causative workload dimension identified.

Sikorsky Aircraft's Hamilton and Harper (1984) proposed a modification
of the McCracken-Aldrich technique. Their variant replaces the summation
method of workload estimation with an interference matrix approach for
detailed workload analysis. This matrix defines acceptable, marginal, and
unacceptable workload levels for each of the four dimension comparisons. A
series of decision rules are then employed to define whether or not entire
segments have acceptable, marginal, or unacceptable workload levels. This
techniaue alleviates certain interpretive problems arising, for example,
from having a total segment rating of 10 on visual tasks, with a scale
range of only one to seven. Validation efforts with this technique
indicated that it was sensitive to task differences and reflected pilot
opinion ratings obtained in simulation studies. It was also found to
predict slightly higher workload ratings than those obtained by the actual
rating; this bias is certainly acceptable and even desirable for design
purposes.

Cognitive Task Analysis

The idea that a more detailed task analysis structure can provide
increased diagnosticity is an important one. This idea, combined with the
fact of increased influence of cognitive tasking, leads to the approach of
detailed decomposition of cognitive workload into component types. This
approach has been developed and applied to several airborne military
systems (Zachary, 1981). As in more traditional task analysis, operator
tasks are decomposed and are grouped into four primary categories:
cognitive, psychomotor, motor, and communicative/interactional. A mission
scenario is independently developed with a variable timeline grain
depending on mission phase (for example, an attack mission phase may be
decomposed to second by second events whereas a return-to-base phase may be
decomposed into five minute intervals). Operational personnel then work
with cognitive scientists to map operator tasks onto the scenario
timeline. Next, workload levels are assigned to each operator task as the
scenario unfolds. Workload ratings for the same task may vary depending on
the mission segment in which it is performed. Using this approach, the
workload analysis is based on a set of workload rating scales that describe
five distinct types of cognitive workload:

* planning difficulty,
* prediction difficulty,
* calculation difficulty,
* information processing complexity, and
* information absorption complexity

In addition, eight other workload scales are utilized in the
categories of psychomotor (pointer movement and writing), motor
(button-pushing frequency and keyset entry frequency), and interactional
(interruption frequency, interruption magnitude, communication frequency,
and communication complexity). Applications of this methodology for each
time segment yield individual ratings on thirteen scales and averaged
ratings for the four categories (cognitive, motor, psychomotor, and
interactional), as well as an overall workload (average of 13 measures).
This promising methodology has been applied to two Naval operators, the
P-3C anti-submarine warfare tactical coordinator (Zaklad, Deimler,
Iavecchia, & Stokes, 1982) and the F/A-18 single-seat attack pilot
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(Zachary, Zaklad, & Davis, 1987). Little formal validation has as yet been
accomplished, although the effort is still ongoing.

Task Analytical Model Summary

TaF!. analysis has demonstrated high utility. The definition of
workload within the various task analyses is not complete, but clearly the
stress imposed by the requirement to complete tasks within an allotted time
is an important part of OWL. Indeed, the criteria for most tactical
missions contain a temporal component in the measures of effectiveness
(MOE). It is also true if a task cannot be done within the time
requirements, of what importance is accuracy? For those situations in
which time required (Tr) is near or approaching the performance envelop
boundaries (Ta), additional evaluations can and should be performed.

COMPUTER SIMULATION MODELS

The application of simulation models to the workload estimation
problem is conceptually an extension of traditional operator-in-the-loop
simulation procedures. The major difference, of course, is that the
simulation effort is expanded to include a simulated operator. A simulated
operator is most valuable when an unbiased comparison of candidate hardware
systems is desired. In the best of all possible worlds, a valid and
reliable simulated operator would eliminate contamination of workload data
typically due to subjects' individual differences and motivations.
Presumably, if a simulated operator were employed, differences in workload
data should be entirely due to variations in system configuration.
Naturally, no such human operator model presently exists, again due
primarily to the lack of a workload definition and consequently its effect
upon operator performance. Meister (1985) and Chubb, Laughery and Pritsker
(1987) provide an expanded review of simulation models and their
applications.

Accurate and detailed descriptions of the operator, system, and
operational environment are prerequisites to a good simulation model.
Given these inputs, the problem shifts to defining an appropriate workload
index that can be used to compare differences across candidate system
configurations or operational uses. In most instances, a task loading
index such as time required/time available is used. Some simulation models
can predict both operator workload and system performance for comparison
with empirical measures of effectiveness (MOEs).

Simulation vs. Task Analysis

The distinction between the task analytic methods and the computer
simulation methods is not always clear. Most computer simulation models
employ a task analysis as part of the development effort, and most task
analytic methods are now computerized. Simulation models may be
characterized as elaborated task analytic methods which incorporate
consideration of the statistical nature of the task elements. The basic
distinction that is intended in our categorization is as follows:

Task analisis methods produce operator performance requirements as a
function of fixed increments of time defined against a scenario
background. Simulation models, in contrast, attempt to represent
(simulate) operator behavior statistically for task and subtask execution
ri thin the system under study and produce measures of effectiveness for
human-system performance.
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In other words, running a computerized task analysis twice would yield
identical answers. Running a simulation model twice would not necessarily
yield the same results due to consequences of branching statements,
statistical modification of task times and, where appropriate, performance
accuracies.

Siegel-Wolf Network Models

The majority of today's simulation models are derivatives of the
original network model developed by Siegel and Wolf in the mid-sixties.
The basic utility of the Siegel-Wolf model is in providing system
developers an indication of whether or not operators may be over-stressed
or under-stressed by a proposed design. The model predicts task completion
times and probabilities of successful task completion; it enters the realm
of workload assessment by determining "stress" imposed upon the operator.
Stress is caused by:

* Falling behind in time on task sequence performance;

* A realization that the operator's partner is not performing
adequately; and

* The inability to successfully complete a task on the first
attempt with the possible need for repeated attempts, or the need
to wait for equipment reactions.

Input to the network model typically consists of 11 data items for
each subtask and operator and are presented in Table 2. Although there may
be several potential sources of the necessary data, including detailed task
analysis, the major source is direct questioning of subject matter
experts. Outputs from Siegel-Wolf models include a number of performance
measures such as number of runs, average run time, number and percent of
successful runs, average, peak, and final stress, and several others. The
primary uses for these models are for the -oarse prediction of system
effectiveness and design analysis. Siegel-Wolf models are limited
typically to discrete task modeling.

Table 2

1. Decision subtasks,
2. Non-essential subtasks,
3. Subtasks which must be completed before it can be attempted by

another operator,
4. Time before which a subtask cannot be started,
5. The subtask that must be performed next,
6. Average task duration in seconds,
8. Average standard deviation of task duration,
9. Probability of being successful,
10. Time required for all remaining essential tasks, and
11. Time required for all remaining non-essential tasks.

The eleven data elements required for each subtask and operator
for Siegel-Wolf Models (from Meister, 1985.)
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SAINT/Micro SAINT

An important extension of the Siegel-Wolf model is called the System
Analysis of Integrated Networks of Tasks (SAINT). SAINT, along with its
microcomputer version Micro SAINT, is actually a task network simulation
language. It contains a number of process branching rules, multiple
distributions for modeling individual task operations, and a Monte Carlo
sampling procedure for determining task execution. SAINT's underlying
approach to estimating workload is the same as the Siegel-Wolf models; it
defines stress as the ratio of time required to complete a task to the
time available (Tr/Ta). However, unlike the original Siegel-Wolf, it can
be used to model both discrete and continuous tasks. As a general purpose
simulation language, it provides a comprehensive framework, but contains
little implicit information toward a developed model. This means that the
operator(s), system, and environmental characteristics must be entered by
the modeler. Micro SAINT provides a simple menu-driven interface to
facilitate this development effort.

Micro SAINT has been used in conjunction with other workload
estimation methodologies. Laughery et al. (1986) used Micro SAINT to
predict operator workload in four helicopter cockpit designs, utilizing a
model which incorporated characteristics of the operator, the helicopter
control and display layout, and the threat environment as task networks.
Workload was assessed during the Micro SAINT simulation by adapting the
McCracken-Aldrich (1984) technique. This task analytic methodology
requires the assignment of workload demands for each of four operator
dimensions, i.e. auditory, visual, cognitive, and psychomotor for each
operator activity. Thus, each task is characterized by its requirements
for each of the four dimensions. In the helicopter simulation, workload
was assessed at 2-second intervals, tracking it through the simulated
mission scenario. The results demonstrated that the methodology was
sensitive to variations among helicopter cockpit designs, and that specific
dimension overloads could be identified. The authors report that total
development and execution time was on the order of 10 weeks, although
subsequent development times may be substantially less. This integration
of network simulation with more robust and diagnostic workload prediction
methodologies is a promising development.

Simulation for Workload Assessment and Manning (SIMWAM)

Another simulation methodology is called the Simulation for Workload
A.sessment and Manning (SIMWAM) (Kirkpatrick, Malone & Andrews, 1984).
While it is based on both SAINT and the Workload Assessment Model (WAM)
(Edwards, Curnow, & Ostrand, 1977), it has been specifically developed to
make it particularly suitable for examining manpower issues in complex
multi-operator systems.

SIMWAM has been recently used to assess workload and manpower issues
for an aircraft carrier's aircraft operations management system (Malone,
Kirkpatrick & Kopp, 1986). The application focused on the effects of
incorporating an automated status board (ASTAB) into the existing system.
The simulation scenario involved 35 shipboard operators engaged in a
launch/recovery cycle of 25 aircraft. Workload assessments were made on
the existing baseline system and the improved system incorporating the
ASTAB. Results of the analysis suggested that the introduction of ASTAB
could allow a reduction in the number of required personnel by four
operators. That conclusion was based on the workload having been reduced
to near zero for these four individuals, where workload was defined by
number of tasks performed and the amount of time that a particular operator
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was occupied with tasks. The number of operators who were heavily loaded
(i.e., busy at least 75% of the time) was also reduced by one-half with the
introduction of the A.STAB.

Sequiturs Workload Analysis System (SWAS)

Sequiturs Workload Analysis System is a hybrid model incorporating
features of both network and production system models (Holley & Parks,
1987). In contrast to network models which are general simulation tools,
this model has been developed specifically for workload analysis. The
definition of workload is the familiar time required over time available
(Tr/Ta); success is defined strictly in terms of the Tr/Ta ratio. SWAS
contains a structured helicopter task database, organized according to task
categories which in turn are broken into blocks containing sub-task
elements. Each task element in the database has ten attributes including
the mean time and standard deviation, and processing modes for discrete and
continuous tasks. It also has built in assumptions about the organization
and functioning of behavior, following the Wickens (1984) resource model.
This model plays a major role in the organization, sequencing, and resource
time-sharing for task elements as well as modification of performance
times. (See Navon [1984] for a critical review of the resource model.)
Additionally, SWAS contains a Methods Time Measurement (MTM) module which
is used to assist the user in producing mean performance times. Finally,
equations are built in to adjust for individual differences (on a scale
from 1 = good to 9 = bad). Both means and standard deviations are adjusted
in a multiplicative manner in the equations. The model has received
several validation studies at Bell Helicopter comparing the simulation
results with results from operator-in- the-loop studies in both simulation
and actual flight for a single pilot helicopter. Authors of these studies
report error rates predicted by SWAS differed from operator times by 1% to
8% (underestimate).

Human Operator Simulator (HOS)

The Human Operator Simulator (HOS) is a simulation model using a
distinctly different approach than the Siegel-Wolf models (Wherry, 1969;
Lane, Strieb, Glenn, & Wherry, 1981; Harris, Glenn, Iavecchia, & Zaklad,
1986). The HOS approach is based on four assumptions:

* Human behavior is predictable and goal oriented, especially for
trained operators;

* Human behavior can be defined as a sequence of discrete micro-events,
which can be aggregated to explain task performance;

* Humans are single channel processors, but can time-share (switch)
among several concurrently executing tasks; and

* Fully trained operators rarely make errors or forget procedures

The implication of these assumptions is that HOS is deterministic: the
outcomes of operator actions are derived from functional relationships
formed as equations rather than by sampling from a probability
distribution.

Although conceptually sound, early HO models had limitations which
restricted its usefulness to the research community at large. These
limitations included both technical characteristics, (e.g. single operator
only, deterministic vs. probabilistic) as well as transportability of the
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HOS model to different host computers. HOS-IV, the most recent version, is
implemented on a microcomputer, contains provisions for use of Monte Carlo
simulations, and addresses several earlier criticisms (Harris, lavecchia,
Ross, & Shaffer, 1987). For example, the short and long-term memory
elements are probabilistic and thus yield stochastic results that are
expected of human operators. Provisions are currently being developed to
incorporate other probabilistic factors into the operator model in order to
deal with such aspects as incompletely trained or novice operators.

HOS-IV is a general purpose simulation facility. It allows whole
system simulation, that is, simulation of the dynamic interactions of the
environment, the hardware/software system as well as the operator. The
HOS-IV user can build a model of the environment, hardware/software, or
operator to any level of detail desired using a top-down approach. For
example, task times can be crudely estimated and entered into the
simulation if a very gross analysis is desired. Alternatively, tasks can
be decomposed more finely such that subtasks are defined according to an
appropriate set of basic human performance micro-events. For example, a
visual detection could be modeled coarsely by merely specifying the overall
task time, or it could be analyzed into micro-events such as an eye
movement followed by a visual perception followed by a decision which
results in a motor response.

HOS-IV contains a library of human performance models that can be used
to simulate the timing and accuracy of particular human behaviors. The
core set of micromodels, all of which are based on experimental literature,
includes: models for eye movements; visual perception; decision time;
short-term memory; listening and speaking; control manipulation; hand
movement; and walking. The micromodels of the operator are available to
the user so existing modules can be modified or replaced entirely with one
of the user's creation. The microcomputer implementation of HOS contains
an enhanced user interface to assist in defining, executing, and analyzing
the simulation.

The result of the simulation is a detailed timeline of operator,
hardware, and environmental events and actions which can be summarized and
analyzed for a broad variety of purposes. Standard output analyses are
available which provide statistics associated with performing tasks,
subtasks, and basic behaviors. This includes the number of times a
micromodel is executed, the mean and standard deviation of the time to
complete a process, and the percent of simulation time spent on each
process. Additionally, the user can access information on system measures
of effectivene&6.

Lane et al. (1981) identified a number of applications and validation
efforts over a wide range of systems. HO allows a very detailed model to
be developed, providing a greater degree of diagnosticity than other
simulation models. It is probably most useful as a follow-on analysis
after less detailed analytic techniques have been used to refine the system
design.

Model Human Processor (MHP)

Card, Moran and Newell (1983, 1986) have developed a potentially
powerful collection of micromodels collectively called the Model Human
Processor (MHP). Via MHP, they have established a framework for presenting
data contained in the human performance literature in a manner which will
make it more accessible to those involved in the engineering design
process. They partition human behavior models according to their
application to the perceptual, cognitive, or motor systems, and focus on
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simpler, more widely applicable models that capture the predominant
characteristics of a problem. Models such as these can be used to define
limits of operator-system effectiveness to practically any degree
required. While the MIP micromodels are currently only described in the
literature, some have been directly incorporated into the HOS library and
are accessible to simulation modelers. Additionally, MIIP has proven a
fruitful model for analysis of computer interfaces, an area not covered by
other models (Card, Moran & Newell, 1983). Further work in the development
and application of human performance models is required.

Computer Simulation Model Summary

In recent years a number of new simulation tools have been developed
which offer a unique opportunity to evaluate both time and accuracy of
performance. Thus, combined with the task analysis which most simulations
presume anyway, they are the best and most thorough of the analytic
techniques. There is a cost, however, for gaining this improved
capability, and that is the additional time and effort required for
developing the simulation. In the long run this may be a small price to
pay when contrasted against overall system development and life cycle
costs. In many instances user friendly versions of older simulations have
been developed in the last several years. As additional modules and
computer tools are developed and databases are built, simulation techniques
should move to the forefront of workload analytic techniques.

As with all the analytic workload tools surveyed, validation continues
to a major issue facing the computer simulation methodologies.

GUIDANCE

There are several questions which must be considered when selecting an
appropriate workload model for application. First and foremost, it is
important to keep in mind both the nature of the workload issue being
examined, and how the results are intended to be used. That is to say, the
real needs of the user have to be clearly defined. It is costly and
inefficient to implement workload analyses providing levels of detail which
are neither appropriate nor wanted. It is a primary responsibility of the
workload analyst to make these decisions in concert with the agency
requesting the analysis.

In determining the needs of the user the following questions, at a
minimum, will always be pertinent:

* What type of acquisition process describes the system under
development? Is the program a formal full scale development effort,
a product improvement program, non-developmental item, accelerated
system acquisition program, etc.?

* Has a mission scenario been developed for the system in question?
Does a clear understanding exist concerning how the system will be
employed, what the nature and intensity of the projected threat will
be, and where the operator(s) are expected to experience difficulty in
employing the system?

* Has any operator workload analysis been done on predecessor or
similar systems? There is no benefit in repeating past work. If
subjective opinion of operators who have used similar systems is
available, it may be the most valuable data possible.
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* What is the stage of system development? is the system closer to
concept exploration and exist primarily on paper, or have prototypes
been built and evaluated and the system is moving nearer to
operational evaluation?

* Has any operator workload analysis been done on this system at an
earlier stage of development?

The last question to be posed here is clearly the most important:
although it is last on this list it must, in fact, be the first question
asked by the workload rpsearche- ;her. considei ing th, applicability of
techniques to a particular situation. The question is, "What are the
real-world constraints on the analysis about to be undertaken"" It is
necessary to acknowledge that we don't operate in a perfect world. The
type of information we can provide to system engineers and the design
decisions we can influence are more often than not determined by such
issues as:

* How much time is available to conduct our study?

* What are the levels of manpower and expertise available?

* What access will we have to field personnel?

* How much money has been allocated to our study?

* What computer facilities may be available for data collection and
analysis?

This list of questions is by no means inclusive, but the point has
been made. It is our opinion that any workload model, regardless of its
reliability, sophistication, or validity, is utterly useless unless it can
and will be used as a practical tool which provides a timely answer.
Providing assistance to the system developer is the bottom line. Far more
important than any model's attributes, and our critique of it, is the
determination of whether it will be used to influence design. A usable
model that influences design in a positive way can be considered
successful.

We stated in the opening of this paper that one of our objectives was
to provide guidance on which procedures are best suited to a given set of
resources and measurement goals. Table 3 provides such guidance in an
overview of the techniques and a consensual judgement of the authors about
the data requirements, costs, diagnosticity, and subjectivity of each
technique. The potential user may consult this table as a jumping off
point; he or she is encouraged to investigate more fully those techniques
which appear to be appropriate.

Resources

The questions posed above are certainly germane, but the issue of
selecting a particular technique still remains even when all the answers
are known. What would be most welcome would be some guidelines, or perhaps
a computer assisted technique, to advance the beleaguered analyst from
knowing "where he or she is" to knowing "where he or she has to go." To
that end we will briefly mention three practical aids.
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Table 3

Data Cost/El fort*
Technique Requirements Requirements Diagnosticity Subjectivity

Comparison System level Low cost/ Low High
low effort

Math Models Detailed task Low costJ Low-Moderate Low
high effort

Expert
Opinion Task levei Low costi Low-Moderate High

low effort

Task Analysis

ime Based Task level Low costi Low-Moderate Low
Moderate effort

McCracken- Task level LOW cost] Low-Moderate Moderate
Aldrich Moderate effort

Simulation

Siegel-WoNf Task level Moderate cost/ Low Moderate
High effort

SAINT Task level Moderate cost/ Low-Moderate Moderate
High effort

Micro SAINT Task level LOW cost] Low-Moderate Moderate
Moderate effort

SIMWAM Task leve Moderate cost/ Low Moderate
Moderate effort

SWAS Task element High cost/ Low Moderate
level Moderate effort

HOS Task element LOW cost] Moderate-High Low
level High Effort

cost refers to acquisition cos ts in dollars. Effort Icludes number of personnel and
development time/effort.
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The first of these is Workload Consultant for Field Evaluation (W.C.
Fielde), an expert system developed by the Human Factors Division of the
NASA Ames Research Center. (Casper, Shively, & Hart. 1987) W.C. Fielde is
a microcomputer based decision support system which guides naive users to a
selection of workload measures appropriate to his or her evaluation. The
program is extremely simple to use and all rules involved in the decision
process are made available to the user for review.. W.C. Fielde recommends
several assessment methodologies in decreasing order of appropriateness,
and provides additional information on each measure at the end of the
program in the form of text files. We have been favorably impressed with
the practic-ality ca thic prog- and highly recommend it. This aid is
currently available from NASA.

The second and third aids are not yet available, but comprise part of
our present research effort and will be available upon the completion of
our work. One of these aids will be an extension of W.C. Fielde and is a
similar rule based expert system to help the inexperienced analyst select
the appropriate technique given the status of his program as described in
the previous section. We call this expert system the OWL Matching Model.
The last source of practical guidance will consist of a number of
publications and handbooks which are deliverable under the provisions of
our contract. The focus of the handbooks will be on the practical;
methodology reviews and model critiques will be left in the scientific
reports and made available to interested researchers. The guidebooks are
intended for a different audience including both behavioral scientists who
have little experience in workload methodology and prediction, and also
military project managers who have little formal exposure to human factors
engineering, but have identified their need for workload evaluations. It
is assumed that these handbooks and pamphlets will be available to the
general public once they have been approved for distribution by our Army
sponsor.

SUMMARY

Few of the available analytical techniques may be considered to
capture the full complexity of the workload issue. That is hardly
startling given the inability of the scientific community to even define
workload or its constituent components. Unfortunately, there is no "ideal"
workload methodology, nor is one likely to be developed in the foreseeable
future. What is in the foreseeable future, however, is a growing
appreciation of the individual strengths of several workload prediction
techniques and an intelligent integration and application of the proper
techniques at the proper time. Also on the horizon are promising
developments in computer simulation. Each of the analytic techniques can
and does provide some useful information relating to workload which can be
of value to the customer. In summary there are two axioms which are
central to the utilization of the analytical techniques in particular, and
workload techniques in general:

(1) A battery of techniques both analytical and, if possible,
empirical is needed for each situation, and

I (2) Different situations require a different mix of OWL assessment
techniques.

Lastly we must mention that when all is said and done, success in
modeling workload is primarily dependent upon a human who plans and
conducts the work. Just as there is no magic technique which provides
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definitive and valid answers to workload questions, there is no magic
technique which can perform independently of the creative, thoughtful and
usually labor intensive participation of the analyst. To be blunt, all the
analytic techniques we reviewed still require an analyst to do the dirty
work. Considering the state-of-the-art in workload models, we should all
be thankful that the well-informed and well-intentioned analyst is still
the key factor in the decision making process.

"The views, opinions, and findings contained in this report are those of
ihe Rnithor(s) and should not be construed as an official Department of the
Army position, policy or decision unless so designated by other official
documentation."
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WORKLOAD PREDICTION, DIAGNOSIS, AND

CONTINUING CHALLENGES*

Donald L. Parks and
George P. Boucek, Jr.

The Boeing Company

INTRODUCTION

Many methods and models have evolved in recent years with the ob-
jective to improve our ability to predict and measure workload, based on
the desire to assure operators can perform all tasks as required. With
this evolution has come a better recognition of differences in need,
language has become more precisely defined and there now is less confusion
of concepts and purpose than 10 years ago. There is now a wide assortment
of workload "tools" with widely varying degrees of
complexity. Additionally, more attention is being given to whether the
tools measure what they purport to measure, and whether the variety of
tools now proposed actually do measure the same thing.

However, there is need for an increasing recognition of the
designer's requirement to use workload evaluation results quite early for
design diagnostics... to identify specific interfaces for attention in a
given design approach, even in preliminary design. Even the earliest
decisions are often too far reaching in impact to neglect an early
appraisal.. .the simplest of time lines have been known to expose
significant system problems. Furthermore, early and effective design
integration of solutions is becoming more critical as systems become more
and more complex, in order to avoid major change late in the design cycle
for seemingly simple issues. Many of the tools that have emerged are
unable to support thiq need.

Finally, a new issue is emerging as our ability to automate system
operations improves. We need methods to appraise and control the
consequences of underload as well as overload, and to produce accepted
definitions of the upper and lower load limits - the "red lines" for
marginal crew performance conditions.

* Originally released as Boeing Document D180-31116-1
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Thus, although the reasons have changed, early and quantitatively
defendable predictions of crew workload remains one of the most important
issues for crew station design and development. In the past, the main
interest was to avoid hardware changes late in the design-development
cycle. Now, we keep hearing that it is "only" software. But consider the
software nightmare that we face. There will be major issues to resolve in
system and information integration, information management and display-
control formatting, and in turn major workload questions as we attack the
problem of comprehending and integrating: (a) an explosion of information

associated with more sophisticated systems (b) a complex information
network, and (c) complicated information integration display requirements.
We need early simple-to-apply tools for this phase that set us up to
transition to use of other tools as appropriate.

fhis paper reports the results of a continuing effort in the use of a
timeline technique for workload prediction. It summarizes an evolution of
our approach to timeline analysis and prediction (TLAP), and diagnostic
applications. It presents methods to isolate the causes of high demand
load conditions, including cause factors in peak load conditions and
demand loads imposed by operation of each individual subsystem. it
includes an approach to appraising cognitive workload as done in the past,
and one using a new analytic technique. Efforts to demonstrate validity
have been conducted and validation data are presented. A]so, data is
presented that demonstrates the degree to which results from use of the

other tools correlate with this technique.

BACKGROUND AND PROBLEM SUMMARY

In cockpit design, we continue to emphasize the need for and use of
an analytic predictive tool as a metric for workload evaluation. This is
a critical aspect of our need to appraise workload before costly design,
subsystem developments and cockpit integration have been committed. The
cost of changes late in development is a major issue, but it is not until
then that system development has progressed to the point where the context
of the scenario can be realistically simulated for use of many of the
other techniques now being proposed. Accordingly, we want to be able to
forecast the effects of given design concepts and resolve related issues
before spending extensive time and resources to design, develop and test
such concepts.

In order to accomplish such objectives, typically, we want to compare
new design concepts with existing designs in order to confirm that they
are equal or better in terms of crew workload demands. This is especially
important if major changes in design concept are being considered.
Results of analyses at this level will provide an overall appraisal of
relative workload for a new design concept.

However, the new design may feature areas of excessive workload. In
turn, then, one of our strongest needs is for workload diagnostic tech-
niques. In recent literature, there has been a lot of attention given to
overall workload prediction and measurement, but little heed has been paid
to techniques for resolving workload problems, once found. If there is a
workload problem, how can it be resolved? The ability to identify heavy
contributors to out-of-bounds conditions remains one of the major issues
for the whole field of workload techniques. If a technique does not help
to identify and focus on specific issues for resolving workload problems,
it is not very useful to the designer. You've told him "There's a needle
in the haystack somewhere. Go find it." So now, he has to redesign his
concepts and needs to focus where the higher payoffs are indicated. He
thus needs to follow some systematic procedure to identify, reduce or
eliminate the problem. The more quantitative and defendable, the better.
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If the problem is a workload peak, it should be made readily possible to
identify the specific procedures, tasks or subsystems involved, and in
turn possible solutions in the form of reallocation, redesign or both.

The point is, by the time a new airplane gets to the point where
mission simulations and evaluations required for realistic use of many of
the new tools can be made with a high level of confidence, a great number
of design decisions, developments and subcontracts will have been made
that go far beyond the cockpit in their impact. In fact, a great deal of
interdisciplinary integration is involved in modern vehicles; a few of the
areas impacted are sensors, avionics systems, details of subsystem design
and levels of automation. As design and development progresses, the
degrees of freedom for the cockpit designer become less and less until a
late change of any consequence has a far reaching impact that is unaccept-
able. So we want to commence a new system with tools that can be used
from the very early stages and proceed through design and development with
increasing confidence that workload is manageable over the wide variety of
circumstances that are of concern and will be demonstrated to be so in
acceptance and certification testing.

We face, potentially, an explosion of information management
problems, with greater attention to automation concepts. Such issues will
become much more complex in the near future and workload management on our
part will become more difficult. It is unlikely that we will change our
requirements for pilot situation awareness and control, in order to assure
he can monitor status and provide active and backup modes of operation as
required. However, with new systems information management and flight
management requirements, we can expect more extensive use of automation,
expert system and artificial intelligence techniques as well as new
approaches to information integration and display formatting in cockpit
management. Adaptability and/or compatibility of our methodology with
this part of the future should become part of our criteria for the
workload tools of today.

More recently, another question is beccming relevant that was of
little concern in the past. In the past, we have emphasized the need to
minimize workload. With the old dials and gages, combined with limited
technological ability to automate, we wanted to minimize workload. Now
that we can better integrate and automate the display-control design,
there is an increasing concern about the possibility of too little work-
load. Complacency and boredom could become increasingly important factors
in cockpit operation. Accordingly, our metrics must feature the
capability to establish upper and lower bounds for workload. Workload
management to assure that pilot can readily accommodate surprises and that
he will remain alert in a heavily automated system is a serious issue for
the near future.

By now it should be clear that we feel a strong need for predictive,
diagnostic and viable analytic tools. We also have a continuing interest
in empirical performance measurement techniques. The reasons are two
fold: (1) Our predictions must eventually be demonstrated in test.
(2) There should be a correlation between empirical techniques and the
predictive approach. If high correlations exist, predictive design and
development tools can be used with greater confidence that they lead us
down the right path.

TECHNICAL DISCUSSION

This section of this report presents an approach for timeline analy-
sis and prediction (TLAP) of workload, and for diagnostic applications of
the technique. The approach is based on time required to perform a task
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vs. time available within the task sequence. To clarify any misconcep-
tions from past presentations, a step by step evolution of the techniques
will be presented, with results as appropriate. Approaches for using this
tool for workload diagnostics will be described. Techniques that have
been applied to estimate the more elusive parameter---cognition---will
also be discussed. Finally, data representing how robust this technique
is for its purpose will be presented, including validation data and the
degree to which other techniques have been found to correlate with it.
Finally, discussion will address selected technological challenges that
remain to be exploited.

Timeline Analysis, Prediction and Diagnosis

Timeline Analysis as an approach to workload evaluation started many
years ago as a simple, manually developed layout of a task sequence on a
timeline. This was then appraised for whether tasks could be performed
within the time available, for stimulus-response compatibility and dis-
parity, for any equipment performance characteristics that could impact
completion of a given task series and for the ability to complete the task
in time.

This approach to workload analysis has now progressed to a far more
sophisticated level. While original features are still evident, data
details and processing methodology has changed and application features
have grown. Accordingly, and in order to minimize misconceptions about
the context herein, an elaboration of the present approach and how it is
used will be presented.

The first step in evolving the timeline based workload analysis is to
develop a generic mission scenario for a typical flight, including major
worst-case conditions. The scenario defines flight segments, altitudes,
speeds, key events, typical operations requirements and both normal and
degraded modes of operation. Constraints of operation, environmental
variations, timing considerations and particularly critical situations are
all outlined, and representative variations in the mission are also
identified and injected into this generic scenario. The key objective is
to develop a generic mission definition that encompasses all conditions
and thus avoid oversights. The resulting scenario may be brief, serving
as the baseline for an extensive task definition. Alternatively, it may
be very extensive and detailed in which case it provides much of the
structure for systems selection and detailing of the task definition.

In turn, the scenario is used to develop a detailed task definition
and sequence. Given a scenario and a candidate cockpit configuration,
operations procedures and specific display-control operation requirements
are identified. Most typically, this is accomplished for both a baseline
airplane with existing display-control concepts as a point of departure
and for the new cockpit concept under development. This permits appraisal
of workload on a relative rather than an absolute basis, for a higher
level of confidence in the result.

Personal experience has demonstrated that the most convenient way to
organize the task requirements is to construct a timeline that relates the
display-control operations to the scenario and its key events as
illustrated in figure 1. This can and has been done at varying levels of
detailed definition depending on the level of cockpit definition. The
main issue is to define when tasks have to occur, and when related
sequencing must start in order to complete on time. This format is
relatively easy for an analyst to develop and can become increasingly
detailed as task analysis continues. It also provides a convenient
outline for defining and inputting detailed data into the computer, as
well as a checkpoint of the computer results against input data.
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Other task characteristics that might be relevant can also be
treated. These tasks that must be performed at a critical time can be
identified. Those that can be slipped for earlier or later performance
can also be defined. If tasks must be performed in a given sequence, this
too can be specified. Other variations are feasible; many have been
explored over the years, including task performance probabilities and task
performance time variations (e.g., standard deviations).

The timeline is then further refined. Our development of timeline
analysis recognizes that humans can do more than one thing at a time. For
example, in driving a car, one processes visual and auditory information,
makes decisions, steers, and operates the accelerator, brake (and
clutch)---discrete, parallel, sequential and coordinated tasks are per-
formed as an integrated network of responses. We use a human performance
channel allocation scheme to handle such variations. This involves
defining which aspects of a task are performed by vision (internal, ex-
ternal), hands (right, left), feet (right, left), audition (hearing,
speech) and cognition. (This part can be automated if we have a data bank
of task performance times and a definition of display-ccntrol task
demands. For first use, derivation is manual. For initial aplication,
the sources of data for estimating task performance times include infor-
mation scattered through the literature, time and motion methods,
appraisals in mockups, and simulation. Once in the data base, the task
requirement is catalogued for future use.)

Most performance times are straight forward. However, cognitive
workload has been another issue. Arlyst estimates have been used by some
analysts, but more quantitative approaches exist. One evolved from a
flight test program some years ago wherein a consistent quirk was indica-
ted in eye movement data. Pilots would look at a display, then there
would be a pause before they took action. The action could be clearly
related to the presented information, suggesting that processing was in-
volved. This processing time came to be accepted as demonstrating cogni-
tive operations. Furthermore, the pause time was essentially a constant
percentage of task performance time. This relationship became the basis
for a more quantitative estimate of cognitive workload in our approach.
More recently, another estimating technique based on information theory
has been developed. This latter technique will be discussed in a later
portion of this paper.

At this point, data is ready for final computation and processing.
By inspection, it c-. be determined if any task conflicts exist, in terms
of conflicting or incompatible demands (like rubbing the head and patting
the stomach at the same time). Processing through the computer produces a
series of plots and reports for appraising workload demand and for de-
tecting and diagnosing problem areas.

Workload estimates are produced by solving the equation:

T
R Time Required

WL T = Time AvailableA

over small increments of time (in order to avoid a leveling effect).
Processing produces a percent workload figure which can be plotted over
time to produce a workload time history, as is illustrated in figure 2.
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Referring to figure 2, an limit factor can be set in that is used as
a cut-off for peak workload considerations. In between this case, the
cut-off is 80%, which is that level of time demand where pilots have been
observed to start dropping tasks in order to continue performing at a self
imposed acceptable level, perhaps to allow for between-task transition
time. For purposes of this paper, the 80% time might be considered to be
the fully loaded condition.

As peaks exceeding the 80% time occur (or whatever limit might be
chosen), diagnostics to determine the cause of the workload excesses are
in order. There are several alternatives available to the analyst for
this purpose.

o First, the task timeline (figure 1) for the particular time period
can be inspected in detail for those tasks and events that cause the
peaks. Analysis of attendant situations and conditions will provide
necessary insights as to cause factors and alternative approaches.

o Second, a task sliding feature might be applied to determine if an
artifact is present--- if an analytic allocation requires performance
at unduly stringent times and thus would be averted by a pilot in a
real life condition. Some discretion may be desirable in interpre-
tation here, to assume that the task sliding feature is reasonable.

" Third, a subsystem utilization feature can be used. Since the task
time line involves given subsystems, the computer can accumulate the
record of subsystem interface operations to produce a subsystems
"time demand" summary, and can rank order the demand summary to
facilitate diagnostics. This feature is illustrated in figure 3.
The figure clearly illustrates where the heaviest demand loads exist
and where the highest payoff could be attained in terms of design
changes. Of course, it may be as convenient to automate some
monotonous and less critical chore that applies throughout the
mission (such as subsystem monitoring) to lower the overall workload
level.

Other characteristics may also be of interest, such as the degree of
variability in demands placed on a channel---it may be desirable to narrow
the range of variability in demand for some channel in order to control a
widely varying demand. Figure 4 illustrates a one sigma estimate of
demand variability for each performance capability group for a mission
segment. Casual inspection suggests there might be an advantage to
reappraising the visual task allocations and making some adjustments in
design. Admittedly, this is seldom feasible in practice, but the diag-
nostic implications are evident.

In overview, then, each of the diagnostic techniques offers a
straight forward approach to supportable recommendations for changing
procedures or design, or even for reallocating the tasks assigned to the
crewmen.

Cognition

One of the most difficult components of workload to include in any
analytic assessment technique is the cognitive component. Most early
analytic techniques either ignored the cognitive factor and concentrated
on the physical parameters or considered cognition as an all or none
component. Newer techniques attempted to get at the variable nature of
cognition.
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One method used within Boeing and currently being used for a joint
USAF/FAA program investigating workload assessment techniques uses a de-
vice complexity score as a basis for estimating cognitive workload. The
device complexity score is based upon the information content of the
possible states that the device presents; it is derived using the concepts
of Information Theory. Information has been defined as the number of
binary digits (BITS) into which an event can be encoded depending upon the
number of alternatives it presents (figure 5). In this context, each
display (i.e. gage, dial, flight display, etc.) is encoded based on the
numerical units that have to be used. Each control is also encoded
depending upon the number of choices (alternatives) that it enables.
Procedure complexity is then equal to the sum of device complexity scores
for all steps of a procedure. Summing device complexity scores could thus
produce a figure representing total subsystem control complexity, i.e.,

complexity =:bi1

where bi is the individual complexity score

and cognition zBi

i

where Bi is the corresponding cognitive workload score in seconds,
from the equation

Bi = 0.27216 + 0.12456 bi if bi < 8 bits, or

Bi = 0.27216 + 0.22968 bi if bi > 8 bits

This technique includes information processing in the workload
analysis as a major component of cognitive work. The advantages of this
type of approach are that it: provides a common measure for relating the
workload associated with different control and display devices; helps
avoid the limitations associated with simply summing the numbers of
devices; permits numerical evaluations to be made between different
methods of interfac!-ig a system or procedure with the crew. The cog-
nition score for the timeline analysis is based upon the procedure com-
plexity score ana the communication channel time.

Timeline Robustnuess: Validation and Reliability Considerations

Although it is convenient to think of people as experiencing a
similar level of workload in response to a set of fixed task demands (e.g.
an average workload level), "constant" workload levels are not necessarily
constant due to the individual nature of each persons actions. Certainly,
many questions could be asked about the magnitude and influence of
individual differences; these are typically resolved by allowing for
variability in analyses and confirming the allowance in simulation.
However, the current objective of the assessment task is to detect
differences in workload levels, identify excessive peak loads and proceed
into diagnosis and resolution. Manufacturers also need to assure that
techniques to be used reliably discriminate between high and low levels of
workload in order to make general conclusions. A brief discussion of
status regarding some of the key questions is in order.

There are many types of validity, each affecting the ultimate
usefulness and acceptability of the analyti technique. The questions to
be answered are whether the timeline analysis technique really predicts
what it says it predicts and how does its output relate to the actual
workload being experienced in the procedures being followed by the crew?
The most direct way to establish the answer to the first question is to
perform the timeline analysis and then validate it by taking data in a
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flight test program. This was the method of choice for the Boeing 757 and
767 airplane programs. The results from these test programs indicate that
the timeline analysis can accurately predict (with greater than 90 percent
accuracy) the flight data for all phases of flight. Thus the technique is
predicting what it says it is predicting. The second question is much
more difficult to answer; discussion follows.

The Boeing Company teamed with Douglas Aircraft Company to work a
program sponsored jointly by the U.S. Air Force and the Federal Aviation
Administration to evaluate workload assessment techniques (Boucek, et al,
1987). One of the comparisons that was made in this study was the corre-
lation between the predicted task loading (generated by timeline analysis)
and the results of objective (physiological measures and secondary task
performance) and subjective (NASA's TLX and USAF SWAT) measurement
techniques. The purpose of this correlation analysis was to evaluate how
much the workload scores overlap. If workload assessment techniques have
been shown to be valid and reliable and they do not correlate with each
other, then they are thought to be assessing different aspects of work-
load.

The results of this analysis show that the timeline data has not only
consistent internal correlations but also interpretable correlations with
the other assessment data (see figure 6). The results of the internal
TLAP comparisons indicated that the visual channel data correlated well
with everything (manual left .74, manual right .64, auditory .55, and
cognitive .65) except the verbal channel. The manual channel data did not

correlate with any other scale except the visual channel. Verbal and
auditory channels were highly correlated (.78). Finally, the cognitive
channel was highly correlated with the visual (.65), auditory (.85) and
verbal (.65) channels.

The results of the comparison of the timeline data with the data from
the other assessment techniques indicate that: the average inter-beat
interval for the heart was correlated with the visual (-.55), manual left
(-.64) and manual right (-.56) channels; the standard deviation for the
interbeat interval correlated with the right manual (.54) channel. The
Mulder Spectral Analysis Blood Pressure component correlates with the
visual (.91) and the cognitive (.66) components. Wheel and column inputs
correlate with the manual right (.55, .60) and the pedal inputs with the
manual left (.59). Both of the subjective scales correlate with the
verbal channel (SWAT .51, TLX .63). Finally, the accuracy of the response
to the probe in the secondary task correlates with the manual right
(.51),auditory (.51) and cognitive (.55).

SUMMARY AND CONCLUSIONS

This paper presents a progress report on use of Timeline Analysis and
P.ediction (TLAP) methods for workload analysis and diagnosis. It
addresses questions that have been posed for the timeline approach to
workload and demonstrates the credibility of the approach.

The report includes an outline of the approach and rationale to using
timeline analysis as a cockpit development tool. The tool is adaptable in
that it can be used in stages factored to the level of system definition.
It can progress from a relatively simple level early in cockpit design
when preliminary estimates might be all that are available, to very
sophisticated levels with detailed design. A step by step procedure was
described and methods of use were discussed. Approaches for incorporating
cognition in a timeline framework were presented for further use and
exploration. Validation experience was summarized, as was the extent to
which other techniques correlated with applications of the tool.

58



Definition Examples

Device complexity is the number 90 0 V Instrument Reading
of binary digits required to encode 82
the possible num ber of alternatives 80Nu be of \Rn2 0
associated with the device 70o 730 Number of Range

6Alteratie40  (0.5)(Scale Unit)
50 Device 10

Complexity = Log 2 FO1 4.35 bits

Rotary Discrete Control
Selector
SwitchSwth Number of

Device Complexity 2 Numer of
Log 2 (Number of Alternatives) bits 0 4 levie0 4 Device

Complexity = Log 2 (5) = 2.32 bits

Figure 5. Timeline Analysis Device Complexity Measure
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a) Visual Manleft Manright Verbal Auditory Cognitive

VISUAL 1.00 .74 .64 .10 .55 .
MANLEFT - 1.00 .28 -.01 .25 .42
MANRIGHT - - 1.00 .21 .38 .49

VERBAL - - - 1.00 .7

AUDITORY - - - 1.00 .5
COGNITION - - - 1.00

b) Visual Manleft Manright Verbal Auditory Cognitive

HRM -.55 -.64 -.56 .17 .14 -.02
HRSD .14 .10 5 -.13 -.13 -.31
APB -.91 -.87 -.39 -.04 -.44 -.66
ARS -.05 .12 .32 .11 -.08 -.26
EBK -.11 -.03 .11 -.39 -.47 -.42
WHL .34 .36 .55 .09 .15 -.01
STK .38 .43 .60 -.13 -.07 -.12
PDL .54 .59 .39 -.47 -.30 -.04
SWAT .04 .05 .49 .51 .21 .20
TLX -.02 .03 .40 .63 .28 .25
STRT -.39 -.41 .14 .03 -.13 -.32
STRT% .48 .19 .51 .31 .51 .55

Correlations greater ±.50 are in bold.

Legend Task Channels Legend Task Channels

Visual Eyes Verbal Spoken Communication
Manleft Manual Left Hand Tasks Auditory Listening
Manright Manual Right Hand Tasks Cognitive Cognitive Tasks

Legend

HRM Average Inter-beat Interval
HRSD Standard Deviation for the Average Inter-beat Interval
AP! Mulder Spectral Analysis Blood Pressure Component from

Heart Rate
ARS Mulder Spectral Analysis Respiration Component from Heart

Rate
EBK Eye Blinks per Minute
WHL Wheel Control Inputs per Minute

STK Stick Control Inputs per Minute
PDL Pedal Control Inputs per Minute
SWAT Subjective Workload Assessment Technique
TLX NASA Task Load Index
STRT Secondary Task Reaction Time
STRT% Probe Accuracy to Positive Probes for the Secondary Task

Figure 6. Correlation Matrices for the TLAP Variables:
(a) Internally, and (b) with Other Methods
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Both intra-tool correlations and correlations of results from ap-
plying other tools in the same context were encouraging. Magnitudes and
trends were sufficiently consistent to warrant continued refinement and
use of this tool. There was a very high degree of predictive accuracy
compared to actual flight data and a respectable set of correlations
between TLAP predictions and measurements using interbeat heartrate
interval, the Mulder Blood Pressure Spectral Analysis, SWAT, and secondary
task techniques.

In overview, then, continued research and development has led to
beneficial refinements in the timeline approach to workload analysis, and
demonstrated that the method is quite robust. It is a realistic, useful
tool that has a large and growing experience base. It is useful early in
design when data may be fragmentary and is easily adaptable as system
changes occur. Continued evolution and refinement is warranted.

However, foreseeable changes in our work-a-day requirements will
require that this and all other techniques be continually reexamined in
the context of fast changing technology and issues. It will become more
and more important for all techniques to be adaptable to this new
environment in order to continue to produce diagnostic workload
information. Experience to date with TLAP indicates that it has this
capability.
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INTRODUCTION

New weapons being developed for modern military forces feature
advanced technology designed to extend and improve mission performance
beyond the capability of existing systems. For example, aircraft systems
are being developed with advanced technology designed to extend range,
increase speed, provide for more precise navigation, avoid enemy threats,
and acquire and engage enemy targets at night or in adverse weather.

In addition to improving mission capability, advanced technology
also is designed to reduce crew workload. However, in some instances the
tasks required to operate the technology may actually increase workload.
The increased workload, in turn, may degrade human performance and,
consequently, reduce rather than improve mission effectiveness.

Models that predict operator workload can be useful tools for human
factors engineers who are attempting to address human capabilities and
limitations as advanced technology is introduced into new weapon systems.
In response to this requirement Anacapa Sciences, Inc. researchers, under
contract to the U.S. Army Research Institute Aviation Research and
Development Activity, have developed a series of models for predicting
aviator workload. The work supports U.S. Army design studies for the
following helicopter systems:

a highly automated, multipurpose, lightweight helicopter,
desig-ated LHX (see Aldrich, Szabo, & Craddock,1986);

Research reported in this chapter was performed in support of the Army
Research Institute Aviation Research and Development Activity, Fort
Rucker, Alabama, under Contract Numbers MDA903-81-C-0504 and MDA903-87-
C-0523. Mr. Charles A. Gainer was the technical monitor. The views
expressed are those of the authors and are not necessarily endorsed by
the U.S. Army.
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" the AH-64A, Apache (see Szabo & Bierbaum, 1986);
• the UH-60A, Blackhawk (see Bierbaum, Szabo, & Aldrich, 1987); and
" the CH-47D, Chinook.

The LHX models were used in advance of system design to predict
single- and dual-crew workload under varying automation configurations.
The AH-64A, UH-60A, and CH-47D models presently are being used for
evaluating the impact of advanced technology modifications being proposed
for each of these existing helicopters.

This chapter describes a four-phase research program aimed at the
development and application of models to predict operator workload during
system design. Phase 1 consists of the development of a mission/task/
workload analysis data base. Phase 2 consists of the development of com-
puter models to predict operator workload. Phase 3 consists of applying
the workload prediction models during system design studies. Phase 4
consists of research required to validate the workload predictions
yielded by the models. Most of this chapter describes research performed
in support of the LHX as reported by Aldrich, Szabo, and Craddock (1986).
However, refinements in the methodology introduced by Szabo and Bierbaum
(1986) in support of proposed AH-64A modifications, and by Bierbaum,
Szabo, and Aldrich (1987) in support of proposed UH-60A modifications,
also are included. Thus, this chapter presents the current state of the
Anacapa Sciences, Inc. research directed at developing and validating
operator workload prediction models.

THE MISSION/TASK/WORKLOAD ANALYSIS DATA BASE

The first phase of the workload prediction methodology requires the
conduct of a comprehensive mission/task/workload analysis. In the case of
the LHX, 24 proposed scout and attack mission profiles provided by the
Directorate of Combat Developments (DCD) at the U.S Army Aviat41n Center
(USAAVNC), Fort Rucker, Alabama were examined. Because of program
schedule constraints only nine of the 24 mission profiles were selected
for preliminary analysis. The nine mission profiles were subsequently
divided into mission phases; the following three mission phases were
selected for detailed analysis:

" Reconnaissance,
" Target Service (Air-To-Ground), and
* Target Service (Air-To-Air).

Each of the three mission phases listed above was further divided
into segments; a limited sample of 29 mission segments was selected for
the detailed task analysis. Each of the 29 mission segments, in turn,
was divided into mission functions. Finally, each of the mission
functions was divided into mission tasks. A total of 58 unique functions
and 135 unique tasks were identified for the 29 mission segments that
were analyzed.

The same general procedure was used to conduct the AH-64A, UH-60A,
and CH-47D analyses. In the case of the AH-64A, Szabo and Bierbaum
(1986) conducted a comprehensive analysis of an entire composite mission
from preflight through postflight. They identified 52 unique segments,
159 unique functions, and 689 unique tasks. In the UH-60A analysis,
Bierbaum, Szabo, and Aldrich (1987) identified 34 critical segments,
which were subsequently divided into 48 unique functions and 138 unique
tasks. In the CH-47D analysis, 37 critical mission segments were divided
into 65 unique functions and 154 unique tasks.

For each unique task, the following additional data were derived:

" crewmember performing the task,
. subsystem equipment associated with the task,
* estimate of the time required to perform the task, and
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* estimates of workload associated with the sensory (i.e., visual,
auditory, kinesthetic) cognitive, and psychomotor components of
the task. 1

Procedures for deriving the additional task data are briefly described in
the paragraphs that follow.

Crewmember Performing the Task

The first step in deriving the additional task data was to identify
the crewmember performing each task. All flight control tasks were
assigned to the pilot. Primary misrion tasks (e.g., Align Sight,
Activate Trigger) and most support tasks (e.g., Check Aircraft Systems,
Transmit Message) were assigned to the second crewmember.

Subsystem Equipment Associated With the Task

The next step in the analyses was to identify the subsystem
equipment associated with the performance of each task. In each analysis
the identified subsystem equipments were categorized into major subsystem
categories. The categories vary among the different systems depending
upon (a) the mission assigned to the particular aircraft of interest and
(b) the existing configuration of that aircraft.

Estimate of the Time Required to Perform the Task

The methods of estimating task times also varied somewhat for the
different systems. Aldrich, Craddock, and McCracken (1984) describe the
methoc for estimating task times in the LHX analyses. In their analyses,
each task was first categorized as discrete or continuous. Discrete
tasks are characterized by actions having a definite, observable start
and end point. Activation of switches, performance of procedures, and
transmissions of radio messages are examples of discrete tasks. Existing
helicopter task analyses for the OH-58D (Taylor & Poole, 1983) and for
the AH-64 and the Advanced Helicopter Improvement Program (AHIP) (Siegal,
Madden, & Pfeiffer, 1985) were used as references in deriving estimates
of LHX discrete task times.

Continuous tasks do not have observable start and end points and
cannot be reduced to procedures; mission requirements and conditions
determine their duration. Examples of continuous tasks are flight
control tasks and target tracking tasks Aldrich, Craddock, and
McCracken (1984) assigned times to continuous tasks so that each discrete
task could be accomplished within the elapsed times assigned to
concurrent continuous tasks. For example, the times assigned to the
continuous tasks associated with the Hover Masked function, were long
enough to allow the operator to complete all of the discrete tasks (e.g.,
Check Aircraft Systems, Transmit Message) performed concurrently with the
continuous tasks in the Hover Masked function. All assigned times for
discrete and continuous tasks were reviewed by subject matter experts
(SMEs)

During the AH-64A analysis, Szabo and Bierbaum (1986) identified
two types of discrete tasks. Specifically, they categorized discrete
tasks as either "discrete fixed" or "discrete random". Discrete fixed
tasks have definite start and end points within the function (e.g., Set
SIGHT SEL Switch). Discrete random tasks are discrete tasks that occur
intermittently and/or randomly during a portion of the function (e.g.,

iEstimates of the kinesthetic workload component of tasks were
introduced during the AH-64A analysis by Szabo and Bierbaum (1986). The
higher specificity of their task analysis, compared to the LHX analyses,
required the kinesthetic estimates. The kinesthetic estimates were
retained by Bierbaum, Szabo, and Aldrich (1987) in their UH-60A analysis
and are currently being used in the CH-47D analysis.
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Check Fuel Quantity Indicator). Szabo and Bierbaum derived most oZ their
task times by timing the actual tasks as they were performed in the AH-
64A Cockpit, Weapons, and Emergency Procedures Trainer. For tasks not
trainable in the trainer they used estimates provided by AH-64A SME's.
Bierbaum, Szabo, and Aldrich (1987) retained the refined categorization
of discrete tasks for the UH-60A analysis. UH-60A task time estimates
were obtained during interviews with UH-60A SMEs.

Estimates of Workload Associated With the Sensory. Cognitive, and
Psychomotor Components of the Task

Workload, as the term is used in this research, is defined as the
total attentional demand (i.e., mental workload) placed on the
operator(s) as they perform the mission tasks. Consistent with Wickens
theory that workload is a multidimensional construct, the research
methodology addresses three different components of workload; sensory,
cognitive, and psychomotor (Wickens, 1984). The sensory component refers
to the complexity of the visual (V), auditory (A), or kinesthetic (K)
stimuli to which an operator must attend; the cognitive (C) component
refers to the level of information processing required from the operator;
the psychomotor (P) component refers to the complexity of the operator's
behavioral responses. The steps performed to determine the workload
associated with each of these components for each of the mission tasks
are described in the paragraphs that follow.

McCracken and Aldrich (1984) estimated LHX task workload by using
7-point ordinal scales for rating the visual, cognitive, and psychomotor
workload components and a 4-point ordinal scale for rating the auditory
workload components of each task. Szabo and Bierbaum (1986) added a
kinesthetic sensory component to their analysis of workload, and
developed an ordinal 7-point kinesthetic rating scale with verbal anchors
similar to the visual, cognitive, and psychomotor rating scales. They
also developed an ordinal 7-point auditory rating scale to replace the
original 4-point auditory rating scale used by McCracken and Aldrich.

During the UH-60A analysis, Bierbaum, Szabo, and Aldrich (1987)
added a second visual scale and converted the ordinal scale measures to
interval scale measures. The second visual scale was added so that the
attentional demand associated with the visual component of the mission
tasks could be estimated under both naked eye (visual-unaided) and night
vision goggle (visual-aided) conditions. Both visual scales retain the
same verbal anchors used in the prediction of AH-64A crew workload.

The interval scales used in the UH-60A analysis were constructed by
using a pair comparison survey methodology (Engen, 1971). The survey
presented matched pairs of verbal anchors for the visual (both naked eye
and night vision goggles), auditory, cognitive, and psychomotor workload
component scales to 20 UH-60A instructor pilots (IPs) from the UH-60A
Aviator Qualification Coursj (AQC) at the USAAVNC, Fort Rucker, Alabama.
The frequency with which the IPs selected each verbal anchor was used to
compute a value for each verbal anchor on an approximately equal-interval
scale.

The matched pairs of verbal anchors for the kinesthetic workload
component scale were similarly arranged in a questionnaire and
administered by mail to a group of 22 human factors experts who have had
extensive research experience in workload measurement. Pair comparison
response frequencies were tabulated to develop interval scale values for
the kinesthetic workload component scale. The six workload component
interval scales used in the UH-60A analysis are presented in Table 1.

Once the workload component scales had been developed, a short
verbal descriptor of each of the workload components was written for each
task. The descriptors were then compared to the vetbal anchors in the
appropriate interval or rating scale. In each instance, a consensus was
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Table. 1. Workload Component Scales for the UH-60A Mission/T.sk/Work±oad
Analysis

Scale
Value Descriptors

Visual-Unaided (Naked Eye)

1.0 Visually Register/Detect (Detect Occurrence of Image)
3.7 Visually Discriminate (Detect Visual Differences)
4.0 Visually Inspect/Check (Discrete Inspection/Static

Condition)
5.0 Visually Locate/Align (Selective Orientation)

5.4 Visually Track/Follow (Maintain Orientatiod)
5.9 Visually Read (Symbol)
7.0 Visually Scan/Search/Monitor (Continuous/Serial Inspection,

Multiple Conditions)

Visual-Aided (Night Vision Goggles [NVG])
1.0 Visually Register/Detect (Detect Occurrence of Image) With

NVG
4.8 Visually Inspect/Check (Discrete Inspection/Static

Condition (With NVG)
5.0 Visually Discriminate (Detect Visual Differences) With NVG
5.6 Visually Locate/Align (Selective Orientation) With NVG

6.4 Visually Track/Follow (Maintain Orientation) With NVG
7.0 Visually Scan/Search/Monitor (Continuous/Serial Inspection,

Multiple Conditions (With NVG)

Auditory
1.0 Detect/Register Sound (Detect Occurrence of Sound)
2.0 Orient to Sound (General Orientation/Attention)
4.2 Orient to Sound (Selective Orientation/Attention)
4.3 Verify Auditory Feedback (Detect Occurrence of Anticipated

Sound)

4.9 Interpret Semantic Content (Speech)
6.6 Discriminate Sound Characteristics (Detect Auditory

Differences)
7.0 Interpret Sound Patterns (Pulse Rates, Etc.)

Kinesthetic

1.0 Detect Discrete Activation of Switch (Toggle, Trigger,
Button)

4.0 Detect Preset Position or Status of Object
4.8 Detect Discrete Adjustment of Switch (Discrete Rotary or

Discrete Lever Position)

5.5 Detect Serial Movements (Keyboard Entries)
6.1 Detect Kinesthetic Cues Conflicting with Visual Cues
6.7 Detect Continuous Adjustment of Switches (Rotary Rheostat,

Thumbwheel)

7.0 Detect Continuous Adjustment of Controls

Cognitive
1.0 Automatic (Simple Association)
1.2 Alternative Selection

3.7 Sign/Signal Recognition
4.6 Evaluation/Judgment (Consider Single Aspect)

5.3 Encoding/Decoding, Recall
6.8 Evaluation/Judgment (Consider Several Aspects)
7.0 Estimation, Calculation, Conversion

(continued)
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Table. 1. Workload Component Scales for the UH-60A Mission/Task/Workload
Analysis (Continued)

Scale
Value Descriptors

Psychomotor
1.0 Speech
2.2 Discrete Actuation (Button, Toggle, Trigger)
2.6 Continuous Adjustive (Flight Control, Sensor Control)
4.6 Manipulative
5.8 Discrete Adjustive (Rotary, Vertical Thurbwheel, Lever

Position)
6.5 Symbolic Production (Writing)
7.0 Serial Discrete Manipulation (Keyboard Entries)

reached by the two analysts who initially had assigned the workload
estimates independently. The consensual esti-'ates were subsequently
reviewed by SMEs for the selected system.

A complete summary of the data derived from the mission/task/
workload analysis was entered on function analysis worksheets, such as
the one selected from the AH-64A analysis (Szabo and Bierbaum, 1986) and
depicted in Figure 1. A separate worksheet was prepared for each unique
function identified in each analysis. The verb and object for each task
within the function are presented in the first two columns, respectively.
The crewmember performing each task is indicated by the letter (i.e.
Pilot [P], Gunner [G] or Both [B)) in the third column. The subsystems
associated with each task are shown in the fourth column. The verbal
descriptors and the numerical estimates of workload for the sensory,
cognitive, and psychomotor components (i.e., Visual-Unaided IV), Visual-
Aided [G], Auditory, [A), Kinesthetic [K), Cognitive [C3 and Psychomotor
[P]) of each task are shown in the fifth, sixth, and seventh columns.
For each task involving a specific switch, a switch description is
presented in the eighth column. The estimated length of the discrete
tasks is presented in the ninth column. The continuous tasks are
identified in the tenth column with the letter "c."  The function
analysis worksheets thus provide a comprehensive summary of the
information used to establish the data base for developing the workload
prediction models in Phase 2 of the research.

FUNCTION 54 Deaignate Target (Autonomous) TOTAL TIME (Approximate) 13.5 Seconds

TASKS WORKLOAD COMPONENTS DURATION
(SECONDS)

SWITCH DISCRETEi
VERB OBJECT 10$ SUBSYSTEM(S) SENSORY COGNITIVE PSYCHOMOTOR DESCRIPTION CONTINUOUS

Montor HAD Msag. ('TOF) G2M Fe, Contm Read Symboi Diplay InIrt Symbolic s
Coorpo.tt V-7 Rledout and Make
(AFC) Judgm .t

(rime), Lane)
0-S

PUN Law Trgger G361 Law F T argga Movement VeyCorrt Poslion Lift Cover; Pul and Hold Spningloaded I
(AL) K-2 (Law Activated) Trigger Trigger

C-2 P-I (SPTR)

Note Weapon Impact 0630 Sensor Dilphy V luany Doew Imge Evaluate Sarsory 5
(VSO) V-1 Fegdolad, and Make

Judgment
(Targt Dwtroyed)

a C-S

: Release Law Trigger 362 Law Feel Trigger Movement S-RA Aociaion Releae Tnggr Sinerglnaedo 5
(AL) K-2 c-I pTrigger

(SPTR)

Figure 1. AH-64A function analysis worksheet.
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DEVELOPMENT OF COMPUTER BASED WORKLOAD PREDICTION MODELS

Phase 2 of the methodology consists of developing computer models
to predict total workload experienced in the performance of individual
and concurrent tasks. Whereas the mission/task/workload analysis
methodology follows a top-down approach, the computer models are
developed using a bottom-up approach. The task data identified during
Phase 1 constitute the basic elements of analysis. The steps required to
develop the models follow:

" establish computer data files,
" write function and segment decision rules, and
" write computer programs.

Each of these steps is described briefly in the subsections below.

Establish Computer Data Files

The first step in developing each of the workload prediction models
is to enter the mission/task/workload data derived during Phase 1 into
computer files. Specifically, the information summarized on the function
analysis worksheets is used to create the following data files:

• a list of segments,
" a list of functions,
" a list of tasks,
" a list of subsystem identifiers,
" workload ratings, and
" time estimates.

Develop Function and Seament Decision Rules

The next step in developing the workload prediction models is to
write time-based decision rules for building the mission segments From
the task data base. Function decision rules specify the sequence and
time for the performance of each task within each function; segment
decision rules specify the sequence and temporal relationships for
combining the functions to form mission segments. For the LHX analyses,
Aldrich, Craddock, and McCracken (1984) developed one set of segment
decision rules for a one-crewmember configuration and a second set of
decision rules for the two-crewmember LHX configuration. Szabo and
Bierbaum (1986) developed a single set of segment decision rules for the
AH-64A analysis, and Bierbaum, Szabo and Aldrich (1987) developed another
set of segment decision rules for the UH-60A analysis.

Write Computer Programs

The time-based function and segment decision rules are the
blueprints for placing the tasks performed by the operator(s) at the
appropriate point on the mission timeline. Computer programs are
developed to implement the function and segment decision rules. The
timeline produced by programming the function and segment decision rules
enables the identification of all tasks performed by the operator(s) at
each half-second interval in the mission segment.

Computer programs also are developed for producing estimates of
total workload associated with the performance of concurrent and
sequential tasks. The total workload for concurrent tasks is computed by
summing the workload component ratings (i.e., visual, auditory,
kinesthetic, cognitive, and psychomotor) assigned during the task
analyses. The specific half-second intervals when excessive workload
occurs can be identified on the segment timeline by referring to the
workload component sums. Four indices of overload producible by the model
have been developed (Aldrich, Craddock, & McCracken 1984) and are listed
and defined below:
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" A component overload occurs whenever the sum of the ratings
assigned to a given workload component (i.e., visual, auditory,
kinesthetic, cognitive, or psychomotor) for concurrent tasks
equals "8" or higher. Thus as many as five component overloads
may occur for two or more concurrent tasks. A value of "8" was
chosen as the criterion for an overload because it exceeds the
maximum value on any of the workload component rating scales.

" An overload condition occurs whenever a component overload, as
defined above, occurs in at least one component of the concurrent
tasks. In theory as many as five component overloads (i.e.,
visual, auditory, kinesthetic, cognitive, and psychomotor) may
occur within a single overload condition.

* Overload density is the percentage of time during a mission
segment that a component overload occurs. It is calculated by
dividing the number of timelines with component overloads by the
total number of timelines in the segment.

" The term subsystem overload is used to describe the relationship

between a component overload and a subsystem. It is computed by
tallying the number of times each subsystem is associated with a
component overload.

The component overload, overload condition, and subsystem overload
indices provide diagnostic information about excessive workload for
concurrent tasks. The overload density index provides a potential
diagnostic measure of cumulative workload associated with sequences of
concurrent tasks.

Following the steps described above, Aldrich, Craddock, and
McCracken (1984) developed both one- and two-crewmember baseline workload
prediction models for LHX analyses. Workload prediction models also have
been developed for the AM-64A (Szabo & Bierbaum, 1986) and for the UH-60A
(Bierbaum, Szabo, & Aldrich, 1987) . These baseline workload prediction
models provide benchmarks for comparisons to be made when the models are
exercised to predict workload for alternative crew configurations or
proposed automation options.

APPLYING THE WORKLOAD PREDICTION MODELS DURING SYSTEM DESIGN STUDIES

The third phase of the research consists of exercising the workload
prediction models and applying the results to system design studies.
This section describes the third phase of the research and presents some
of the results produced from applying the LHX workload prediction models.

Workload Predictions: One- vs Two-Crewmember LHX Baseline Configurations

The one- and two-crewmember baseline LHX workload prediction models
were developed using the data base compiled during the LHX mission/
task/workload analysis. The tasks, subsystems, workload ratings, and
time estimates are identical in both models and the function and segment
decision rules were written so that both models have identical timelines.
The only difference between the two models is the allocation of the
functions between the crewmembers. Thus, workload predictions produced
by the one-crewmember baseline model can be compared with workload
predictions produced by the two-crewmember model to provide estimated
differences in operator workload between the one- and two-crewmember LHX
configurations.

Results summarized in Table 2 indicate that, for the 29 LHX
segments, there were 263 overload conditions in the baseline one-
crewmember configuration and 43 overload conditions in the baseline two-
crewmember configuration. The 263 overload conditions in the
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Table 2. Frequency of Overload Conditions and Component Overloads: One
and Two-Crewmember LHX Baseline Configuration

Number of Number of

Overload Conditions Component Overloads
V A C P Total

One-Crewmember 263 79 -- 54 203 336
Two-Crewmember 43 21 -- 17 15 53

one-crewmember configuration are composed of 79 visual component
overloads, 54 cognitive component overloads, and 203 psychomotor
component overloads, for a total of 336 component overloads. The 43
overload conditions in the two-crewmember configuration are composed of
21 visual component overloads, 17 cognitive component overloads, and 15
psychomotor component overloads, for a total of 53 component overloads.
In the one-crewmember configuration overload conditions were predicted in
each of the 29 segments that were analyzed. In the two-crewmember
configuration, overload conditions were predicted in only 15 of the 29
segments; the pilot was overloaded in only three of these 15 segments.

Workload Predictions- One- vs Two-Crewmember Configurations With Proposed

Automation Options

The next step in the LHX analyses was to exercise the one- and two-
crewmember models to predict how much operator workload would be reduced
by individual automation options and combinations of options being
considered for the LHX design. The methodology consists of three tasks:

* selecting automation options to be exercised by the models,
* revising the estimates of workload for each task, and
* exercising the one- and two-crewmember computer models.

Selectin the automation options. As part of the Army's LHX trade-

off studies, the DCD at the USAAVNC, Fort Rucker, Alabama, developed
alternative mission equipment packages (MEP) and aircraft survivability
equipment (ASE) packages for the LHX. The MEP and ASE consisted of
advanced technology equipments designed to automate many of the crew
functions. The MEP and ASE descriptions were reviewed by Anacapa
analysts and human factors specialists assigned to the DCD. Twenty-six
individual automation options of interest were selected for analysis.

Revising the workload estimates, The next step in applying the
methodology was to determine how each of the automation options would
affect operator workload. A review of the task descriptions and the
generic subsystems reported on the function analysis worksheets provided
clues about how the workload would be affected by each of the proposed
automation options. Based on the review, new descriptors of the
operator's activities were entered into the sensory, cognitive, and
psychomotor columns of the worksheets. The revised descriptors were then
used to assign new estimates of workload to each component of those tasks
affected by the automation options. In cases where automation completely
eliminated a task, zero ratings were assigned to the workload components.
No time estimates were changed as a function of automation; therefore,
the decision rules for building functions from tasks and for building
segments from functions remained unchanged.

Exercising the models with the automation options. Following

revision of the workload estimates, new computer files were built to
reflect the impact of each of the 26 automation options. Subsequently,
the one- and two-crewmember models were exercised using the new files to
predict workload associated with each of the 26 individual automation
options and 16 different combinations of the individual automation
options.
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Table 3 presents results from exercising the one-crewmember
workload model with the five individual automation options that produced
the greatest reductions in workload. The Hover Hold and Automatic Sight
Alignment options ranked highest with a 41.8% and 33.5% reduction in
overload conditions and a 41.7% and 30.1% reduction in component
overloads, respectively.

Table 4 presents results from exercising the two-crewmember model
with the five automation options that produced the greatest reductions in
workload. The Automatic Sight Alignment and Automatic Target Tracking
options ranked highest with a 37.2% and 32.6% reduction in overload
conditions and a 39.6% and 35.8% reduction in component overloads,
respectively. The highest ranking option in the one-crewmember analysis,
Hover Hold, reduced no overload conditions in the two-crewmember
analysis.

Table 5 presents results from exercising the one- and two-
crewmember models with a combination of all 26 individual automation
options. The combination of 26 automation options reduced overload
conditions 96.2% and component overloads 97% in the one-crewmember
analysis. Reductions in psychomotor component overloads contributed the
most (62%) to the reduction in total component overloads. The combination
of 26 automation options reduced all of the overload conditions and
component overloads in the two-crewmember analysis2 . Reductions in
visual and cognitive component overloads contributed more (39.6% and
32.1%, respectively) to the reduction in total component overloads than
the reductions in psychomotor component overloads (28.3%).

Table 3. Workload Reduction From Five Highest Ranking Automation
Options, One-Crewmember LHX Configuration

% Reduction % Reduction in
in Overload Total Component
_Conditions Overloads

Automation Configuration N = 263 N = 336
Hover Hold 41.8 41.7
Automatic Sight Alignment 33.5 30.1
Automatic Target Tracking 16.0 19.6
Voice Recorder for Message Entry 5.7 4.8

During Low Workload Intervals
Automatic Updating of Position 5.3 5.7

Table 4. Workload Reduction From Five Highest Ranking Automation
Options, Two-Crewmember LHX Configuration

% Reduction % Reduction in
in Overload Total Component
Conditions Overloads

Automation Configuration N = 43 N = 53
Automatic Sight Alignment 37.2 39.6
Automatic Target Tracking 32.6 35.8
Automatic Updating of Position 18.6 20.8
Automatic Maneuver NOE 16.3 13.2
Automatic Display of Location 11.6 15.1

Relative to Selected Waypoints

2 Results from another analysis indicated that all of thE overload
conditions in the two-crewmember baseline LHX model could be eliminated
with a combination of only nine automation options (Aldrich, Szabo, &
Craddock, 1986).
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Table 5. Workload Reduction From a Combination of 26 Automation Options:
One- and Two-Crewmember Analyses

% Reduction % Reduction Relative Contribu-

in Overload in Component tion to Overload
Conditions Overloads Reductions %)

V C P
Automation Configuration N - 263 N = 336 N-79 N=54 N=203

A Combination of
26 Automation Options-- 96.2 97.0 23.3 14.7 62.0
One-Crewmember Analysis I

Automation Configuration N = 43 N = 53 N = 21 N = 17 N = 15
A Combination of

26 Automation Options-- 100.0 100.0 39.6 32.1 28.3

Two-Crewmember Analysis I

The results presented in Tables 2 through 5 demonstrate how the
models can be used to conduct comparability analyses of operator workload
for various crew and automation configurations. Similar analyses will be
conducted for automation options being proposed for the AH-64A, UH-60A,
and CH-47D aircraft.

RESEARCH REQUIRED TO VALIDATE THE WORKLOAD PREDICTION MODELS

Phase 4 consists of research required to validate the workload
parameters used to develop the models and the workload predictions
yielded by the models. Workload parameters that require validation
include the:

" workload ratings assigned to each task,
" total workload estimates for concurrent tasks,
* estimated time required to perform each task,
" threshold for excessive wor~load,
" temporal relationships among tasks, and
" sequential relationships among tasks.

Specific predictions yielded by the models that require validation
include the four indices of excessive workload described above.

A research plan (Aldrich & Szabo, 1986) describes the research
required to validate the LHX workload prediction model. Although the
research plan was developed specifically for the LHX, it can also guide
research required to validate the AH-64A or UH-60A workload prediction
models.

The validation research consists of three phases. During Phase 1,
the reliability of the workload rating scales and the workload predictors
are established. During Phase 2, validation data are collected through a
series of studies employing part-mission and full-mission simulation.
During Phase 3, the results from Phases I and 2 are used to refine the
workload prediction model. Each of the three phases is described briefly
below.

Establish the Reliability of the Workload Rating Scales

To accomplish this objective two surveys are required. The first
survey presents pair comparisons of the verbal anchors for each workload
rating scale to SMEs. The SMEs must choose the anchor in each pair that
imposes more atfentional demand. The survey results indicate the degree
of agreement among the SMEs and also can be used to produce
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equal-interval scales (Engen, 1971) to replace the ordinal scales that
were used in the original workload analysis.

The first survey has been conducted for the LHX, AH-64A and UH-60A
workload prediction models. In the case of the LHX and AH-64A, a
consensus set of verbal anchors was developed for each of the five
workload component scales. A survey instrument, comprising all pair
comparison combinations of the consensus verbal anchors from each
workload rating scale, was produced. The pair comparison survey was
mailed to 71 human factors researchers and practitioners who are SMEs in
workload research. The data from 38 completed surveys were used to
develop each rater's rank order judgments of the verbal anchors. The
rank ordered judgments were analyzed using Kendall's Coefficient of
Concordance (Siegal, 1956) to assess the degree of agreement among the
SMEs. The Coefficients of Concordance for the five scales are as follow:

* Visual - .39,

* Auditory - .46,
* Kinesthetic - .38,
* Cognitive - .69, and
* Psychomotor - .47

All of the above Coefficients of Concordance are significant at the .001
level, indicating a degree of consensus among the SMEs.

Bierbaum, Szabo, and Aldrich (1987) performed a similar analysis
for the UH-60A workload component rating scales. They developed a pair
comparison survey and personally presented the matched pairs of verbal
anchors for the visual (both naked eye and night vision goggles),
auditory, cognitive, and psychomotor workload component scales 3 to UH-60A
IPs from the UH-60A AQC at the USAAVNC, Fort Rucker, Alabama. The data
were used to develop each rater's rank order judgments of the verbal
anchors. The Coefficients of Concordance for the five scales are as
follow:

* visual, no goggles - .25 (19 IPs),
* visual, with night vision goggles - .18 (19 IPs),
* auditory, - .32 (14 IPs),
* cognitive, - .45 (11 IPs), and
* psychomotor,- .46 (15 IPs).

Although these Coefficients of Concordance are smaller than those
computed from the LHX and AH-64A data, they also are significant at the
.001 level. Thus, the coefficients indicate some degree of agreement
among the IPs who provided the ratings.

The second survey has not yet been developed. It will ask SMEs to
use the verbal anchors in the workload scales to rate the short
descriptors of visual, auditory, kinesthetic, cognitive, and psychomotor
workload components for each task in the model. Correlational techniques
will be used to evaluate the interrater reliability of the workload
ratings.

Employ Flight Simulation Research to Validate the Workload Prediction
Model Parameters

Part-mission and full-mission simulation experiments will be
required to validate the workload estimates produced by the models. For
the part-mission simulation, mini-scenarios will be generated by
selecting concurrent and sequential tasks from the mission and task

3 The survey did not include verbal anchors from the kinesthetic scale
because the analysts doubted that IPs would be able to distinguish
between levels of attentional demand for the kinesthetic verbal anchors.
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analysis. For the full-mission simulation, a composite mission scenario
will be developed by selecting segments from the mission and task
analysis.

The part-mission simulation will be conducted using a repeated
measures experimental design in which each subject will fly the mini-
scenarios multiple times. Results will be analyzed to assess the
correlation between the workload model predictions and measures of the
operators' performance on the concurrent and sequential tasks. The
correlation coefficients will serve as the primary measure of how
accurately the workload predictions forecast excessive workload at the
task level of specificity. To assess the validity of the time estimates
used in the model, the actual amount of time required to perform the
various tasks in the mini-scenarios will be compared with the times
estimated during the task analysis. The sequential relationships among
the tasks will be evaluated by noting the subjects' ability to progress
throagh the mini-scenarios following the sequence of tasks specified by
the model.

During the full--mission simulation experiments, each trial will
start at the beginning of a composite scenario and continue without
interruption to the end. Analysis of results will include all of the
analyses performed during the part-mission simulation data analyses. In
addition, an analysis will be performed to assess the effects of
inserting secondary tasks into the composite mission scenario.

The planned experiments have not been conducted because a flight
simulation facility capable of supporting the part-mission and full-
mission simulation studies has not been available. However, the new Crew
Station Research and Development Facility (CSRDF), located at the Army's
Aerofliyhtdynamics Directorate, NASA Ames, California recently procured a
high-technology generic flight simulator that is ideally configured for
validating the LHX workload prediction model. A high fidelity AH-64
flight simulator at McDonnell Douglas Helicopter Company or an Army AH-
64A Combat Mission Simulator may become available for performing research
requirea to validate the AH-64A workload prediction model.

Refine the Workload Prediction Models

Refinement of the workload prediction models has ibeen on-going
since the original LHX workload prediction models were completed.
Improvements introduced during the developme.t of the AH-64A model
include:

* a model of the entire AH-64A combat mission, from preflight
through postflight,

* a more granular mission/task/workload analysis at the switch and
display element level of specificity,

* development of a scale for rating the kinesthetic workload
component of mission tasks,

* expansion of the existing 4-point scale to a 7-point scale for
rating the auditory component of mission tasks,

* categorization of discrete tasks into discrete fixed and discrete
random tasks,

* analysis of visual workload componen, specifiers, internal
viewing vs. external viewing, for identifying possible visual
workload clashes for concurrent operator tasks,

* analysis of psychomotor workload component specifiers, left hand
vs right hi.nd, for identifying possible psychomotor workload
clashes for concurrent operator tasks, and
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* a listing of the type of switch for each task that involves a
9witch operation.

Improvements introduced during the development of the UH-60A workload
prediction model include:

* development of a visual-aided workload component scale for rating
visual workload while using night vision goggles, and

,development of equal-interval rating scales to replace the oidinal
scales in the LHX and H-64A workload inodels.

During the validation research, additional refinements will occur.
The data from the pair comparison survey will be used to produce equal-
interval rating scales to replace the ordinal scale values in the LHX and
AH-64A data bases. The models will be exercised to produce refined
workload predictions based upon the new scale values.

As the part-mission and full-mission simulation results are
analyzed, additional refinements will be made to the worklcsd prediction
models. The researchers will make necessary corrections to the workload
estimates, time estimates, and decision rules. Refined workload
predictions will be produced using the empirically derived workload
estimates and time values.

DISCUSSION AND CONCLUSIONS

The workload prediction methodology described above provides a
systematic means for predicting human operator workload in advance of
system design or system modifications. This section of the chapter (a)
discusses some of the weaknesses and strengths of the methodology so that
the reader may better judge the value of the workload prediction models,
and (b) offers some conclusions for the reader to consider.

Methodological Weaknesses

In all of the workload analyses described in this chapter, the
workload estimates assigned during the mission/task/workload analysis
phase are the basic units of analysis. The greatest weakness in the
methodology stems from the subjective nature of these estimates.

As previously described, the workload estimates consist of
numerical values assigned to the sensory, cognitive and psychomotor
components of each task. The assigned estimates are derived by comparing
verbal descriptors of the tasks with verbal anchors judged to represent
increasing levels of attentional demand. Until the scales are demon-
strated to be both reliable and valid, any results from exercising the
models can be questioned.

Anot er methodological weakness exists in the procedure that sums
the subjective values of the task workload components to derive total
workload estimates for a given component of concurrent tasks. In the LHX
and AH-64A analyses, the subjective values are clearly ordinal. Summing
ordinal values to derive total estimates is a questionable procedure.
The development of interval scales will eliminate this weakness.

A related methodological weakness st-ms from the treatment of each
of the different types of workload components, (i.e., visual, auditory,
kinesthetic, cognitive, and psychomotor) as separate and independent
entities. It seems doubtful that, in reality, psychomotor workload can
exrist independently of concurrent cognitive and visual workload.

The analysts' decision to designate a total value of "8" as the
threshold for identifying sensory, cognitive, and psychomotor overloads
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represents another subjective aspect of the research methodology. The
selection of "8" is based solely upon the rationale that "7" is the upper
limit of human capacity in the three workload modalities. Thus, it can
be argued that the decision to use the value of "8" as the criterion for
defining component overloads is an arbitrary one.

Methodological Strengths

The methodological weaknesses, considered by themselves, may lead
the reader to question whether the methodology offers any advantages.
However, certain strengths are believed to compensate for any impact
that the weaknesses may have when applying the methodology to system
design questions. The primary strength is that the methodology oroduces
conservative estimates of workload.

First, whenever possible the decision rules are written to delay
crew support functions on the timeline so that they will not conflict
with high workload flight control and mission functions. In addition,
the duration of flight control functions is extended so that all
concurrent tasks can be presented on the timeline. To the extent that
the function and task times are extended, the predictions of overload
conditions and component overloads, produced by the stress of limited
time are minimal.

Second, the criterion used to define excessive workload produces
conservative estimates of component overloads. The methodology does not
distinguish between varying degrees of overload when the sum of the
ratings exceeds the threshol, value of "8". The criterion value of "8"
also precludes the recognition of instances in which a lower value may
represent an overload condition. For example, a situation in which each
of two or more workload components has a workload estimate of "6" may
constitute a more critical overload condition than a situation in which
only one component has a value of "8" or higher. In defining overload
conditions, the methodology does not consider the total estimate for all
three worvl'Uad components.

A third way in which the predictions of excessive wo-kload are
conservative is that they predict workload under ideal operating
conditions. The methodology does not consider increases in workload that
will occur if mission performance is degraded due to visual obscuration,
malfunctioning subsystems, or enemy activity. Obviously, such
degradation would increase the workload beyond the level predicted by the
present models.

A second major strength of the methodology is that it is designed
to permit refinement during the analyses. Specifically, the methodology
provides a means for refining the estimates of both workload and time as
additional information becomes available. The workload estimates can be
revised by assigning new verbal descriptors and numerical estimates to
the workload components for each task; the timeline estimates can be
revised by writing new decision rules.

Conclusions

The workload prediction methodology described above provides a
systematic means of predicting human operator workload in advance of
system design. The methodology predicts the attentional demand asso-
ciated with the sensory, cognitive, and psychomotor components of
individual and concurrent operator tasks. The workload predictions are
con. ted and displayed on half-second timelines for both single- and
dual-crew configurations. The wcrkload estimates can be revised to
predict the impact of (a) different crew configurations and (b) various
automation options being considered during system design and system
modifications.
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In addition, the research methodology provides information for
identifying emerging system personnel, manning, and training require-
ments. By assisting in the identification of these requirements, the
methodology provides a means of developing early estimates of system
personnel and training costs. The personnel and training cost estimates
can then be factored into trade-off studies conducted during the early
stages of system development.
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W/INDEX: A PREDIC71VE MODEL OF OPERATOR WORKLOAD

Robert A. North and Victor A. Riley

Honeywell Inc.
Systems and Research Center
Minneapolis, MN

INTRODUCTION

One of the major developments in weapon system design over the past decade is the
emergence of technologies that enable single crewmembers to operate very complex systems
in highly dynamic environments. However, the growing complexity of the tactical
environment is keeping pace with the ability of new automation technologies to deal with it,
producing a constant tension between the economic and practical forces that drive crew size
reduction and the mission performance requirements that favor larger crew sizes.

The crucial factor in the middle of this tension is crew workload. When all of the
decision-making, systems monitoring, planning, situation assessment, and control
responsibilities have been allocated between human and machine, the question of whether
the operator's workload capacity has been exceeded is likely to determine the feasibility of
the design. In the most complex systems operating in the most complex environments,
where a single automation failure may make the operator's job unmanageable, it is especially
important to consider factors that will make the job unnecessarily difficult by contributing to
the operator's workload.

System designers need a tool that allows them to derive the crewstation design and
automation configuration that produces the most manageable workload levels. This tool
should permit rapid consideration of a wide range of design options, and should be useful at
any stage of the design process, from high level concept generation through advanced
development. In order to be useful in analyzing a complex environment, where an
operator's attention is likely to be shared between multiple tasks over much of the mission,
the tool must employ a realistic model of attentional timesharing and impose appropriate
levels of workload penalties to account for different levels of conflicts between multiple
tasks.

Finally, the tool should facilitate detailed and systematic consideration of all the major
task or design attributes that contribute to workload. As new automation technologies
mature and the operator's task becomes more management and decision-making than
control, this should include consideration of the operator's cognitive processing as well as
manual and sensory demands.

WORKLOAD INDEX (W/INDEX)

Honeywell Systems and Research Center has developed a computer-based tool to
predict operator workload produced by specific crewstation designs over the course of
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representative mission scenarios. The Workload Index (W/INDEX) software tool, which
runs in both MS-DOS and VAX-VMS environments, allows system designers to consider
the workload consequences of decisions involving the physical layout of the crewstation,
the application of automation to specific crew tasks, the use of various human-machine
interface technologies, and the sequence of crew task loading. It is intended to be used
iteratively at any stage of the design process to identify the best crewstation configuration,
that is, the best combination of geometry, automation, and crew interface technologies that
produces the lowest predicted workload over a wide range of mission conditions.

To use W/INDEX, the analyst must supply informaton for three W/INDEX
databases: a task timeline, an interface/activity matrix, and an interface conflict matri.
These are indicated in Figure 1, and will be described in the following paragraphs.

Mission Profile

Task Timeline

System Human/Machine i Predicted
Design Ibrtedfce Interface/Activity W/INDEX _4Workload
Concept Channels Matrix Aas Profile

Intrfce
Conflict
Matrix

W/INDEX Databases

Figure 1. W/INDEX Data Flow

The task timeline is derived from a mission profile. It represents the specific tasks
performed by the operator during mission performance and when they occur on the timeline.
Each task may be assigned up to 20 start and stop times.

The interface/activity matrix is derived from the task timeline and from the
human/machine interface channels, which represent the design concept. In the early stages
of design, these interface channels may be very high level, such as "visual", "auditory",
"manual", and "verbal". This permits the designer to predict potential overtaxing of one of
these types of operator resource. During detailed design, specific controls and displays may
be represented as channels. What the interface/activity matrix does is specify the amount of
attention the operator must pay to each channel in the performance of each task. An example
is shown in Figure 2. 71 he numbers in the matrix are on a five point subjective scale, with I
being very low attentional demand and 5 being very high. The two-letter identifier
preceding the activity name referred to an aircraft system (e.g., FC = flight control, etc.)

The conflict matrix is derived solely from the design concept and represented in terms
of interface channels. It specifies the degree of workload penalty that results when the
operator must attend to multiple channels simultaneously, and gives the designer a means of
considering the physical and cognitive capabilities of the operator in the context of the
specific design being evaluated. The use of this matrix and the theory behind it will be
discussed in detail in the next section.

Having provided each of these three types of data, the analyst simply commands
W/INDEX to calculate a predicted workload level for each half second in the timeline.
W/INDEX does this for each half second by summing the attentional demands in each
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lNTERFACE/ACTIVITY MATRIX
ACTIVITY NAME CG TH ID FC FD LT LD CD RD SP HP
FC-AIR-TO-AIR 0 2 0 0 5 0 0 0 0 0 0
FC-HIGH-LEVEL 0 0 0 0 1 0 0 0 0 0 0
FC-INIT IFFC 0 0 2 0 0 0 0 0 0 0 0
NV-EVAL INTERCE 3 0 0 0 0 0 0 0 0 0 0
NV-FOLLOW STRG 2 0 0 0 0 0 0 0 0 0 0
NV-MONITOR INTE 1 0 0 0 0 0 0 0 0 0 0
NV-MONITOR PATH 2 0 0 0 0 0 0 2 0 0 0
NV-RECOG JM EFF 4 0 0 0 0 0 0 0 0 0 0
NV-RECOG TRACK 2 0 0 0 0 0 0 0 0 0 0
NV-VER FUEL 0 0 9 0 0 0 0 0 0 0 0

CO-ACC ASSIGN 1 0 0 0 0 0 0 2 0 0 0
CO-ACC MESSAGE 0 0 0 0 0 0 0 2 0 0 0
CO-AEW ALERT 3 0 0 0 0 0 0 0 0 0 0
CO-OB WING STAT 0 0 2 0 0 0 0 0 0 2 0
CO-REQ MESSAGE 0 0 0 0 0 0 0 3 0 0 0
CO-REV MESSAGE 5 0 0 0 0 0 0 0 0 0 0
CO-VER WING JAM 0 0 2 0 0 0 0 0 0 3 0
ASE-DETECT JAM 3 0 0 0 0 0 0 0 0 0 0
ASE-VER ECM 0 0 0 0 0 0 0 0 0 0 0
FRC-MAS ARM ON 0 0 0 0 0 0 0 2 0 0 0
FRC-VER WEAPON 0 0 0 0 0 0 0 0 0 2 0
MM-COMP FENCE 2 0 0 0 0 0 0 0 0 0 0
MM-EVAL SENS RN 2 0 0 0 0 0 0 0 2 0 0
MM-INIT PAS SRC 1 0 0 0 0 0 0 3 0 0 0
MM-MONITOR SYS 1 0 0 0 0 0 0 0 0 0 0
MM-PERFORM ID 2 0 0 0 0 0 0 2 0 0 0
MM-SELECT A/A 0 0 0 0 3 0 0 0 0 0 0
MM-VER DISPLAY 1 0 0 0 0 0 0 0 0 0 0

Figure 2. Example Interface/Activity Matrix.

interface channel across all the tasks that occur during that half second. These interface
channel attentional demand totals are then summed to produce an additive workload
estimate. Then, the additional costs of timesharing between multiple channels are
determined by multiplying the sum of each pairwise combination of channels with the
corresponding conflict matrix value. This is done both within channels and between
channels. These timesharing costs are then added on to the current half second total to
produce an instantaneous workload level for that time period.

The algorithm can be expressed as follows:

WT = n a + C (a + a
i=1 t=l i= t i-1 j -i+l t--

Where:

W t = instantaneous workload at time T

itj = L..l are the interface channels

t = L..m are the operator's tasks or activities
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nt,i = number of tasks occurring at time t with nonzero attention to channel i

at,i = attention to channel i to perform task t

cij = conflict between channels i and j

and where:

at,i and atj are both nonzero.

The first term of this formula provides the purely additive workload level, while the
second term provides the penalty due to demand conflicts within channels and the third term
provides the penalty due to demand conflicts between channels.

Having calculated instantaneous workload for each half second in the mission
timeline, W/INDEX then provides a five-second average. This average extends to two
seconds before time t to two seconds after time T, and accounts for the operator's discretion
to anticipate or delay tasks to smooth instantaneous workload changes. This provides a
smooth workload profile over the mission timeline.

A sample of W/INDEX output is shown in Figure 3. This chart, (a Macintosh-drawn
compilation of four WAINDEX runs), shows four different combinations of automation
configurations and interface technology options. The minimum path represents the lowest
workload crewstation design. In this case, it switches between design conditions,
suggesting that the lowest workload can be achieved when several interface options are
available to the operator and the operator can choose which one to use based on other
concurrent activities.

In this way, W/INDEX considers the difficulties of the tasks, the geometry of the
crewstation, the availability of interface technologies and automation options, and the
physical and cognitive capabilities of the operator. This summarizes the capabilities of the
current version of W/INDEX, as it has been used on a variety of programs. At the end of
this paper, we will describe how W/INDEX is being modified to meet new sets of
challenges while improving the usability, accuracy, and reliability of the tool. The next
section describes the theory and use of the conflict matrix.

CONFLICT MATRIX

The interface conflict matrix is one of the major features that separates WIINDEX from
other timeline workload analysis tools. In the matrix, each interface channel is paired off
with itself and all the other channels, and for each combination, a conflict factor from 0 to 1
is assigned.

This approach recognizes that some types of attention comb'nations are more difficult
to timeshare than others. For example, it is easy to speak and drive at the same time, but
difficult to speak and comprehend speech at the same time. Similarly, it is easier to avoid
traffic and monitor an o-coming stoplight simultaneously than to avoid traffic while
adjusting the radio frequency. Both task combinations require simultaneous visual
attention, but the latter one requires more divided attention.

To guide the assignment of these conflict values, W/INDEX uses a model of multiple
attentional resources developed by Dr. Christopher Wickens and researchers at the
University of Illinois. The basic idea of this model is illustrated in Figure 4. It represents a
space in which task demands can be placed according to whether they are verbal or spatial,
their input form visual or auditory, and their output form manual or vocal. The closer
together two tasks or interface channels are in this space, the more they draw on the same
attentional resources and, therefore, the more difficult they are to timeshare.
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Figure 3. A Macintosh-Drawn Compilation of Four W/INDEX Workload
Profiles. Each of the four profiles represents a different combination
of automation and interface technology options.
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Figure 4. A Multiple Resources Model of Human Attentional Allocation

85



Figure 5 shows how this concept is used to assign conflict ranges to categories of
interface channel combinations. Note that visual/visual conflicts are much higher than
visual/speech conflicts. The analyst may then adjust the conflict value within the range
given to account for physical separation or integration of controls and/or displays.

One of the primary strategies for reducing workload peaks, when they are produced,
is to reduce the impacts of interchannel conflicts by substituting new interface channels for
critical tasks. For example, a pilot required to operate a front panel switch while in air-to-air
combat may experience an unmanageable demand conflict. If the switch task can be
replaced by a speech command, the conflict is substantially reduced, and the result is lower
workload.

APPLICATIONS

Since its inception in 1983, W/INDEX has been applied to a wide range of systems
and questions. We used it to evaluate early concepts for the Army's LHX attack scout
helicopter, then to evaluate degraded operations and pilot-vehicle interface alternatives later
in LHX design. We also used W/INDEX to explore issues of one- versus two-man crews
for the Apache advanced helicopter.

In 1986, we evaluated an Advanced Tactical Fighter (ATF) design against
representative mission scenarios, and produced recommendations for changes in crewstation
layout as well as automation and crew interface options.

Our latest effort looked at the feasibility of a crewstation design for the National
Aerospace Plane (NASP). The purpose of this analysis was to compare workload predicted
for the NASP cockpit with that for an existing transport, and thereby to estimate the
feasibility of the proposed crewstation design and and task allocation. This analysis was
able to address questions posed by the Air Force and NASA customers that were not
approachable through any other means.

FREQUENTLY ASKED QUESTIONS ABOUT W/INDEX

One of the major issues accompanying any effort to predict workload is the degree to
which the analysis can predict actual workload in the real world. This has proven to be an
elusive goal, primarily because workload measurement itself is an inexact science even
under the best experimental conditions. Several studies have been performed (Casali and
Wierwille, 1983; Wierwille and Connor, 1983; and Wierwille, Rahimi, and Casali, 1985) to
compare the accuracy of about fifteen different methods of measuring real workload during
the performance of experimental tasks, including subjective ratings by the subjects,
physiological measures, and dual task measures. Of these, only the subjective subject
ratings have proven reliable in all conditions tested.

Furthermore, workload capacity can vary widely between individuals and even within
individuals at different times. For all these reasons, it has not been possible to calibrate
W/INDEX to a reliable measure of real workload, nor has it been possible to establish some
predicted score as a reliable upper limit above which workload is unmanageable.

The use of subjective judgments of atteitional demand raises questions about inter-
rater reliability, sinc. different analysts are likely to assign different ratings to these demand
levels. Fatigue, which W/INDEX does not consider, is also an issue, as is the realism of
conceptual mission timelines.

Honeywell is currently taking steps to address each of these issues. Table 1 shows
how our current efforts relate to each concern raised above. Some of these approaches will
be detailed in the next section. However, it is important to remember that the real goal of a
W/INDEX analysis is to determine the best crewstation configuration, not to prove the
ultimate feasibility of the design concept. As long as the analysis for a given design is
internally consistent and appropriately representative and exhaustive, it should result in
finding that best design solution, which is the tool's primary goal.
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W/INDEX PLANNED IMPROVEMENTS

Honeywell is currently working to improve W/INDEX in several areas. These efforts
should provide better resolution to W/INDEX analyses while enabling subject matter experts
to use W/INDEX without needing special knowledge of the tool or of the psychological
theories behind it.

TABLE 1. RELATION OF W/INDEX IMPROVEMENTS TO
WORKLOAD ANALYSIS ISSUES

Issue Approach

Predictive Accuracy Include consideration of multiple task
.. dimensions that may affect workload

Cognitive Issues Extend Multiple Resources Model to
cognitive domain and verify inclusion
of variable cognitive conflicts

Inter-rater Reliability Automate database production by using
question-answer dialogue

Timeline Realism Connection with SAINT to generate and
modify task schedules

Role in Design Integrate W/INDEX with set of existing
and emerging design tools to provide
integrated analysis capability

WiINDEX's task difficulty rating method is being improved by incorporating a
cognitive taxonomy into its structure that provides more detailed consideration of the
variable conflict levels that may arise between tasks due to their cognitive differences or
similarities. This extends the Multiple Resources Model into the strictly cognitive domain.

Furthermore, th. - generation of W/INDEX will facilitate systematic considerution
of the numerous task ano interface channel characteristics that can contribute to workload.
By taking more factors into account, W/INDEX should be able to represent specific design
issues, such as display fidelity and fixation requirements, thereby improving its specificity.

Since the consideration of these factors will be systematic, the next generation of
W/INDEX will be automated. Analysts will interact with the tool using a question-and-
answer dialog, and W/INDEX will automatically construct the Interface/Activity and
Conflict matrices based on the analyst's responses. Since the analyst will not have to
directly insert values into these matrices, no special knowledge of the tool will be required to
use it. Furthermore, systematic weighting of the various factors that contribute to workload
will improve the tool's reliability between analysts and between analyses.

Finally, W/INDEX will be integrated into a systematic process Honeywell is
developing to address a wide rang, of system design issues throughout the design process.
This integrated approach will link tools, both Honeywell-developed tools and tools already
available from other sources, so that the data flow from one tool to another follows the
system development process. These tools will permit designers to elicit and prioritize
function allocation issues and tradeoffs, predict the effects of automation on system
performance, develo? appropriate teaming strategies and information networks, develop
mission profiles for inuividual operators, and determine individual operator workload
levels.
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The first step to integrating W/INDEX into this process has been to link the output
from the Systems Analysis of Integrated Networks of Tasks (SAINT) tool developed by the
Air Force to W/INDEX. SAINT considers the availabilities of operators in a team and
schedules tasks for them so as to optimize the performance of the whole team network.
Since each operator's task schedule constitutes a mission timeline for that operator, SAINT
schedule output for a single operator can be fed to W/INDEX for workload estimation.
Recently, we achieved this one-way linkage. Ultimately, W/INDEX and SAINT will
interact, so that if undesirable workload levels result from one task schedule, the resulting
peak periods can be sent back to SAINT for rescheduling.

CONCLUSION

We have described Honeywell's Workload Index (W/INDEX) crewstation design
tool, both as it currently exists and as we foresee its future development. The currently
available tool has been applied to a range of crewstation design problems with good results.
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A MODEL FOR PERFORMING SYSTEM PERFORMANCE ANALYSIS IN PREDESIGN

Charles D. Holley

Sequitur Systems, Inc.
7527 Nine Mile Bridge Rd.

Fort Worth, TX 76135

INTRODUCTION

Two areas of digital simulation are particularly relevant to valid

system performance during predesign: mission modelling and man-machine

modelling. In this paper, the latter technique is emphasized. The

architecture (including the artificial intelligence components) and

validation data for a particular model are presented. The components of

the predesign process are illustrated in Fig. 1. This process has

evolved from, and been applied to a variety of weapons systems (cf.

Refs. 1, 2 & 3) and documents (for example, Refs. 4, 5 & 6).
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Fig. 1. System workload/performance analysis process: operator
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A DIGITAL SIMULATION MODEL FOR PREDESIGN

Essentially, the pros and cons of digital simulation models can be
evaluated along seven dimensions (cf. Ref. 7), which are not necessarily
orthogonal. For example, a model may have good predictive validity for
such a small range of tasks (i.e., Siegel-Wolf, HOS) that its applica-
tion to system design is too restrictive to be of much value (i.e., it
lacks generality). The seven dimensions and their definitions are a2
follows:

I) Predictive validity. This refers to the ability of the model to
provide accurate predictions of system performance compared to
subsequent, actual performance by human subjects - from the
target population - using the equipment.

2) Generality. This refers to the range of tasks, systems, and
populations to which the model can be applied.

3) Flexibility. This refers to the model's capability for
representing complex task element interactions and is closely
related to generality.

4) Transportability. This refers to the ease with which a model
can be implemented on a variety of hardware or the wide-spread
availability of hardware to support the model.

5) Theoretical underpinnings. This refers to the underlying
theory, usually psychological, that the model purports to
simulate. It also refers to theoretical propositions that were
used in developing the model.

6) Generalizability. This refers to technical aspects of experi-
mental design that are necessary for achieving predictive
validity. It includes both internal and external control,
although the latter concept is more relevant for digital simula-
tion (compare Ref. 8).

7) Ease of use. This refers to the ease with which a model can be
applied to a task by a user. In other words, the user interface
with the model must be optimized to facilitate its use.

Sequitur's Workload Analysis System (SWAS) was developed from
existing models, and rates well on all of the dimensions.

SWAS is a microcomputer-based, hybrid model (both a network model
and production system), which was developed in the mid-eighties (Ref.
9). SWAS is a time-based model that provides system (man and machine)
performance predictions, including probability of success, and also
identifies "bottlenecks" to successful task completion. These bottle-
necks include such entities as intra- and inter-operator processing
difficulties and equipment delays. In addition, SWAS provides for
assessing individual differences in operator performance; including the
effects of wearing nuclear, biological, and chemical (NBC) protective
clothing.

The user interface is menu-driven and has been designed to maximize
ease of operation. For example, SWAS solicits user input only when the
user's intentions cannot be inferred from information otherwise avail-
able; most instructions are accomplished by cursor selection or function
keys; masks, prompts, and legal values are used for keyboard input; and
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local error correction is usually employed. In addition, online help is
always available through a function key.

Software Architecture

As illustrated in Fig. 2, a modular architecture has been used in
the development of SWAS. This approach allows existing modules to be
revised or new modules to be added without creating major impacts on
the system. Overall control is under the direction of a software
executive, which also contains several subordinate executives; the most
important of these is the simulation executive which controls all of the
simulation and analysis activities of the model.

waw

Fig. 2. SWAS software architecture

Database modules include such functions as creating and modifying
task directories and task element data files, merging two or more data
files, adding concurrent tasks, entering task element data, and editing
data files. The MTM module is available on demand by the user. This

function guides him through a task element description to produce a mean
performance time using the Methods Time Measurement process (Refs. 10,
1i).

Operational Description

From an operational perspective, SWAS may be viewed as a task
database management system and a simulation and analysis system. The
respective procedures are described in the following subsections.

The simulation executive controls four principal modules: Monte
Carlo, production systems, individual differences, and statistics. The

*Monte Carlo module provides random draws from a truncated Gaussian
distribution for each task element performance time during each itera-
tion. The production system module provides adjustments to task element

performance times, based on a human information processing model for
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concurrent task performance. The individual differences module makes
adjustments to task element performance times, based on runtime
variables that are set by the user. The statistics module collects data
from each iteration and provides descriptive and inferential statistics
regarding system performance/workload. From an operational perspective,
SWAS may be viewed as a task database management system and a simulation
and analysis system.

Task Database Management. SWAS maintains a task directory that is
hierarchically organized into task categories (e.g., navigation, flight
control, weapons delivery) and task blocks (for example, automatic bobup
manoeuvre, laser firing). Task blocks represent subtasks and are
comprised of the task elements that the system must perform to.accomp-
lish the subtask (see Table 1). Task blocks may be either independent
or dependent. Independent task blocks contain task elements whose
characteristics (e.g., execution time) remain the same regardless of the
mission context. Conversely, dependent task blocks contain task
elements whose attributes may vary with the mission context.

Table 1. Task element attributes used in SWAS

ATTRIBUTE DESCRIPTION

Operator number Models the interaction of I to 5 operators

(for example, crew, maintainer, machine)

Task number Sequential task numbers, by operator

Essentiality Designates essential/nonessential task element

Processing modes Designates the human information processing
(discrete task element) required by the task

Processing modes Designates the human information processing
(continuous tasks) modes and difficulty level required for any

concurrent, continuous task

Mean Mean time to perform the task element

Standard deviation Standard deviation for mean performance time

Subtask type Human or machine task element

Task precedence Task number designating a task element that
must be completed prior to this task element

Task description Verbal description of the task element

After the task element database has been developed, the user
sequentially selects and merges task blocks to build a mission segment
file. As part of this building process, codes for continuous concurrent
tasks and codes for task precedences are appended to the task element
data. Performance/workload simulation and analysis are then conducted
on the segment file.

Performance/Workload Simulation and Analysis. As part of the
performance workload simulation, the user specifies certain parameters
that are to be considered by the model. These include three individual
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difference variables, NBC clothing (MOPP), and three general variables.
The individual difference variables are labeled and set independently
for each operator using a scale of I (good) to 9 (bad). These variables
are assumed to interact linearly and result in task element performance
times and standard deviations being adjusted by a multiplicative factor
ranging from 0.7 to 1.3 (Ref. 12). NBC clothing effects are based on
the selected MOPP level and result in task element performance times and
standard deviations being adjusted by a multiplicative factor ranging

from 1.0 to 2.0.

The general variables for the simulation are: (1) the number of
iterations to be performed (reasonable stability appears to occur with
at least 25 iterations, but a minimum of 100 is recommended), (2) the
sample size that was used to determine the task element times and
standard deviations (harmonic n), and (3) the time available (TA) for
the system to perform all essential task elements in the segment. If
the user does not have a firm time available (i.e., from the mission
analyses), he may invoke the concept of nominal time available. In this
case the highest value of time required, across all iterations, is used
as time available; this results in a probability of success of 1.00 and
the data are used for relative performance/workload comparisons.

SWAS initially adjusts the task element database to accommodate the
individual differences and MOPP level selections. Then, for each itera-
tion, the following sequential steps are performed:

I. Task element means and standard deviations are adjusted to
accommodate timesharing with continuous concurrent tasks (multi-
plicative factor: 1.0 to 2.0).

2. Task element means and standard deviations are adjusted to
accommodate timesharing between discrete concurrent tasks
(multiplicative factor: 0.0 to 1.0).

3. Based on the task element means, standard deviations, and
harmonic,I n" random draws are made from a truncated Gaussian
distribution and the task element means are replaced by the

resulting values.

4. Timelines are calculated and include any wait times resulting
from task precedences for other operators.

5. Summary data are temporarily stored, including the overall
success or failure of the iteration (success means all essential
task elements were completed within the time available).

After all iterations have been completed, SWAS provides a detailed
summary output in tabular and graphical ft 3 a the analyst. Using the
detailed output, the user can draw conclusi-ns regarding such issues as
the probability that the system can succe ly complete the mission
segment, relative proportions of time required by human operators
vis-a-vis equipment operators, distributions of workload across the
system, and bottlenecks resulting from task timesharing overloads or
delays caused by waiting on other operators.

Human Information Processing

A fundamental capability of SWAS, which sets it apart from other
models, is its inherent mechanisms for incorporating the notion of
intra-operator timesharing into the performance/worklcod ti-nelines, and
to do so in a theoretically plausable manner. As previously stated,

95 1



this capability is accomplished by the production system module, but the
theoretical and empirical data underlying these rules form the essential
elements of the implementation.

The human information processing (HIP) model used in SWAS is based
on Wicken's Multimodal Theory (e.g., Refs. 13,14). According to
Wicken's, information processing resources can be partitioned into
separate and limited quantities or structures, and task performance is
associated with resource demand (Ref. 14). Timesharing will improve or
degrade to the extent that tasks compete for these resources. Wicken's
proposed structures have been defined by stages of processing, modali-
ties of input and output, and codes of central processing. A consider-
able amount of empirical work has been conducted that generally supports
the premises of the theory (see, e.g., Ref. 15).

For simplicity, SWAS refers to the information processing resources
as input, central, and output modes. Channels within these modes are:

Input: visual, auditory, other
Central: verbal, spatial, other
Output: vocal, manual, other

The output mode for discrete tasks may be further differentiated as
left or right hand. The "other" code is used to indicate that the task
element does not use the mode, thereby making it completely available
for timesharing. In addition to the processing modes, a difficulty code
is also used with continuous tasks.

Consistent with Wicken's theory, SWAS makes the assumption that
performance time for a discrete task will increase or remain the same
during concurrent performance with a continuous task, and vice versa
during concurrent performance with another discrete task. The amount of
adjustment to be made is based on the Euclidean distances between tasks,
as defined by their processing mode requirements. These Euclidean
distances were derived from a multidimensional scaling (MDS) study
(Ref. 16) using the INDSCAL (Individual Scaling) method developed and
validated by Carroll and Chang (Ref. 17). A similar application of MDS
for validating some aspects of Wicken's Multimodal Theory was demon-
strated by Derrick (Ref. 18). In SWAS, the production system module
uses these distances, as well as other rules, to adjust task element
performance.

Predictive Validation

As previously argued, a crucial criterion for digital simulation
models is their predictive validity. In the case of time-based models
such as SWAS, this means how well do the system performance predictions
for time required compare to actual performance of the same tasks.
Several predictive validation studies have been conducted for SWAS,
three of which will be reported herein. The first two studies were
conducted using high-fidelity, man-in-the-loop (MIL) simulation (see
Fig. 3 and Table 2), and the third study was conducted during actual
flight test (see Fig. 4). In all of the studies, experienced U.S. Army
aviators were used as subjects, but different subjects were used for
each study. In addition, each study employed a single pilot attack/ $
scout helicopter in an anti-arinour role, although implementation of the

scenario varied between studies. The SWAS predictions were derived
independently from the MIL simulation and flight test data. Details of

* these studies have been reported elsewhere (Refs. 19, 20).

The data in Fig. 4 also illustrates an important adjunct capability
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Fig. 4. Comparison of predicted and actual time required

97



of the SWAS model: partitioning system performance/workload into its man
and machine components. Specifically, for both the SWAS predictions and
the flight test results, no difference across experimental conditions
was predicted or observed at the system performance level. However, the
SWAS results illustrate how workload shifted from the man to the machine
as the level of automation increased, essentially indicating a signifi-
cant inverse linear relationship between levels of automation and crew
workload.

Table 2. SWAS predictions compared to man-in-loop
simulation results

Mean Time (sec)

Extracted FCS Man-in-Loop SWAS
Task Condition Simulation Prediction

Hover Auto 7.80 8.02
reconnaisance Manual 9.00 8.25

HELLFIRE Auto 12.95 13.36
engagement Manual 13.25 13.45

Off-axis gun Manual 6.61 6.82
engagement

CONCLUSIONS

Digital simulation can play a key role in the predesign process.
With valid system performance predictions early in the design process,
design changes can be implemented while they are relatively inexpen-
sive. Additionally, these accurate, early-on predictions can ultimately
lead to the fielding of a more effective system, potentially in a more
rapid manner than occurs with the traditional life cycle model.

While digital simulation can play a crucial role in the system
design process, its successful implementation depends on the validity of
the model that is used. In this paper, a relatively new, hybrid model -
SWAS - was reviewed. Seven evaluative dimensions were defined and the
argument was advanced that the SWAS model performed favourably on all
dimensions.
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INTRODUCTION: MODELS OF INDIVIDUAL TASKS

Robert Sutton

Control Engineering Department
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Manadon, Plymouth, Devon, UK

OVERVIEW OF THE PAPERS

In a session which has such a general title as above, it is not
possible to illustrate and discuss the broad spectrum of models that are
available and fit into this category. However, the models considered
herein will give an insight into the usefulness of such tools and their
potential utility.

As an introduction to this field of study, Stassen reviews the
modelling of manual control tasks. Initially, he explains the differences
between manual and supervisory control tasks. Common to both forms of
control, however, is the concept that the human operator possesses an
internal representation of the system dynamics, the task and system
disturbances. For the manual control problems, the operator's internal
representation can be described by an internal model. The paper proceeds
to discuss two types of manual control models, namely, the quazi-linear
model and the optimvl control model. The quasi-linear or describing
function model is shown to be a useful tool mainly for frequency response
analysis of single-input single-output manual control tasks. Using modern
control theory, an optimal control model is also developed for use in
multivariable systems. In addition, a brief outline is given of possible
approaches which may be used in supervisory control models.

By using optimal control models to help describe the human monitoring
and decision making process, Stein shows in his work the versatility of the
control theoretic approach. The models are based on the information
processing structure of an optimal model and extended by a decision sub-
model, the decision process being formulatee using classical decision
theory. A variety of multivariable monitoring and decision making tasks
are presented that show close agreement between experimental and
theoretical results.

In considering the problem of target acquisition, Jagacinski suggests
that speed-accuracy tradeoffs and stimulus-response compatibility are two
important factors in determining the performance of discrete movements in
such tasks. Traditionally, these factors have been applied to position
control systems. However, the relative efficiency of various types of
higher order dynamic systems for performing target acquisition tasks can
also be understood in terms of these concepts. The importance of
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describing movement systems at multiple levels of abstraction is also
discussed in this context.

The importance of auditory masking when listening for low level signals
in the presence of high noise is the subject of the work presented by Rood,
Patterson, and Lower. The paper describes the development of a model which
can predict auditory thresholds over the frequency range 100 Hz to 4.5 kHz
and its use in noise spectra with high low-frequency content. Validation
of the model is based on the results in noise spectra experiments performed
in a helicopter noise simulator. Applications of the model are discussed
in relation to its current use for implementing auditory warnings in
helicopters.

An important and integral part of the Workshop was to acquaint the
participants with human performance models that are now being hosted on
microcomputers and to demonstrate their usage. Two such demonstrations
which relate to this session are detailed in the papers by Allen, McRuer,
and Thompson; and Levison. Allen et al. give details of the application of
two general purpose dynamic systems analysis programs that can be used to
analyze human performance models. Finally, Levison in his paper describes
the conceptual ideas relating to the development of an optimal control
model and then proceeds to discuss its implementation in a specially
designed computer program.

DISCUSSION

The discussion opened with a query from the session Chairman who asked
to what extent the types of models that had been discussed are used in the
design process, as there appearei to be a huge gap between the model
developers and the users. It was considered by some psychologists that the
manual control models, in particular, were not extensively used owing to
their complexity. In order to use such models, it was felt that a back-
ground in electrical or control engineering was required to comprehend the
underlying theory. Alternatively, there was a suggestion that models of
this kind were necessary as many of the psychological tests lacked sophis-
tication, and therefore were very restricted in their applications.

When using such a tool as the optimal control model, the main problem
encountered was the number of parameters that are not uniquely defined.
However, it was felt that even with limited knowledge of the parametric
structure of the model, reasonable results can be obtained which give a
good indication as to the way to proceed.

After further discussion, there was unanimous agreement that many of

the problems highlighted could be overcome provided design teams adopted an
interdisciplinary approach. Interdisciplinary work groups were considered
to be the most versatile in solving man-machine design problems in an
effective manner.

In addition, the general applicability of the control theory modelling
techniques was questioned. One view expressed was that, while the tech-
niques are useful when dealing with skill based behaviour with a continuous
output as in a tracking task, they have limited use in rule based or know-
ledge based tasks which are discontinuous and do not have an easily quanti-
fiable output. The reason for this limitation was considered to be due to
the variability in humans operating at different behavioural levels. At
the skill level, the task can be more or less well defined and is therefore
more easily modelled. However, the higher level tasks as described by rule
based or knowledge based behaviour allow the operator the opportunity to
use one of several possible strategies. It was also stressed that the
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control models are based on linear theory 
and are used in situations where

the standard deviation of the experimental 
error is expected to be small.

Thus, the choice of modelling technique 
can also be related to the measure-

ment procedure adopted.

Finally, there was general agreement 
that many of the software packages

being demor .rated at the Workshop will help relieve 
many of the problems

cited earlier in the discussion.
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ON THE MODELING OF MANUAL CONTROL TASKS

Henk G. Stassen

Man-Machine Systems Group
Laboratory for Measurement and Control
Delft University of Technology, The Netherlands

INTRODUCTION

As long as complex technological systems are built, human beings are
expected to control and supervise these systems. An important part of the
design is the area where the human supervisor and the system come together,
the so-called human-machine interface. In order to design the interface,
the individual tasks to be executed by the supervisor and system have to be
defined very precisely. However, this task allocation can only be achieved
optimally when the capabilities and limitations of both the supervisor and
the system to be supervised are known.

In system engineering and design, a well-proven approach to describing
a system is to model the system's behavior. Such a description consisting
of a model structure and parameters enables us to achieve the following
important goals:

" Reduction of the data measured to a set of relevant parameters.

" The possibility to recognize analogies.

" The prediction of the dynamic behavior of a system under development.

" Quantitative knowledge required to optimize the system's performance.

Hence, models to describe the dynamic behavior of the human and machine

would be very desirable.

In linear systems theory, it has been shown that the optimization of
system performance can be achieved only if the dynamics of the system to be
controlled are known (Conant and Ashby, 1970; Francis and Wonham, 1975).
In optimal filter theory, one needs to be informed about the dynamics of

the system and the statistics of the disturbances to be compensated (Kalman
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and Buoy, 1961). In analogy with these important statements, one may

conclude that for correct supervision of a plant, the human supervisor has
to be familiar with the plant, that is, he has to possess an internal
representation oft

" The statistics and dynamics of the plant to be supervised.

" The tasks to be executed.

" The statistics of the disturbances to be compensated.

Without such an internal representation, one cannot count on a human super-

visor to act in an optimal way. To represent the supervisor's internal

representation, the researcher can construct an approximation to it for use
in a human performance model. The modeler's approximation to the internal
representation we call the internal model. Over the last decades, control,
artificial intelligence, verbal and psychological performance models have

been proposed, some quantitative, others qualitative. Interestingly

enough, all concepts showed that the existence of an internal model is a

necessary but non-sufficient condition for building human performance
models (Stassen, Kok, van der Veldt and Heslinga, 1986; Borys, Johannsen,
Hansel and Schmidt, 1987). That is, without a good internal model it is

impossible to have a good human performance model, but a good internal

model alone is not enough.

In optimizing a human-machine interface, one realizes that human

performance is not all that matters in the design of an optimal system. It

is just as important to consider what demands a certain task imposes on the

operator's limited resources (Stassen, Johannsen, and Moray, 1988). This
may or may not correspond with performance. In this review on modeling

manual control tasks, we will restrict ourselves to human performance

models.

MANUAL CONTROL

The history of human performance modeling is only four decades old, but

a variety of models can be found. We prefer to base this review on the
qualitative three-level model (Fig. 1), where Rasmussen distinguishes a

Target Oriented Skill-Based Behavior (SBB), a Goal Oriented Rule-Based
Behavior (RBB), and a Goal Controlled Knowledge-Based Behavior (KB)

(Rasmussen, 1983; 1986). The model can be used to classify human operator

tasks. It is widely accepted that manual control tasks in stationary
process conditions mainly lead to SBB, whereas procedurally oriented tasks
which include monitoring, interpreting, and "teaching" a plant under super-
vision in stationary and non-stationary conditions are mainly RBB. Fault V
management and planning require not only knowledge of the tasks to be per-
formed, but also require creativity and intelligence in the operator, hence

they lead to KBB. In some cases, the situation is ambiguous. For example,
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Table 1. The Relation Between Human Behavior and Human Operator

Tasks. The Number of * Indicates the Significance of

the Relation.

Human Intervening Supervisory Control
Operator Manual

Human sk Control hamlrItng Teaching Fault Planning
behavior ____M__ ngent

RBB
KBB

"symptom based" emergency operating procedures are intended to be rule-

based, even though the operator does not understand the true nature of the

disturbance. This is an attempt to reduce KBB to RBB. Table 1 (Stassen,

et al., 1986) shows that one type of behavior is more or less strongly

related to a particular task. All three types of behavior may be relevant

for the three phases (detection, diagnosis, and correction) in different

fault management tasks (Johanneen, 1984). The importance of the relation

between the contents of the internal representation, the task character-

istics, and the level of behavior required is another reason for basing our

review on Rasmussen's taxonomy.

At the SBB level, human performance models have been developed, mainly

for manual control and detection tasks. Famous control models in the

frequency domain and time domain, such as the Describing Function Model

(McRuer and Jex, 1967) and the Optimal Control Model (Kleinman, Baron and

Levison, 1971) have proven their value in the design of controls and

displays (Johannsen and Govindaraj, 1980). Many non-linear models,

restricted only to a particular configuration and hence not generalizable

to new ones, are reported (Morris, 1982). Some manual tasks include a

detection or decision aspect (Elkind and Miller, 1966; Gai and Curry,

1976), but in general all the tasks were well-defined and simple.

goal

deiitoeels on planning knowledgeidentiftcation of task procedure based
symbols behavior

recgztlll --- state-task fort base do

sins . -

sensori-motor based
fomtinpatterns behavior

A

output actions

Figure 1. Schematic model of three different levels of human

information processing (Rasmussen, 1983).
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It is of interest to see that all those models have two very important
properties in common.

The tasks to be performed are well defined, and thus the operator

is forced to act as a stationary controller; the operator has to

possess a rather precise internal representation, and so in the

development of human performance models, the use of accurate

internal models could be assumed. In the most extreme form this

is shown in the Optimal Control Model, where the Kalman-Bucy filter

as well as the predictor and the optimal control law are based on

a replica of the system to be controlled.

Even in many nonlinear models, it is apparent from the literature

that the internal model of the environment is an integral part of

the human performance model. A good example is a model that

describes the helmsman's behavior during the maneuvering of the

very large crude oil carriers (Veldhuyzen and Stassen, 1977).

Because the Describing Function Model and the Optimal Control Model have

proven to be powerful tools in the actual design of man-machine inter-

faces, both the models will be discussed in more detail in the next two

sections.

DESCRIBING FUNCTION MODELS

The simplest kind of manual control is continuous one-dimensional

tracking, where the operator's task is to make the output y(t) of the

controlled system correspond as closely as possible to the displayed input

u(t). In the case that the operator observes and acts upon the error,

e(t) = u(t) - y(t), and attempts to null this error, one speaks of compen-

satory tracking. The man acts as a servo-element (Fig. 2). His control

behavior can be described by a linear model with a describing function G(w)

and a remnant n(t). Such a model is called a quasi-linear model (MoHRuer

and Jex, 1967). The important question now is whether it is meaningful to

model the operator's behavior by a linear model G(w) or, to say it in

another way: Does the model output x(t) count for the main part of the

generated control signal z(t) or not? Four major questions with reference

to the applicability of linear models to human performance may be formulated

(Sheridan and Ferrell, 1974):

" How repeatable is a given human operator's response?

How linear is the human operator in a given task, i.e., in one with

a definite type of input function and a definite controlled system?
To what extent does the superposition theorem of linear systems hold

in this case?
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. Over how broad a set of tasks, i.e., input functions and/or
controlled systems, can the same form of linear equation hold true?

. What is the variability among responses of different human operators

for the same task?

Many researchers have asked these questions and the reeilts have led to a

rather broad area in which the tools can be applied (McRuer and Jex, 1967;

McRuer and Krendel, 1974). It is interesting to review the arguments which

are reported to prove that the variance of the remnant will not be equal to

zero (McRuer and Jex, 1967; van Lunteren and Stassen, 1967; Stassen, Meijer

and van Lunteren, 1970):

* Higher harmonics due to the non-linear behavior.

* Possible non-stationary operator behavior.

* Observation noise due to inaccurate observation.

* Motor noise due to inaccurate motor control.

Generation of test signals by human operator in order to obtain

more and/or better information about the system under control.

Man's performance as a controller depends upon a great number of

variables which can be summarized as follows (McRuer and Jex, 1967):

Environmental variables, such as additional tasks, vibration level,

ambient illumination, and temperature.

Procedural variables, such as instructions for the given task,

order of presentation of trials, experimental design or measurement

procedure, and control criteria specifying the payoff and effort,

time or errors.

Task variables, such as reference input signals and disturbances;

the dynamics of the controlled system; what and how the information

is displayed; control devices used; and the control configurations,

such as steering, compensatory control, pursuit control, and

preview control.

humnan operator ti disturbances
uWt e(t) ... t)trn yt

display 1g(t) + onol controlled

---------------------------

Figure 2. Compensatory Tracking
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The most well-known Describing Function Model is the Cross-Over Model.
It originates from the servo-control technique (McRuer and Krendel, 1959).

The model is based on the stability criterion of a closed loop, hence an

implicit internal model is used. McRuer concluded from many studies that

the operator's behavior could be fitted best by the describing function

O(w) (McRuer and Krendel, 1959):

I+jwi1  1

G(w) = K )e -JTv (I)
1+jWT 2  1+jWTn

as well as an additional remnant n(t). In this formula, K is a gain

factor, T1 T2 and 
T n are time constants, Tv is a time delay and w is the

radial frequency. In later publications (McRuer, Graham, Krendel and

Reisener, 1965; McRuer, Hofman, Jex, Moore, Phatak, Weir and Wolkovitch,

1968), it is shown that:

* The gain factor K is somewhere between 1 and 100.

* By means of the parameter values of T, and T2 a phase margin of the

closed loop system can be obtained between 60 and 100 degrees.

* The time constant Tn is about 200 msec.

* The time delay TV is somewhere between 120 and 200 msec.

Furthermore, he argued that the parameters Tn and Tv are more or less

physiologically determined, whereas K, T, and T 2 can be chosen in such a way

that the best closed loop dynamics can be achieved; that is, the highest

possible open loop gain with a phase lead less than 180 degrees. Prom servo

control theory, it is known that for good control dynamics the open loopC

gain, H(w) = G(w)H(w), should be like an integrator in the neighborhood

where !H(w) I = 1. Thus, for manual control it follows that

o wo -j wTv

H(w) G(w)H(w) -We (2)
jw

where H(w) is the system transfer function and w0 is called the cross-over

frequency. In this case, the servo behavior for inputs with a bandwidth

wu<wc is good, since IH(w)>> 1 for w<wc' and also the suppression of
disturbances is high, since IH(w)l<< 1 for w>w . The model formulated by

Eq. (2) is called the Cross-Over Model; the equation learns in what way

starting with the describing function G(w), Eq. (1), the values of the

parameters TI, T2, Ind K will be adjusted by the human operator, so that

the open loop gain H(w) = G(w)H(w) harmonizes with Eq. (2).,

Often the human operator's model is simplified by the approximation:
-jmwn• e for w. < we

1+JWTn  (3)
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so that Eq. (1) equals:

G(w) = K 1e -hJtwith T Tn + Tv (4)e n 2

An overview of the results reported in the literature is given by Table 2

(McRuer, Graham, Krendel and Reisener, 1965). These results are based on

the model given by Eq. (4). Note that the system with transfer function,
H(u) = [1I/jj 3 cannot be controlled, since by adapting the values of T1,

T2 and K no solution can be found which agrees with Eq. (1) and Eq. (4).

Many applications of the Cross-Over Model are reported in the literature:

Vehicle control, such as automobile driving (McRuer and Weir,

1969), bicycle riding (van Lunteren and Stassen, 1967), and space

control and aviation (Summers and Ziedman, 1964; Costello and

Higgins, 1966).

* The control of two- or more-dimensional input-output systems

(Levison and Elkind, 1967; Weir, Heffley and Ringland, 1972; van

Lunteren, 1979).

Industrial management (Crossman, 1971).

* Biophysics and physiology (McRuer, Magdaleno and Moore, 1968; van

Lunteren and Stassen, 1970; Repa, Albers, Rotvin, and Tourtelotte

1971; Allen, Jex, McRuer and Dimarco, 1974).

* Biomechanics (Jex, 1971).

* Secondary tasks as a tool for mental load studies (Jex, McDonnel

and Phatak, 1966; Stassen, van Dieten and Soede, 1975; Jex, 1988).

Another interesting application of the Describing Function Model is

reported in the field of manual control of suddenly changing system

dynamics (Elkind and Miller, 1966, 1968; Kok, 1973; Stassen, 1976). The

task of the human operator is to control a system, consisting of a number

of linear constant subsystems, which at unpredictable moments switches from

one subsystem to another. As long as a certain subsystem is under control,

the Cross-Over Model provides a good fit to the human operator's behavior.

At the moment, however, that a transition occurs from one subsystem to

another, this model cannot be applied. In that case, the model should be

extended with a decision element, since the task of the human operator is

augmented with:

The detection of a change in the dynamics of the system.

The identification of the dynamics of the new subsystem.

The selection of the optimal strategy for the subsystem under i
control according to the Cross-Over Model.
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Table 2. Operator's Model Adaptation to the Dynamics of the

Controlled System.

QContmfed 2& Hm=n O tcr Model Parameters

11=0 K=*,¢2
(Oc 

V-- e C 2l >>1 '= W
Jo)

j- wc e Ti=0 K= C

T2=0 T=TV

[o) we e -€ O e TI >> I K-- (c/Ti

T2=0 '=Tv_.jOt

U10j3 uncontrollable

1 1+JG)e -JsO
l+jo)o c e = 0 K= e062

In formulating a decision model, Elkind made the following three

assumptions:

The human operator is well trained, that is, he possesses a good

internal representation of each of the subsystems.

The human data processing is considered to occur at discrete

moments, with a constant sample interval of T seconds.

* The control strategy of the human operator can be characterized by

three phases ranked in orders (1) Detection phase, (2) Identifica-

tion Phase, and (3) Selection phase.

The human operator's behavior can now be explained by modeling each of the

three phases. The model for the first two phases is based on statistical

decision theory, the last phase will be described by a simple deterministic

model. The model was validated with an intensive set of laboratory experi-

ments (Kok, 1973), where Kok also showed that the results could be

explained on the basis of the Cross-Over Model.
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OPTIMAL CONTROL MODELS

The Cross-Over Model is particularly applicable to the manual control

of single input/single output linear time-invariant systems. However, in
practice the systems to be controlled often are multiple input/multiple

output and time-varying, so one has to search for other methods. There-

fore, a model has been proposed in the time domain, which is based on

modern control theory. The model is based on the following philosophy:
The human operator will behave as an optimal controller, taking into

account inherent human limitations such as processing time, inaccurate

observation, inaccurate generation of system output, and limb dynamics.
The limitations can be modeled by means of a time delay, an observation

noise, a motor noise, and a neuromuscular system, respectively. By

assuming, for modeling purposes only, that the system to be controlled is
linear, that the cost criteria involved are quadratic, and that the noises

are white and Gaussian (hence that the separation theorem can be applied -

Kwakernaak and Sivan, 1972), optimal control behavior can be modeled by a

Kalman filter, an optimal predictor and an optimal controller (Kleinman,

Baron, and Levison, 1971).

In Fig. 3, the five subsystems of the Optimal Control Model are

depicted. On the basis of a T-seconds delayed and by observation noise

vo(t) disturbed output z(t-T), the Kalman-Bucy filter estimates the delayed

state of the system to be controlled R(t-T). The predictor then generates

the actual state vector R(t), on the basis of which the optimal controller

defines a control signal uc(t) which after passing the neuromuscular system
and adding the motor noise vm(t) will result in the system input u(t).
The control action has to be optimal according to a quadratic cost

criterion. It has to compensate for the observation noise, the motor

noise, and the time delay. It then follows that

System Noise w(t)
u Ssem,)[- x(t) Mari Otu !

Sytmto be Conotdput ~ t

SVm{ (^ VOW)

]~1 ++|Neuro- |[Optimal Opttm aman ie)+ +.

usc. y. Controller Predictor Filter Delay

* HUMAN OPERATOR MODEL: OPTIMAL CONTROL MODEL

Figure 3. The Optimal Control Model
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z(t-r) = y(t- ) + V0 (t-T); (5)

ut) = u*(t) = vm(t); (6)

TO N*(t) + u*(t) = Uc(t), (7)

where the parameter TN is the neuromuscular time-constraint. Consider now

the linear system, as given by the Eqs. (8) and (9):

t(t) = Ax(t) + Bu(t) + G w(t); (8)

y(t) = Cx(t), (9)

where x(t) means the state vector of the controlled system, y(t) the output

and u(t) the control input, w(t) the system noise, and where A is the

system matrix, B the input matrix, C the output matrix, and G the noise

input matrix. The vector z(t-T) will then be the input for the Kalman

filter.

Without any loss in generality, one may assume that:

The mean values of x(t), y(t), z(t), and u(t) are zero.

* The observation noise v0 (t) is white, hence:

E{V 0 (tl)vo
T (t2 )} = Vo(t I - t2 ). (10)

* The system noise w(t) and motor noise vm(t) can be combined, v(t),

and may be regarded as white:

Efv(tl)vT(t2 ) ) = V6(tI - t2). (11)

The cost criterion to be optimized is defined as follows:

T

J(uc;t) = El 1 f [xT(t)Qx(t)+ u cT(t)Ru (t)]dt} (12)
T-t 0 to

Optimization of Eq. (12) yields the control vector uc t). This is

achieved by:

A Kalman-Bucy filter, by which from the observations z(t-T), with

knowledge of the control vector uc(t), as well as the matrices A,

I B, C and G and the intensities V0 and V, a minimum variance

estimate (t-T) of the state x(t-T) is made (Sage and Melsa, 1971).

" An optimal predictor, by which starting with f(t-r) and with know-

ledge of uc(t), A and B, an estimate k(t) of x(t) is achieved (Sage

and Melsa, 1971).
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• An optimal control law, by which from R(t), and with knowledge of
A, B, Q and R the control actions Uc(t) are generated (Sage, 1968).

Some very important remarks should be made:

Besides the fact that the Optimal Control Model is applicable to a
much broader field, a fundamental difference exists with the Cross-

Over Model. The Cross-Over Model was based on stability considera-
tions, whereas the Optimal Control Model is based on the assumption
that the human operator possesses perfect knowledge of the system

dynamics and the disturbance statistics. This knowledge is modeled
by an internal model, i.e., the matrices A,B,C and G.

The validation of the model is based on a comparison of the power

spectra of the human input and output with those of the model; in
this way, a unique solution is not achieved. A much more funda-

mental approach is given by Kok and van Wijk (1978) and by Kok and
Stassen (1980). Starting with the signals u(t) and y(t), and given

the matrices A, B, C and G, it is possible to estimate the Kalman-

Bucy gain factor, the predictor, and the control law directly.
From these, the class of observation noise intensity Vo, the time
delay T and the class of weighting matrices Q and R can be deter-

mined. The last problem is known as the inverse control problem
(Jameson and Kreindler, 1973; Molinari, 1973). The first one may
be introduced as the inverse filter problem (Kok and van Wijk,
1978). The interesting feature of this approach is that it may

provide insight into the way the human operator is optimizing. To
a certain extent this approach makes an integration with experi-
mental psychology possible. The Optimal Control Model has been

applied mainly in the field of astronautics and aviation (Kleinman,
Baron and Levison, 1971).

SUPERVISORY CONTROL: FINAL DISCUSSION

Stimulated by the successful attempts to model manual control behavior,
several studies at the RBB level have been aimed at supervisory control

behavior. Although manual and supervisory control tasks differ substan-
tially, positive results were expected. In supervisory control, the

overall task consists of a number of subtasks, such as monitoring, inter-
preting, set-point correction, planning, fault management, and intervention,
whereas in manual control just direct closed-loop actions are involved.

Hence, the supervisory task is more or less vaguely and globally defined,
leaving the operator a lot of freedom to choose how to reach the goal. As

a consequence, difficulties in modeling human supervisory behavior may
arise, particularly with respect to the decision-making aspects. Moreover,
for those cases where a model will fit the data well, such a model is

burdened by a large number of parameters, complicated closed-loop
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identification techniques, relatively few measurements, and a lack of

general decision making mechanisms.

Based on estimation and control theory, probably the two most complete

models of supervisory control behavior during stationary process conditions
are the Observer Controller Decision Model (Kok and Stassen, 1980) and
PROCRU (Baron, Muralidharan, Lancraft, and Zacharias, 1980). The former is

derived from the Optimal Control Model, assuming that for slowly responding
processes the prediction for time delay, the time delay itself, and the

neuromuscular system can be neglected. To describe the monitoring and
decision making processes, a decision making system was added. To a certain
extent, the model gave satisfactory results (Stassen, et al., 1986), but

only during stationary conditions. PROCRU models the behavior of the crew
of an aircraft. The state variables describing the aircraft are handled by
the Optimal Control Model, whereas verbal messages from air traffic control
or between crew members are handled by a rule based pattern recognition

system. The output of the state estimation can either be used to drive SBB
control actions or, by means of pattern recognition, to provide the left

hand side of production rules for RBB. The model has been validated for the
approach and landing phases of flight, and it has been suggested (but not
tested) that it could be extended to full-scale industrial process control.

A promising new development is based on the Fuzzy Set theory (Zsdeh,
1965). The basic idea is to extend classical set theory, where an element

belongs, or not, to a set, and to introduce the membership function which
describes to what extent an element belongs to a set. This allows one to
represent the operator's knowledge in a way which is readily compatible with

the linguistic forms used by operators when describing how they perform
tasks. A nice example is the work in modeling the navigator's behavior in
the maneuvering of tankers in narrow, shallow waterways with heavy traffic
(Papenhuijzen and Stassen, 1987; Salski, Noback and Stassen, 1987). In the
maneuvering of large vessels, the helmsman executes a manual control task of
following the course or controlling the rudder, ordered by the navigator.
The navigator in turn defines a desired track; his task includes the deter-
mination of the position and speed of the vessel on the basis of information
such as boundaries of the fairway, obstacles and other traffic, current and
wind, buoys and beacon lights. The task of the navigator requires an

internal representation of the environment and the ship dynamics. The

authors suggest a model with three subsystems which describe:

* The estimation of vessel position.

The decision-making process to come to the desired track, including
the fairway safety levels, on the basis of the travel plan and

environmental data.

* The desired track-following process consisting of a prediction

process and a process for following the desired track.
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The position estimation is modeled by a Kalman filter which provides,

combined with environmental data, the information for the fuzzy decision-

making block generating the desired track. Next, a fuzzy predicting

process estimates the future dynamic state of the vessel, and finally the

fuzzy controller generates the desired heading and the main engine setting.

Tasks to be performed at the KBB level require the operator's

creativity and intelligence, hence modeling KBB sounds to be contradictory.

However, in recent years new modeling tools have become available. Concepts

such as production systems and expert systems borrowed from artificial

intelligence research make it possible to describe the internal representa-

tions of operators in terms of linguistic production rules. In this way,

very complex decision making processes can be formulated on the basis of an

internal model (Feigenbaum, 1979). As a consequence, a fundamental question

arises: Is this kind of modeling a quantitative description of KBB, or is

it just a way to transfer or to reduce (parts of) KBB to RBB?
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INTRODUCTION

The growing interest in monitoring and decision making and the related models depends on many factors.
Due to increasing automation and the use of advanced information technology, the human's function in vehicle and
process control is shifting from a direct and continuously active involvement towards a supervisory control struc-
ture, where man-machine interaction is exercised through the mediation of a computer. Supervisory control indi-
cates a hierarchy or coordinated set of human activities that includes initiating, monitoring, detecting events, rec-
ognizing, diagnosing, adjusting, and optimizing processes in systems that are otherwise automatically controlled.
Thus, the spectrum of monitoring and decision making includes primary task components of the human operator in
vehicle and process control. In this paper, a survey of models and related experimental studies of human monitor-
ing and decision making is presented. Fitts et al. (1950) started with the empirical study of monitoring and Senders
(1964) pioneered in the related model development (Moray, 1986). Special emphasis is given to the control theory
models of monitoring and decision making which are based on the information processing structure of the optimal
control model (OCM) developed by Kleinman, Baron, and Levison (see Baron (1984), Rouse (1980), and Sheri-
dan and Ferrell (1974)). The experimental studies presented include a variety of multivariable monitoring and
decision making tasks. Characteristic factors are, for example, the number of displayed dynamic processes, band-
widths, event probabilities and correlation among abnormal events and unfailed processes. The models predict
several measures of monitoring and decision making behaviour, the decision speed/accuracy trade-off and the
attentional characteristics, including the time requirements of effective instrument fixations and eye movements.
Most of the predictions are based on a few free model parameters only. The considerable level of overall agree-
ment between the models and the experimental results provides the predictive potential for the analysis, design,
and evaluation of man-machine interfaces.

CHARACTERISTICS OF MONITORING AND DECISION MAKING

According to Moray (1986), a human operator is monitoring a system when he or she scans an array of dis-
played information without taking any action to change the system state. The purpose of monitoring is to update
the operator's knowledge and so to permit appropriate decisions. Monitoring is normally dorn inated by vision, but
auditory signals and communication may be involved, especially when coordinating action. Human decision
making as a discrete control activity in the context of man-machine systems may be defined as the process of
selecting an appropriate alternative from a set of possible alternatives, based on the perception of actual system

*states and other sources of information (Sheridan and Ferrell, 1974). Many types of human activity in man-
* machine systems have decision making as an implicit component, although they would be more commonly con-

sidered as sensory, sensory-motor, or even cognitive tasks. Deeper insights into the complexity of human decision
making are given by Moray (1986), Rasmussen and Rouse (1981), Schrenk (1969), and Sheridan and Ferrell
(1974). Mathematical theories of stochastic estimation, statistical signal processing, failure detection, and diagno-
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sisare presented by Pau (1981), Sageand Melsa (1971),and Srinath and Rajasekaran (1979). Following these def-
initions of human monitoring and decision making, a model-oriented classification of related operator tasks can be
proposed:

I) Pure monitoring (i.e., observing without acting).
2) Independent decisions based on non-sequential observations.
3) Independent decisions based on sequential observations.
4) Dependent (or dynamic) decisions based on heterogeneous types of observations.
5) Heterogeneous types of observations and decisions, often embedded in sequences

of other task components (e.g., supervisory control situations).

During phases of pure monitoring or scanning, the nature of actions executed as a result of information
obtained by scanning cannot be taken into account.

A particular type of task including independent decisions and non-sequential observation is the so-called
tolerance-band monitoring (TBM) which has been extensively studied and modeled by Stein and Wewerinke
(1983) and Wewerinke (1976). It is interesting to see that the experimental situations of Senders (1964, 1983),
Levison (1971), and other researchers (see Moray, 1986) can be characterized as tolerance-band monitoring.
TBM tasks involve observing a dynamic process (which can include stochastic and deterministic components) in
respect to exceeding an explicitly indicated tolerance band. In a binary case, performing aTBM task can be char-
acterized as making a sequence of independent binary decisions, where each single decision can be based on a sin-
gle observation testing a pair of hypotheses.

A particular type of task including independent decisions and sequential observations is the so-called fail-
ure detection (FD) which has been extensively studied and modeled by Gai and Curry (1976), Kleinman and Curry
(1977), Stein and Wewerinke (1983), and Wewerinke (1983). FD tasks involve observing a dynamic process
(which can include stochastic and deterministic components) for the potential occurrence of an abnormal event
(e.g.,a failure), where an event is defined s achange in the statistics of the displayed process. This change may be
constituted for example by changes in mean, standard deviation, dynamic properties, and other characteristics.
Performance measures of FD tasks can include speed and accuracy data with related trade-offs. The detection time
denotes the interval between occurrence and detection of a system failure. The accuracy of detecting failures is
described by false alarm and miss probabilities. Optimally detecting events or failures with a given accuracy
requires sequential observations, i.e., the number of subsequent observations used as input information for mak-
ing decisions is not fixed, butgreater than one (Pau, 1981; Sage and Melsa, 1971; Srinath and Rajasekaran, 1979).
Thus, detecting a failure by observing a displayed dynamic process is an unstationary binary task that includes
testing a pair of hypotheses.

A dependent (or dynamic) decision making task is given, if factors in subsequent decisions are influenced
by a choice made earlier (Sheridan and Ferrell, 1974). Particular types of dynamic decision making tasks have
been experimentally studied (i.e., based on specifically developed laboratory paradigms) and modeled by Tulga
and Sheridan (1980) and Pautipadi et al. (1983).

Tasks including heterogeneous types of observations and decisions are given, when the human operator
becomes more of a supervisor within a man-machine system, where his primary responsibilities for example are
state monitoring, situation assessment, plan execution, and failure management. Studying and modelling
complex task situations like supervisory control has proven to beextremely difficult. Issues of human supervisory
control have been considered by Baron (1984), Kok and van Wijk (1978), Moray (1986), Rouse (1980, 1981),
Sheridan and Johannsen (1976), and Sheridan (1987).

BASIC MODEL CONCEPTS

The beginningof investigating human monitoring behaviour (see figure 1) is marked by the work of P.M.
Fitts and his group (summarized by Fittsetal. (1950), reviewed by Moray (1986)). These studies included instru-
ment landing approaches of 40 pilots. The point of fixation was identified by means of camera recordings, but the
state of the cockpit instruments was not recorded simultaneously. Figure Ia) shows the positions of the cockpit
instruments together with two statistics: FPM is the number of fixations per minute made on that instrument; the
second number is the percentage of time during the flight that the pilot spent looking at the instrument. The eye
movement link values shown in figure lb) are not truetransitionprobabilities. Theyare the fraction of all eye
transitions that went between the instruments indicated. Values less than 2 per cent are omitted. The results of
these studies show forexample (see Moray 1986) thatthe mean fixation duration was 0.6 sec, with a standard devi-
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Figure 1. Instrument fixations and eye movements of a pilot during a landing approach (Source: Moray (1986),
adapted from Fitts et al. (1950)).

ation of 0.12. The range of fixation duration was 0.4 - 1.4 sec and depended both on the individual pilot and on the
instrument that was fixated.

The first monitoring model (Senders, 1964), developed in the light of the work of Fitts' group on the eye move-
ments of pilots in cockpits (see Moray, 1986), is very simple and assumes that the spectral characteristics of the
displayed signal (e.g. represented in terms of the bandwidths) are theonly determinantof themonitor's behaviour.
The subsequent models are increasingly complex and take into account more and more factors of real-world tasks
such as subjective value and the meaning of the displayed variables.

Visual Sampling Model of Senders

The pioneering approach to develop quantitative analytic models of human monitoring was made by Sen-
ders (1964). This model, based upon information theoretic concepts developed by Shannon and others, describes
the way in which anoperatordevides hisattention amonga numberof instruments while he monitors them. Funda-
mentally, itassumes thata human operator's fixation frequency fora particular instrument depends upon its infor-
mation generation rate,

Hli=Wiiog 2~ A?/E i bits/sec, (1)

where Wi is the bandwidth of the i-th displayed signal, Ai is its amplitude, and Ei is the permissible rms reading
errorof instrument i. For an observer to reconstruct the signal, the sampling theorem requires that his sampling rate
Fi be at least 2 rrt IfFi 2 Wi then the average information to be assimilated by the operator at each fixation is

Hii/ (2Wi) Hi =log2( Ai/ Ei) bits. (2)
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For an observer with a fixed channel capacity, who must share his attention among several displays
presenting uncorrelated stochastic processes with known information rates, dhe attentional demand ofa particular
instrument is calculated to be where

Ti =2K W i1og2 (A i /E i ) +2W i Csec/sec, (3)

is the percentage of total time that must be devoted to displayed process i, K is a constant with dimensions of time
per bit, and C (with dimensions of time per fixation) is a constant that accounts for movement time and minimurn
fixation time. Hence, the duration of a sample is given by

D i =K log 2 (Ai/Ei) + C sec. (4)

Validation studies, using an array of instruments displaying signals of various amplitudes and band-
widths, showed a good agreement with the model predictions. Values for the constants K and C must be extracted
from data collected in a specific context. The model yields estimates of the fixation frequencies and durations for
each signal, and for the probabilities of transitions between signals. Limitations of the model became apparent,
when an attempt was made to take into account (1) correlations between displayed signals and (2) the interactions
between control behaviour and visual sampling.

In a recent monograph, Senders (1983) developed his pioneering approach in several ways, provided new
and simpler mathematical derivations, and proposed various models depending upon diverse definitions of the
goals of the human monitor. The mostelementary goal and perhaps the most unreal is that of signal reconstruction.
An equally unreal goal is that of sampling in the way of pure random choice. Based on these considerations, the
following strategies in visual sampling behaviour have been identified that should be regarded as complementary
rather than alternatives:

1) Periodic sampling.
2) Random constrained sampling.
3) Conditional sampling:

a) Sampling when probability is maximum.
b) Sampling when probability exceeds a threshold.
c) Variable Nyquist sampling.

4) Signal reconstruction with imperfect memory.

The various models predictdifferent variances for the data. Periodic sampling yields no variability at all, a
clearly unrealistic prediction. In the case of random constrained sampling, the variance is a direct consequence of
the sampling process. In the case of conditional sampling, the interval is assumed to be a certain mathematical
function of the previously observed value.

Although each strategy in visual sampling behaviour generates a different mathematical analysis, the
assumptions about the signals will be the same:

1) The signals displayed are random, band-limited time functions with Gaussian amplitude density
distributions.

2) The signals which drive the instruments in an array are assumed to be statistically independent and
uncorrelated with one another.

3) There are always assumed to be three or more instruments in the array.
4) The different signals displayed do not differ in value.

Instrument Monitoring Model of Smallwood

The instrument monitoring model of Smallwood (1967) grew out of previous studies involving Senders,
Carbonell et al. (1968). The task under consideration involves a human operator monitoring the readings of a
given numberof instruments (e.g. fourinstruments), which are driven by signals of differentamplitudes and band-
widths, and signalling whenever any instrument exceeds a certain threshold.
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The model assumes that the human operator constructs an internal model of the processes being monito-
red. The model further assumes (1) that a dead time of about 0. 1 second is required to shift attention between two
instruments and (2) that the time required to read an instrument is inversely related to its distance from the thres-
hold. The predictions of the model include:

- Relative fixation frequency for each instrument.
- Duration of fixation for each instrument.
- Average transition probabilities between the instruments.

The concept of the internal model that has been used by Smallwood in an explicit form, plays an important
role in the discussion of human operator behaviour. Indeed human operator models imply an internal model, even
when they do not mention it.

Carbonell's Oueueing Model

Carbonell (1966) introduced queueing theory concepts to human operator modelling and emphasized the
importance of considering the operator's actions. Thus, he moved from the abstraction of Senders's models to
more realistic tasks. The human monitor is modeled as a single-channel server that can attend to only one instru-
ment ata time. It is assumed that ateach step in his sampling process, the monitor determines for each instrument a
subjectively expected cost for not observing it next, and then chooses to observe the instrument with the highest
cost of being ignored. An additional assumption is made that the time involved in reading an instrument is constant
(approximately 0.33 sec.). According to Pew et al. (1977), the total cost of not looking at any instrument is defined
by

M ciPi (

where M is the total number of instruments, ci is the cost associated with instrument i exceeding its allowed
limit, and Pi(t) is ieprobability that instrument i will exceed its threshold at time t. Thus, the total cost of looking
at instrument j at time t is

Cj(t) =C(t) - cj Pj (t) (6)

and the aim of the human monitor will be to choose the instrument j that will minimize .(t) at any time.

Carbonell's model was compared with Senders' model foreye movement data from realistic landings in an
instrument flight simulator using pilots as subjects. It was found to be considerably more accurate than the simpler
model but it had to be tuned to each pilot, using his individual estimates of costs, tolerances, and action
thresholds.This need to fit the models to individuals emphasizes the concept that the operator has his own internal
model of the process he is monitoring or controlling.

Using the model, one must specify the statistical character-stics of each displayed signal, the costs of
exceeding given thresholds on each display, and the thresholds below which each instrument reading is ignored.
Then the model yields a time sequence of instrument fixations which may be analyzed to get visual sampling par-
ameters of interest. A significant feature of the model is that the displayed signals are not assumed to be Gaussian
with zero mean.

Thus, the model represents a significant advance in modelling human sampling behaviour, although it
does not attempt to take into consideration cross-coupling among instruments. Referring to Pew et al. (1977), the
flexibility and power of this model is obtained at the cost of considerable analytical complexity.

t CONTROL THEORY MODELS

Several different monitoring and decision making models have been derived using the information pro-
cessing structure (i.e., the stages including perceptual limitations, delay, estimatorand predictorof figure 3) of the

127



optimal control model (OCM) outlined by Baron (1984), Sheridan and Ferrell (1974), and in other sources. It is
apparent that the estimator-predictor combination produces outputs that can be used for assessing system states
and detecting events (the field of control theory models and related experimental situations is illustrated in figure 2
and 3). Theoretical aspects of these OCM-based monitoring and decision making models are discussed by Phatak
and Kleinman (1972) and Kleinman and Curry (1977); there also the possibility of using the residual sequence
generated by the OCM information processing structure to model human failure detection is discussed.

Monitoring and Decision Making Model of Levison

According to Baron (1984), the first use of the OCM information processing structure in modelling moni-
toring and decision making was by Levison (1971). He studied the problem of ho,A well subjects could determine
whether a signal embedded in added noise was within specified tolerances. It is assumed that the operator per-
ceives a noisy, delayed version of the displayed processes. The perceived data are then processed, via an optimal
estimator-predictor combination, to generate (1) a maximum variance estimate of the system state vector and (2)
the covariance oftheerrorin thatestimate. This estimator-predictoryield is a sufficient statistic fortesting hypoth-
eses about the stateof the system.The model assumes that the operator is an optimal decision-maker in the sense of
maximizing expected utility. This strategy is then applied to the problem of deciding whether or not a signal cor-
rupted by noise, is within certain prescribed tolerances. For equal penalties on missed detections and false alarms,
this rule reduces to one of minimizing the expected decision erru. The resulting decision rule is that of a Bayesian
decision maker using a likelihood ratio test. Experimental results have been compared with model predictions for
the following task situations: (1) monitoring a single displayed process, (2) monitoring two processes and (3) con-
current manual control and monitoring task. Using fixed values for model parameters, model predictions of sin-
gle-task and two-task decision performance are within an accuracy of 10 per cent.

Failure Detection Model of Gai and Curry

Based on the OCM information processing structure,a failure detection model has been developed by Gai
and Curry (1976). They have tested that model in a simple laboratory task and in an experiment simulating pilot
monitoring ofan automatic approach. In both cases, step or ramp failures were added toan observed signal ata ran-
dom time to simulate a failure. This produced a non-zero mean value for the signal and for the residual; failure
detection consisted of testing an hypothesis concerning the mean of the distribution of the residuals. Sequential
analysis was used to perform the hypothesis test. By summing the residuals, a likelihood ratio can be calculated
and used to arrive at the decision. Gai and Curry modified classical sequential analysis to account for the fact that a
failure detection problem is characterized by a transition from one mode of operation to another at a random time,
whereas the classical analysis is based on the assumption that the same mode of operation exists during the entire
observation interval. They reported good agreement between predicted and observed detection times for both the
simple and more realistic situations. In later experiments, the model was used in a multi-instrument monitoring
task and accounted for attention sharing and cross-checking of instruments to confirm a failure. A significant
result of the experiments was that the property of integration of the residuals appeared to be confirmed for both step
and ramp type failures.

Experimental Paradigm and Control Theory Models of Stein and Wewerinke

A laboratory paradigm has been developed by Stein and Wewerinke (1983) as an experimental basis for
model-oriented research on various types of monitoring and decision making tasks including eye-movement stud-
ies. The coiresponding model shown in figure 3, derived from the OCM information processing sMcture (Baron,
1984), has been developed by Wewerinke (1976, 1983). By using different decision rules the model can be
adapted to different types of tasks:

1) In the case of independent decisions based on non-sequential observations (e.g., tolerance-band monitoring
tasks, TBM), an optimal Bayesian decision rule (Sage and Melsa, 1971; Srinath and Rajasekaran, 1979) is
involved in the model (Wewerinke, 1976).

2) In the case of independent decisions based on sequential observations (e.g., failure detection tasks, FD), a
sequential decision rule based on a generalized likelihood ratio test (Sage and Melsa, 1971; Srinath and Raja-
sekaran, 1979) is involved in the model (Wewerinke, 1983).
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Figure 3. Control theory model of monitoring and decision making. I

Based on the laboratory paradigm and the related model of figure 2 and 3, the following factors of toler-
ance-band monitoring (TBM) and failure detection (FD)) have been experimentally studied including eye-move-j
ment recordings and have been modeled by Stein and Wewerinke (1983) and Wewerinke (1983):

1) Number of displayed processes.
2) Bandwidhs of displayed processes.

3) Amplitude of processes or probability of resulting events.
4) Type and intensity of failures embedded in displayed processes

(e.g., step, ramp, dynamic properties, etc.).

5) Couplings among unfailed displayed processes.
Fu Couplings among displayed failures.

7) Size of display array and operator's field of view.

SAn overview of the results of tolerance-band monitoring is given in figure 4 (Stein and Wewerinke, 1983).
The corespondence ofdataand model is high. Human timedeayis assumed wbeconstantat0.2sec. Considering

Sa given task situation with aconstant process bandwidth, monitoring performance in terms of the decision error is
very sensitive to the observation noise ratio or fraction of human attention devoted to the displayed process; the

Sobservation noise ratio increases, when attention is devoted to several processes. Thedecision errorrepresents the
cumulated time fractions of false alarm and missed tolerance-bnd exceedance. The decision error increases mon-

ot 4ically wiTp bandwidth; the increase begins linearly and becomes progressively nonlinear asa function of both

bandwidth and observation noise.
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An overview of the results of failure detection is given in figure 5 (Stein and Wewerinke, 1983). These
results are restricted to situations with ramp failures. The accuracy of failure detection in terms of false alarm prob-
ability is assumed to be constant on a level of 0.05. The detection time increases with observation noise ratio, e.g.,
when human attention is devoted to several displayed processes. Compared with tolerance-band monitoring, pro-
cess bandwidth is a factor of reduced influence in failure detection tasks. The predictor portion of the model may
be dropped, if human time delay (e.g., 0.2 sec) is small in comparison with detection time.

MODELS OF MULTI-TASK SITUATIONS

Dynamic Decision-Making Model of Tulgn

A model of human dynamic decision making in multi-task situations has been proposed and validated on

the basis of a laboratory paradigm by Tulga and Sheridan (1980). Tulga modeled the monitoring and control strat-
egy of the human operator as a dynamic queueing system based on the supervisory sampling concept of Sheridan
(1970) trying to maximize value over alimited planning horizon. The tasks are characterized in terms of the distri-
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bution of times between arrivals, the distribution of 6mes to perform tasks (i.e., the service time), and the priority
structure among tasks. As a particular result, the model produces predictions of the sequence of tasks likely to be
chosen by the human.

Dynamic Decision-Making Model of Pattipati

The dynamic decision making model (DDM) developed by Pattipati et al. (1983) uses the information pro-
cessing structure of the OCM, extends the control theory approach to dynamic decision making and particularly
addresses the problem of task selection in a dynamic multi-task environment. The experimental paradigm of
Tulgaand Sheridan (1980) was modified to provide an appropriate laboratory task for validating the DDM. In case
of a situation with N independent tasks, the DDM includes a set of N independent estimator-predictor combina-
tions shown in figure 3.

The DDM can predict various measures related to decision-making performance, including task
completion probability and error probability. As in various other models, situation assessment in the DDM
involves estimation of the time available and the time required for task completion. A major contribution of the
DDM work is the experimental validation of the model. By constraining the paradigm to a situation that can be
treated carefully in an experimental environment, it becomes possible to test model hypotheses with reasonable
cost and control.

Decision. Monitoring. and Control Model

A decision, monitoring, and control model (DEMON) has been developed by Muralidharan and Baron
(see Baron, 1984) for analyzing the operational control ofa set ofN remotely piloted vehicles. The operator's task
is to monitor the trajectories and estimated times of arrival, to decide if deviations from desired flight paths and
time errors exceed some tolerance thresholds and to correct the paths by appropriate control commands. Display
information is assumed to be updated at discrete times. According to Baron (1984), the essence of the DEMON
model is to characterize the operator limitations and the mission goals and to predict operator strategies and
overall system performance. The DEMON model is an important integrative step in the development of
supervisory control models.

Ptocedure-Oriented Crew Model

The supervisory control model PROCRU (procedure-oriented crew model) has been developed by Baron
et al. (see Baron, 1984) for analyzing flight crew procedures in commercial aircraft control situations. PROCRU
incorporates both "by the book" procedures and more unconstrained forms of monitoring and control behaviour. It
models continuous tasks and also accounts for the effects of discrete control tasks and for the time to perform them.
PROCRU can be extended to a full range multi-operator model. The monitoring and information processing por-
tions of PROCRUare not unlike those oftheoptimal control model (OCM), though they have some novel features

and extensions.

The supervisory control model PROCRU includes representations of a series of operator tasks and pro-
cesses: (1) monitoring displays, (2) situation assessment, (3) decision to act - or not to act - based on that assess-
ment, and (4) action to implement the decision. These functions are implemented by various processors:

1. A display processor selects an appropriate displayed quantity and accounts for sensory/processing limitations
in observation.

2. An information processor includes a mental model ofthe plant from which is derived a predict/correct logic for
state estimation and prediction.

3. A situation assessor provides a template matching scheme which checks symptoms againsta template which is

part of a procedure residing either in a manual or in memory.

4. A procedure selector includes major decision making at several levels. Choices are made on the basis ofutility
theory.
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5. A procedure effector permits three types of actions: control, observation, and communication. Time is asso-
ciated with each action.

According to Baron (1984),PROCRU has been used in model studies but is conceptual in that some of its features
have yet to be implemented.

MODEL APPLICATIONS

The usefulness of monitoring and decision making models to the design and evaluation of display arrays
and man-machine interfaces can be illustrated in the following way. Given the mathematical equations for the
vehicle and process dynamics, the statistical properties of disturbance, and theperformance tolerances of each dis-
play then the model user is enabled to calculate the fraction of time that the human operator will spend looking at
each display, as well as likely transitions among displays. Thus, the model usercan determine valuable indices of
human operator behaviour. For example, displays that require a relatively large time fraction of looking should be
placed near each other, or perhaps be integrated into a single display.

A design procedure to determine the optimal layout of multiple-instrument displays has been proposed by
Freund and Sadosky (1967). The design has been formulated as an optimization problem using iinear program-
ming and the type of information produced by human sampling models (e.g., fixation durations and matrices of
eye transitions between displays).

The firstdesign approach based on ahuman performance model is the display design procedure for manual
control situations developed by Clementet a. (1972). This approach utilizes a quasilinear pilot model, a rationale
based on visual scanning results, and an empirical workload metric.

According to Baron and Levison (discussed by Rouse, 1980), the following general display design issues
can be addressed using the optimal control model and its derivations:

- Is status information acceptable?
- Will additional information degrade performance due to interference and/or high workload?
- Do the advantages of display integration outweigh the improved scaling possible with separate

displays?
- Does command information integrate status effectively and, if not, how should it be done?
- What performance and workload levels can be achieved with a perfectly integrated and scaled

display?
- Will quickening, prediction, or preview displays improve performance?
- What format should such displays have?

The advantage of design and evaluation approachesbased on the optimal control model and its derivations
stems from (1) the model structure composed of modules for separate human functions (e.g. visual perception,
central processing, motor response), (2) the flexible information structure suited for multivariable, multiple pro-
cess and/or multitask situations, (3) the unique performance/workload or performance/attention metric, (4) the
comparably high level of model validation, and (5) the underlying normative modeling perspective. The OCM-
approaches are highly developed and seem to be very attractive.

CONCLUSIONS

In this papera survey of human monitoringand decision making models has been given. The task of mod-
eling the human operator is not an easy one, as might be imagined. Thus, the number of models developed so far is
impressive and might still increase. Currently, the most highly developed theories of supervisory control and there
especially of the field of monitoring and decision making are extensions of optimal estimation and control theory
(Baron, 1984; Moray,1986). While the usefulness of models in terms of quantitative predictions is very important,
it should be stressed that models have other important uses, such as providing an organized means for thinking
about a system design problem; these qualitative uses of models are likely to become more important (Rouse,

1981).
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TARGET ACQUISITION: PERFORMANCE MEASURES, PROCESS MODELS,

AND DESIGN IMPLICATIONS

Richard J. Jagacinski
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Columbus, Ohio 43210

INTRODUCTION

Two types of movement tasks that have been studied from an engineering
psychology perspective are continuous tracking and target acquisition.
These two types of tasks can be distinguished by their goals. The goal of a

continuous tracking task is typically to minimize the time-averaged
discrepancy between a target and the output of some dynamic system. Keeping
an aircraft on a predetermined flight path or regulating the headway between
one's own automobile and another vehicle are examples of continuous tracking
tasks. In contrast, the goal of a target acquisition task is to bring the
output of a dynamic system to some desired terminal state. Moving one's
finger to a numerical entry key on a calculator or positioning one's
automobile in a parking space are examples of target acquisition tasks.
Often continuous tracking is preceded by target acquisition in order to
bring the target within close range of the tracking system. This chapter
will discuss target acquisition tasks. A discussion of continuous tracking
tasks can be found in the chapters by Stassen and by Allen, McRuer, and
Thompson.

Two very important factors influencing the performance of target
acquisition tasks are speed-accuracy tradeoffs and stimulus-response
compatibility. In evaluating systems for performing target acquisitions,
it is important to realize that a human operator is capable of exhibiting a
range of performance over which increased speed can be traded for decreased
accuracy. If only a single point on this tradeoff is sampled for each of
two systems, it may be difficult to decide which system is superior,
especially if performance on one system is faster, and performance on the
other system is more accurate. Under such circumstances it becomes important
to consider the speed-accuracy tradeoff function.

The concept of stimulus-response compatibility refers to the correspon-
dence between the structure of stimulus information and the structure of
the required movements. A simple correspondence between these structures
can often facilitate performance. The practical implication is that the
effectiveness of a movement system cannot be considered in isolation of the
stimulus display with which it is associated. Furthermore, if the percep-
tual and motor structure of the human operator are organized at different
levels of abstraction, the problem of designing simple correspondences
between these different levels may be multi-facetted.
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Although these two concepts regarding human performance have primarily
been applied to position control systems, the relative efficiency of higher
order dynamic systems for performing target acquisition tasks can also be
understood in terms of these factors. The present chapter discusses these
issues.

SPEED-ACCURACY TRADEOFFS IN ACQUIRING STATIONARY TARGETS

There has been considerable experimental study of movements from an
initial stationary position to a stationary target. In an early study by
Fitts and Peterson (1964), subjects held a sharp stylus in their hand and
initially positioned the stylus directly in front of them. Two targets,
each of width W, were positioned a distance A to the right and left of the
stylus. Subjects were instructed to wait until a right- or left-hand light
was turned on, and then they were to move the stylus to the corresponding
target as quickly as possible. There were two temporal measures of
performance, reaction time and movement time. Reaction time was defined as
the interval between the light turning on and the subject lifting the
stylus from the starting position. Movement time was defined as the
interval from the end of the reaction time interval until the stylus
touched the target. Fitts and Peterson (1964) found that movement time
increased linearly as a function of log 2 (2A/W), which they called the Index
of Difficulty. As the Index of Difficulty ranged from roughly 3 to 8,
movement time ranged from about 150 ms to 500 ms, and the linear correlation
between these two variables was a remarkably high .99 . In contrast,
reaction time changed much less, ranging from about 275 ms to 305 ms, and
the linear correlation between reaction time and the Index of Difficulty was
.79 . Subsequent research by other investigators has not always replicated
the positively increasing effect of Index of Difficulty on reaction time
(e.g., Hartzell, Dunbar, Beveridge, & Cortilla, 1982; Jagacinski & Monk,
1985). However, the effect of Index of Difficulty on movement time is a
very large, highly replicable, and remarkably linear effect that has
attracted considerable interest.

The Index of Difficulty can be considered as a logarithmic scale of
the relative accuracy of a movement. Namely, (W/2) is how close the
movement termination must come to the center of the target; it is an
absolute error tolerance. (W/2)/A represents this tolerance as a proportion
of the movement length. The inverse of this measure, A/(L/2) or 2A/W, can
be considered the required relative accuracy. A more strict proportional
error tolerance corresponds to a higher relative accuracy. The Index of
Difficulty simply converts this relative accuracy measure to a logarithmic
scale. An Index of Difficulty of 3 thus corresponds to a proportional
error tolerance of 1/23 or 1/8. An Index of Difficulty of 8 corresponds to
a proportional error tolerance of 1/28 or 1/256. Movement time is an
increasing linear function of the logarithm of relative accuracy, and this
relation is referred to as Fitts' Law.

The slope of the linear relation between movement time and Index of
Difficulty in the Fitts and Peterson (1964) experiment was 74 ms per bit,
where a "bit" is a unit change in the Index of Difficulty. This number is
the increment in movement time for either a doubling of the movement
amplitude or a halving of the target width. From an information theory
perspective, the slope can be interpreted as the incremental rate of
information transmission in choosing one stopping region of width W from a
set of 2A/W_ possible stopping regions (Fitts, 1954). The slope is also
somewhat analogous to the way the time constant characterizes the response
of a first-order linear system to a step input (Crossman & Goodeve, 1963;
Langolf, Chaffin, & FouIlke, 1976). The time constant represents the
increment in time for a first-order linear system to decrease the discrepan-
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cy between its output and the target level by a factor of e, i.e., to 0.37
of the preceding discrepancy. The slope of the Fitts' Law relation repre-

sents the increment in movement time for the human performer (a generally
nonlinear system) to reduce the terminal discrepancy from the target center
by a factor of two.

For manual movements that require very little accuracy, e.g., Fitts'
Index of Difficulty around 2 or less, relative accuracy is no longer a good
predictor of movement time (Crossman & Goodeve, 1963). These movements are
typically very rapid (around 200 ms or less). They are apparently not
strongly dependent on visual feedback (Klapp, 1975) and have been termed
"ballistic." Gait and Hoffman (in press) have noted that the duration of
such ballistic movements is proportional to the square root of movement
amplitude.

Fitts' Law has been found to hold in a wide variety of situations. A
comprehensive review is beyond the scope of the present discussion (see
Keele, 1986; Anderson, 1987). Instead, the effects of three factors will
be considered: the limb performing the movement, the physical form of the
movement device, and the dynamic response of the movement device.

Limbs

Fitts' Law has been found to hold for arm movements (A = 5 - 30 cm),
wrist movements (A = 1.3 cm), and finger movements (A - 0.25 cm) by Langolf
et al. (1976). The arm movements involved a reciprocal tapping task, and
the movement time slope was 106 ms/bit. The wrist and finger movements
involved a peg insertion task, in which the effective target width was taken
to be the difference between the peg diameter and the hole diameter. Peg
insertion was performed under a seven power stereoscopic microscope to mimic
conditions that might occur in an industrial assembly task. Movement time
slopes were 43 ms/bit (wrist) and 26 ms/bit (finger).

Jagacinski and Monk (1985) found Fitts' Law to hold for two-dimensional
hand movements and head movements. The hand movements, which involved the
fingers, wrist, and forearm to some degree, were performed with a two-
dimensional joystick. The head movements were performed with a helmet-
mounted sight. In both cases, the target and cursor were displayed on a
cathode-ray tube (CRT) display. Movement time slopes were 199 ms/bit for
both hand and head movements. Movements along diagonal directions were 7 -
9% slower than vertical and horizontal movements.

Drury (1975) found Fitts' Law to hold for foot positioning movements
primarily involving the lower leg. Subjects had to tap their foot back and
forth between two foot pedals. The effective target width was taken to be
the width of the pedal plus the width of the subjects' shoe, because
subjects could touch the pedal with any part of their shoe. The movement
time slope was found to be 55 ms/bit for values of the Index of Difficulty
ranging from I to 3 . A modified Index of Difficulty proposed by Welford
(1968), log2(A/-W) + 0.5], provided a slightly better fit to these data.
It should be noted that the movement times associated with reciprocal
tapping movements are generally longer than the movement times for single
discrete movements (Fitts & Peterson, 1964).

In summary, Fitts' Law has been found to describe the speed-accuracy
tradeoff for positioning movements involving the arm, wrist, fingers, head,
and foot. It is difficult to isolate the effects of different limbs from
these data, because other aspects of the movement tasks have also been
varied across these experiments. Nevertheless, these results do provide a
sampling of speed-accuracy tradeoff functions.
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System Dynamics

In the above examples, the position of a limb directly controlled the
position of some device, which had to be placed in the target region.
These are examples of position control systems. It is also possible to
have target acquisition systems in which the limb position determines the
velocity (velocity control system) or acceleration (acceleration control
system) of the system output, and it is this output that must be placed in
the target region. For example, Jagacinski, Hartzell, Ward, and Bishop
(1978) had subjects manipulate a single-dimensional joystick to capture
targets that appeared on a CRT screen. Fitts' Law was found to hold when
the joystick controlled cursor position or cursor velocity. The slope was
steeper for the velocity control system (200 ms/bit) than for the position
control system (113 ms/bit).

Hartzell et al. (1982) found that Fitts' Law held for step changes in
altitude and airspeed in a simulated helicopter. With their left hand
subjects manipulated a collective (joystick) which determined altitude
through a lagged velocity control system. With their right hand subjects
manipulated a cyclic (joystick) which determined airspeed through an
approximate lagged acceleration control. Target altitude and airspeed were
indicated on a CRT display, and only one of these variables changed on any
given trial. The movement time slopes were 498 ms/bit for collective

(altitude) control and 1,387 ms/bit for cyclic (airspeed) control for
displays that simulated a typical helicopter. The higher slopes were thus
associated with the higher order dynamics.

That Fitts' Law should hold for different orders of dynamic systems is
remarkable when one considers that the basic spatio-temporal shape of the
movement is being changed. Namely, to capture a stationary target with a
position control, the time optimal movement pattern is simply a correspond-
ing step change in the position of the control device. However, with a
velocity control, the time optimal movement pattern is a pulse. The leading

edge of the pulse moves the control device from its starting neutral
position to its limit, and hence the cursor moves at maximum velocity toward
the target. Once the cursor is over the target, the cursor is stopped by
the return of the control device to its neutral (center) position. This
return movement is the trailing edge of the overall pulse-like movement
pattern. With an acceleration control, the time optimal movement pattern of
the control device is a double-pulse. The first pulse accelerates the
cursor, and the second pulse decelerates the cursor so it stops over the
target (see Wickens, 1986).

Given these radically different movement patterns, it is surprising
that the straight line form of the Fitts' Law relation is invariant across
these situations. In a similar manner, in continuous tracking tasks it is
remarkable that an invariant relation holds across changes in system
dynamics. Namely, the McRuer Crossover Model (McRuer & Jex, 1967) in its
simplest form states that in compensatory tracking of random inputs the
rate of change of system output is proportional to the magnitude of
displayed error (delayed by a dynamic reaction time). The form of the
describing function of the human operator alone (the approximate linear
relationship between the displayed error and the movement of the control
device) changes with position, velocity, or acceleration controls. However,
the form of the describing function of the human operator plus system
dynamics maintains an approximate invariant proportional relation between
error and the output rate of the overall system. In the case of stationary
target capture, Fitts' Law specifies an invariant relationship between
relative error tolerance, (W/2)/A, and movement time for the overall system.
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Manipulators

A third factor affecting the speed-accuracy tradeoff is the particular
movement device or manipulator that a person controls. For example, Card,
English, and Burr (1978) compared four devices for selecting text on a CRT
display: a mouse, a nonlinear, isometric, velocity-control joystick, step
keys (home; right, left, up, and down, all with automatic repeat) and text
keys (paragraph, line, word, and character, reverse, and all but paragraph
with automatic repeat). Fitts' Law was found to hold approximately for the
mouse (slope - 96 ms/bit) and joystick (slope - 220 ms/bit) using the
modified Index of Difficulty due to Welford (1968). For the two sets of
keys, movement time was proportional to the required number of keystrokes.
Overall, the mouse (a continuous position control) was superior to the
joystick (a continuous velocity control) and to the two sets of keys
(discrete controls). English, Engelbart, and Berman (1967) compared the
mouse and joystick with both as position control systems. Their data
suggests that the mouse is superior for text selection. However, no
statistical tests were reported. Greenstein and Arnaut (1987) provide a
short review of these and other manual computer input devices, and note some
contradictory results in the experimental literature.

Implications for System Evaluation

In summary, Fitts' Law has been found to describe the speed-accuracy
tradeoff for movements to a stationary target in a wide variety of applica-
tions: moving one's foot to a pedal, selecting text on a CRT screen,
performing a microassembly task, and changing the altitude and airspeed of a
helicopter. One practical implication is that in empirically comparing
target acquisition systems that differ in the limbs used, the manipulation
devices, the displays, and the dynamic coupling between them, it is
important to control the relative accuracy of the movements. It is
difficult to reach any conclusions when one system has exhibited faster
target acquisitions, but has done so with less accuracy in comparison with
another system. Both systems might have the same speed-accuracy function,
and the experimental evaluation might have simply sampled different points
along this common function. Both systems would thus be capable of generat-
ing the same range of behaviors, given appropriate instructions and
motivation to the human performers. On the other hand, the two systems
might have distinct speed-accuracy functions that would recommend the use of
one system over the other.

One approach to this problem is to try experimentally to keep movement

accuracy constant, so that differences between systems are restricted to
movement time differences. Using a single required movement amplitude and

target width for all the movement systems being evaluated may be an
inadequate experimental procedure for achieving this goal, because the
"effective target width" used by the subjects may not correspond to the
target width intended by the experimenter. In movement tasks in which the
point of "touching down" and terminating the movement can b.e measured, the
spread in these points can be used to infer an "effective target width."
This width can be used in specifying the effective Index of Difficulty
(Welford, 1968). This approach is useful for mapping out a speed-accuracy
tradeoff function. However, if only a single target is used for comparing
systems, there still may be difficulty in making comparisons if the

4effective target width varies. One may still have differences in both speed
and accuracy across systems.

Another technique that is useful when the target appears on an
electronically controlled video display is to define target capture in terms
of staying within the target region for some duration. The measurement of
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movement time continues until the capture criterion is met, at which point
the target disappears as feedback to the performer (Jagacinski, Repperger,
Moran, Ward, & Glass, 1980a). There are no missed targets with this
methodology. The effective target width cannot therefore exceed the
experimentally specified target width, although it could be smaller. This
characteristic of continuing the target acquisition process until the
target is captured is typical of many practical target acquisition tasks.

Another important point is that in comparing target acquisition
systems, it may not be sufficient to evaluate performance at a single value
of relative accuracy, even if this value is equated across systems. The
superiority of one system over another may vary as a function of the
relative accuracy of the movement. A prudent approach to target acquisi-
tion system evaluation is therefore to use the speed-accuracy tradeoff
function as the basis for comparing systems. The need to look at perfor-
mance tradeoff characteristics in evaluating systems is not a unique
feature of movement systems. Speed-accuracy tradeoffs are also a major
source of concern when reaction time is used to assess cognitive tasks
(Pachella, 1974). Similarly, signal detection performance is typically
evaluated in terms the tradeoff between correct detections and false alarms
(Swets, 1973).

There is a tendency in some of the human factors literature for
authors to emphasize the physical device involved in a target acquisition
system and deemphasize the particular dynamics. Thus, for example, in
summarizing the research by Card et al. (1978), reviewers may over-general-
ize and refer to a comparison between a position control mouse and a
velocity control joystick as a comparison between a mouse and a joystick.
System dynamics are very strongly emphasized in descriptions of continuous
tracking systems. They are also an important aspect of target acquisition
systems that should not be overlooked in trying to reach generalizations.

Implications for System Design

In choosing a particular target acquisition system, i.e., a manipula-
tion device, display, and coupling dynamics, a designer is choosing a
particular speed-accuracy tradeoff function. For many systems, movement
time is a monotonically increasing function of the relative accuracy of the
movement. In order to decrease muvement time, a designer should make the
relative accuracy of the required movement low by decreasing A or increasing
W where possible. When the shape of the speed-accuracy tradeoff is a
straight line (Fitts' Law), the slope is a measure of the sensitivity of
movement time to relative accuracy (e.g., see Drury, 1975). This measure can
vary drastically across different target acquisition systems. With this
measure, the system designer can better judge the tradeoffs involved in
requiring movements of higher relative accuracy in order to achieve other
design objectives, e.g., making the target small to minimize production
costs. Of course, other aspects of the overall task environment will affect
what the designer considers to be a reasonable tradeoff. The cost
associated with increased target acquisition time may vary greatly across
tasks, e.g., word processing vs. nap-of-the-earth helicopter maneuvers
(Hartzell et al., 1982).

It is probably the marked linearity of the Fitts' Law relation that

has attracted much theoretical interest on the part of behavioral scien-
tists. However, there are some examples of target acquisition tasks in which
the lozarithm of movement time was linearly related to the Fitts' Index of
Difficulty. Two examples are tasks involving remote manipulators with
appreciable time delays (Sheridan & Ferrell, 1963; Ferrell, 1965) and
movements performed under a stereoscopic microscope to grasp an object with
tweezers (Hancock, Langolf, & Clark, 1973). The more qualitative property
that movement time is a monotonically increasing function of relative
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accuracy still applies to these latter examples and is probably a more
important point for the system designer. This qualitative property implies
that in cases where the width of the cursor or the tip of the movement
device is negligible, movement time will not be changed by magnifying or
minifying a target and the surrounding movement region (within limits such
that the limb executing the movement does not change). Namely, scaling up
the size of both the movement amplitude and target width by the same factor
will not change relative accuracy, and hence movement time will not change.
Thus equivalence classes of targets become apparent through this qualitative
principle. When the width of the cursor or the tip of the movement device
must be added (e.g., Drury, 1975) or subtracted (e.g., Langolf et al., 1976)
from W to specify the effective target width, this factor must also be taken
into account in specifying target equivalence classes.

Information regarding speed-accuracy tradeoffs has been incorporated
into more comprehensive systems for predicting human performance. For
example, the information processing model by Card, Moran, and Newell (1983)
for predicting the time to perform various text editing tasks on a computer
system uses Fitts' Law to predict movement times. Another example is MTM-M,
a Methods-Time Measurement system for establishing the time an industrial
worker should take to perform microassembly work involving a stereoscopic
microscope (Karger & Hancock, 1982). This system uses relative accuracy as
a key variable. In the research leading to this latter system, the Fitts'
Index of Difficulty was found to be linearly related to movement time for
some classes of movements, and linearly related to the logarithm of movement
time for others (Hancock et al., 1973).

STIMULUS-RESPONSE COMPATIBILITY

Stimulus-response compatibility refers to the correspondence between a
set of stimuli and a set of responses. One aspect of compatibility involves
the spatial isomorphism between stimuli and responses. In the case of
target acquisitions, this aspect must be expanded to spatio-temporal
isomorphism because the response is extended over time. If this isomorphism
is simple, then the correspondence is said to be highly compatible.
Responses tend to be faster and more accurate under conditions of high
compatibility. Other aspects of stimulus-response compatibility involve
population stereotypes or expectations based on past experience and also
relations between stimulus and response modalities. Wickens (1984) provides
a review of these latter aspects, which are beyond the scope of the present
chapter.

Spatial Correspondence

In an early experiment on stimulus-response compatibility by Fitts and
Seeger (1953), eight different light stimuli had to be responded to with
eight different patterns of stylus movement. When there was a simple
spatial isomorphism between the pattern of lights and the required move-
ments, reaction times were faster and responses were more accurate. The
superiority of one form of response organization over another was condition-

al on its being paired with a spatially compatible set of stimuli.

A simpler example comes from part of a larger experiment by Nicoletti,
Anzola, Luppino, Rizzolatti, and Umilta (1982). In this example, there were
two light stimuli, a "left" one and a "right" one, and two response buttons,
one for the left hand and one for the right hand. Both lights appeared in
the same visual field, so that "left" was relative to the other stimulus.
When the left and right stimulus lights were respectively mapped to the left
and right response buttons, reaction times were faster than when the mapping
was crossed (left stimulus light to right response button). A simple
spatial isomorphism thus enhanced performance.
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In many helicopters, the collective control stick is on the pilot's
left, and it is the primary control for altitude; however, the altitude
indicator is on the right of the pilot's line of sight. Similarly, the
cyclic control stick is on the pilot's right and is the primary control for
rirspeed; however, the airspeed indicator is on the left of the pilot's line
.f sight. This crossed spatial placement of controls and displays is
similar to the incompatible condition in the experiment by Nicoletti et al.
(1982), and one might expect such placement to be detrimental to the target
acquisition behavior involved in changing airspeed or altitude. In tasks
requiring subjects to make step changes in airspeed or altitude as quickly
as possible, Hartzell et al. (1982) found reaction times to be about 74 ms
longer when the displays were on the opposite sides from their controls.
Also the slope of movement time vs. Index of Difficulty was 20% steeper for
step changes in airspeed with the crossed display. At an Index of Difficul-
ty of 6.3 , this slope difference corresponded to a 1.7 s difference in
movement time. These data were based on about 40 hours of practice with
separate groups of subjects assigned to each display placement. Hartzell et
al. (1982) argue that for nap-of-the-earth flight, even small reductions in
reaction time or movement time can be very important.

Correspondence with System Dynamics

A second finding that can be interpreted in terms of stimulus-response
compatibility is that acquisition of stationary targets with a position
control is generally superior to acquisition with a velocity or acceleration
control (Poulton, 1974). The time optimal control movement with a position
control system is a step, whereas a velocity control system requires a pulse
movement to capture a stationary target. An acceleration control system
requires two pulses of equal duration, but in opposite directions. If one
regards the primary stimulus dimension to be target position, and the
primary response dimension to be control stick position, then the position
control system permits a very simple spatio-temporal correspondence between
these dimensions. A step change in stimulus position requires a step change
in stick position. This simple structural isomorphism can be regarded as
stimulus-response compatibility.

The slope of the Fitts' Law relation is considerably steeper for
velocity control joysticks than position control joysticks (Jagacinski,
1980a). Therefore, the advantage of the position control is especially
great for movements of high relative accuracy. Foley and van Dam (1982)
note that unsteadiness can be a problem with a sensitive position control.
Although they recommend a velocity control to overcome this problem, Gibbs'
(1962) data for acquisition of a stationary target at various joystick
sensitivities suggest that better performance will be obtained with a
position control system. The sensitivity of the position control should be
set very low for a joystick control (Gibbs, 1962; Jenkins & Olson, 1952) and

at empirically determined intermediate levels for rotary controls (Jenkins &
Connor, 1949). Poulton (1974, Ch. 5) and Wickens (1986) provide reviews of
data on optimal sensitivity.

Velocity controls, while not as good as position controls for station-

ary target acquisition, permit faster movement times than acceleration
* controls. Analogous to the comparison of position and velocity controls,

the differences in target acquisition times between velocity and accelera-
tion controls tend to be largest for movements of high relative accuracy
(Hartzell et al., 1982). The sensitivity of a joystick velocity control
should be set at an empirically determined intermediate level. Sensitivities
around l-30/s of cursor movement per 10 of joystick displacement are
suggested by the results of Gibbs (1962) and Hammerton (1962).
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The idea of describing the speed-accuracy tradeoff for movement time
with an Index of Difficulty can be generalized to moving targets.
Jagacinski, Repperger, Ward, and Moran (1980b) had subjects use a joystick
to capture single-dimensional moving targets displayed on a CRT screen. A
"capture" was defined as holding a cursor over the target for 350 ms. The
time that it took subjects to capture targets moving at a constant velocity,
V was approximated by the equation

CT - c + dA + e(V+l)[(l/W) - 1] (i)

CT is capture time (reaction time + movement time), and A, V, and W are
specified in degrees of visual angle. c, d, and e are regression coeffi-
cients. An important feature of this equation is that target velocity
amplifies the effects of small target widths in lengthening the capture
time. This equation described the speed-accuracy tradeoff for both position
and velocity control systems for a mixture of stationary and moving targets.
In contrast, the Fitts' Index of Difficulty did poorly for moving targets
captured with a position control system. Epps (1986) found both the Fitts'
Index of Difficulty and Equation I to be good predictors of the speed-
accuracy tradeoff in acquiring stationary targets with a variety of devices
used for text editing.

In the above experiment by Jagacinski et al. (1980b), the velocity
control system was superior for capturing narrow (W - 0.300), fast moving
targets (2 - 3.140 /s). Can one interpret this superiority in terms of
stimulus-response compatibility? Capturing a moving target generally

requires both position and velocity corrections. With a position control
system, time optimal capture of a constant velocity target requires an
initial step movement to null out the position error, followed by a constant
velocity or "ramp" movement to continue to match the target position and
velocity. With a velocity control system, a pulse movement is required to
null out the position error, and the trailing edge of the pulse must stop at
a constant, non-zero displacement of the joystick just sufficient to match
target velocity. A velocity control system allows a person to generate a
constant velocity pattern with a constant displacement of the joystick,
whereas a position control requires continuous movement. If target velocity
is the primary stimulus dimension and control stick position is the primary
response dimension, then a velocity control system affords a simple
correspondence between these dimensions. Matching cursor velocity to target
velocity can be considered a primary subgoal that is a prerequisite for
achieving target capture. Under these assumptions, the superiority of the
velocity control system in capturing difficult moving targets may be
considered an example of stimulus-response compatibility. Converging
evidence is necessary to establish the behavioral validity of this inter-
pretation.

A system that is intermediate between the position and velocity
control systems is a "rate-aided" control, which has been found to be
superior for continuous tracking of some constant velocity ramps and
irregularly moving targets (Poulton, 1974; Wickens, 1986). The author is
unaware of empirical tests of a rate-aided control for the acquisition of
moving targets. Based on the empirical findings for position and velocity
control systems, one would expect the rate-aided control to generate a
speed-accuracy function of the form indicated by Equation 1.

Levels of Abstraction

Another important issue in considering stimulus-response compatibility
concerns different levels of abstraction in characterizing movement
behavior. For example, the task of "getting" an object might involve a
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sequence of qualitatively different movements such as moving one's hand to
the object, orienting the hand with respect to the object, grasping the
object with sufficient force to hold it without crushing it, and transport-
ing the object toward the individual. Within each of these different
movements, there may in turn be a sequence of episodes of acceleration,
coasting, and deceleration for each of several physical axes of control in
order to generate the desired trajectory. Further, the dynamic coupling
among these axes may change in an episodic manner. If such a task is to be
performed by a robotic arm, one might give an operator various levels of
control over the task, from simply specifying the command to "get an object"
to a more detailed level of trajectory control. The type of person-machine
interface that is most appropriate may vary as a function of the level of
control. For example, because of the discrete serial structure of language,
voice control may be most appropriately used for higher level discrete
commands for supervisory control of automated movement processes (e.g., see
Leifer, Michalowski, & Van der Loos, 1986). Examples include naming a task,
a goal, or a movement mode. Continuous movement may be more appropriate for
directly controlling the lower level detailed trajectories of particular
movement episodes, especially if they require finely graded control and/or
simultaneous coordination of multiple degrees of freedom (Kwee, 1986). Much
more experimental work is needed on this issue.

Although stimulus-response compatibility is important for efficient
performance, there may sometimes be other design constraints that take
precedence. For example, a recent design of a robot arm to assist quad-
riplegic individuals utilizes the individual's head movements to control the
position of the robotic hand (Kwee, 1986). It is easier for people to learn
to control this system if their fore-aft head movements result in cor-
responding fore-aft movements of the robot hand. However, Kwee (1986)
reports that this simple compatible relationship was not used because of
safety considerations. Namely, suppose the quadriplegic individual moves
his (or her) head backwards to bring an object to his mouth. If the
individual overshoots the approach to the mouth, the robot arm could push
his head backwards, which in turn would make the robot arm push even harder
against the head. In other words, a positive feedback loop might be
established with very unsafe consequences. To avoid such situations, a
mirror image control-display relationship was used. Forward head movements
bring the robot hand toward the head. Hence, if there is any overshooting
by the robot hand, the resulting backward movement of the head will also
move the robot hand away from the person's face rather than more forcefully
toward it. This control scheme is more difficult for individuals to learn,
but is safer (Kwee, 1986).

This example points out that there may be situations in which a
designer wishes to sacrifice stimulus-response compatibility to some other
goal such a safety. However, in general it is probably more often the case
that stimulus-response compatibility is not given sufficient emphasis in the
design process. Ease of construction is often considered first, and ease of
learning and use considered only secondarily, much to the detriment of the
overall product (e.g., see Norman, 1988).

PROCESS MODELS

The indices of difficulty for stationary and moving targets are useful
for estimating how movement time will vary as a function of amplitude,
target width, and target velocity. The indices of difficulty are basically
regression equations that summarize speed-accuracy tradeoff functions. The
equations do not, however, offer very much insight into the underlying
movement generation processes. A similar issue has been raised in the
decision making literature, where regression equations provide descriptions
of decision policies, but do not necessarily bear any close relationship to
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the way an individual cognitively combines information (Hoffman, 1960;
Einhorn, Kleinmuntz, & Kleinmuntz, 1979).

If instead of using movement time as the primary measure of perfor-
mance, one examines the details of movement trajectories, there is a wealth
of additional information regarding target acquisition. First of all, there
is a good deal of trial-to-trial variation in the trajectory. This
observation has led to a number of models relating variability in force
generation to variability in the movement trajectory. For example, Meyer,
Smith, and Wright (1982) and Schmidt, Sherwood, Zelaznik, and Leikind
(1985) review evidence that people program ballistic impulses of force to
move their limbs toward a target point in a brief prespecified time
(typically less than 200 ms). The impulse has a brief period of accelera-
tion followed by a brief period of deceleration. The intensity and duration
of the force impulse are both assumed to have variabilities that increase
with their magnitudes. When filtered through the dynamics of the limb,
these variabilities produce variability in movement amplitude, Re, that is
proportional to the ratio of the distance moved to the duration of the
impulse.

We = K x A/MT (2)

K is a constant, and the duration of the impulse is equivalent to the
movement time, MT (Schmidt, Zelaznik, Hawkins, Frank, & Quinn, 1979). This
relation, referred to as Schmidt's Law, is equivalent to movement duration
being linearly proportional to relative accuracy for brief force impulses.
Temporally patterned force generation is an inherently noisy process
according to this view.

A second observation is that movement to a stationary target often

consists of a sequence of episodes of increasing and decreasing velocity.
These episodes, termed submovements, are especially evident for wrist
movements (Crossman & Goodeve, 1963; Jagacinski et al., 1980a), and less
evident for arm movements (Crossman & Goodeve, 1963). They are most evident
for movements of high relative accuracy. The first episode is generally
slower and more accurate than the subsequent episodes for both position and
velocity control systems (Jagacinski et al., 1980a). Meyer et al. (1982)
postulated that this initial submovement might consist of an overlapping
sequence of force impulses. In formulating a different theory to account
for variations in the initial submovement, Abrams, Kornblum, Meyer, and
Wright (in press) have shown that movements consisting of only one or two
episodes can generate a speed-accuracy tradeoff function consistent with
Fitts' Law. The model assumes that each submovement has an endpoint
variability that is characterized by Equation 2. The intensity of the
initial force impulse is programmed by the performer to make the distribu-
tion of initial submovement endpoints lie directly over the target center.
The performer effectively assumes that a second submovement may be necessary
to reach the target, and programs the average duration of the initial
submovement to minimize the overall movement time. This theory charac-
terizes the human performer as a problem solver who deals with the inherent
noisiness of force generation by optimally programming the duration of the
first submovement.

Other investigators have noted considerably more that two movement
episodes in approaching a target (Crossman & Goodeve, 1963; Jagacinski et
al., 1980a). These observations have led to an iterative corrections model
that emphasizes successive, feedback-based submovements that eventually
bring the cursor to the target (Crossman & Goodeve, 1963; Keele, 1968). Each
submovement has a relative accuracy and a duration. The durations of
successive submovements add up to the total duration of the movement.
Similarly, the relative accuracies of successive submovements multiply to
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determine the relative accuracy of the overall movement. For example, if
two successive submovements each reduce the remaining distance to the target
center by a factor of two, together they will reduce the distance to the
target center by a factor of four. The combination of relative accuracies
becomes additive on a logarithmic scale. Hence, each submovement provides
an additive increment of logarithmically scaled relative accuracy and an
additive increment of movement time. Some versions of the iterative
corrections model assume that relative accuracy and duration are each
constant across submovements. However, this assumption is not strictly
necessary. If the ratio of duration to the logarithm of relative accuracy
is constant across submovements, then Fitts' Law will result (Crossman &
Goodeve, 1963; Keele, 1968; Jagacinski et al., 1980a). In other words,
Fitts' Law corresponds to a constant ratio of incremental duration to
incremental logarithmic relative accuracy.

This iterative corrections model provides a logical connection between
the concepts of stimulus-response compatibility and speed-accuracy tradeoffs
for target acquisition. Namely, assume that the superiority of a highly
compatible position control system over a velocity control system is
evidenced in each corrective movement episode (Jagacinski et al., 1980a).
Then the ratio of submovement duration to the logarithm of relative
accuracy will be greater for the less compatible system. In other words,
the slope of the Fitts' Law relation will be steeper for the velocity
control system. The difference between systems will be magnified for
movements requiring numerous corrective submovements, namely movements with
high values of Index of Difficulty.

In the capture of a reactive moving target, Jagacinski, Plamondon, and
Miller (1987) noted episodes of qualitatively different styles of movement
behavior: "fast acquisitions," in which the cursor velocity greatly
exceeded target velocity; a "predictive mode," in which the cursor moved
very slowly relative to the target; and "close following," in which cursor
movement closely mimicked target movement. Each of these styles of movement
appeared to have a different subgoal: fast acquisitions were used to null
large discrepancies between cursor and target; the predictive mode was used
to dampen large oscillations of the target; close following was used to
achieve the capture criterion of being within I mm of the target for 400 ms.
The overall description of target acquisition in this very demanding task
was that different movement styles were used to achieve a sequence of
subgoals, the final goal being the actual target capture. From this
perspective, capturing an elusive target can be considered a form of
problem solving. Modeling of these qualitatively different episodes
involved specifying both the control laws used to generate the different
spatio-temporal trajectories and also specifying a set of rules for
triggering transitions among movement styles. While subjects in this
experiment used an isometric position control, it may be that different
control systems are advantageous for the different styles of movement, and
that a more adaptive control system would facilitate target acquisition of
very elusive targets. Designing such a target acquisition system then
becomes a matter of providing the performer with the capability of generat-
ing a set of different movement styles in order to engage in the problem-
solving process.

In summary, process models of target acquisition have emphasized the
inherent noisiness of brief impulses of force generated by human subjects.
This undesirable variability is overcome by optimally programming submove-
ment duration and/or using a succession of iterative corrections to
eventually capture the target. For very elusive targets, the performer may
use qualitatively different styles of movement to achieve a sequence of
subgoals that eventuates in target capture. All of these models view
movement as a kind of problem solving. They provide a qualitative concep-
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tual framework that is useful for organizing and integrating the various
parametric equations and heuristics that form the data base on target
acquisition. Without such a conceptual framework, even a very extensive
data base will be less helpful than it might be.

SUMMARY

The present chapter has discussed parametric descriptions of speed-
accuracy tradeoffs. For stationary targets, movement time increases
monotonically with relative accuracy. In many cases, movement time is
proportional to the logarithm of relative accuracy, although this is not a
universal finding. For constant velocity moving targets, Equation I
indicates that target velocity strongly interacts with target width to
determine the capture time. Regarding stimulus-response compatibility, it
is important to have a simple correspondence between the primary stimulus
dimensions and the required control movements. Position control systems are
superior for stationary targets, and velocity control systems are superior
for small, fast moving targets. It also is important to realize that
movements may be behaviorally organized at multiple levels of abstraction,
and that the kind of control that is appropriate for one level may not be
appropriate for another level. Process models of performance emphasize the
conception of movement as problem solving. The emphasis in this chapter has
been on relatively direct control by the human operator. For a discussion
of target acquisition in more highly automated systems, the reader is
referred to articles by Bejczy (1980) and Sheridan (1984).
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MODELLING OF AUDITORY MASKED THRESHOLDS IN HUMANS

G.M. Rood, Royal Aerospace Establishment, Farnborough, UK

R.D. Patterson, Applied Psychology Unit, Cambridge

M.C. Lower, ISVR, University of Southampton

INTRODUCTION

In oider to be able to predict the probability of detection of an acoustic sound in
noise, it is necessary to be able to define the masked threshold of that noise along with
the level of the sound required to be detected. The phenomenon of obscuring the
detection of one sound by another is defined as auditory masking and is one of the
more classical problems of the detecting and classifying of signals in noise. Auditory
masking is particularly important when threshold listening is involved, that is listening
for low level signpls in conditions of high noise, and from a military viewpoint it is of
great importance when attempting to complete auditory monitoring tasks of sonar sig-
nals or electronic warfare returns. Masking, however, is not solely a military problem,
but is important wherever a human is required to listen, detect and classify.

The origin of this research grew from the high noise levels in helicopters and the
necessity for the human operator to listen for low level sonar returns from helicopter-
borne sonar systems. The returns could be active or passive, but relied upon the opera,
tor aiding the sonar processing equipment both visually and aurally. As in most systems
which use a human operator in the loop, the system should be designed such that
human operator and the processing equipment both complement each other and interact
such that the combination provides an improved performance over the two constituent
parts. For instance, in sonar operations, the human provides a better detector of tran-
sient sounds and the classification of those sounds than the processor, whilst the proces-
sor provides other benefits - mainly in long term detection of low level sounds in noise -
at which the human is less efficient.

Whilst airborne sonar operators are protected from the high levels of noise by a
flying helmet, such helmets are unable to prevent some noise reaching the ear, and it is
these noise levels which are liable to mask the incoming detection signals. Fig. I shows
typical cabin noise in an airborne helicopter and clearly shows the low frequency content
of the noise spectrum. Generally the helicopter rotor noise is at the lower frequency
end of the spectrum, typically 16 Hz to 20 Hz, and at levels of up to 125 dB SPL, whilst
gearbox and associated mechanical noise is in the region of 400 Hz to 600 Hz at slightly
lower levels (Lucas 1982, 1984). Due to the inability of the flying helmet to attenuate
the cabin noise to any great extent at frequencies below 300 Hz or so (Rood 1978), the
lower frequency noise levels experienced at the ear are high. Fig. 2 shows a helicopter
cabin noise spectrum with the noise at the car overplotted. Quite clearly high levels of
low frequency noise are apparent.
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Whilst masking is caused by all noise levels, it is the combination of the masking
noise and the masked detection signal and their relative positions in the frequency spec-
trum that are important. Masking is essentially present in three forms; direct, upward
and downward. Direct masking occurs when the masker is at the same frequency as the
signal, and both upward and downward masking are caused by noise at a given fre-
quency masking signals of higher or lower frequencies (upward or downward, respec-
tively).

Thus, in order to optimise the positioning of signal returns in the frequency
domain and to be able to transmit signals at levels that are adequate for a 100% detec-
tion rate, but no louder; or to predict the auditory detection rate for a given signal
strength in noise, a research programme was initiated by MOD(PE) and the Royal
Aerospace Establishment, Farnborough to develop a mathematical model of auditory
masking. The project was structured to become a joint project between Human
Engineering Division of RAE Mission Management Department, MRC/Applied
Psychology Unit, Cambridge - whose auditory model was utilised and developed - and
Dr Mike Lower of the Institute of Sound and Vibration Research, Southampton Univer-
sity with funding from MOD(PE)DA Radio in London. Experimental work was carried
out at all of these locatins and this paper describes the validation of the model in the
RAE Helicopter Noise Simulator.

THE AUDITORY FILTER MODEL

Patterson and Nimmo-Smith (1980) published data on experiments concerned with
the auditory filter shape and the asymmetry of such filter shapes, based on previous
research by Patterson (1974, 1976) and Patterson and Henning (1977).

In essence, Patterson argued that since the rise and fall times of the auditory sys-
tems are short with respect to the duration of speech sound or signals, and since the
relative phase of the spectral components has essentially no effect on masking levels, it
is possible to predict auditory thresholds in noise using a model of auditory masking in
which the stimuli are represented by their long term power spectra and the selectivity of
the auditory system is represented by an auditory filter (Patterson 1982). An assump-
tion is made that if the listener is asked to detect a signal in the presence of a noise
background he listens for a signal through an auditory filter centred near the peak of the
signal spectrum.

Patterson quantified this model in the form

00

Ps =Kf N(f) W(f)df (1)
-00

In other words, the power of the signal at threshold, Ps, is some constant proportion K,
of the integral of the noise spectrum, N(f), times the auditory filter characteristics,
11(f). This auditory filter's characteristics were determined in a series of experiments
which showed that the passband of the filter is virtually symmetric when plotted on a
linear frequency scale (Patterson 1974, 1976). The filter has a passband with skirts that
fall at around 100 dB/octave, with the passband having a dynamic range in the region of
40 dB. Outside the passband the slope of the filter shape drops rapidly to about 15
dB/octave. An equivalent rectangular bandwidth of the filter, ERB, may be deter-
mined, which changes marginally with age and frequency but which for practical pur-
poses may be defined from the equation:

ERB =6.23f 2 + 93.39f + 28.52 (f in kHz)

The equation is an estimate of how the filter width increases with centre frequency
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(Moore and Glasberg 1983) and the curve of the equation is shown in Fig. 3. From
these data the passband may be approximated by a pair of back-to-back exponential
functions, and since the filter is roughly symmetric, only one exponential parameter, p,
is required.

An adequate first approximation to the filter passband is provided by

W(g) (1 + pg)e-Pg  (2)

where g is the normalised separat i from the centre of the filter, fo, to the evaluation
point, f.

The parameter, p, determines the width of the passband of the filter, and the term,
(1 + pg ) rounds off the peaked top of the double exponential. This rounded exponen-
tial (ro-ex) is referred to as the ROEX(p) filter. Further, a dynamic range restriction, r,
may be introduced since the auditory filter does have limited skirts.

A useful approximation to the entire filter is then provided by

W(g) =(I - r)(1 + pg)e- P' + r

The factor (1 - r ) is introduced to ensure that the value of the filter remains at unity at
its maximum point of sensitivity. This is referred to as the ROEX (p, r) filter.
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This filter shape may now be substituted in the general masking equation, (1), to
provide an expression for calculation of thresholds from an arbitrary noise spectrum.
The proportionately constant, k, can be assumed to have a value of 1.0 for practical pur-
poses.

Thus the general expression for threshold becomes

0.8

Ps =fof N(g)[(1 - r)(1 + pg)e-Pg + rldg
0

the constant, fo, is used to convert from the normalised frequency domain to physical
power and since the dynamic range limitation is implemented, the integration is res-
tricted in frequency to 0.8. Patterson (1982) notes that this expression may be used in
the prediction of threshold when the total noise levels do not exceed 95 dB(A), since
above this level the auditory filter broadens and corrections must be included.

This, then, was the basic auditory filter model which was to be used in determining
the masked auditory threshold from experiments carried out in the helicopter noise
simulator.

MODEL VALIDATION

The experimental work was carried out in the RAE Helicopter Noise Simulator,
which accurately reproduces the noise field experienced in real flight, including the tem-
poral and frequency variations. One advantage of such a simulator, utilised fully in this
experiment, is the ability to rapidly change the noise spectrum from one helicopter to
another. For this particular series of masking experiments, three helicopter noise spec-
tra were chosen, all of which have differing spectral characteristics, the spread of which
would adequately test and validate the masking model.

The basis of the experiment was to measure the auditory threshold of a number of
subjects to a range of pure tone frequencies whilst exposing the subjects in the hel-
icopter noise simulator to "real-time" noise conditions. Comparison would then be made
with the calculated threshold data from the mathematical model. Ten listeners were
used with a series of 17 pulsed pure tones, spaced over the frequency spectrum from
100 11z to 4.5 Hz. In addition, more complex "real-time" electronic warfare returns were
used although the results are not included in this paper. Noise spectra from the Chi-
nook, Sea King and Lynx helicopters were used.

Each subject, whose hearing was normal to ISO standards, wore a Mk 4 flying hel-
met for the duraiion of the exercise, fitted with experimental PVDF headphones which
have a low-frequency response which allows the lower frequency signals to be clearly
perceived. A passive acoustic attenuation measurement was made on each subject,
using the standard RAE method with miniature microphones, to ensure that helmet fit
was acceptable and within normal limits. In addition to the miniature microphone at
each ear, placed over the external meatus, a microphone was placed on each side of the
helmet to monitor the external noise field. To ensure that any variance due to
differences in cabin noise fields between subjects was minimised, each subject adjusted
the helicopter seat until his head was in a particular position fixed by sets of cross wires.

Whilst being exposed to the noise, which was measured at both ears, the listener
used a Bekesy tracking procedure to measure the thresholds at each of the discrete fre-
quencies, each frequency being exposed for 30 seconds, allowing about 10-12 tur-
narounds in that time. Prior to these detections the audiometer had been calibrated
against the sound pressure levels measured at the ear for each frequency. Similarly the
audiometer had also been calibrated against artificial ear (Bruel and Kjaer Type 4153)
measurements.
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Prom the measurements of the noise levels at each ear the predicted masked thres-
holds could be calculated, which were then compared with the measured thresholds.
The threshold curves for different listeners had very similar shapes, and whilst one
listener may be consistently above or below another, indicating a broader or narrower
filter, all of the functions followed the spectrum quite closely and the mean data are
thus considered relevant.

During the whole experiment, one of the major concerns was predictive efficiency;
that is the final model was required to be as complex as necessary for predicting thres-
hold in helicopters, but theoretical complications were not required which would
increase the computation time without increasing the predictive accuracy. As a starting
point, the simplest of the theoretical models was used, the Rounded Exponential Filter,
having only a single parameter, filter bandwidth. To initially maintain the simple
approach, aspects of off frequency listening, broadening of the filter shape at high levels
and localised reductions in masked variability were ignored.

The results of the experiment are shown in Fig. 4 for Lynx cabin noise, Fig. 5 for
Chinook noise and Fig. 6 for Sea King noise. Each plot shows the subjectively meas-
ured and objectively calculated threshold from the noise level measured at the ear. The
solid line through the data is the average of ten predicted threshold functions. In the
upper of the two plots the star shows the average of the ten listeners and the
corresponding standard deviations, whilst the lower plot shows each of the ten indivi-
dual points.

It is, incidentally, well worth noting that this calculated threshold represents a true
prediction of the data, rather than a fit to the data, in the sense that the parameter
values were taken from classical literature rather than being estimated from the experi-
mental data - the values of 'p' being obtained from classical critical ratio research. To
obtain this calculated average, each of the 10 subjects' threshold was calculated from the
noise level measured at the ear during the course of the experiment. The noise was in
fact measured twice, once at the start of the experiment and once at the finish, and
measured at both ears. Fig. 7 shows the calculated threshold for one subject and two
helicopter noise spectra indicating the variability of noise levels at each ear due
predominantly to helnet fit. Fig. 8 shows one more consistent set of threshold curves
again for two different helicopters. It must be strongly emphasised, however, that these
differences are NOT solely due to error variance but are a correct indication of the vari-
ance found not only in experiments of this type but during in-flight measurements, with
error variance contributing only minimally to the overall variance figure.

From the data an assumption was made that for detection at each discrete fre-
quency, the listener would use the ear which provides the best signal-to-noise ratio.
Thus each of the two left and right ear thresholds was averaged to give a mean left and
mean right threshold, and the lower of these (which would give the best signal-to-noise
ratio) was used as the threshold for that particular listener in that particular helicopter
noise.

Fig. 9 and Fig. 10 show plots of the difference between the calculated and meas-
ured mean threshold for the Lynx and Chinook helicopters respectively, based on the
above assumption. Table 1 summarises the differences between the measured and
predicted mean values of auditory threshold for all three helicopter noise spectra. The
corresponding individual differences across subjects are shown for Lynx, Chinook and
Sea King in Tables 2, 3 and 4 respectively in association with the corresponding standard
deviations.

The measured data were taken from the audiometry and it is clear from a com-
parison of the measured and calculated data that whilst the mean values are surprisingly
good, the differences in variance are significant, particularly so in Lynx noise at the
higher frequencies (>3 kHz). There are two predominant reasons for this, the first
being an experimental factor that is only apparent in Lynx noise and the second being
valid across all helicopter noise spectra. The experimental factor concerns the wide
dynamic range of SPLs at the ear when measuring in helicopter noise under a flying hel-
met. In Chinook, for example, the dynamic range may well be over 100 dB, which is
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Table 1. A comparison of measured and predicted mean thresholds for all three hel-
icopter noise spectra

Freq Lynx Chinook Sea King
Hz eas Calc Meas Calc Meas Calc

100 85.85 92.30 76.55 83.14 87.65 92.05
200 75.60 78.33 66.60 73.89 77.40 81.57
300 65.65 65.69 57.25 57.01 59.05 60.92
400 63.75 61.96 49.65 51.05 59.05 60.92
500 62.45 66.26 42.25 40.71 56.35 55.23
600 55.00 54.21 38.60 40.53 54.80 57.34
700 52.00 50.25 37.30 41.17 54.10 57.15
800 50.60 47.31 35.70 38.01 50.20 50.03
900 50.40 49.50 34.30 33.30 46.80 44.95
1000 48.90 48.39 33.45 32.74 44.15 43.32
1500 42.50 43.59 54.90 57.60 42.10 42.74
2000 40.70 42.85 37.90 38.80 37.80 39.12
2500 34.25 35.57 33.65 34.17 34.05 35.25
3000 24.60 27.24 35. 10 36.52 27.70 29.65
3500 18.85 23.91 30.65 35.28 24.85 27.09
4000 16.25 22.42 23.35 27.27 21.15 24.66

Table 2. Individual differences between measured and predicted thresholds: Sea King
noise

Kean threshold of ear with lower threshold - measured threshold

Frequency Sub jects
.......................................................................

H2 1 2 3 4 5 6 7 8 9 10 mean s.d.
----.-.---------------------------------------------------------------------

1000 2.9 .8 -1.4 -4.4 -8.2 -10.7 -2.6 7.6 2.2 4.4 -. 93 5.71
1500 1.5 -.6 5.5 -2.7 -2.0 -3.1 .2 6.5 -5.6 6.6 .64 4.326.50 -." 5. 2.2 .6
2000 -2.2 -6 4.2 3.3 -3.9 -2.9 -. 1 6.5 -.1 5.8 1.32 3.68
2500 .6 6.1 .8 -.7 -3.1 -3.0 -1.8 6.5 1.4 5.1 1.20 3.61
3000 .8 6.4 6.6 -4.0 4.9 -6.6 -1.6 2.0 3.5 7.3 1.95 4.75
.500 1.6 7.9 7.1 1.2 5.0 -11.1 -. 7 4.7 ,7 6.1 2.24 5.53
4000 7.8 5.5 4.2 1.9 .1 -5.0 5.8 7.6 -1.1 B.3 3.51 4.41
4500 thresholds not calculated
1000 -4.1 3.8 -.4 -4.4 -3.2 -7.7 -1.6 4.6 -.8 6.4 -.73 4.49
900 -4.4 2.7 -1.1 -3.5 -2.2 -7.7 -4.3 .5 -3.3 4.9 -1.85 3.71
800 .9 3.0 5.5 .1 -2.5 -8.9 -1.0 -. 8 -4.2 6.3 -. 17 4.52
700 3.1 3.6 6.9 2.9 3.3 -3.8 3.2 4.5 -1.1 8.1 3.05 3.45
600 2.8 5.0 6.0 -2.3 6.5 -1.9 1.0 5.5 -2.2 5.1 2.54 3.61
500 -3.8 2.1 1.5 -3.7 -5.1 -2.7 1.6 -1.0 -3.4 3.1 -1.12 2.98
400 -. 3 5.7 .4 -1.8 -1.3 9.4 1.2 1.9 -1., 4.8 1.87 3.65
300 .4 1.3 3.4 -1.4 .6 .6 1.6 .4 1.3 2.8 1.09 1.36
200 3.0 4.8 11.0 1.9 3.3 1.8 1.1 4.2 3.2 7.4 4.17 2.99
100 -2.2 4.8 9.2 2.0 3.0 .4 2.3 9.2 6.7 8.6 4.40 3.95
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Mean of 1O subjects. Lynx noise. Calculated threshold is the minimum
of the four (two left. two right) Pt each frequency. for each subject.
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Fig. 9. A summary of tihe differences between calculated and measured mean audi-
tory thresholds: Lynx noise

Table 3. Individual differences between calculated and measured auditory thresholds:

Lynx noise

Mean threshold of ear with lower threshold - measured threshold

-----------------------------------------.-.------------------------------------
Frequency Subjects

.......................................................................

1z 2 3 4 5 6 7 8 9 10 mean s.d.

1000 6.2 3.3 8.0 1.2 -7.0 -5.3 -4.2 -1.3 -5.8 -1.8 -. 66 5.18

1500 5.0 4.2 14.5 -5.0 .7 -3.3 -1.0 2.0 -4.4 -1.4 1.09 5.80
2000 5.6 6.5 6.0 3.8 -2.8 -. 6 -J.5 .8 3.8 1.9 2.15 3.62
2500 5.4 4.6 1.0 4.5 -5.4 -. 8 -2.5 2.9 4.0 -. 3 1.32 3.56
-'000 6 4 9.6 7.7 1.9 2.3 -9.4 1.2 -1.4 5.4 3.1 2.65 5.37

350 6.9 MO. 9.2 6.1 8.4 -11.9 4.1 -1.0 7.6 6.2 5,57.19
4000 12.9 7.2 9.5 10.6 9.4 -9.0 10.8 .8 8.6 1.1 6.18 6.67
4500 thresholds not calculated
1000 6.2 2.3 5.0 -. 8 -4.0 -5.3 -5.2 2.8 -3.8 -. 8 -. 36 4.22
900 2.8 1.8 5.9 -3.7 -. 1 -6.5 -3.8 -. 5 -2.8 -2.0 -. 91 3.66
BOO -2.9 .6 5.8 -8.0 -3.9 -7.6 -9.0 -6.4 -3.0 1.5 -3.29 4.76
700 -1.6 3.0 4.9 -8.5 -3.8 -5.5 -7.6 -. 6 -. 3 2.5 -1.75 4.56
600 .8 3.0 8.3 -7.8 -4.9 -2.3 -4.4 -. 3 -1.2 .9 -. 79 4.53
500 6.0 4.9 12.7 -. 9 3.2 b.2 -1.5 2.4 2.3 2.8 3.82 4,02
400 -1.0 2.3 4.3 -6.3 -9.0 -. 4 -4.5 -2.3 .6 -1.8 -1.80 3.95
300 -. 5 2.3 3.3 -3.3 -2.B 2.9 -3.3 .2 -. 5 1.8 .03 2.55
200 2.4 1.2 4.0 -1.1 4.3 4.8 .3 2.6 4.8 4.3 2.74 2.06
too . 4.2 10.3 5.2 13.5 6.2 4.2 5.6 7.2 8.5 6.45 3.76I
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Mean of 10 sublects. Chinook noise. Calculated threshold is the minimum
of the four (two left. two right) at each frequency, for each subject
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Fig. 10. A summary of the differences between calculated and measured mean audi-
tory thresholds: Chinook noise

Table 4t. Individual differences between calculated and measured auditory thresholds:
Chinook noise

Mean threshold of ear with lower threshold - measured threshold

................................................................................
Fr equenc y Sub ject s

H: 1 2 3 4 5 6 7 8 9/ I0 mean si.d.

1000 l.0 8.3 1.. -5.3 -6.5 -16.0 -.3 .5 -1.S1 5.6 -1.70 6.30
1500 3.9 5.0 10.4 -2.4 .3 0.0 3.2 -.5 -4.5 11.5 2..69 5.21
2000 -.5 b.1 5.8 3.3 -6.5 -7.1 -1.0 8.4 -9.5 lo.0 .70 6.?I
2501 4.1 3.5 2.6 2.4 -5.0 -5.5 -1.3 4.8 -4.9 5.5 .53 4.45
3000 -.l 3.8 6.5 .7 -5.5 -4.0 -3.4 7.3 2.9 5.9 1.42 4.61
3500 4.3 16.8 3.1 2.2 3.5 -4.8 1.3 6.4 5.0 0.6 4.b3 5.56
4000 5.5 9.1 .3.3 6.1 .1 -5.8 4.2 5.9 .9 10.1 3.94 4.665
4500 thresholds not calculated
1000 4.0 2.3 2.2 -3.3 -2.4 -8.0 -2.3 2.5 -.5 4.6 -. 10 3.96
900 -.9 3.4 1.2 -4.S -.7 -7.5 -b.5 1.1 -.7 5.3 -l100 4.13
800 1.7 6.6 10.0 -1.2 2.9 -2.4 -2.0 2.68 -.5 5.4 2,32 4.06
700 4.6 8.6 11.7 1.9 1.7 -Z.6 -1.0 5.2 2.3 7.4 j',96 4.59
600 2.7 5.8 2.9 -1.0 3.7 -3.3 -.8 -.8 14.4 6.9 1.94 3.:0
500 -. 1 .1 1.7 -J.5 -6.9 -3.J -5.3 -2.3 -3.6 2.1 - , 4 3 9

400 2.0 5.9 4.7 1.5 -2.5 -2.5 1.3 1.0 -1.7 3.7 1.41 2.91
300 -.3 3.0 5.2 -.5 -2.1 -21.7 -2=.7 -1.J -4.0 11.1 -, 3 3,. 00
200 3.9 10.1 10.l 7.0 .l 4.0 6.0 12.2 8.8 11.1 7.29 3.86
too .7 9.3 9.9 9.7 2.5 2.5 2.1 8.7 6.6 14.2 6.60 4.45
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difficult to encompass in measuring equipment - although the ear itself has no problem!
To reduce this problem the input spectrum was initially fed through an 'A' weighting
filter, which reduced the dynamic range, but for the first 5 subjects there remained
some problems of dynamic range above 3 kHz and measurements were running into the
noise floor. Thus half of the Lynx data above 3 kHz are contaminated and in their final
form will not be used in the calculations.

The other factor which causes these differences is that the measured and calculated
values are obtained using different - but realistic - parameters. The measured threshold
is from the noise level data at the ear and thus takes into account the helmet fit, the
individual subject performance during the audiometry task, his particular criteria for
deciding what is detectable as well as the individual differences in age, auditory filter
width and characteristic, and off frequency listening - to list only a few differences. This
is then a relatively true measure of detection. On the other hand the calculation is
based solely on classical literature and the variability is only due to the sound pressure
levels at the ear, which is then processed for the 'standard' human listener with no
allowances made for eithei the variations found in real-life or individual differences.

At the lowest frequencies the predictive values are consistently above the meas-
ured data. This indicates that when the dominant masker component is at very low fre-
quency, the subject is listening for the signal in the troughs between the peaks of the
masker wave - and this is a factor which will be taken into account in the modifed ver-
sion of the auditory model.

Both of these factors, at the high and low frequency end of the spectrum, can be

seen in Fig. 11, which shows the correlation between the measured and calculated thres-
holds and the regression line. All 48 pairs of points are plotted and the correlation is
across all three helicopters - since the correlation should be independent of noise spec-
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Fig. 11. Correlation of measured and predicted auditory thresholds
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trum. The correlation coefficient is 0.900 (p <<0.001) and the equation of the regres-
sion line is y = 1.013x + 1.073 with neither the slope or intercept being significantly
different (p <0.001) from the theoretical y - x. The standard error of the estimate is
calculated at 2.43 dB which gives a 95% confidence limit of 4.76 dB.

The slight variation at the extremes of the data points, at the low and high sound
pressure levels are due to the noise floor and the inter-peak listening respectively (i.e.,
at high and low frequency). A minor change in the constants for low frequcncy listen-
ing will correct this minor discrepancy in the model.

Individual correlations for each particular helicopter give virtually identical results
to the overall calculation with the correlation coefficients for Lynx, Chinook and Sea
King being 0.989, 0.989 and 0.996 respectively - all highly significant (p <0.001).

The general conclusion from these data is that the simple ROEX(p) auditory filter
model provides an accurate enough model at present to determine the noise masked
threshold in helicopters, with an accuracy which is well within the boundaries of indivi-
dual differences. Minor modifications to the model to suit the low frequency aspects of
helicopter use will enhance accuracy of prediction. Calculations involving more complex
models indicated that, at present, no advantages are gained by using such models.

APPLICATIONS OF THE MODEL

Whilst the validation of the model has been carried out in helicopter noise levels,
which provide a stringent test due to the high-level discrete frequency components
present, the model will be valid for all other types of noise spectrum. Also the model is
general purpose in that it may be used to predict the detectability of any type of sound
(auditory warnings, auditory cues, etc.) in any noise. Currently the same scientific team
are providing a set of auditory warning signals for helicopter use that are designed using
the masking model, to be clearly detectable without being at such an acoustic level that
startle may occur and are so aversive that the first action is to seek the cancel or mute
button. Fig. 12 and Fig. 13 show such a procedure where the masked threshold is
predicted, the 100% detection line drawn, a + 10 dB band added to this detection line to
allow for the variations in detection levels (due to variations in cabin noise, helmet fit,
individual variability, etc.) and the spectral characteristics of the auditory warning fitted
to the aircraft spectra taking into account the limitations of the communications system
through which the signals must be transmitted - including the headset or flying helmet.

A further current practical use is shown in Fig. 14 where the masking thresholds
are plotted for a number of helicopters in order to be able to construct a single set of
auditory %arnings that may be used reliably across different helicopter types. In these
cases it is important that the same auditory warning and its associated meaning sound
subjectively the same to the aircrew in different types of helicopter with their different
noise spectra. For instance, a fire warning must sound the same in all types of hel-
icopter, irrespective of the many differences in noise spectrum.

The general conclusion from the experiments is that the auditory filter model pro-
vides a design accurate enough to be able to determine the noise masked threshold for
aircrew in helicopter operations and may be used for noise fields of different spectral
characteristics. A current limitation, although not yet critical in these cases, is that the
model cannot yet run in real time. This would allow signal levels to be continually
optimised as noise fields change, during manoeuvring flight for instance. This problem
is being addressed by the same team in looking at, and producing, an auditory filter
bank model which will allow not only real-time masking curves to be produced, but will
allow the outputs from the cochlea and higher levels of processing to be determined and
used in various models of pitch extraction, pulse streams of auditory nerve firing, etc.

Such models, as with most models of human performance, are often critical to
further understanding of not only human systems themselves, but of numerous interac-
tions between the human and the relevant machine interface.
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OVERVIEW

This paper describes the application of two general purpose dynamic
systems analysis programs that have been set up to analyze human dynamic
performance models. One program is designed to handle very large dynamic
systems (up to 102 states). The program interfaces are set up to make it
convenient to specify and check out large models, and the example appli-
catioi involves pilot longitudinal control of a CTOL aircraft. This

program, referred to as the Linear Systems Modeling Program (LSMP), permits
the user to easily change model parameters and loop structure, and permits
transfer functions and transient responses to be specified between any
combination of system inputs and outputs. LSMP also has a feature that
allows transfer function files to be converted to a form that can be
analyzed in a general control systems analysis program (Program CC) that
permits a wide range of classical and modern analysis procedures.

Program CC, as use in the second application example, provides an
optimal solution for a manual control system problem. The example appli-
cation involves not only obtaining optimal control solutions, but also

the analysis of the solution in order to provide some insight into the
behavior of the resulting system. This second step, which is ordinarily

not provided by other programs, can be carried out conveniently because
of the wide range of analysis modules provided in Program CC, and the
convenient features that permit passing system models from one procedure
to the next.

INTRODUCTION

The human performance models discussed in this paper are designed
for the analysis of man-machine system dynamic response including stability
and control considerations. The models are implemented with general purpose

microcomputer programs running under MS-DOS. The programs are designed
for general linear dynamic systems analysis, and can be used to model and

analyze various system components including the human operator, vehicle
equations of motion, stability augmentation systems, fire control systems,

etc. The programs are designed with convenient user interfaces that permit
system dynamic models to be easily specified and analyzed with various
procedures.
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The models and procedures presented here are suitable for analyzing
general vehicle control systems such as illustrated in Figure 1. Manual
vehicle control (both direct and supervisory) can be described in terms
of three major elements: vehicle equations of motion (including stability
augmentation), human operator/supervisor dynamics, and kinematic and dynamic
equations describing the operator's task (including display presentation).
Inputs to the system include disturbances to vehicle motions (e.g. wind
gusts, tire/surface disturbances for ground handling), task input commands
(e.g. target maneuvering for air to air combat, path curvature for ground
vehicles), and task induced remnant or noise generated by the human operator
(i.e. responses not directly correlated with other system inputs).

The general modeling approach summarized above, including microcomputer
software implementation has been described in detail elsewhere for aero-
nautical and ground vehicles (Refs. 1,2). Optimal control implementation
of single input, single output models (SISO) in a microcomputer environment
as discussed herein has also been documented previously (Ref. 3). The
purpose of this paper is to summarize computer model capabilities and
user interaction.

DISPLAY
SYSTEM/ HUOPERAToRN ' VEHICLE =>

ENVIRONMENT II
Task Task
Input Induced

Commands Remnant Disturbances

I ro II v. e
Task/Di~~~jspl l~ E rOerato Veil

:Dynamics JebcVisual [ Dynmc Dynamics

Vehicle

State Variables _I I
Figure 1. Generic Manual Vehicle Control System

BACKGROUND

The two human performance modeling approaches and associated software
described here are related to the structural and algorithmic models
described in Refs. 4,5. The structural model has component elements that
are isomorphic with more or less identifiable human operator components.
This approach is implemented in software that is designed to simplify the
specification and analysis of large structural (i.e. physically oriented)
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dynamic models (Ref. 6). The algorithmic model is based on linear-
quadratic-gaussian optimal control theory modified to permit the inclusion
of the human operator's time delay and remnant, and derives from the work
described in Refs. 7,8. This optimal control model (OCM) is realized
with software that includes modern control systems analysis procedures
(Ref. 9).

As examples of typical manual control problems that can be analyzed
with the above procedures consider the vehicle control models summarized
in Fig. 2. The overall structure of the system dynamics are determined
through mission and task analysis. In both of the Fig. 2 systems the
task involves controlling the vehicle relative to some look ahead reference
point. Given the task kinematics and dynamics, vehicle dynamic models
must be developed from force and moment equations and augmented with active
control systems if required. Fairly complicated vehicle models are avail-
able, but the model form selected should be as simple as possible and
still meet the objectives of the desired man-machine systems analysis.
In the Fig. 2 examples most vehicle characteristics, even including active
augmentation, can be adequately approximated as two or three degree of
freedom systems for the purpose of overall system dynamic performance
analysis.

The form of the human operator model and parameter values depend on
task specifics. The Fig. 2 examples assume a relatively simple form,
based on visual feedback. The human operator's compensation and time
delay penalty depend on task specifics (Refs. 1,4). The human operator
optimizes system performance by variations in compensation to meet stability
and control requirements, subject to the constraints imposed by visual
and motor time delays and remnant. The structural model approach discussed
next is optimized by meeting robustness criteria placed on the open loop
system dynamic response, including phase and gain margins. The optimal
control model discussed subsequently is optimized by algorithms that are
designed to minimize a specified mean square performance criterion.

It is useful here to briefly consider the connections between the
structural and optimal control modeling approaches. For this purpose a
simple crossover law performance model with processing (display) remnant
proportional to mean square error has been developed and analyzed
(Refs. 1,5). Fig. 3 shows normalized results for a particular input
spectrum as a function of an attentional demand parameter that determines
the intensity of injected processing remnant. Other conditions are analyzed
in detail in Ref. 1. The main point here is to note the relationship
between mean square error performance and phase margin. Performance blows
up (referred to as instability in the mean square sense) at larger and
larger phase margins as the human operator devotes less attention to the
control task. Furthermore, the regions of near-minimum mean squared error
are fairly broad. Phase margins on the order of 30 to 50 degrees can be
justified depending on the attention the human operator devotes to the
task. Thus, for divided attention tasks, the specification of phase margin
in the structural model is related to achieving minimum mean squared error
with an OCM model.

CLASSICAL CONTROL ANALYSIS

Structural human operator dynamic performance models are implemented
and analyzed by classical dynamic systems analysis procedures. The software
discussed here for this analysis, the Linear Systems Modeling Program
(LSMP, Ref. 6), is designed to solve large sets of simultaneous ordinary
differential equations using Laplace transform techniques. The model
input portion of LSMP is arranged to simplify the specification of dynamic
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system equations. The model is expressed as elements of the system trans-

form matrix equation

[L(s)][y(s)] - [R(s)][x(s)]

where y(s) represents the system output or dependent variables and x(s)
represent the system input variables. The system dynamics are defined by
the left and right hand matrices L(s) and R(s) respectively.

A typical manual control system model that can be setup in LSMP is
illustrated in block diagram form in Fig. 4. This longitudinal aircraft
control model has been previously described and analyzed elsewhere (Refs.
1,10). An additional front end program has been prepared to simplify the
set up of this generic manual control system. Model parameters are first
defined in an annotated file as indicated in Table 1. This file is then
submitted to the front end program LONMOD (LONgitudinal MODel) which in
turn specifies che L(s) and R(s) matrices of the LSMP model.

The Fig. 4 longitudinal control model basically represents a two
degree of freedom manual control task involving vehicle pitch angle, 6,
and altitude, h. The system dynamics are further dependent on the task
alternatives defined in Fig. 5. Given specification of the control task
kinematics/dynamics, the formulation of the overall pilot/vehicle/task
model is complete. The next step is to optimize the various vehicle
stability augmentation characteristics and pilot parameters in order to
obtain a robust dynamic response for the overall system.

Parameter optimization with the structural model of Fig. 4 proceeds
in three steps as described in Refs. 1 and 10. The first step is to obtain
a good stability augmentation design for the vehicle, which can be accom-
plished using superaugmentation concepts (Ref. 11). As discussed in Ref. 10
this procedure was carried out to insure that the augmented vehicle dynamic
modes had good closed loop damping, met appropriate flying qualities
criteria, etc. The second step involves closing the pilot's motion feedback

loop which has a similar effect to the rate gyro loop closure in the flight
control system. The final stage involves closing the pilot's visual loop
with appropriate compensation parameters depending on the selected task.

Given that the flight control system and pilot motion feedback loops
in Fig. 4 have been properly closed, an equivalent open loop pilot/vehicle
transfer function can be used as discussed in Refs. 1 and 10 in closing
the pilot's visual loop. An example of this transfer function as generated
by LSMP is illustrated in Fig. 6. Using this approach the pilot/vehicle

dynamics can be partitioned into low, middle, and high frequency components.
The high frequency dynamics are associated with the augmented aircraft
dynamics and the pilot's neuromuscular dynamics and response to motion

cues. The mid frequency dynamics are associated with the pilot's crossover
frequency compensation. The low frequency effects arise from the pilot's
trim behavior and the kinematics of the target tracking task.

Optimization of the structural pilot model is carried out as follows.
First consider the Fig. 6a Bode plot which has the pilot's trim and motion
feedback set to zero and visual gain set to unity. The motion feedback
(i.e. pitch rate) gain provides the equivalent of a lead time constant
for pitch attitude which is the primary visual feedback variable. Set
this lead to some value beyond crossover (i.e. > 3 r/s) in order to reduce

high frequency phase lag since the net vehicle dynamic lags do not require
offsetting pilot lead. Now introduce low frequency trim to obtain low
frequency high gain (i.e. K'< 1.0 r/s). Now check the conditionally stable
phase 'bell' to make sure adequate phase margin can be achieved (i.e.
50-60 deg). Finally, increase pilot visual loop gain in order to obtain
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TABLE 1.. ANNOTATED FILE FOR DEFINING STRUCTURAL
PILOT/VEHICLE MODEL PARAMETERS
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Figure 7. Wiltnd Gust Disturbance to the Target Tracking Task

with a Structured Pilot Model

as high a crossover frequency as possible with adequate phase !icargin.

The resulting transfer function Bode plot is shown in Fig. 6b.

The Fig. 6b Bode plot phase lag function shows a typical conditionallv

stable range over which the system crossover frequency can be established hv

the pilot. Aq indicated in Fig. 6 the crossover frequency is set to give

near maximum phase margin. Given this set of model parameters the time

response of system variables to arbitrary inputs can also be computed and

displayed in LSMP. Typical step responses of aircraft and pilot variables

to a windgust disturbance are shown in Fig. 1. The transient response

shows good damping in both the pitch ,nd altituoe , grees of freedom.

OPTIMAL CONTROL MODEL

The algorithmic model considered here is the BBN opt imal control
model (OCM) described in, for example Refs. 7 and 8. It is implemented

with a general purpose control systems analysis program that runs on IBM-

PC compatible computers (Program CC, Ref. 9). This OCM implementation

has been described in detail. elsewhere (Ref. 3). The objecti'e of the

OCM is to optimize the adaptive characteristics of the human operator,

subject to the constraints presented by visual and mo'or timk delays and

remnant.

A block diagram of the 0CM impleimentation in Program CIi is oshon inl
Fig. 8. The top path represents the umacriic dynamics, which Iro

sco, ted by linear state vector ald di splay vector-mat rix ,1' I oll.m, .lld

provide for an external system input w(t), As indicated ii, Si the

systetm input, considered to he Caussi ii white noise, caro he pit filtcied
and injected before, after, or at an intermediate stage ii th . %',hiclc

dynamics in order to allow for the -prescitit ioni of a (ar: ,.' , t,

di s turbances and commands.
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The human operator is defined in the lower path of the Fig. 8 block
diagram. The human operator's primary constraints or limitations are
represented by an effective time delay, r, and remnant sources including
observation noise applied to the display vector and motor noise injected
at the control output prior to the neuromuscular dynamics. Observation
noise intensity for each displayed variable is considered to be proportional
to the mean square value of the variable in a Weber law sense. Similarly,
motor noise intensity is assumed proportional to the mean square value of
the human operator's control output. The OCM user can specify both the
time delay and noise proportionality constants.

The remaining human operator components in Fig. 8 are adaptive, and
are adjusted in an optimal sense to minimize a mean square cost functional
composed of display error and control output terms. A Kalman filter is
used to estimate the delayed state vector, which is then fed to a least-
mean-squared predictor to yield the estimated state vector. Finally the
optimal gain matrix, L, is generated by solving the optimal regulator
problem for the simple quadratic cost function

J= T im {1 JT (y 2 + Cu2 ) dt}
T - -

The weighting parameter, G, is adjusted to provide an appropriate "neuro-
muscular" time constant TN (Refs. 7,8).

Program CC contains all of the algorithms required to solve the OCM
problem as summarized above, and the solution method is described in some
detail in Ref. 3. The direct and iterative portions of the OCM solution
in program CC for a given set of inputs is carried out by a series of
macro instructions which call appropriate numerical procedures as required.

The user carries out an OCM solution in basically five steps as follows:

1) The human operator constraints consisting of the time delay and
noise ratios are specified. These constraints remain constant over
a wide range of conditions, but can change depending on control devices
and display conditions.

2) The controlled element, Y (e.g. vehicle dynamics) and system
input filter, Y are defined in Laplace transform notation.w

3) A macro is called to convert Y and Y to state space form, based
on which input path is chosen fromcthe Fig. 9 options.

w w

Ye Ye

a) "Command" Input b) "Disturbance" Inputs
1w

Ycl 'Yc2 Ye

c) Intermediate Inputs

Figure O 0CM Model Input Options
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a) Command Input b) Disturbance Input

Figure 10. Example OCM Problems

4) A macro is called to carry out the iterative OCM solution. Mean
square performance estimates are available at this point.

5) A macro is called to convert the state space realization of the
optimal human operator dynamics, Y , to a convenient transfer function
form for interpretation. As discapssed in Refs. 3 and 5 some simpli-
fication and approximation are carried out at this point (e.g. can-
cellation of closely spaced poles and zeros).

As examples of OCM solutions consider the problems defined in Fig. 10.
The controlled element dynamics are such that the human operator should
provide some lead compensation. In one case the input is injected as
though it were a disturbance such as wind gusts, the second example the
input is applied as a very low bandwidth command. Bode plots of the OCM
solution for the system open loop transfer function, Y *Y , are illus-
trated in Fig. 11. For the disturbance input case the &ransfer function
shows a basically K/s form at and below crossover frequency, a neuro-
muscular-like resonant mode beyond crossover, and a high frequency effective
time delay. For the command input case the region of crossover frequency
and above are similar to the disturbance input case, but additional low
frequency compensation has been added (gain is increased over a K/s func-
tion) in order to effectively deal with the low frequency power in the
command input. The command input example is analogous to the target
tracking example given previously for the structural model, while the
disturbance input example would be analogous to control against wind gusts
during landing approach.

As has been noted elsewhere (Refs. 3,5) the OCM gives solutions that
compare qualitatively with the structural model on a transfer function
basis, but dynamic modes are not necessarily equivalent. The OCM tends
to have a significant number of exact and near cancelling poles and zeros.
Among these cancellations is the original OCM neuromu-'--r mode (the
exact cancellations are not shown in the Yp forms give -g. 11). The
resonant peak beyond crossover results from fortuitou. - ed loop shifts
in the denominator term of the Pade approximation used for the human
operator time delay. The recovered pure time delay of 0.17 seconds shown
on Fig. 11 does not correspond with the 0.2 second assumed for r at the
start of t~xe problem. However, if the high frequency modes shown in the
Y p approximations (i.e , [.229, 12.9] for command input and [.241, 13.1]
for disturbance input) are replaced by their low-frequency approximation
as a e-0.03, delay, the proper effective delay is recovered. Finally
note that the low frequency compensation in the command input example is
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not a pure trim function as included in the structural target tracking
model, but a series of low frequency poles and zeros which eventually
return to a K/s slope at zero frequency. Nevertheless, qualitatively
the OCM does adaptively set the overall system open loop characteristics
to rational values, and significant agreement has been noted in the past
with actual human operator measurements.

CONCLUDING REMARKS

The two man-machine system dynamic performance models discussed here
both require the user to define the structure of a given problem, select
model parameters, then carry out the computer-aided model analysis process.
The OCM attempts to handle most of the analysis steps algorithmically,
but solutions must still be simplified, analyzed in o. 'ar to verify cre-
dibility, and should include assessment of parameter sensitivity. With
the structural model approach parametec sensitivity is explored as part
of the solution process, so that considerable insight is gained into the
closed loop system dynamics as the analysis proceeds.

The two programs described in this paper have been designed to work
in conjunction with each other, which is useful in developing insight as
well as in simplifying the definition of controlled elements for the OCM.
The structural modeling program LSMP has been designed to permit the
formulation of transfer functions in the format required by Program CC.
Thus, it is possible to prepare a structural model for the dynamics of a
given vehicle in LSMP, then generate transfer functions to be used as
controlled elements in the OCM.

The combination of microcomputer processing power, a convenient,
graphically oriented user interface and efficient numerical analysis
software make it convenient to carry out dynamic systems analysis with
the programs discussed herein. Both programs have successfully solved
IEEE benchmark systems analysis problems (Refs. 12,13), and have well
defined methods for the analysis of man-machine dynamic systems problems.
The analysis power of the programs discussed herein and computer-aided
dynamic systems analysis software in general should continue to improve
in the foreseeable future with advancements in microprocessor speed and
power, memory, and operating systems software.

REFERENCES

1. Allen, R. W., D. T. McRuer, T. J. Rosenthal, et al., Computer-Aided
Procedures for Analyzing Man-Machine System Dynamic Interactions,
Vol. I: Methodology and Application Examples, Apr. 1987.

2. Allen, R. W., H. T. Szostak, and T. J. Rosenthal, "Analysis and
Computer Simulation of Driver/Vehicle Interaction," SAE Paper
No. 871086, May 1987.

3. Thompson, P. M., "Program CC's Implementation of the Human Optimal
Control Model," AIAA Guidance, Navigation and Control Conference.
Monterey, CA, Aug. 1987.

1. McRuer, D. T., "Human Dynamics in Man-Machine Systems," Automatica,

Vol. 16, No. 3, pp. 237-253, May 1980.

5. McRuer, D. T., "Pilot Modeling," Advances in Flying Qualities, AGARD
LS 157, Jan. 1988.

183



6. Allen, R. W., T. J. Rosenthal, and R.E. Magdaleno, "A Microcomputer

Program for Linear Systems Modeling and Analysis (LSMP)," SCS
Multiconference, San Diego, CA, Feb. 1988.

7. Kleinman, D. L., S. Baron, and W. H. Levison, "An Optimal Control
Model of Human Response," Parts I and 2, Automatica, Vol. 9, No. 3,
pp. 357-383, May 1973.

8. Kleinman, D. L., S. Baron, and W. H. Levison, "A Control Theoretic
Approach to Manned-Vehicle Systems Analysis," IEEE Trans.,
Vol. A-C16, No. 6, Dec. 1971.

9. Thompson, P. M., Program CC Version 3 User's Guide, Systems Technology

Inc., Hawthorne, CA, 1985.

10. Alien, R. W., D. T. McRuer, R. E. Magdaleno, et al., "Computer-Aided
Procedures for Analyzing Pilot/Vehicle/System Interactions," NAECON
'86, Dayton, Ohio, Systems Technology Inc., P-385, May 1986.

11. McRuer, D. T., D. E. Johnston, and T. T. Myers, "A Perspective on
Superaugmented Flight Control Advantages and Problems," Journal
of Guidance, Control & Dynamics, Vol. 9, No. 5, Sept/Oct 1986,
pp. 530-540.

12. Thompson, P. M., and D. H. Klyde, "IEEE CACSD Benchmark Problem Number
2 Worked with Program CC," Systems Technology, Inc., WP-430-10,
Jan. 1988.

13. Klyde, D. H., T. J. Rosenthal, R. W. Allen, et al. , "IEEE CACSD Bench-
mark Problem Number 2 Worked with LSMP," Systems Technology, Inc.,
WP-440-1, Jan. 1988.

184



THE OPTIMAL CONTROL MODEL FOR

MANUALLY CONTROLLED SYSTEMS

William H. Levison

Experimental Psychology Department
BBN Laboratories Incorporated
Cambridge, MA 02238

INTRODUCTION
This objective of this paper is to provide an overview of the theoretical concepts underlying the

optimal control model for manually-controlled systems. and to give the reader a feel for the software
system that implements this model.

The optimal control model (OCM) is based on the assumption a well-trained and well-motivated
human controller will act in a near-optimal manner. subject to certain internal constraints on the
human's information-processing capabilities and subject to the operator's understanding of task
objectives. This assumption is consistent with notions of human response behavior discussed in the
psychological literature. What differentiates the optimal control model from other models of the
human operator are the methods used to represent human limitations, the inclusion in the model of
elements that compensate optimally for these limitations, explicit representation of the human's
internalization ("internal model") of the control task, and the extensixe use of state-space concepts
and techniques of modem control theory.

The OCM has been implemented as the SSOCM (Steady-State Optimal Control Model)
computer program. The SSOCM software system is used to predict operator/vehicle behavior in
linear, steady-state control tasks (i.e., tasks where all external inputs are statistically stationary and all
dynamical response elements can be modeled as linearly responding systems). A model for task
interference and attentional workload is incorporated in the program. and perceptual limitations such
as thresholds and resolution limitations can be accounted for. The major assumptions underlying use
of this model are:

* The operator is sufficiently well-trained and motivated to perform in a near-optimal
manner subject to system goals and human limitations.

" The system to be controlled can be approximated by a linear state-space dynamical

representation.

" Effects of nonlinearities can be approximated by stochastic processes.

" The operator constructs an internalized representation ("internal model") of system
dynamics that is mathematically equivalent to the true (linear) system dynamics.

* The performance objective can be represented by a quadratic performance index.

Steady-state external disturbances and commands can be represented as linearly filtered
white Gaussian noise processes.

To obtain a model solution, the user must describe the task in terms of the quadratic
performance objective, matrices of constant coefficients to quantify system dynamical response, and
magnitudes of external white-noise inputs: the operator's limitations are quantified in terms of
response-related limitations, time delay, and "noise" variances to account for information-processing
limitations.
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The SSOCM software does not predict time histories; rather, it yields predictions of the closed-
loop performance statistics of the operator/vehicle sysiem. Program outputs include ( I ) the full state
covariance matrix from which are derived standard deviations for all system variables: (2)
covariances and standard deviations for the operator's estimates and estimation errors of system
variables; (3) power spectral densities for all system variables; and (4) operator frequency response
metrics.

The OCM has been applied as a predictive and diagnostic tool -- primarily with regard to
problems relating to aircraft flight and flight simulators, and to a lesser extent to automobile driving.
Potential areas of application include display design and evaluation, control design and evaluation,
prediction of aircraft handling qualities, simulator design and evaluation, and design of simulation
experiments. The reader is referred to Levison (1982) for a discussion of representative applications,
and to Levison (1985) for examples of how the OCM is used to aid experiment design.

Two major sections follow. The first discusses the conceptual model underlying the SSOCM
software; the second reviews implementation and operation of the software.

THE CONCEPTUAL MODEL: THEORY AND PARAMETERIZATION

The basic assumptions underlying the optimal control model have been stated above. We
discuss here the organization and parameterization of the conceptual model. We first give separate
treatment to the three major model elements (or "submodels") of t 1) the task environment. (2) the
operator's perceptual processes, and (3) the operator's control processes. We then discuss the
conceptual integration of these submodels into a unified system model.

The following discussion deals primarily with model structure and is largely qualitative in
nature. Comprehensive mathematical treatments of the algorithms involved in obtaining problem
solutions are provided by Kleinman, Baron, and Levison (1970, 1971).

Model of the Task Environment

In general, two representations of the task environment should be considered: the representation
of the actual or simulated physical environment, and the operator's understanding or "internal model"
of the task environment. The operator's perceptual and control strategies are based largely on his
internal model of the task environment; closed- loop operator/vehicle performance is influenced by
both the "actual" and internal models of the task environment. These two representations will be
identical for some control situations, and different for others. For the most part, the implementation of
the OCM discussed in this paper requires the internal and actual system models to be identical.

There are two major aspects of the task environment, or problem description, that must be
quantified: (1) the "task dynamics", i.e.. the linear equations of motion describing all dynamical
relationships among variables not directly related to the operator, and (2) a quadratic performance
index or "cost function" to specify the performance goal(s) of the closed-loop system.

Elements included in the description of task dynamics are shown in Figure 1. The "plant
dynamics" element describes the dynamical response of the real or simulated vehicle to be controlled
by the operator. The task environment also includes dynamical response characteristics of external
disturbance or command inputs, which are typically modeled as linear processes as discussed below.
If the task environment includes panel instruments that have response lags. the dynamical equations
of motion of such instruments become part of the task description. Also, dynamical response
limitations associated directly with the operator's sensory mechanisms (e.g.. sensing of whole-body
motion via the vestibular apparatus) are included in this element of the "task description". (Other
aspects of the operator's information processing are included in the submodels associated with
perception and control.)

One or more external signals acting on the operator/vehicle system must be defined in order to
have a meaningful problem for model analysis; that is. there must be some externally-imposed task
load. This task load will generally consist of a disturbance force acting to perturb the vehicle from its
desired path, or a path command that the operator is to follow. Command inputs may be imposed by
the physical environment or they may be self-imposed by the operator. Command and disturbance
inputs may be applied in combination. These inputs are represented as filtered noise processes. Each
such input is modeled by its corresponding filter equations as implied by the "disturbance dynamics"
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or "command dynamics" blocks of Figure 1, and by the covariance of the corresponding zero-mean
white Gaussian noise process.

As shown in Figure 1, the inputs to the task-environment submodel are the external inputs
described above, plus the operator's control inputs. The outputs of this submodel are the "output"
variables available to the operator.

Task dynamics are described by the following linear vector/matrix relationships:

x(t) = Ax(t) + Bu(t) + Ew(t) (1)
y(t) = Cx(t) + Du(t)

where the vector K(t) represents the vehicle state, u(t) is the operator's control input, w(t) is the white
Gaussian noise inputs, y(t) is the vector of system outputs, and A, B, C, D, and E are matrices of
constant coefficients.

White Noise

SDisturbanceD D=ynamicsI

Operator Plant Dynamics
Input

System
Display System Output

Command Dynamics;

t
White Noise

Figure 1. Submodel for the Task Environment

The time-dependent variables included in Equation I are assumed to be perturbational variables:
i.e.. variables whose desired values are all zero. If the problem is such that the operator is to maintain
one or more variables at a desired state that is not numerically zero (e.g., maintain constant turn rate),
the problem is often formulated in such a manner that problem variables are defined in terms of their
excursions from the desired state. In this case, a value of zero reflects zero "error".

Both conceptually and implementationally. task dynamics are parameterized by specification of
the number of state, control, noise, and output variables, and by the numerical entries in the five
matrices shown in Equation I. These matrices reflect vehicle, input, and display dynamics integrated
into a single vector/matrix equation.

The other aspect of the task-environment -- task requirements -- is expressed by the following
scalar quadratic performance index:
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. q 1" + r 2 ,2 (2)

where J is the numerical performance index, "E" in this case is the expectation operator. q, are the
cost weightings" associated with output quantities, and ri and g, are the weightings associated with

the operator's control and rate-of-change of control, respectively. Thus, the operator's assumed
performance objective is to minimize a weighted sum of mean-squared output and control quantities,
where these quantities represent deviations from desired reference values.

To be consistent with the treatment of task dynamics. one could consider two performance
indices -- one based on an objective analysis of task requirements, and one reflecting the operator's
perception of these task requirements. Since only the operator's perception of task requirements
influences operator and closed-loop performance, the conceptual and implementational models are
concerned with a single performance index. Although classified as an element of the "task
environment", the performance index will typically reflect objective task requirements as well as
operator preferences and limitations.

Parameterization of the performance index requires specification of which variables are to be
included in the performance index, along with values for the associated weighting terms. Application
of the optimal control model has led to two philosophies for selecting parameters. In the case of a
simple single-variable laboratory-type manual control experiment, the performance index contains
two terms: tracking error and control rate. Tracking error is included to reflect the instructions
usually given to the subject to minimize mean-squared error, and, as we discuss later in this section,
control- rate is included both to reflect an assumed limitation on operator response capabilities, and to
accommodate a mathematical requirement of the problem formulation.

In general. the overall scaling on the performance index is unimportant (it does not influence the
optimal operator response behavior), and only the relaive weightings are important. Thus, we
typically assign a value of unity, and we titeratively) assign a value to the weighting on control rate to
satisfy assumed response constraints as discussed in the subsequent treatment of the control
submodel.

A different philosophy is adopted for complex tasks that are more representative of land and air
vehicle operations. In this case. cost weightings may be derived by first associating a maximum
allowable value (or "limit") with each variable in the performance index, and then setting the
corresponding cost weighting equal to the square of the reciprocal of the limit. Limits are generally
determined from considerations of desired performance tolerances, hardware constraints, and operator
preferences. This scheme has been used with apparent good results in analytical studies of aircraft
operations (Hess and Wheat, 1976; Levison, 1978; Levison and Rickard, 1982).

The Perceptual Submodel

Important aspects of the perceptual submodel for the operator are shown in the block diagram of
Figure 2. The various sources of operator response randomness are lumped into an equivalent
"observation noise" process. In effect, we assume that each system output variable utilized by the
operator is perturbed by a white Gaussian noise process that is linearly independent of all other such
noise processes and of white noises associated with external task demands. Similarly, the pure
transport delay associated with human operator response is lumped into an equivalent "time delay" at
the perceptual end. All perceptual variables are assumed to be delayed by the same amount.

The association of response randomness and transport delay with the operator's perceptual input
is a mathematical 'assumption rather than an assumption relating to human physiology. From the
latter viewpoint, we would assume that these information-processing limitations are distributed
throughout the perceptual, information-transformation, and motor-response processes. With little loss
in generality, however, we Lain considerable mathematical convenience by modeling response
randomness and transport delay as largely perceptual limitations.

The conceptual model for the operator's perceptual input is expressed as:

yp(t) 1 y(t-) + Vy(t-) (3)
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Figure 2, Submodel for the Operator's Perceptual Process

where V(t) is the vector of "perceived displays". y(t- t) is the output vector delayed by the operator's
transport delay t, and v,(t--t) is the vector of white observation noise processes. Thus, the operator is
assumed to perceive a delayed noisy representation of each output quantity.

Because white observation noise processes are assumed, each such noise process (one per
output variable utilized by the operator) is parameterized by a single quantity -- the autocovariance
(equivalent to ;r times the power density level). To guide the user (and, the computerized model as
well) in the selection of appropriate noise covariances, we adopt the following submodel for the
observation noise:

V --= n P (aY 2 + (To
2 )/f Y (4)

where V is the noise covariance, t is the scale factor that converts power density level to covariance,

P is the observation noise-to-signal :itio, c;y2 is the expected squared deviation of the (noise-free)
output variable "y", ao2 is the variance of a "residual noise" process associated with perception of the
variable "y", and f is the fraction of attention devoted to "y".

A separate relationship of this form is required for each output variable utilized by the operator.
In general, then, the observation noise aspect of the model requires specification of an overall noise-
tu-,,ignal ratio, plus a residual noise variance (or standard deviation) and a fraction of attention for
each output variable. (The variable oy is computed as part of the problem solution and is therefore
not an operator-related independent model r "neier.)

This submodel is perhaps best appreciated by a review of the way in which it was developed.
Early model application revealed that the observation noise covariance tended to scale with the
variance of the corresponding output variable for single-axis laboratory tracking tasks utilizing
optimal display formats and scalings (Levison. Baron. and Kleinman, 1969). These early results led
to the notion of an observation noise/signal ratio, which is consistent with the results of
psychophysical experiments that show the human's estimation error variance to scale in rough
proportion to the squared magnitude of the physical stimulus. Subsequent analysis of laboratory tasks
requiring concurrent monitoring and control of multiple display variables led to the model for
attention in which the observation noise associated with a given perceptual variable scales inversely
with the traction of attention allocated to that variable (Levison, Elkind. and Ward, 1971; Levison,
1979). This representation is consistent with the notion that the operator has a fixed "channel
capacity" that must be shared among the various task-relevant output variables.

Analysis of non-ideal display formats and scalings led to the need to include additional
parameters to account for the effects of perceptual resolution limitations (and, in some cases,
"incifference thresholds" representing a minimum acceptable error magnitude). For the treatment
presented in this paper we use the residual-noise variable to reflect limitations of this sort. Additional
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discussion of the perceptual submodel, including alternative representations for perceptual
limitations, is provided by Baron and Levison (1975, 1977).

For simple tracking tasks, then, the observation noise for all perceptual quantities is specified by
a single parameter -- the observation noise-to-signal ratio (or, for short, the "observation noise ratio").
Typical values for simple tracking tasks are on the o'rder of 0.01 (i.e., -20 dB).

For tasks more representative of operational control tasks, attentional allocations and residual
noise will have to be specified as well. There are two basic philosophies for selecting frictional
attentions. The more rigorous method. and the one that is consistent with the concept of optimal
operator response, is to perform iterative model analysis until attention is allocated optimally among
the available displays. A simpler method, and one that will usually yield results similar to the
rigorous method, is to first reduce the set of output variables to those actually required for control.
and then assume equal allocation of attention among the reduced output set.

The penalty associated with attention-sharing depends on assumptions made concerning the
display environment specific to the problem at hand. If the operator is not able to process output
variables concurrently, then the fractional attentions associated with the various outputs nusZ surn to
unity (or less than unity if one wishes to allow for "dead time" during eye movements). On the iIer
hand, if the display elements are assumed to be well integrated, then no attention sharing penalty is
assumed (i.e., all attentions may be unity). In general, the operator is assumed to perceive bih
displacement and rate information from a given display element without an attention-sharing penalty.

Selection of residual noise levels is highly problem-dependent. In principle, each physical
display providing task-relevant imormation to the operator should be analyzed to determine which
cues are useful, and. for these cues, a quantification of the perceptual limitations. Data obtained from
previous experience with the model, plus the literature on perception, will often allow the user to
assign reasonable values to the "residual noise" parameters.

The remaining operator-related independent model parameter associated with the perceptual
submodel is time delay. Values on the order of 0.20 to 0.25 seconds are typical.

In addition to the noise and delay parameters, the perceptual submodel shown in Figure 2
embodies the notion of an "internal model" of the task environment that allows the operator ,o
generate expectations ("estimated outputs") of the perceptual inputs. Differences between expected
and actual perceptual inputs, along with the operator's perception of his own control input, are used to
drive the internal model so as to update the estimated outputs. The internal model is also used to
obtain estimates of the (undelayed) system state vector.

The Control Submodel

The conceptual model of the operator's control activity is liagrammed in Figure 3. The block
labeled "optimal estimation and prediction", which includes the internal model concept as discussed
above, yields estimates of the current vehicle state. These state estimates are then processed by a set
of optimal gains to yield a commanded control input. This conmianded control is assumed to be
perturbed by a "motor noise" and then filtered by a first-order lag to yield the actual control (oiyerator
input) that is applied to the vehicle.

The motor noise is not intended to refle,:t a major source of response randomness -- that
function is fulfilled by the observation noise vector discussed above, Rather, the motor noise is
intended largely to reflect limitations on the operator's ability to predict the effects of his control
input (e.g., prevent the operator from perfectly predicting the response of the vehicle to his control
input).

Conceptually, there are two motor noise parameters for each control input: an "actual" motor
noise and an "internal" motor noise, each of which is modeled as a white noise process that scales
with control-rate variance. The internal motor noise fulfills the function described above. Vah,es of
-60 to -50 dB for the internal motor noise/signal ratio have been typically used in previous
applications of the optimal control model. As the name implies, this noise influences the operator'q
response strategy, but it does not represent a physical noise process.

The "actual" motor noise is included for completeness to represent a motor-related noise process
that is applied directly to the vehicle. Unless the vehicle control gain is overly senvitive, or the
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Figure 3. Submodel of the Operator's C itrol Process

operator has significant neuro-motor deficits, this parameter is usually set to a negligibly small level
(e.g., a motor noise/signal ratio of -90 dB).

Early applications of the optimal control model to laboratory tracking tasks suggested that better
and more consistent matches to observed manual control response could be obtained by including a
performance penalty on mean-squared control-rate activity as opposed to me;.n-squared control force
or displacement. A consequence of penalizing control rate is to induce a first-order lag in the
operator's control response, the time constant of which is called the "motor time constant". (If the
problem contains more than a single control input, this lag is a matrix quantity.) One might also
argue from physiological grounds that some form of filtering is required at the motor end to reflect
the human operator's inherent bandwidth constraints.

Mathematically, the motor time constant is an aspect of the problem solution and is therefore
not an independent model input. Conceptually, however, the motor time constant may be treated as
an independent operator parameter for wide-bandwidth control tasks in which operator response
capabilities -- rather than vehicle response bandwidth -- is presumed to be the limiting factor. In this
case, the penalty associated with control-rate is (automatically) iterated until the desired motor time
constant is achieved. Motor time constants in the range of 0.09 to 0.12 appear to be typical of
wide-bandwidth manual control tasks using force controllers. Larger values are to be expected for
manipulators having significant displacement.

For relatively low-bandwidth tasks, the rate of control is more likely to be limited by physical
constraints or by operator preferences. rather than by operator response bandwidth. In this case. the
control-rate coufficient is chosen on the basis of a maximum allowable value, as are other cost
weightings. Uhe resulting motor time constant then serves as a check that the user has not required an
excessive operator response bandwidth.

Integrated Operator/Task Model

The conceptual model developed thus far is integrated and summarized in the flow diagram of
Figure 4. The portion of the operator/task model associated specifically with the operator is enclosed
by the dotted lines. The flow of inlormaion through the conceptual model is summarized as follows:

" External white noise processes w (designated as "disturbances" in the diagraml along
with the operator's inputs u to perturb the system state vector x and the system output y.

" Observation noise and delay are added to each output variable to yield the vector of
perceived variables y P.

" The adaptive portion of the operator's response operates on the perceived v'riables to
generate the commanded control. This adaptive response is shown as three elements: (1)
an optimal (Kalman) estimator that estimates the delayed state vector, (2) an optimal
predictor to partially compensate for operator delay to yield the least-squared-error
estimate ol the current state, and (3) a set of optimal control gains (-L*) operating on the
slate estimate to generate the Lommanded control.
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Figure 4. Flow Diagram of the Conceptual Operator/Task Model

* The commanded control is perturbed by motor noise and filtered by a first-order lag to
generate the control input applied to the system.

Differences between the conceptual model described here and the operational model actually
implemented in the SSOCM computer program are identified in the following section.

THE SSOCM SOFTWARE SYSTEM

This section of the paper is intended to give the reader a feel for the organization and operation
of the computer software that implements the foregoing conceptual model. We concentrate primarily
on the portion of the program concerned with problem definition.

Comments on Implementation and Program Organization

As of the writing of this paper the conceptual model described above has been implemented as
the SSOCM software system for operation on a Digital Equipment corporation VAX machine using
the VMS operating system and for IBM PC-, XT-, and AT-compatible personal computers using the
DOS environment.

As noted above, this implementation of the "steady-state" model treats operator/vehicle tasks in
which all problem variables may be considered as zero-mean Gaussian processes having stationary
statistics. The steady-state model implementation takes advantage of the mathematical properties of
linear systems driven by Gaussian noise to yield directly the statistics of the problem solution.
Because this implementation does not yield time histories, it does not literally implement the
information flow shown in Figure 4. The problem solution is, of course, consistent with the
conceptual model described above.

The "inputs" to the steary-state model consist entirely of parameters that describe the task
environment and the operator, as described in the preceding discussion of the-conceptual model.
Because no time histories are generatcd. there are no "input signals" directly analogous to the external
forcing-function time histories that would 'e required in a simulation experiment. In the steady-state
model implementation, the operator's internal mude! of the task environment must be identical to the
"true" (linear) model of the task environment.
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Similarly, there are no "output signals" in the form of time histories. Model outputs consist of
(I i variance scores for all problem variables (and for the operator's estimates and estimation errors of
problem variables), and (2) frequency-response metrics consisting of describing functions (gain and
phase shift) and spectral densities of all problem variables, with each spectrum partitioned into a
component that is linearly correlated with the external forcing function and a component due to the
stochastic element of the operator's response ("remnant"). Under the assumption that all problem
variables are zero-mean Gaussian processes , the standard deviation (SD) score and probability of
excursion outside the "limits" associated with the performance index is computed from each variance
score.

Figure 5 outlines the flow of information within SSOCM. The first five blocks represent
interactive program modules that allow the user to specify the problem in terms of the external system
and operator-related model parameters. Once the user is satisfied with the problem description, the
program computes the steady-state control gains and the steady-state estimator gains.

Because the program must select observation noise covariances to meet certain noise-to-signal
ratios specified by the user, computation of estimator gains is performed iteratively. Specifically, the
program iteratively selects noise covariances until Equation 4 is satisfied for each perceptual variable
assumed to be used by the operator.

Computation of variances for all state, output, and control variables is computed along with
control and estimator gains, after which the predicted variance and standard-deviation scores
(equivalent to rms performance scores for the zero-mean steady-state case) are displayed on the user's
terminal. The user is then provided the option to save the model parameter values and model outputs
on a log file, and predictions of frequency-domain measures may then be obtained.

Operation of the SSOCM Program

The SSOCM software has been designed to be operated interactively, with the user specifying
parameters at runtime. Because the order in which parameters are supplied in a given problem is
partially contingent on user responses, one cannot define a unique input stream. Accordingly.
operation of the computer program is illustrated via a specific sample problem.

In general, two kinds of user/computer interactions take place during program operation: (1) a
"linear" transaction, consisting of sequences of text created by the computer and by the user. and (2)
"screens" of information in which a number o" items are displayed concurrently, with the user given
the opportunity to change items in any order desired before requesting the program to continue.
Linear transactions shown below are indicated in bold type; screen-like information is enclosed in
boxes. In both cases, the user's responses are underlined. (Neither the boxes nor the underlining
would appear on the screen during actual running of the program.)

The user must specify the following sets of task- and operator- related model parameters during
the problem-definition phase: system dynamics, output-related parameters, control-related
parameters, parameters related to the external forcing function, vehicle and operator time delays, and
noise/signal ratios. In addition, the user specifies certain parameters that control program operation.

System Dynamics. Once the program has been loaded and the program title information is
displayed, the user presses the ENTER key to initiate the following transaction:

Dynamics on file: SAMPLE PROB 1.DYN
Test problem for SSOCX
Filtered rate control driven by first-order disturbance
OK?: Y

In response to the prompt, the user specifies the name of the "dynamics file" containing the
linear coefficients that describe the external task environment. If the file is found, the program
responds by displaying the title information contained in the target file. By responding Y to the query
"OK?", the user indicates that the file read is the file that was intended, and the program continues. If
the user answers N, or if the file is not found, the user is given the opportunity to specify another file.

The remaining user/computer interactions occurring during the problem-definition phase pertain
largely to the selection of independent "operator-related" model parameters. Except for noise/signal
ratios that are expressed in dB. all parameters must be non-negative. The reader is referred to the
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Figure 5. Information Flow in the Steady-State Optimal Control Model
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preceding section for ranges of typical values. The default values appearing in the following figures
are representative of idealized single-variable tracking tasks using high-bandwidth "vehicles", force
sticks, and optimal display and control gains.

Output-Related Parameters. Once the desired dynamics file has been read in, the program
presents the screen of information shown in Figure 6. Except for the "residual noise" entries, the
numerical values shown in this figure are the default entries that appear when this screen is first
presented. They are appropriate for a simple single-variable tracking task in which the error variable
to be minimized is the first item in the output vector, and in which the operator is assumed to pay
"full attention" to the first two output variables (assumed to be error and error-rate).

OUTPUT PARAMETERS
Value for Rms resid- Fractional

Variable Units Unit Cost ual Noise Attention
1 error deg 1.0001+00 5. 000-02 1.0001+00
2 error-rate deg/sec 0.0 2.0001-01 1.0001+00
3 error-acc deg/sec2 0.0 0.0 0.0
4 plant volts 0.0 0.0 0.0
5 plant-rate volts/seac 0.0 0.0 0.0

Figure 6. Specification of Output Parameters

The user has the capability to modify any of the numeric cntires shown in Figure 6. Names and
units of problem variables, however, are read from the dynamics file and may not be changed within
SSOCM.

The first column of numneric information indicates the relative importance of maintaining
problem variables within desired limits. Specifically, the entries indicate the rms error excursions
that contribute one unit of "cost" to the quadratic performance index. For the default problem, the
operator is penalized one unit for one degree of tracking error; no specific penalty is assigned to any
other output variable. I For many operational tasks, the user will assign penalties to more than a single
variable. Note that an entry of "0" signifies that this variable does not contribute to the scalar
performance index, not that a unit cost is assigned to zero error.

Philosophies for selecting values for "residual noise" and "fractional attention" have been
discussed above. The nonzero values assigned to residual noise in this example are included simply
for illustrative purposes. In the SSOCM program, a value of "0" assigned to the fractional attention
signifies that the operator obtains no information from the associated display, and this output variable
is temporarily removed from the "output vector" when the estimator gains are computed.

Control-Related Parameters. Once editing of this information screen is terminated, the screen
shown in Figure 7 is presented. The user specifies up to three parameters for each of the operator's
control inputs. The first parameter shown -- the control "limit" -- represents the control excursion
associated with one unit of cost in the performance index. For this problem, no specific penalty is
associated with control force, and a value of 0 it : ed.

CONTROL PARhMZTZRS
Control Ctrl-rate Motor

Variable Units "Limit" "Limit" Time Const
1 control pounds 0.0 1.0001+01 1.0001-01

Figure 7. Specification of Control Parameters

tEven though no penalty is explicitly assigned to excursions of other output variables, the operator
will generally need to keep all variables under control in order to achieve system stability and
minimize the objective performance index.
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The second column indicates the rms control-rate associated with one unit of cost. If a motor
time constant of 0.0 is shown in the third column, the value for the control-rate limit remains
unchanged during the gain computation that takes place once the problem-definition phase has been
completed.

A non-zero value for the motor time constant (3rd numerical coltmn) is interpreted as a desired
value. During the computational phase, the control-rate "limit" will be adjusted in an iterative manner
until the resulting motor tUme constant is within 1% of the desired motor time constant. Once a
problem solution has been obtained, subsequent entry to this point in the program will show the
adjusted control-rate limit.

The algorithm for computing control gains requires that the control-rate limit be non-zero
positive. The user must therefore specify a "best guess" for the control-rate limit to initialize the
solution when a specific motor time constant is desired.

External Noise Parameters. The user then specifies two values for each of the external white-
noise forcing-functions: the value associated with the "real" noise process, and the value associated
with the operator's internal model of the noise process (Figure 8). Expect for unusual situations,
these two values should be identical.2

EXTERNAL NOISE SD
External Model of

Variable Units Noise SD Noise SD
1 noise-in w.n. 1.000-+00 1.000E+00

Figure 8. Specification of External Noise Parameters

Delay and Operator Noise Parameters. The final set of operator parameters to be selected is
shown in Figure 9. Two time delays (pure transport lags) are specified: one associated with the
vehicle, and one associated with the operator. Closed-loop performance in terms of rms error, etc.,
depends only on the sum of the two delays. The relative allocation of delay between the vehicle and
the operator will, however, influence the phase shift associated with the prediction of the operator's
describing function. To maintain good correspondence between model prediction and experimental
results, delays known to be associated with the vehicle (or the simulation of the vehicle) should be
properly designated as "vehicle delay".

MISCELLANEOUS PARAMETERS
1 Vehicle delay (sec): 0.000
2 Operator delay (sac): 0.200
3 Motor noise ratio (d]3): -90.0
4 Internal mot noe ratio (d): -50.0
5 Observation noise ratio(diB): -20.0

Figure 9. Specification of Remaining Operator Parameters

The next two parameters specify the motor noise parameters in terms of noise/signal ratios. The
value of -90 dB indicates that the physical noise process associated specifically with control
execution is negligible. This value would be made non-negligible except for cases where the control
sensitivity is extremely high or where the user wishes to represent significant sources of
neuromuscular noise (e.g., tremor). As explained in the preceding section, a small but non-negligible
value is assigned to the "internal" motor noise to reflect limitations on the operator's ability to predict
the effects of his control actions. The last parameter is the observation noise/signal ratio, which is the
parameter that accounts in the model for most of the effects of the stochastic ("remnant") portion of
the operator's control response.

2For cases where the user wants to model the effects of imperfect knowledge of the forcing
function due to lack of exposure to the task, the value associated with the internal model may be
imaller than the value associated with the "external" noise.
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Before starting the problem-solution phase. SSOCM allows the user to review certain "program
options" having mainly to do with convergence criteria for the observation and motor noises.

The following transaction shows the user terminating the problem-definition phase of the
SSOCM program by requesting the prograun to begin computations:

0 : Cancel
1: Specify dynamics file
r: Review all parameters
3: Review output parameters
4: Review control parameters
5: Review external noise parameters
6: Review miscellaneous model parameters
7: Review program options
8: Begqin computations
9: Initiate printouts

10: Compute frequency response
To part: 8

Parts 1-7 allow the user to revise all or part of the independent parameters entered to this point.
Once the problem solution has been obtained through execution of Part 8, the user may then execute
Part 9 to store the independent model parameters and the primary model outputs (predicted SD scores
for all state, control, and output variables) on a disk file for subsequent printout. Execution of Part 10
will yield displays of frequency-response metrics (describing functions and spectra), computed at
frequencies determined by the user, which can be included in the output file.

CONCLUDING REMARKS

Application of the model to a new control situation requires the user to (I) develop or acquire a
linearized math model of the control task, (2) quantify performance objectives in the form of a scalar
performance index, and (3) specify values for the independent model parameters related most directly
to operator limitations. The amount of effort involved in these tasks will depend strongly on the
details of the specific situation. For example, if the model is to be used as an aid in quantifying
operator performance in a laboratory-type tracking task, the user will most likely be using a linear
simulation, the equations for which directly lend themselves to the state-space formulation required
by the model. On the other hand, if the task involves control of an actual or simulated vehicle for
which only a nonlinear set of equations is known, the user will have to derive a linearized set of
equations, either from the nonlinear equations, or by performing a small calibration experiment with
the physical device and using an appropriate identification technique to determine the linear-system
coefficients from the data.

As we have noted above, analysis of operational control situations (as opposed to idealized
laboratory-type tracking tasks) will require some effort to determine the values for unit cost ("limits")
associated with variables contained in the performance index. As demonstrated in the references, a
relatively straightforward analysis of task requirements and operator limitations will yield useful
values for these parameters.

Use of "typical" values for operator time delay and for observation and motor noise/signal ratios
found in past model studies will generally suffice for the prediction of reliable performance trends.
As noted above, fractional attention can often be handled by simply assuming no attention-sharing
penalties (e.g., unit attention to all relevant output variables), or by sharing attention equally among
the variables most needed for adequate control. (The model may be used in an iterative fashion to
determine which cues are needed.)

Analysis of the display environment may be required to determine "residual noise" levels for
control situations in which limitations on perceptual resolution are likely to be important. Such
limitations are generally relevant where the human operator relies upon "real-world" visual scene
cues. In this case, analysis is performed first to determine the set of cues most likely to be used by the
operator, and second to define the linearized relation between perceptual cues and system state
variables. The user then refers to the manual control literature (particularly as it relates to previous
application of the OCM) or to the psychological literature for data on which to base values for
residual noise. In the unlikely case that the perceptual environment contains important cues for which
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no relevant quantitative data exist, the user may wish to perform a calibration experiment to obtain
data on perceptual resolution limitations.

As is clear from the foregoing discussion, a new user of the SSOCM program will have a
substantial amount of detail to master before he or she can use the model with confidence; one cannot
expect to become a master practitioner within an hour of opening the user's manual. Furthermore,
intelligent application of the model to a specific control situation requires that the user obtain a solid
understanding of the control task and its objectives. These considerations should not be taken as
criticisms of the model, however, as considerable expertise will generally be required to master the
use of other predictive operator models, or to perform a relatively costly manned simulation in place
of model analysis.
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OVERVIEW OF THE PAPERS

In this session, modelling techniques for analyzing complex techno-
logical man-machine systems in multi-task situations are discussed. These
modelling techniques describe human monitoring, control, and supervisory
tasks including the dynamic characteristics of the environment in which the
systems operate.

In the first paper, Baron and Corker discuss engineering-based models
that grew out of control theory, and incorporate developments in estimation
theory and statistical decision theory. For multi-task situations, the
Procedure-Oriented Crew Model (PROCRU) is described and recent modifications
and extensions are discussed.

An extensive description of the MICRO-SAINT simulation language is
provided by Laughery. This network modelling language can be used to model
a large variety of tasks. An application to helicopter workload analysis
is described.

The next two papers are focused on simulation studies in which highly
automated man-machine systems play an important role. In his paper,
van Breda describes the analysis of a multiple operator procedure on board
future submarines using network modelling techniques. The model describes
the operator's activities and the dynamic characteristics of the submarine.
The study is meant to investigate the procedure with respect to information
flow and operator task performance. The SAINT simulation language is used
for model implementation.

Ddring describes the analysis of a pilot's behaviour during an auto-
mated landing approach. The pilots' tasks are mainly based on predetermined
procedures. The goals of the study are to develop a simulation methodology
which can be used to determine the required knowledge of the pilot in rule-
based situations, and for human engineering design requirements for cockpits.
In this study, the SLAM simulation language is used.

Wickens gives an overview of models that focus on the sequential or
serial aspects of multi-task performance and describes their limitations.
He presents the components of multiple resource theory as an approach that
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can address these limitations and discusses the extent to which different
performance models have employed features of multiple resource theory.

In the last paper of this session, Harris, Iavecchia, and Dick give a
general introduction to the Human Operator Simulator (HOS) computer model
which was demonstrated at the workshop. HOS is designed to be used in the
evaluation of complex crew stations. HOS is a deterministic model based on
experimental data.

DISCUSSION

The models presented during this session are mainly combined discrete/
continuous event models based on normative task situations. The applica-
bility of these models is good, but a common weakness is the lack of
validation data.

Simulation languages such as SLAM, SAINT and MICRO-SAINT are general
purpose modelling tools that can be applied effectively at a rather early
stage of man-machine system design. Models based on these simulation
languages are stochastic networks that rely on samples from data distribu-
tions for parameter specification. During the discussion, users indicated
a preference for this type of modelling technique because it is suitable
for many task situations and supports the simulation of system behaviour.
There is no model of human behaviour embedded in these tools, however the
human factors and system engineer can define the task characteristics and
the aspects of human behaviour that are relevant to his problem using the
tools that are provided. The costs of these models can be relatively low.
However, the use of simulation languages requires specialists and may be
too complex for some potential users.

Models like PROCRU, HOS, etc. have components (embedded data or models)
that describe human behaviour and are used to get more insight into human
information processing and workload. In the audience, there was some
concern about the single channel assumption of these tools. This was seen
as a restriction in their applicability. However, modifications for
parallel information processing are foreseen in the near future.
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ENGINEERING-BASED APPROACHES TO HUMAN PERFORMANCE MODELING

Sheldon Baron and Kevin Corker

BBN Laboratories Incorporated
70 Fawcett Street
Cambridge, Massachusetts 02238

INTRODUCTION

Complex technological systems, such as aircraft, power plants, and weapons systems, almost
always require humans to monitor, control and/or supervise their operations. These "engineered"
systems are designed and developed using a variety of methods for analysis. testing and evaluation
that rely heavily on mathematical models that describe the inanimate systems involved and the
environment in which the system operates. The desirability, if not the outright need. to account for
the human component in the design/development process for these combined person-machine
systems, in a manner similar to that in which the rest of the system is treated, has given rise to a large
number of models of relevant human performance. (We refer to these models as human performance
models or, more concisely, as HPM's.) The class of models that tend to consider the operator more
from an engineering perspective than a psychological one can be viewed as engineering-based
HPM's.

Although engineering based models of the human operator treat many psychological
phenomena, e.g., psychomotor performance, perception. human information processing and even
cognitive behavior, the aims of the models and the methods employed to describe and/or predict
human performance are quite distinct from those of mathematical and/or experimental psychology.
In particular, the focus of these models on prediction of total, i.e., combined, person-machine
performance leads inevitably to engineering characterizations of human operation and performance
that are significantly different from, but relate to, those of traditional psychology.

By far. the most significant developments in engineering-based models are associated with the
class of models that are based on control theory and related systems developments in estimation
theory and statistical decision theory. This paper will concentrate on this class of engineering-based
models. It begins with a discussion of the applications focus of the models. Then a brief history of
their development from simple servo-mechanism type models through multi-variable closed-loop
control to advanced multi-task models involving discrete and/or continuous control, decision-making
and procedural and higher level activities is discussed. This history will be accompanied by a
discussion of the changes and advances in model structure that allowed for the expanded scope of
such models. The main emphasis of the paper is on a state of the art engineering-based model with
respect to modeling multi-task situations, PROCRU. The original PROCRU model is described and,
then, recent modifications and extensions of it are discussed. The paper concludes with a
consideration of future research needs and anticipated directions in engineering-based model
development for large, complex systems.

CONTROL THEORY MODELS

The theory and techniques of control systems design, analysis and evaluation have served as a
basis for developing a class of I-IPM's commonly referred to as control theory models. The
technological systems that motivate development of these HPM's are dynamic in nature and are
described by differential (or difference) equations. In continuous manual control problems an
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alternative representation for the system that is often used is a frequency-response or transfer-function
,.e.. a frequency-domain representation). A central assumption of most models based on this
approach is that trained operators will approximate the characteristics and performance of "good". or
even optimal, inanimate systems performing the same functions but that their performance. and
therefore that of the overall system, will be constrained bi, certain inherent human sensory, cognitive
and response limitations. Cc'itrol theory models require that these human limitations be described in
terms that are commensurate with other elements of the dynamic system description. This imposes a
need for human performance data appropriate to limitations in dynamic processing and response
rather than those appropriate to discrete task completion.

The performance issues of interest in control theory models are associated primarily with
overall person-machine performance and tend to relate to measures such as accuracy of control and
information processing, system stability and responsiveness, and ability to compensate for
disturbances. A major focus is the interaction between system characteristics and human limitations
and the consequences that flow therefrom. Thus. the models are intended to help system designers
determine whether or not the information provided and/or the control ("handling") characteristics of
the system are adequate to allow a trained operator to perform the task with a reasonable amount of
physical and mental effort.

Control theory models view the human operator as an information-processing and/or
control/decision element in a closed loop system. (sometimes referred to as the cybernetic view of the
human), as illustrated in Figure 1. In the figure the upper portion represents the system and the lower
part the human. The human operator observes the system via its displayed outputs (which herein, is
meant to include all relevant sensory input as well as system displays), assesses the situation, decides
on a course of action and implements that action. The representations used in this straightforward"see, think, act" description of the operator have evolved as more complex problems have been
considered and as the state-of-the-art in human performance modeling has advanced. This evolution
has mirrored that in control theory itself, and reflects the changing nature of the systems being
considered and the concomitant development of appropriate techniques for analyzing them.

COMMANt AND
DISTURBANCES.. .. i 11: 111 YS E

'0 THINK* 'SEE'

Figure 1. Closed-Loop View of Person-Machine System

The earliest engineering models of note dealt principally with problems in which human
manually controlled a dynamic system (e.g., motion of a gun or an aircraft) to track a single input
(e.g., a target) so as to maintain small tracking errors. These tracking problems often required very
rapid and precise responses. To perform them well, human operators had to be highly practiced and
had to virtually "automate" their response to given situations (e.g., specific system dynamics). In
such cases, the models for the operator could be relatively simple input-output models with very little
need for detail in the observe, assess, decide portions of the model, The HPM's that emerged grew
out of a servo-mechanism paradigm and the operator was represented by a transfer function or, later,
by a describing function and a remnant. Model parameters were those appropriate to such a
description (i.e., gain. phase, delay and time constants). By far, the most successful approaches
involved frequency domain representations of the human. Verbal rules were used to transform
empirical results into mechanisms for selecting the forms and parameters of transfer functions as a
function of task parameters.
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A major increase in complexity occurred %k hen interest turned to multi-variable problems tones
in which there are multiple outputs to be controlled b\ one or more controls). Because the human
operator of such systems cannot observe or process simultaneously all of the outputs to be controlled,
he/she must attend selectively to individual variables. This leads to a need for more complex models
for the observation process as well as a requirement for modeling the decision processes associated
with goal-oriented selective attention. Furthermore, more complex forms of control structure were
needed to model multivariable control. The challenges to control theory modeling posed by the need
to address multivariable control problems. were met in two ways. lirst by modifying the existing
methods and, then, by the introduction of a new approach.

The single-variable control models were modified by elaborating the observation process. In
particular, visual sampling models were added to the basic models which were also augmented to
account for the "reconstruction" of the continuous signals needed for continuous control from the
visually sampled data. Finally, multi-loop control structures were developed to deal with control
complexity. (The reader is referred to McRuer and Krendel, 1974 for an excellent overview of the
single-variable control models, the multi-variable extensions and the applications of the technology).

The second approach to the problem of modeling human performance in multivariable control
tasks was essentially new, though it drew on the insights and data of the previous work. The
approach grew out of, and built upon, contemporary (late 1950's. 1960's) developments in control
theory - at the time, called modem control theory. It emphasized time-domain representations,
quantitative performance criteria, state-space formulations and stochastic processes. The HPM that
emerged from this development was called the Optimal Control Model (OCM) (Baron and Kleinman,
1969; Kleinman, Baron and Levison, 1971). The OCM has proven to be a successful tool for
predicting human and system performance in complex manual control tasks; it has also provided a
springboard for engineering-based modeling of other tasks and for multi-task situations, as discussed
below.

The OCM has been well documented (see Baron and Levison, 1980 for a review and an
exten'ive bibliography) so we will only focus on the factors that are relevant to the present
discussion. The model structure for the OCM is illustrated in Figure 2. This structure can be related
to that of Figure 1 as follows.

The "OBSERVE" portion of the OCM is comprised of the perceotual processing limitations of
observation noise and time-delay. I Note that the observation noises are affected by the selective
attention decision logic, iiicorporated in the OCM via a model for task-interference (Levison, Elkind
and Ward, 1971).

The Kalman estimator/predictor of the OCM, the function of which is to produce an estimate,
A
X, of the current state of the system on the basis of the perceived outputs, corresponds to the
"ASSESS" function in Figure 1. This limited form of "situation assessment" is all that is required to
perform the control task in an "optimal" fashion under the assumptions normally given in deriving the
OCM. Moreover. it models the (cognitive) process whereby the operator constructs a set of
expectancies concerning the state of the system on the basis of his understanding of the system and
his incomplete knowledge of the moment-by-moment state as accessible to him from limited and
noisy observations. Though it was somewhat controversial at first, the inclusion of an
estimator/predictor in a manual control model proved to be an extension of significant consequence.
Not only did it support a model of improved predictive capability, it also provided a means for
applying the same basic approach to a variety of problems in monitoring and decision-making.

Given the best estimate of the current system state, as provided by the Kalman
estimator/predictor, the next block in the OCM (labeled L*) assigns a set of control gains or
weighting factors to the elements of the estimated state, in order to produce control actions that will
minimize a defined performance criterion. As might be expected, the particular choice of the
performance criterion determines the weighting factors and thus the effective control law gains. This
choice of control weightings or gains is a relatively simple decision process that results in a
"commanded control", uc .

tOther sensory limitations, if appropriate, would be included here.
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The production of a control action from the commanded control is a process affected by certain
response limitations. Just as an observation noise is postulated to account for the input processing
inadequacies, a motor noise is introduced to account for an inability to generate noise-free output
control actions. In many applications this noise level is insignificant in comparison to the observation
noise, but where very precise control is important to the conditions being analyzed, motor noise can
assume greater significance in the model. Finally, the noisy output is assumed to be filtered or
smoothed by a filter that accounts for an operator bandwidth constraint. In the OCM, this constraint
arises directly as a result of a penalty on excessive control rates introduced into the performance
criterion. The constraint may mimic actual physiological constraints of the neuromotor system or it
may reflect subjective limitations imposed by the operator.

DISTURBANCES Y(,)

=SYSTEM M DISPLAY g

FTS°V1  ,l. -,REDCTO KALMAN X~)TM
...... ESTIMATOR 'I -

VmXt "t

MOTOR OBSERVATION I
NOISE NOISE

HUMAN OPERATOR MODEL

Figure 2. Model Structure of Optimal Control Model (OCM)

This, then, provides a conceptual description of the elements of the OCM that model the human
operator. The parameter values that must be provided by the user of the model correspond to the
human limitations that constrain behavior. With these limitations as the constraints within which
system performance is produced, the model predicts the best that the operator can do (i.e.. it is
normative). A large backlog of empirical research provides the data necessary to make realistic
estimates of the appropriate parameter settings in the manual control context. This research has
shown that these parameters are relatively invariant with respect to changes in task environment, thus
enhancing the model's predictive capacity.

Because of the pace of continuous manual control it seems unlikely that human operators could
execute the kind of sequential processing described above for the OCM at a conscious level in such
tasks. Nonetheless, the input-output behavior of the OCM predicts that of highly skilled human
subjects with remarkable fidelity. This suggests that the subjects are behaving "as though" they did
such processing or that, with practice, it is possible to condition or automate these fairly complex
processes. Regardless, the model has proven useful for manual control analyses and as a basic for
developing models for other tasks.
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MODELS FOR MONITORING AND DECISION-MAKING

Several different monitoring and decision-making models have been derived using the optimal
estimator and the models for human perceptual limitations that are incorporated in the OCM. The
models thus have a structure that is identical to that of Figure 2 except that the control portion of the
model is replaced by a decision algorithm that operates on the outputs of the state estimator to
produce a discrete decision. These models have been focused largely on the detection of failures or'abnormal" events, which are characterized either by system variables exceeding prescribed
tolerances or by the systematic deviation of system outputs from their expected behavior. 2 The
optimal estimator generates information that can be used for detecting either type of abnormal
situation.

Levison and Tanner (1971) studied the problem of how well subjects could determine whether a
signal embedded in added noise was within specified tolerances (a continuous, visual analog of
classical signal detection experimems). From a practical standpoint, the problem is analogous to that
of deciding whether conditions warrant a given action; e.g., deciding whether an aircraft is
sufficiently within approach tolerances to proceed with the landing, or deciding whether target
tracking errors are small enough for weapons release. They modeled this situation by assuming that
the operator is an optimal decision maker in the sense of maximizing expected utility. For equal
penalties on missed detections and false alarms, this rule reduces to one of minimizing expected
decision error. The decision rule is simple a likelihood ratio test that, effectively, uses the densities
generated by the optimal estimator.

In a theoretical paper, Phatak and Kleinman (1972) suggested a model for failure detection
based on monitoring of the estimator residuals (the deviations of observed outputs from predictea
ones). Gai and Curry (1976) and Wewerinke (1981) each used such a residual monitoring scheme to
model detection of instrument failures in monitoring of complex, multivariable systems and
compared the predictions of these models with corresponding experimental data. In each of these
models, the perceptual and information-processing portions of the OCM, including the attention-
sharing model, were used. In both cases "optimal" sequential decision algorithms were used for
decision-making. The models were shown to be capable of predicting experimental results collected
in the empirical validation efforts.

The above studies provide further, independent validation of the display processing and state
estimation models developed for the OCM. They also extended the control-theoretic models into the
realm of simple decision-making by replacing control laws with decision algorithms. Because of the
nature of the decision in these studies, it is probably more helpful to think of them as extending the
notion of situation assessment in this framework to go beyond that of pure state estimation and to
include detection of state-related, or state-defined, events (or situations).

Two other models go still further in extending the control-theoretic approach to modeling
human decision-making. These are the dynamic decision model (Pattipati, Ephrath and Kleinman,
1979, 1980) and the DEMON model (Muralidharan and Baron, 1980).

The dynamic decision-making model (DDM) is a model for human task sequencing, i.e., a
model for human decisions concerning what task to work on in a dynamic multi-task environment. It
uses essentially the same information processing sub-model as the OCM and the other models
discussed herein but its decision-making portion differs from them in several respects. First. Pattipati
et al. introduced the notion of a decision state as distinguished from a task state. Decision-states are
variables that are oriented towards the decision action; they are a memoryless, nonlinear
transformation of the task state. In the particular paradigm modeled with the DDM, the decision
states for each task are the time required and time available for completing that task. Then, they
assumed the decision strategy was completely myopic; which is to say. the decision policy of the
human disregards possible future actions and rewards. This is implemented by defining an
instantaneous attractiveness measure for each task which balances the expected reward for
performing the task against the potential losses for not working on the remaining tasks. The main
distinction of the DDM's decision-making model is that human randomness is introduced into the
decision-making algorithm itself. This is accomplished by assuming a distribution for the payoff
values (attractiveness measures) and then incorporating Luce's stochastic choice algorithm (Luce and

2Here. we do not discuss control-theoretic models for visual scanning such as may be found in
Baron and Kleinman (1969) or Kleinman and Curry (1977).
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Galanter, 1963) for decision making. Though the practical value of including this randomness in
performing system design and analysis may be argued. it is clear that such randomness in human
decision-making does exist. Moreover, the introduction of the stochastic choice axiom allows the
DDM to be used to compute performance statistics analytically, rather than by Monte Carlo
simulation, at least in cases where the simplifying assumptions used in the DDM apply.

DEMON is a decision-monitoring and control model for analyzing the en route control of
multiple remotely piloted vehicles (RPVs). Very briefly, the en route operator's task is to monitor the
trajectories and estimated times of arrival (ETAs) of N vehicles, to decide if the lateral deviation from
the desired preprogrammed flight path or the ETA error of any of them exceeds some tolerance
threshold and to correct the paths of those that deviate excessively by issuing appropriate control
commands ("patches"). In addition, the operator must decide when to "pop-up" or "hand-off' RPVs
under his control.

DEMON models both monitoring and control decisions. The basic monitoring decision is to
select which of 2N+I displays 3 to observe. The control decision involves choosing among the
alternatives of patching (correction), pop-up, hand-off or no-control action. In both cases, DEMON
assumes that the decisions are rational and are governed by the operator's knowledge of the situation,
his goals and priorities and his instructions. These factors are incorporated in an expected net gain
(ENG) criterion for each display. It is assumed that the operator selects the display with the highest
net gain.

DEMON extended previous control-based approaches to a multi-task environment that involved
discrete monitoring and control decisions. Control of each RPV represented a separate task with a
payoff for maintaining errors within tolerance and for timely pop-ups and hand-offs. Inasmuch as
only one RPV (and only one RPV-state) could be observed at any time, the DEMON operator had to
rely on memory and prediction (based on the state-estimates) to assess the relative priorities for
"servicing" of the RPVs under his control.

In addition to providing useful models of selected monitoring and decision-making tasks, the
developments and studies discussed in this section provided further, independent, validation of the
display processing and state estimation models developed for the OCM. When these results are
added to the implicit validation provided by the tracking data, one has a strong case for this approach
to modeling human information processing. The studies also extend the notion of situation
assessment, in the control theoretic modeling context, to include the detection of state-related events.
These events may be defined in terms of "regions" in the multidimensional state-space or in a suitable
output-space. Or, they may relate to events that are characterized by a signal deviating from
expectancy which can be detected by monitoring and testing the residuals. The detection of these
state-related events will, in general, trigger subsequent actions (such as selecting what to do next as in
the DDM).

However, by and large, the models discussed thus far do not address total, multi-task system
problems of interest today. For example, the single task4 or single decision models do not consider
multiple tasks with different, perhaps conflicting, objectives, multiple operators as is often the case
for large systems, or events (e.g., failures) not directly related to dynamic state variables. Perhaps the
major shortcoming of these models, with respect to modeling realistic tasks, is that they do not
include the rocedural activities of the operators, or the discrete tasks that are often part of such
procedures. DEMON began to address some of these issues and needs; we now turn to a model and
approach that goes significantly further in this direction.

3ETA and lateral deviation errors for each RPV are displayed separately (yielding 2N displays for
N RPVs). An additional display option is included to allow for attention to other, non-modeled,
activities.

4The DDM is considered here as modeling the single task, or decision, of what to do next.

51nterestingly, these neglected features are often the prime concern of psychologically-oriented
HPMs.
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MODELING MULTI-TASK SYSTEMS PROBLEMS

More recent developments in advanced control-theoretic modeling have been directed at the
development of comprehensive models that are suited to the analysis of large, person-machine
systems. These models are comprehensive in that they cover a range of operator activities including
monitoring, continuous and discrete control, situation assessment, decision-making and
communication. The models were developed in a variety of applications contexts as discussed in
Baron (1984), where an outline of a general model for supervisory control based on the control theory
approach is also presented.

The development of the comprehensive, engineering-based, multi-task models has been driven
by the following fundamental requirements. First, a system model is required, one that represents the
interaction among human operators. automation, system equipment, procedures. vehicle or plant, and
environment. Second, the cognitive and decision-making aspects of human performance and control
must be explicitly represented. This includes the decision criteria, rules of application, attributes of
selection alternatives, decision time, and cognitive or processing effort that characterize human-
machine interaction in intensive information processing environments. Third, communication among
operators and crew-member and between human and autonomous agents must be considered and the
content and load associated with that communication must be modeled. Fourth, each crew member's
knowledge about the state of the world, the condition of the system, the state of his/her goals, and the
constraints on procedures to meet those goals should be represented. Finally, for purposes of
analysis, a range of performance metrics tied to the mission or operation under study should be
provided.

Of the control theoretic models developed thus far, PROCRU (Procedure-Oriented Crew
Model) (Baron, Zacharias, Muralidharan and Lancraft, 1980) is the most comprehensive in its range
of coverage of human activities in monitoring and control of a large system. This model was
developed with the goal of providing a tool that would allow for the systematic investigation of
questions concerning the impact of procedural and system design changes on performance and safety
of commercial aircraft operations in the approach-to-landing phase of flight.

PROCRU is a closed-loop system model incorporating sub-models for the aircraft, the approach
and landing aids provided by the air traffic control system, (three) aircraft crew members, and the air
traffic controller (ATC). For convenience in development, only two crew members (the Pilot-Flying
(PF)) and the Pilot-Not-Flying (PNF)) were represented by detailed HPM's. The models for PF and
PNF had the same basic structure; differences in behavior resulted from specifying separate task
assignments, task priorities and information sources for the two models. The models for PF and PNF
are comprehensive in that they account for the wide range of crew activities associated with
conducting a "typical" commercial ILS approach to landing, namely: display monitoring,
information-processing, decision-making, flight control and management, execution of standard
procedures and communication with other crew members and with the ATC.

Briefly, PF and PNF are each assumed to have a set of "procedures" or tasks to perform. The
procedures include both routines established "by the book" (such as checklists) and tasks to be
performed in some "optimizing" fashion (such as flying the airplane). The particular task chosen at a
given instant in time is the one perceived to have the highest expected gain for execution at that time.
The gain is a function of mission priorities and of the perceived estimate of the state-of-the-world
("situation") at that instant. This estimate is based on monitoring of the instrument displays and/or
the external visual scene and on auditory inputs from other crew members and air traffic control
(ATC).

The basic structure of the PROCRU model for either PF or PNF is shown in Figure 3. The
system and system displays of the generic model are broken out laterally to illustrate the system states
relevant to the problem, and the display cues available to the crew. The monitor (or display
processor) of the model is partitioned to separate visual and auditory cues. The information processor
is expanded to include both discrete (event detection) and continuous (state estimation) information
processing. Finally, the procedure processor is separated into a procedure selector (which accounts
for major decision-making in terms of procedure or task sequencing) and an effector block for
implementing the actions called for by the procedures.

The monitoring and information processing portions of PROCRU are not unlike those of the
OCM or other models discussed above, though they have some novel features and extensions (the
reader is referred to Baron, et al. (1980) for a more detailed discussion). One such extension was the
inclusion, and treatment of, auditory input information. Auditory information, whether from the
system (e.g., as an alarm) or from another human is assumed to be "acquired" instantly and correctly
by the operator and stored in a short-term memory buffer. Upon acquisition of this information, the
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Figure 3. PROCRU Model Structure

event detector is "notified" that a message is waiting to be processed. The subsequent processing of
this message depends on the nature of the message (alarm or communication) and on the time elapsed
since its occurrence. If the message has a sufficiently high priority, the operator's activities will be
interrupted and the auditory display will be selected for processing. The information in the buffer
may also disappear or degrade in reliability with time, depending on ,he nature of the message. This
treatment of auditory input has the advantage that alarms are priority interrupts, but that they may be
missed or "unattended to" during times of high activity or workload stress (e.g., when there are many
alarms).
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As noted previously, the operator is assumed to have a number of procedures or tasks that may
be performed at each instant. The definition of these procedures is an essential step in the
formulation of PROCRU. All crew actions, except for the decision as to which procedure to execute.
are determined by the procedures. We emphasize that we use the term procedure here to apply to
tasks in general; a procedure in these terms could have considerably more cognitive content than
might normally be considered to be the case. Table I illustrates the scope of the flight procedures for
the PF and the PNF in approach to landing that are incorporated in PROCRU. For each crewman, six
categories are shown, and for each category. specific types of procedures are itemized. These
categories and types are discussed in detail in Baron, et al. (1980).

Table 1. Procedures for PF (Pilot Flying) and PNF (Pilot Not Flying) in PROCRU

PF I PNF

VEHICLE CONTROL/MONITOR
MANEUVER 1 VEHICLE STATUS DETERMINATION
REGULATE FAILURE DETECTION AND
RETRIM I IDENTIFICATION

REQUEST/CALLOUT
FLAP REQUEST VEHICLE POSITION CALLOUT
GEAR REQUEST ALTITUDE CALLOUT
CHECKLIST INITIATE REQUEST APPROACH STABILITY CALLOUT

SUBSYSTEM
ALTITUDE ALERT MONITOR/CONTROL FLAP MONITOR/CONTROL
MISC. SYBSYSTEM MONITOR/CONTROL GEAR MONITOR/CONTROL

MISC. SUBSYSTEM MONITOR/CONTROL
ACKNOWLEDGMENT

CHECKLIST ITEM CHECKLIST ITEM
ATC REQUEST

SAP/MAP SAP/MAP
MISCELLANEOUS

GENERAL MESSAGE PROCESSING |GENERAL MESSAGE PROCESSING
LANDING PARAMETER SELECTION

It is assumed that the PROCRU operator knows what is to be done and, essentially. how to
accomplish the objective. However, he must decide what procedure to do next. This is a decision
among alternatives and the procedure selected is assumed to be the one with the highest expected gain
for execution at that time. The expected gain for executing a procedure is a function that is selected to
reflect the urgency or priority of that procedure as well as its intrinsic "value". For procedures that
are triggered by the operator's internal assessment of a condition related to the vehicle state-vector,
the expected gain functions are appropriate subjective probabilities, as determined by the state
estimation and event detection portions of the model. Procedures that are triggered by events external
to the operator, such as ATC commands or communications from the crew, are characterized by
expected gains that are explicit functions of time. For either type of function, the gain for performing
a procedure will increase, subsequent to the perception of the triggering event, until the procedure is
performed or until a time such that the procedure is assumed to be "missed" or no longer appropriate
for execution. The rate of increase of the expected gain functions depends on the relative urgency of
executing the procedure subsequent to the triggering event. This allows for distinguishing between
procedures requiring immediate or fast action and those for which there is more latitude in the time of
execution.

The selection and execution of a procedure will result in an action or a sequence of actions.
Three types of actions are considered in PROCRU: control actions, monitoring requests ai.d
communications. The control actions include continuous manual flight control inputs to the aircraft
and discrete control settings (switches, flap settings, etc.). Monitoring requests result from procedural
requirements for specific information and, therefore, raise the attention allocated to the particular
information source. (Note that verifying that a variable is within limits may not require an actual
instrument check, if the operator already has a "confident" internal estimate of that variable.)
Communications are verbal requests or responses as demanded by a procedure. They include
callouts, requests or commands, and communications to the ATC. Verbal communication is modeled
directly as the transfer of either state, command or event information.
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Associated with each discrete procedural action is a time to complete the required action. (it is
possible to modify PROCRU to allow for a probabilistic distribution of action time). When the
operator decides to execute a specific procedure, it is assumed that he is "locked in" to the appropriate
mode for a specified time (the "lock-up" time). For example, if the procedure requires checking a
particular instrument and it is assumed that it takes T seconds to accomplish the check, then the
"monitor" will not attend to other information for that period, nor will another procedure be executed.

In PROCRU, procedural implementation is modeled as essentially error free. However. errors
in execution of procedures can occur because of improper decisions that result from a lack of
information (quantity or quality) due to perceptual, procedural and workload limitLtions. If the
effects of action eriors are also to be analyzed, this is accomplished by deliberately inserting such
errors directly into the model.

PROCRU generates a number of outputs that ace useful for analyzing crew performance and
workload. First. one can obtain full state trajectory information. In addition to this information, one
can obtain each crew member's estimate of the state and the standard deviation at that time and PF's
control inputs. PROCRU also produces activity time lines. It should be emphasized that the time
lines generated by PROCRU are closed-loop time lines; unlike those normally used in human factors
analyses. That is, actions are not completely preprogrammed but depend on previous responses,
disturbances, etc. Thus, one can change a system or human parameter in PROCRU and automatically
generate a new, different time line.

MODIFICATIONS AND EXTENSIONS TO PROCRU MODELING METHODOLOGY

In developing PROCRU, the goal was more than just a model for commercial aircraft in
approach-to-landing. Rather, the major aim was to provide an engineering-based modeling
methodology that was general enough and sufficiently extensible to be applicable to a wide range of
problems. In early attempts to apply or extend PROCRU, it became fairly clear that conceptually the
model was robust enough to be useful widely (Baron, 1984). However, it also was evidcnt that there
were major drawbacks in the computer implementation of the PROCRU model, as well as shortfalls
in modeling some aspects of human performance.

In the evaluation of prototypical and evolving technologies, flexibility in the modeling of the
system and its environment is critical. The analyst and designer must have the ability to efficiently
make changes in equipment definition, modeling assumptions, task environment and procedures that
are under investigation. The original computer implementation of PROCRU, which was developed to
demonstrate the modeling concept rather than as a general analysis tool, did not satisfy this need.
Indeed, the original program imposed severe constraints on the problem formulation and was even
limited with respect to analyzing relatively modest variations in the approach-to-landing problem.
After some modest attempts to modify this software, it became clear that to more fully exploit
PROCRU modeling concepts it would be necessary to develop a generic computer implementation of
the ideas.

The approach we have taken to development of a more general model/simulation draws heavily
on concepts and software methodologies that have emerged largely from artificial intelligence; in it,
object-oriented simulation techniques, artificial intelligence planning and problem solving methods,
and human performance and information processing models are combined in a system modeling
structure.

The basic model structure in the new implementation follows that of PROCRU. Process and
procedural control is assumed to move from external and system-state inputs through perceptual
processes (displays and human operator perceptual models) to a monitoring and decision making
module. Decisions and monitoring are guided by consideration of goals, rules, constraints, and task
knowledge. After a decision is reached, procedures are implemented through human operator effector
models (psycho-motor or communication output) interacting with system control mechanisms. The
effect of action on the system is then calculated and the loop is closed through feedback to the
perceptual and display processes.

This processing flow has been modularized in object-oriented, LISP software. Extensions to the
basic PROCRU model for the operator have also been made. In particular, the procedure selection
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process and the modeling of operator workload have been modified to be more reflective of current
psychological models of human decision-making and human resource constraints. These
implementation features and model extensions are discussed in more detail below.

Object-oriented Representation

In this paradigm, objects are used to represent functions of operator and equipment at varied
levels of detail. The fundamental structure of this representational scheme is a set of objects that are
linked to each other by a procedure for passing messages. An object can represent a function, an
equipment, or (at a finer level of analytic detail) an individual performing that function, within a
framework that supports all simulation objects. That framework consists of objects composed of a
local memory, a set of operations, and procedures for passing messages to their neighbors.

An object's memory corresponds to the data structures and rules associated with the particular
function or feature that it represents. e.g., a store of geometric relations for spatial planning. The
operations of an object depend on its "type", i.e., which function it represents. Elaborating the
example above, an object/model of spatial planning will have operations such as distance calculation,
continuity analysis, and flight path planning. In all cases, the object/models will have operations that
correspond to an "input-processing-output" formulation for information processing.

Several benefits accrue from the implementation of a PROCRU-Like system model in object
representation:

Modularity: The predominant aspect of an object representation is its modularity. Each
domain function can be represented as an individual object. Within each domain,
particular models can be implemented as representative of processing served by either
human or automatic function. This modularity provides more than just programming
benefits in that it enables the refinement of particular model elements independent of the
state of development of others. In short, the most important models can be developed
first and more fully than those that are merely supportive. Functional modularity allows
the analyst to specify the model content at a convenient level of detail.

" Levels of representation: The object-oriented paradigm supports the representation of
compound objects. Processes and subprocesses can be modeled so that the
designer/analyst can choose among several levels of detail in his investigation of system
function.

*Communication Protocols: The use of a message-passing function for information
transmission among models allows for easy identification auditing of the assumed state
of the human and automatic operators.

Clock-Based and Event-Based Simulation: Object activity and message passing is
implemented as an event-response process. This captures the flavor of systems in which
signals are discrete drivers for the process of planning response tactics. This approach
allows the simulation to proceed in either a clock-based or event-based manner or with
some combination of the two.

In this new representation, procedures will be composed through the use of active objects. An
active object is an object that has a list of activities that it is carrying out. When an active object
receives a clock-tick message, it sends a tick to each of its activities before sending a tick to its
component objects. Activities themselves can be organized in procedural hierarchies. An activity has
a parent that spawned it, a list of children that it has spawned, and a tick procedure, (i.e, LISP code
that it executes when it receives a tick), and procedures to carry out when its created, terminated,
and/or aborted. In addition, an activity has an agent (i.e., the active object that has the activity on its
activity list).

There are several types of activities which can be employed in the model and which, together,
provide for a wide range of procedural definitions. They allow for procedures, or procedural steps, to
be executed in a variety of ways: sequentially; in parallel; repetitively; for a fixed time;
intermittently; by choosing among options; or, by combinations of these basic ways. This approach
provides both flexibility in modeling and, relative ease in software implementation and modification.
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Procedural Selection

We are implementing a procedure selection model that captures human performance
characteristics to serve as the procedural selection mechanism in the evolving PROCRU model. In
complex systems the operator must decide what it is he wants to do (his goals) and then must select
the methods or procedures to meet those goals. In the original PROCRU, the instantaneous goals
were encoded in the Expected Net Gain (ENG) functions and procedure selection simply involved
choosing for execution the procedure with the maximum ENG.

The new implementation draws on current theories from the decision-making and process-
control literatures which suggest that people exploit a variety of selection strategies when choosing
between alternative courses of action (Rasmussen, 1983), and that the implemented strategies will be
chosen so as to minimize the effort involved in making the selection while also preserving the quality
of the result (Payne, 1982).

The evolving procedure selection model applies a staged selection mechanism that is capable of
invoking any one of three decision strategies. We describe these strategies using the terminology of
Rasmussen (1983), as either skill-based, rule-based, or knowledge-based. Rasmussen has popularized
this tripartite classification scheme within the supervisory control literature.

The most efficient method for identifying an activity to execute is the skill-based strategy,
which in the extreme, can be represented as involving no conscious decision-making activity at all,
and might even be likened to an automatic reaction to an environmental condition. In our early
system design, it will be invoked without the consumption of any appreciable time or cognitive
resource. However, the structure of the object-simulation system is flexible enough to accept any
fixed time and worLload cost, following the invocation of the skill-based selection procedure. A
skill-based decision is expected to take place whenever the operator becomes aware that a condition
holds for which an established action or contingency plan is available.

When compared to skill-based decisions, those that we call rule-based are more involved. They
are represented as taking a greater amount of time to complete, and therefore tie up the cognitive
resources of the operator for a longer time. The information applied to these types of decisions, like
that applied to skill-based decisions, takes the form of a production system. They differ from skill-
based decisions in terms of the number of contingencies that must be in place before an alternative
action is chosen. Unlike skill-based decisions, where a given action is triggered regardless of the
context in which the precipitating environmental condition occurs, rule-based decisions are
considered to be more difficult because they not only require that a primary enabling condition be in
place, but also that one or more additional conditions hold before an action can be selected.

In our current system, this distinction is reflected by the fact that rule-based decisions are
triggered by rules associated with specific script states, and therefore require an awareness of at least
one more contingency (What state is currently active?) before the rule's dictates can be enacted. It is
assumed that a fixed time cost will be incurred for each enabling condition that was required to be in
place before the decisions of this type are implemented. Furthermore, it is assumed that a substantial
amount of cognitive resources were applied to this process during that time.

The knowledge-based decision process is more complex and resource-demanding than the other
two, in terms of the time requirements and the nature of its inputs. It is a two-stage, sequential
process. The first stage applies a simplified lexicographic heuristic based on the Elimination by
Aspect (EBA) decision heuristic (Tversky, 1972). The last stage applies a simplified compensatory
multi-attribute utility model (similar to the ENG calculation). While the skill-based and rule-based
processes require only the satisfaction of logical arguments for the determination of what procedure
will be done next, the knowledge-based process requires that each alternative course of action being
considered is represented and compared in terms of the values of a set of attribute variables. In the
current version of the knowledge-based process, the EBA stage requires that the set of attribute
variables are rank-ordered in terms of their importance, and for the compensatory process they must
be weighted in a manner consistent with their ranking. We have implemented such ranking for
attributes that are particular for each domain to which the object simulation has been applied.

The EBA stage serves to eliminate activity alternatives that are unsatisfactory based on their
values with respect to the highest priority attributes. It does this by first comparing the value
assoiated with the most important attribute to a situationally defined criterion. Alternatives that do
not meet this criterion are dropped from consideration with respect to the second most important
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attribute. The alternatives meeting the criteria for the highest priority attribute are judged against the
criteria set for the next most important attribute's criteria. Those attributes that do not meet the
contextually sensitive criteria set for this attribute are dropped from further consideration. This
seemingly crude yet efficient evaluation process is repeated until only two alternatives remain.

Next, the compensatory multi-attribute utility method is invoked. This process involves the
assignment of a single value to each of the two remaining alternatives, calculated as a weighted sum
of its particular set of attribute values. The alternative with the highest net utility (defined as the sum
of the weighted attribute values) is then executed by the model after a period of time, which can be
determined from the cognitive decision processing model developed by Johnson and Payne (1985)
that provides estimates of the time required for an individual to have made such a decision.

The three decision processes are automatically implemented in the order in which they have
been described. They are instituted as activity choice filters that are applied to the choice-form
activity alternatives. When the conditions are in place for the implementation of a doctrinal
prescription, the human's decision process will be skill-based. If alternatives are still available after
the skill-based procedure has been applied, the rule-based procedure will be enacted to further prune
the set of remaining alternatives. Finally, should alternatives remain after both of these strategies are
applied, the (most costly) knowledge-based procedure is used.

Workload Calculation

In PROCRU there was no direct calculation of workload. Examination of various timelines
generated by a PROCRU simulation allowed one to make inferences about workload or, more
precisely, about the effects of excessive task demands. Implicit measures of workload based on
PROCRU calculations were also possible. For example, the sum of the ENG's at a given time for all
procedures (or tasks) is a measure of the instantaneous task demand and the integration of this sum
over time could be a surrogate for cumulative load. We are now incorporatlr a more direct
indication of workload. This indicator is reflective of modern multiple resource models of
psychology. In particular, we are proceeding with the following general approach. For each task or
activity an assessment is made of the load incurred in performing. The granularity of task definition
to be used in load assessment is open to selection by the analyst. These load assessments are
provided by an expert's subjective opinion and are represented on a scale from 0-7 with 7 indicating
complete or full load. The task/activity loads are further refined by being divided according to
resources that a human can bring to bear to perform the task. We have partitioned those resources to
be visual, auditory (which includes both speech and hearing), cognitive and psychomotor. At this
stage of development we are simply computing the load on each resource as a function of time but
future work will be directed at comparing load with resource availability and developing appropriate
moderators of performance.

CONCLUDING REMARKS

In various guises, and at different levels of detail, the engineering-based models for multi-task,
complex systems described in this paper have been, or are being, applied in a wide range of
application areas: commercial aircraft operations, anti-aircraft weapons systems, helicopter attack
missions, command and control of tactical air missions and spacecraft telerobotic control. The
manual control models, which are their ancestors, have a long history of application. It is clear that
this approach to human performance modeling has both power and generality beyond what might
have been expected from its somewhat narrow engineering origins. On the other hand, the models
and methodology are evolving and are certainly not completely mature. There remains research areas
to be addressed both near term and long term, that relate to overall validation of the models, further
improvement and elaboration of them, and the manner in which they can be incorporated in an
integrated approach to person-machine system design and development. Some of the more
significant needs and directions are discussed briefly below.

A major issue concerning comprehensive engineering-based models, such as PROCRU or its
extensions, is the lack of experimental validation for the overall integrated models. The core,
continuous information processing model, has been validated many times and in different contexts as
have some of the single task models (such as control and detection models) that would be used in
such models. However, it must be noted that even if all sub-models in an integrated model had been
validated, it would not guarantee that the integration of them yields a valid comprehensive model.
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Thus, there is a need for appropriate model validation studies. However, the collection of such
validation data will almost always present severe technical and economic problems. Indeed, the
proper definition and scoping of model validation is an open question which, itself needs to be
addressed. Another issue, related to validation, concerns the parameterization of comprehensive
models. It is to be expected that as the complexity of the models increase and as they attempt to
account for more aspects of human behavior, the number of parameters that must be specified to
model that behavior will increase significantly. How to arrive at an appropriate number of parameters
and what techniques to use in estimating them from data are important, unresolved issues.

There are a number of developments at the component, or sub-model, level that are needed or
suggest themselves. The information processing portion of the model, though quite advanced, could
be extended to cover nonlinear systems or imperfect mental models. The modeling of situation
assessment by the operator(s) is still relatively simplistic and would benefit from an expanded view of
this process and the development and testing of algorithms for representing it. There are similar
needs in the area of modeling the diagnosis and problem-solving processes. The definition of goals
and sub-goals in a way that supports the modeling process and implementation is a very significant
aspect of this approach to modeling human performance but procedures for accomplishing this for
complex systems are just being developed and need further work. Though means are being added to
the model to calculate operator workload, there is need for a mechanism for accounting for the
performance impact of that load, particularly with respect to discrete tasks. Finally, in virtually all
aspects of the model, development has focused on performance of a highly skilled operator. Though
this is perhaps the best single assumption for design purposes, there needs to be more attention
devoted to individual differences and to the effects of training.

We see the models described here as becoming one part, albeit a very significant one, of an
integrated approach to the human-centered design of advanced person-machine systems. The other
parts involve formal methods for: mission decomposition; scenario generation: goal decomposition
and task analysis; models for interaction with physical control and display devices that allow one to
explore basic human engineering design considerations: and software tools. We envision these
elements integrated within a workstation environment that will support a range of person-machine
design, analysis and evaluation of problems, such as the feasibility of mission success, what (and
what not) to automate, the determination of information requirements. and cockpit (workplace) layout
analysis.
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MICRO SAINT - A TOOL FOR MODELING HUMAN PERFORMANCE IN SYSTEMS

K. Ronald Laughery

Micro Analysis and Design
Boulder, Colorado

BACKGROUND

Over the past few decades, there has been an increasing call for the development
of quantitative tools for the analysis of human engineering problems. One of the
emerging engineering technologies for quantitative analysis is computer simulation. In
the mid 1970s, the Air Force Aerospace Medical Research Laboratory (AFAMRL)
sponsored an effort for the development of a simulation language specifically aimed at
the human engineering community. This package, entitled SAINT (Systems Analysis of
Integrated Networks of Tasks), received widespread recognition as a general systems
engineering tool in addition to a human performance modeling tool. SAINT kindled the
interest of the human engineering community in computer simulation as a tool for
human performance analysis.

With all of SAINT's power, however, came several disadvantages. First, SAINT
is essentially a programming language with a set of subroutines providing the specific
constructs required for simulation. While this permits great flexibility, it also requires
that users have computer programming skills, thereby reducing the base of potential
users. Secondly, SAINT is hosted on a minicomputer. This also reduces the availability
of the tool given the relative proliferation of microcomputers. In truth, these
disadvantages of SAINT were also disadvantages of virtually every major simulation
package available on the commercial market several years ago.

In 1984, Micro Analysis and Design, under sponsorship of the U.S. Army Medical
Research and Development Command, began the development of a user-oriented,
microcomputer-based simulation system. The target problem of this modeling system was
to study human performance effects of a variety of stressors. The target audience for
this modeling system was the human engincering community. From this effort emerged
the modeling tool Micro SAINT.

While the original focus of Micro SAINT was rather narrow, a variety of factors
led Micro SAINT to become a more general purpose modeling tool. Behind all of these
factors was the simple truth that modeling human performance in a system can be every
bit as complicated as modeling any other type of system component. Therefore, the
requirements of a language for addressing human performance modeling problems is also
very broad. In essence, to model human-machine performance, a full-featured discrete
event modeling system with limited continuous modeling capabilities is required.

In the past four years, Micro SAINT has evolved into a full-featured modeling
system. While its primary focus remains the human engineering community, it has also
received broad acceptance in other applications of computer simulation such as system
design and manufacturing. However, one thing has remained constant within Micro
SAINT - the focus on the =.. For example, at every decision point in Micro SAINT's
development regarding the addition of a feature, we have asked ourselves these
questions:
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I. Will more than 5% of the users need this feature?

2. Is there another way it can be done with the current set of features?

3. Will the addition of this feature cause confusion to users who don't need
it?

Before the feature would be added, the answers to these questions would have to lead
us to the conclusion that the added complexity was worth the added power. In the
future, we will continue this focus and future evolutions of Micro SAINT will strive to
improve the tool's usability.

The remainder of this paper is organized into three sections. In the section
entitled "Technology behind Micro SAINT," we will present some of the underlying
constructs .behind Micro SAINT modeling and accompanying descriptions. In the section
entitled "A Case Study," we will provide an example of how Micro SAINT was used to
address a common human engineering problem, operator workload analysis. Finally, in
the section entitled "Future Developments," we will present a discussion of some of the
recent and ongoing enhancements to Micro SAINT, particularly those related to the
human engineering community.

TECHNOLOGY BEHIND MICRO SAINT

The basis of Micro SAINT modeling is task network modeling. Task network
modeling involves the decomposition of system performance into a series of subactivities
or tasks. The sequence of tasks is defined by constructing a task network. An example
to illustrate this concept is shown in Figure I which presents a series of tasks for dialing
a telephone.

corc orrect in
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Figure I
Sample Task Network of a Human Dialing a Telephone

The level of system decomposition (i.e., how finely we decompose the tasks)
dept ds on the particular problem. A discussion of how this is determined is beyond
the scope of this paper. However, suffice it to say that the system can be defined in as
detailed or gross a level as necessary. Also, a task network may include several
relatively autonomous subnetworks which, while interrelated, are also very distinctly
separate. For example, in modeling a helicopter there could be relatively autonomous
networks for the operators, the aircraft, and the threat environment.

While the networks may be independent, performance of the tasks can be
interrelated through shared variables. Once the network is defined, the modeler must
determine what variables are relevant to the modeling problem and how those variables
are affected by tasks in the networks. The relationships among different components
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of the system (which are represented by different segments of the network) can then
communicate through these shared variables.

For example, when a helicopter pilot initiates a pop-up activity, the variables
associated with operator controls would be duly affected by that task. These new values
would then indicate to the helicopter portion of the model that it must start executing
tasks associated with increasing the aircraft's altitude which is represented by another
variable. Once the altitude is above the threshold required for the threats to observe
and begin firing, the threat portion of the model begins executing tasks associated with
shooting at the aircraft. Representing task sequencing through a network and
interrelationships among tasks through variables and changes in variables associated with
tasks forms the foundation of all network models.

One explicit goal of Micro SAINT was to make the translation of task analysis
information into a dynamic computer simulation model much faster and more intuitive.
In Micro SAINT, we have taken three primary approaches to facilitating model
construction and use. First, all model construction and execution is done through menus.
Second, we provide modeling power to the user through a parser which allows the user
to create application-specific logic and subprograms without ever needing to access
computer code or execute a compiler. Third, we have provided a series of interactive
execution modes to make model debugging much easier. Let us present these concepts
in more detail.

(1) Current Model Name in Memory: dialing
(2) Model Development
(3) Model Execution
(4) Analysis of Results
(5) Utilities
(6) Show Models
(7) Animation

Select an item from the menu (1-7):

Figure 2
Micro SAINT Main Menu

One of Micro SAINT's main advantages is that it permits the modeler to construct
and run all segments of a task network model by using menus. This "user friendly"
interface dramatically increases the ease of learning, using, and understanding task
network models. To briefly illustrate the simple process of using Micro SAINT, let us
present several menus associated with constructing a network model. Figure 2 is the
main menu for Micro SAINT. In using Micro SAINT, the user has three activities as
shown by menu items 2, 3, and 4 in Figure 2. First, the user must develop the model.
Then, the user must execute the model. Initially, the user will execute models to debug
them. Once debugged, the user will execute the models to gather data on disk. Finally,
the user can analyze the data with a series of built in statistical and graphical tools.
Menu option 5 in Figure 2 presents the user with a series of utilities for model printing,
merging, etc. Option 6 simply presents a list of the models on the user's disk. Finally,
option 7 presents an animated view of the task network. Let us present several of the
menus and user interfaces associated with model development, execution, analysis, and
animation.
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(1) Current Model Name in Memory: dialing
(2) Task Network
(3) Job Queues
(4) Variable Catalog
(5) Function Library
(6) Continuous Variable Changes
(7) Simulation Scenario
(8) Snapshots of Execution
Memory Available = 181322 bytes

(C) Copyright 1987 Micro Analysis and Design, Inc.
Serial number: MS00001 All Rights Reserved.

Aspect of model development to work on (enter a number 1-8) ?

Figure 3
Model Development Main Menu

Figure 3 presents the menu associated with model development. At this level, the
modeler would select an aspect of model development on which to work. The various
options deal with the network model, any continuous portions of the model (e.g., vehicle
location in space), the simulation scenario, and data collection (snapshots). If the
modeler selected option 2, then he or she would be presented with a screen which
presents the list of tasks which have been defined as depicted in Figure 4. The user
may then ADD a new task, MODIFY an existing task, DELETE an existing task, COPY
the information from one task into another task, or SAVE the updated task network
(NEXT and PREVIOUS are commands for paging when the list of tasks exceeds one
screen). If the" user were to add or modify a task, he or she would be presented with
a screen similar to Figure 5.

TASK NETWORK Model Name: dialing

Number: Name: Type:
1 dial pre-fix Task
2 dial last 4 digits Task
3 wait for ring Task
4 call complete Task
5 hang-up Task

Add Modify Delete Copy Save Next Previous View
Command (a, m, d, c, s, n, p, v) ?

Figure 4
Model Development Task Selection Menu
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MODIFY TASK
Task Number: 1

(1) Name: dial pre-fix (2) Type: Task
(3) Upper Network: 0 dialing
(4) Release Condition: 1;
(5) Time Distribution Type: Normal
(6) Mean Time: .9;
(7) Standard Deviation: .5;
(8) Task's Beginning Effect:
(9) Task's Ending Effect:
(10) Decision Type: Probabilistic

Following Task/Network: Probability of Taking
Number: Name: This Path:

(11) 2 dial 2 (12) 1 - errorprob;
(13) 5 hang-u (14) errorprob;
(15) (16)
(17) (18)
(19) (20)
(21) (22)
(23) (24)

Enter number of the field to change or m to modify another job:

Figure 5
Modify Task Menu

At this point, the modeler would add or modify information in each of the fields
associated with that task. All of the other model development options shown in Figure
3 involve a similar sets of steps. At any point in model development, the user can view
and/or print a graphical presentation of the model as shown in Figure 6.

model: dialing Network: 0 dialing

dqeia J-7 i41 lost -- [wait for J-7 .Xeml'-r-fi 1 5 rin Comlet

Figure 6
Graphical Presentation of a Model
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Given the fairly rigid menu structure within Micro SAINT, one might ask how
users can design custom algorithms within Micro SAINT models without having to access
and modify the actual computer code. This is accomplished via a ,arser The parser
is, essentially, a run-time interpreter. A parser will take a series of algorithmic
expressions (e.g., mathematical, logical, control of flow expressions) that are stored in a
database in "source code" form and then, as the program runs, these statements will be
.parsed" and executed in a manner identical to that which would occur if the algorithm
were embedded within the object code of the program itself. Parsers are quite common
in microcomputer software such as Lotus 123 where it would be clearly unacceptable to
recompile the Lotus 123 program every time a formula in a cell was changed.

We have developed and incorporated a parser within Micro SAINT, At every
menu item in Figure 5 followed by a semi-colon, a parsed expression or series of
expressions can be included. The syntax for these expressions resembles that of the C
programming language. Through the use of the parser, some of the things we can do
within Micro SAINT are as follows:

- Create complex decision and branching logic within a model

- Control the interactions of tasks with other tasks in the system through
interactions among variables

- Constrain task execution until certain conditions have been satisfied

In essence, the parser allows the user to build subroutines associated with task execution
without program recompilation. It is this feature which gives Micro SAINT the power
of other simulation languages without having to resort to computer programming.

When executing the model, the user is normally presented with an interface as
shown in Figure 7. From this interface, the user can review the current simulation time,
the task just completed, all tasks and other events scheduled (i.e., the event queue), and
the values for up to 15 selected variables. At any point, the user can stop the simulation
and manipulate variable values.

RUN I OF 1 System Time: 73.37
Completed Task: 4 pack

VARIABLES: Tag: EVENT QUEUE:
radios 3 1 7 At 73.37 Queue: 3q test queue

7 At 74.09 Task end: 1 assemble parts
6 At 77.90 Task end: 3 test

discards 2

testq 1

------------------------------------
Error Count: 0

paused>

Figure 7
Normal Micro SAINT Model Execution Screen
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Recently, Micro Analysis and Design has added the ability to review model
execution through animation. An example of the screen displayed during model
animation is presented in Figure 8. During animation, tasks that are active are
highlighted, queues building up in front of tasks are illustrated, and the flow of entities
(e.g., information, components) between tasks can be followed with icons. Model
animation requires no additional model development effort.

Model: radios Network: 0 radios

dsr06discar.

RUN I. OF I Icurrent Speed: 10B I Sust enq Time: 83.35

rais UtR IABLES : 40 BAR CHART: -.
d is cards I .0 0.1
testq 2 0.0 ,2.0

Figure 8
Animated Micro SAINT Model Execution Screen

Finally, Figure 9 presents an example of one of the graphical data analyses
created using the Micro SAINT analysis software (reached through option 4 from the
menu depicted in Figure 2). There are, of course, a host of other analyses included as
well. If other analyses beyond those provided within Micro SAINT are required, the
model data can be readily loaded into virtually any analysis package such as Lotus 123,
SAS, SPSS, or one created by the user.

The above discussion presents a brief tour of the Micro SAINT menu structure.
We have strived to make these menus as intuitive and straightforward as possible to
facilitate ease of learning and use. The feedback we receive from the user community
indicates that these goals are being met.
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A CASE STUDY - OPERATOR WORKLOAD MODELING ON THE LHX HELICOPTER

This section will provide a case study of the use of Micro SAINT in addressing
a common human engineering concern, operator workload analysis. It is by no means
intended to represent the only kind of problem to which Micro SAINT can be
successfully applied. Micro SAINT is a tool that can be applied to virtually any human
performance analysis problem where quantitative predictions of human performance
and/or the interaction of the human with his environment is of interest. Rather than
trying to restrict the problem domain of Micro SAINT, this section is intended to show
one of the successful applications of Micro SAINT and task network modeling.

ASSENBLY LINE

Manufact ur ing Cars

38-

28-

NuMnerof
Occurances

18-
8- -

8 2 4

Nupaher of Chassis Waiting

Figure 9
Example of Micro SAINT Data Analysis

The immediate issue in the LHX crew modeling effort was to predict operator
workload in the early stages of design so that operator overload situations could be
avoided. Micro SAINT was used to predict relative reductions in operator workload for
a variety of cockpit configurations and, therefore, to evaluate the effectiveness of
cockpit automation.

The fundamental approach to evaluating operator workload in the future attack
helicopter was to develop a computer simulation of the helicopter system. In this model,
the focus was on the human operator. However, since the helicopter operated in a

highly closed-loop manner (i.e., operator activities depended on other aspects of the
environment and vice versa), we believed that the operator's performance and workload
had to be evaluated with a truly closed-loop model. Therefore, the following three
distinct components of the model were developed:

1. The human operator
2. The helicopter
3. The threat environment

226



By developing detailed submodels of the human operator supported by simplified,
albeit realistic, submodels of the helicopter and threat environment, a far more realistic
representation of the human's workload demands could be obtained. Furthermore, by
developing a model of the overall system, we could obtain some system-oriented
performance measures such as survivability, kill-ratio, etc. Based on this analysis,
computer simulation submodels were developed for each of the above three components
and integrated into an overall model for evaluating operator workload and helicopter
system effectiveness for four alternative cockpit designs. Three of these integrated
models represented cockpit configurations that were being considered for the LHX, and
one model represented a two-man Apache. The basic LHX was an enhanced current
state-of-the-art aircraft. The other two aircraft incorporated segments of the virtual
cockpit that is being developed at the Armstrong Aerospace Medical Research
Laboratory. The Furness wide model simulated a wide field of view virtual display
whereas the Furness medium model simulated a more limited field of view.

We focused on what was believed to be a high workload portion of the mission,
the anti-armor engagement. A prior analysis using the Siegel-Wolf method of crew
system modeling was used to make this determination. Each of the four models
(representing the different cockpit configurations) began with the aircraft moving to a
hover zone, popping up to acquire the targets, processing the targets and selecting
priorities, a series of pop-up engagements and relocations to new hover zones, and finally
a battle damage assessment.

How Workload was Considered

To consider workload, we employed a variation on a technique which had been
used by McCrackin and Aldrich (1984).1 Using this technique, each operator activity
was characterized by the workload demand required in each of four attention channels:
the auditory channel, the visual channel, the cognitive processing channel, and the
psychomotor output channel. McCrackin and Aldrich present benchmark scales for
determining demand for each channel. Using this approach, each task in the operator
models could be characterized as requiring some amount of each of the four kinds of
attentional demand. All tasks in the operator models were analyzed with respect to these
demands and values were assigned accordingly.

However, the pilot was usually not performing simply one task at a time. For
example, he may have been required to monitor his hover position while he received a
communication. Given this, the workload literature indicated that the operator may
either accept the increased workload or begin numping less important tasks.

To factor these two issues into the computer simulations, two approaches were
incorporated which provided ways of evaluating 1) combined operator workload demands
for tasks which were being performed concurrently and 2) when the operator would
begin ignoring tasks due to overload.

In the computer simulations, we were able to assign values for the attention
required in each of the four channels for each task. Then using "task beginning effects"
and "task ending effects" to adjust variables in the simulation associated with each task,
we could at any point in the simulation obtain an estimate of the total attentional
demands across all tasks. By taking "snapshots" every two simulated seconds during a
simulation run, we were able to characterize the operator's attentional requirements
graphically. By examining the points in the mission at which these attentional demands
were dangerously/unacceptably high, we could assess mission segments for which

- automation would be helpful.

We examined operator task dumping behavior in one segment of the operator's
activities associated with his "updating situational awareness." There were a series of
tasks during which the operator's objective was to look out the cockpit window to
maintain an awareness of his situation outside the cockpit. However, we hypothesized
that at some point his visual attention demands would become excessive and he would

'McCracken, J.H. and Aldrich, T.B., Analysis of Selected LHX Mission Functions -

Implications for Operator Workload and System Automation Goals. Technical Note
MDA90.-81-C-0504, June 1984.
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stop attempting to maintain situational awareness until the visual load lightened. In the
models, we stopped the operator's maintaining of situational awareness whenever his
combined visual attention demands exceeded a value of 5. We should note that some
may argue our choices of specific values beyond which attention overload is achieved
and/or the specific tasks that the operator would eliminate. These arguments are valid
and, again the models are such that these assumptions are transparent and easily
changed.

Study Results

We collected data for each of the four aircraft under two different threat
conditions, one where six threats had to be engaged and one where two threats had to
be engaged thereby creating eight experimental conditions. Under each of these eight
conditions, we collected the following data:

I. Percentage time that visual attention demands exceeded the threshold to
permit the update of situation awareness

2. Visual attention demands throughout a mission

3. Auditory attention demands throughout a mission

4. Cognitive attention demands throughout a mission

5. Psychomotor attention demands throughout a mission

6. The vulnerability of the aircraft as measured by the number of times it
was "killed" by the threats in the simulation

Attentional demands were analyzed through the review of graphs such as the one
presented in Figure 10. From this, the following conclusions were reached:

- The basic LHX was overly demanding with respect to visual attention

- The Furness cockpit design appeared to reduce visual attention demands
dramatically

ATTENTION THROUGHOUT A RUN

Fttnwie - 6 targets - p

25-

28-

ctamulatt 15-
attent ion

167

50e-

n 200 406

time

Figure 10
Predicted Workload Profile Throughout a Mission
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With respect to the measures of aircraft vulnerability, we were able to identify
aspects of the operator tasks which led to more vulnerable aircraft. Therefore, we were
able to directly link the tasks performed by the human (as dictated by the system
design) to the probability that the aircraft would survive in combat.

What did we learn in building this model?

Perhaps that most significant finding in this study relates to the methodology
employed. Task network modeling with Micro SAINT was an efficient method for
obtaining insight into some of the workload issues associated with the LHX. To those
who have constructed and used computer models of operator behavior, the above effort
may seem Herculean. However, the total time elapsed during the entire study was 10
weeks during which approximately 20 man weeks of labor were expended. Furthermore,
it was estimated that a significant change in the model could be performed in roughly
four man-days. Clearly, this type of effort is well within the scope of most human
operator analysis efforts.

Again, we want to emphasize that this is simply an example of a successful
application of Micro SAINT to a human engineering problem. We at Micro Analysis and
Design have applied it to other human factors issues including manpower analysis,
training system design, and human error analysis. Others have applied it to many
different types of human performance analyses, from simple task analysis to neural
network analysis. Micro SAINT is a modeling tool and, as such, can be applied to many
different types of human performance modeling problems. Micro SAINT is limited more
by the creativity of the human engineering community than the power of the tool itself.

FUTURE DEVELOPMENTS

Any software product must continually evolve and improve. Changing needs of
the marketplace and ever growing computer capabilities dictate this. Currently, there
are several projects underway and recently completed at Micro Analysis and Design to
support the evolution of Micro SAINT. We have grouped these changes into two general
categories, 1) enhancement of the basic modeling tool and 2) customization of Micro
SAINT to specific users and/or problems.

Enhancements to Micro SAINT

Two projects have recently been completed at Micro Analysis and Design which
have expanded the capabilities of Micro SAINT. First, under the sponsorship of the
Armstrong Aerospace Medical Research Laboratory, we have developed a version of
Micro SAINT for the DEC VAX line of computers. This product, named Saint Plus is
virtually identical to Micro SAINT from the user perspective. Aside from the obvious
difference in the hardware environment, Saint Plus also allows the development of
significantly larger models. While few users have identified the need for larger models,
we feel that this enhancement will expand the base of problems to which task network
modeling can be applied.

The second recently completed enhancement we have already mentioned - the
development of an animation package for Micro SAINT. Animation allows users to view
their graphical task networks as a model executes. During animation, tasks which are
being executed are highlighted, queues that are building up are presented, and the flow
of entities through the system can be viewed with icons. Animation is primarily
designed for the presentation of models. Additionally, it has been found to be a
powerful debugging tool. A picture is, in this case, worth a thousand graphs.

A project that we are now involved in is the development of a Macintosh version
of Micro SAINT named Paradigm Paradigm will initially provide all of the basic
modeling features of Micro SAINT coupled with the powerful graphics capabilities of
the Macintosh. In the future, we will use the increased processing power of the
Macintosh to expand the features and power of task network modeling. Our current
expected completion date for the first version of Paradigm is mid 1989.
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Customization of Micro SAINT

While Micro SAINT is a relatively easy to use tool, it still requires creativity in
designing the underlying task network model to address specific problem types.
Recently, we have seen an increasing interest in developing custom software packages
for specific classes of simulation problems and/or for specific users.

Currently, we have three projects under development which use Micro SAINT as
the "kernel" of the modeling application package. Each of these projects have three
elements in common.

1. Customized user interfaces are developed that require the user to provide
only the model information that is unique to a specific application of the
model. Therefore, if segments of the model are always the same across all
applications of that model, these segments will be embedded within the
customized application. Also, the customized interfaces are able to "speak
the language" of the specific user population. The analysis package is
also customized so that the simulation data are provided to the user in
terms that are particularly relevant.

2. Integrated data bases are included which provide, essentially, libraries of
data relevant to the particular area of application. This reduces the need
for users to collect data from external sources during model development.

3. Micro SAINT simulation software "engines" are used to provide the
simulation capabilities. rhe simulation management and data base
manipulation are supported from existing subsets of the Micro SAINT
code.

Our new applications include models which support the Army's MANPRINT
initiative. These models are used to examine new system performance, both in terms of
setting criteria for minimally acceptable system performance and in evaluating the
"likely" performance given a specific weapon system design. These applications are well
suited to our customization scheme, because the users have very task-specific knowledge
and terminology. They recognize and understand terms like "probability of hit" and
"target acquisition time." Also, the questions which these users are trying to answer are
inherently dynamic. Simulation enables them to play "what if" with mission conditions
and scenarios. Since most of the required data consist of function and task performance
times, fielded weapon system data will be supplied to the user in the libraries. The user
will then be able to "mix and match" and modify data from other systems in order to
build an estimate of what the new system's mission will look like and how the new
system must perform.

We are also developing a maintenance modeling tool for the Army. This tool
includes a structured model for which the user will supply maintenance failure rates,
usage rates, personnel requirements and other logistical variables. This application
differs from the products in the preceding paragraph because the user will not actually
change the structure of the model. Rather, the user will only be changing the
parameters of the tasks in the network model. This enables the user to analyze a highly
variable and volatile system without requiring simulation development expertise.

During these projects, we have maintained close contact with the users. This is
extremely important during the development of customized applications, and we have
been very encouraged by the enthusiasm the tools have generated. We believe that tools
like these can broaden the horizons of simulation applications and users.

SUMMARY

Micro SAINT has proven to be a useful tool for modeling human performance in
a wide variety of system types to address many different kinds of problems. The key
concept, though, is that Micro SAINT is a tool. Micro SAINT is an attempt at doing to
computer simulation what Visicalc did to computerized spreadsheet analysis. It provides
an easy to learn and easy to use environment in which the human factors engineer can
construct a variety of types of models depending upon the problem to be addressed and,
more importantly, the creative mind of the user.
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ANALYSIS OF A PROCEDURE FOR MULTIPLE OPERATOR TASK

PERFORMANCE ON SUBMARINES USING A NETWORK MODEL

L. van Breda

TNO Institute for Perception
P.O. Box 23
3769 ZG Soesterberg, The Netherlands

OVERVIEW

The use of network models describing complex man-
machine systems is generally accepted in the field of
human engineering researcl is a tool for predicting sys-
tem performance. To analyse multiple operator procedures
on board submarines of the Royal Netherlands Navy such a
network model was developed. The analysis was meant to
verify the appropriateness of prescribed procedures con-
sisting of a number of tasks partly performed by oper-
ators and partly by automatons. The network model de-
scribes the operators' activities by algebraic equations
and by production systems whereas the submarine's manoeu-
vring behaviour as well as the dynamics of relevant plat-
form systems are mathematically described by differential
equations.

This paper emphasizes the use of the network model
in the analysis of the snorkeling procedure. The network
model is based on a normative task performance as defined
by the Navy and meant to investigate the procedure with
respect to information flow and operator task performance
under different conditions.

Results show that partly manual control does not
slow down the course of the procedure. It also appears
that the busy time of the operators never exceeds 50% of
the available time. To prevent excessive overshoot of the

*snort top valve when appearing above sea level practising
with special ballast condition is required. This is in

* contradiction to the assumption that the procedure has to
be executed with a pitch angle of zero degrees.
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INTRODUCTION

Background

On board Walrus-class submarines which are under
construction now an advanced system for monitoring and
control of platform systems is developed. The equipment
for information presentation and control setting is im-
plemented in the control centre of the submarine and con-
sists of a console equipped with pushbuttons, indicators
and graphic displays. The system design is based on a
considerable manning reduction compared to existing
Zwaardvis-class submarines, increasing complexity of the
platform systems and resulting consequently in a system
in which many functions are partly or completely automat-
ized.

Monitoring and control tasks on board submarines
have a procedural nature. In order to quantify the effect
of workstation design and man-machine interaction on
total system performance in the designing stage of the
submarine, the TNO Institute for Perception conducted a
study under contract to the Royal Netherlands Navy in
which several procedures were analysed.

The study is based on mathematical modelling tech-
niques using network models. The network model is imple-
mented in a personal computer by means of the SAINT
(System Analysis of Integrated Networks of Tasks) simula-
tion language and used to analyse procedures with differ-
ent initial conditions (scenarios).

This paper describes the use of the network model in
the analysis of the so-called snorkeling procedure. Dur-
ing this procedure the submarine rises up to periscope
depth and starts to recharge as soon as possible its bat-
teries by means of diesel engines. The snorkeling proce-
dure is critical because various tasks have to be per-
formed by several operators simultaneously. As the oper-
ator task definition is different for each scenario, it
can be expected that this will influence the course of
the procedure. By using the network model the effect of
operator normative task execution on the course of the
procedure and on the manoeuvring behaviour of the subma-
rine can be determined.

Snorkelinz with a Submarine

Under normal operational circumstances a submarine
is manoeuvring deep below sea level in a state of non-
stable balance. This means that a disturbance without any
compensation will cause a continuous change of rate. The
vertical speed of the submarine is controlled by means of
propulsion and diving rudders on stern and sail.
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Figure 1. Snorkeling with a submarine.

Changes in ballast are compensated by vertical and
horizontal trim. The propulsion is affected by the
battery driven main propulsion motor which is directly
coupled to the propellor (Figure 1).

Being non-detectable is of course essential for a
submarine. In fact this can only be achieved by manoeu-
vring at great depth during long periods of time and
rising only for special missions. As Walrus-class
submarines are conventionally propelled submarines it is
necessary after a certain amount of time to rise to
periscope depth and recharge the batteries and the
pneumatic system by diesel engine operated generators and
compressors. The air inlet for the diesel engines is
effected by the snort induction mast with the snort top
valve. During the snorkeling procedure the submarine is
manoeuvring just below sea level and can easily be seen.
The high noise level produced by the engines also
increases the detectibility. Under operational
circumstances this is a dangerous situation for a
submarine. By optimizing the design and use of the on
board installations the Navy aims for reduction of the
detection risk by minimizing the duration of the snorkel-
ing procedure.

There will be a disturbance of the vertical balance
when the diesel engines are started. The snort exhaust
system is filled with about two m3 of sea water and when
starting the engines this system will be emptied by the
diesel exhaust gases. This is a new aspect compared with
the existing Zwaardvis-class submarines. Especially when
manoeuvring with a pitch angle of zero degrees this dis-
turbance could cause upwards accelerations so the snort
top valve could appear above sea level. It was questioned
during the design phase whether these effects could be
compensated by the automatic depth control system.
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Procedure and Scenarios

In Walrus-class submarines manoeuvring procedures
are carried out by three operators. The workstations of
these operators are located in the Control Centre and
provided with VDU's, displays and controls connected to
the so-called Information Processing System. All platform
systems can be activated and monitored by VDU interaction
or by pushbutton control:

- the propulsion operator is controlling propulsion,
diesel engines, electric supply systems and snort
induction

- the trim operator is controlling trim, ballast and un-
ballast

- the helmsman is controlling depth and heading.

During the snorkeling procedure the submarine first
rises to periscope depth maintaining a pitch angle of
zero degrees. All the platform systems are stand-by. When
the snort top valve appears above sea level the propul-
sion operator will open the snort induction system and
the top valve unless the top valve is tested and the
snort induction is dry. The diesel engines are prepared
and started once the top valve is open. Then the battery
recharge system is activated by means of generators and
the compressor system for pneumatic air supply must be
started. At this very moment the snort procedure is
started and the submarine is regaining energy storage.
During the procedure the trim operator is continuously
monitoring the balance of the submarine. Disturbances are
compensated immediately.

Under regular operating circumstances the platform
system is operated by automatic control:

- DA = Diesel engines, Automatic control
- BA = Charge Batteries, Automatic control
- TRA = TRim, Automatic control
- PA = Propulsion, Automatic control.

Under special operating circumstances the platform
system is operated by semi-automatic or manual control:

- DM = Diesel engine, Manual control
- BM = Charge Batteries, Manual control
- TRS = TRim, Semi-automatic control
- TRM = TRim, Manual control (VDU interaction)
- PM = Propulsion, Manual control.

Because the installations mentioned above are inde-
pendent, any combination can be used. The snorkeling pro-
cedure can be executed completely automatically (DA, BA,
TRA, PA), completely manually (DM, BM, TRM, PM) or any
other combination in between.
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The study is focused on three critical scenarios:

- SI = snort exhaust dry
As it is expected that the ballast
disturbances caused by the snort exhaust
system will influence the course of the
procedure, this not-existing scenario is used
to compare the situation with existing
submarines (hypothetic control condition)

- SII = snort exhaust filled, no further precutions
- SIII = snort exhaust filled, pre-ballast 2 m .

The assumption is made that during the snorkeling
procedure the forward velocity relative to the water is
kept constant so the propulsion control remains automatic
and will not be considered in the analysis. Since depth
control is carried out automatically, the helmsman has no
influence on the course of the procedure. Only the
propulsion and the trim operator tasks are analysed. In
total 2x2x3=12 conditions per scenario have been simul-
ated (Table I).

Table I. Conditions to be analysed per scenario.

Diesel DA DM

Battery BA BM BA BM

Trim TRA r r r r
TRS r r r r
TRM r r r r

r = 25 replications

The system performance is determined with respect to
three aspects:

- the quality of the procedure.
This is the overshoot of the top valve immediately
after its appearance above sea level. For minimizing the
detectibility, the overshoot must be limited to 0.25 m.
Scenario SI is only relevant to this aspect since it
deals with the manoeuvring characteristics of the
submarine.

- the procedure execution time.
This is the period of time in which all the platform
systems used for energy storage and pneumatic supply
have been started once the top valve is open. It can be
expected that he execution time of the procedure will in-
crease during manual control. According to design specif-
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ications this may not exceed 50% of the execution time
during full automatic operation.

- operator busy time.
This is the time operators spend to start the snorkeling
procedure and to compensate the disturbances by
trimming the submarine. The total time spent may not ex-
ceed 50% of the available time.

METHOD

Discrete Event Simulation

Operator tasks during a procedure are sequential.
Therefore a top-down approach was accomplished using net-
work techniques to analyse the procedure. The snort pro-
cedure as defined by the Navy was divided into tasks and
subtasks to be performed by operators and machines. As-
sumptions and conditions were defined describing the
relations of the activities. Operator tasks were categor-
ized in monitoring and control tasks. Each task was de-
scribed by

- the activity to be performed
- the task category
- the time duration
- the operator(s) to perform
- the resources needed
- the input/output conditions.

The task descriptions consist of production systems,
i.e. condition/action rules as they are used in the de-
velopment of expert systems. The estimated time to per-
form a task was based on literature and based on results
from experiments (Vermeulen, 1987).

Continuous Simulation

The characteristics of process variables whose val-
ues change continuously over time can be modelled by
means of algebraic, difference or differential equations.
This technique is used to describe the dynamics of rele-
vant platform systems like diesel engines, generators,
battery charge process, trim, etc. The model of the sub-
marine's behaviour is based on the fact that vertical
forces will not affect motion in the horizontal plane.
Therefore the manoeuvring characteristics of the sub-
marine as a continuous process are modelled by two sets
of linear equations of forces and moments in the horizon-
tal and vertical plane:

- Hydrodynamic forces and moments due to hull and sail.
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- Hydrodynamic forces and moments due to hydroplane de-
flections on stern and sail.

- Forces and moments due to ballast, unballast, trim.
- Forces due to waves.

The model is based on a linear simulation model
(Heidsieck, 1983), tested and compared with trials of a
non-linear six degrees of freedom model. The model is
provided with a system for automatic heading and depth
control.

Implementation

The discrete event and continuous model have been
implemented into an IBM PC/AT3 computer by means of the
SAINT (Systems Analysis of Integrated Networks of Tasks,
Wortman, 1978) simulation language. SAINT is a network
and modelling technique written in FORTRAN and designed
for describing complex man-machine systems in which dis-
crete and continuous elements can be calculated simulta-
neously.

The discrete part of the system to be analysed is
the network model. In SAINT a graphic approach is taken
to model a network. There is a special graphic symbol for
each element. Elements of the network are tasks, re-
sources needed to perform the tasks and input/output re-
lations between tasks and status variables. Additional
functions can be defined by user-written subroutines.

The continuous part of the model consisting of the
dynamic equations is implemented using a subroutine
called STATE. This subroutine is called after periodic
time intervals and/or when a discrete event occurs and
calculates the process variables called state variables.

Interaction between the discrete and continuous part
of the model is affected by the event related part of the
model. In this part threshold functions, user functions
and special attributes are used.

The values of probabilistic variables can be deter-
mined using predefined distribution sets (Monte Carlo ap-
proach). To calculate the mean values and standard devia-
tions within reasonable confidence intervals the calcula-
tions must be replicated many times (iterations). For
each condition of the snort procedure 25 iterations have
been simulated.

SAINT provides a framework through which statistical
information of the model can be obtained. Data collection
points are user-defined and can be introduced at any
point of the network. Statistical output data can be pre-
sented in both graphical or tabular form.

2
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SIMULATION RESULTS

The Ouality of the Manoeuvre

Figure 2 shows the average overshoot of the snort
top valve just after its appearance above sea level. Each
scenario represents 12 conditions of 25 iterations.

2

0
0

cr

o c it S I S11 s m
scenarios

Figure 2. The overshoot of the snort top valve
for each scenario, averaged over 12 conditions
of 25 iterations each. on the vertical axis the
criterion is presented.

It is shown that only during the hypothetical
scenario SI there is no overshoot of the snort top valve.
The manoeuvre in this scenario is approximately perfect.
Scenario S11 and SIII show results with an average over-
shoot of 1.2 m resp. 0.7 m.

The Procedure Execution Time

Figu'-9 3 shows the average procedure execution time
as a function of the scenarios SII and SIIl. It shows
that under normal operating circumstances the snorkeling
procedure is terminated after 100-200 seconds. Only
during manual trim conditions is there a significant
delay if no further precautionary measures are taken
(scenario SII). In fact, manual trim corrections by VDU
may interfere with other interactive actions. The time
delay is mainly caused by trim actions resulting from
sub-optimal ballast conditions.
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Figure 3. The procedure execution time per con-
dition for scenario II and III, averaged over
four conditions of 25 iterations each.
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Figure 4. The percentage of time busy of the
trim operator per condition for scenario II and
III, averaged over four conditions of 25 iter-
ations each.
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Operator Busy Time

The model output shows that the percentage of busy
time of each operator increases during manual operation.
During fully automatic operation about 25% of the avail-
able time is used for monitoring and control tasks. Only
a third part of it is used for control actions. In Figure
4 the busy time of the trim operator as a function of the
conditions is depicted.

CONCLUSIONS

Results of the computer simulation using network
models show that during the snorkeling procedure of a
Walrus-class submarine, disturbances of ballast in the
exhaust system cannot sufficiently be compensated. Assum-
ing that during the procedure the pitch angle is kept at
zero degrees, the top valve will have an overshoot of
1.20 m above sea level if no further precautionary meas-
ures are taken. Even by respecting pre-ballast conditions
the overshoot will be about 0.70 m. This is unfavourable
for the detectability of the submarine. During empirical
tests performed by the Navy with existing submarines it
appears that sudden vertical accelerations can be compen-
sated by manoeuvring the submarine with a small pitch
angle forward. This finding confirms the applicability of
steering with a pitch angle, however, the automatic depth
control system will have to be adapted for that condi-
tion. Moreover, pre-ballasting will have to be consid-
ered.

The procedure execution time varies from 100 to 200
seconds. Simulation results show that the execution time
is hardly affected by the use of automatons, but mainly
by the initial ballast conditions. It can be concluded
that correct preventive ballasting will increase the
quality of the manoeuvre and will decrease the procedure
execution time.

Analysis of the operators busy time shows that even
in case all platform systems are manually operated the
operators are controlling and monitoring the installa-
tions during less than 50% of the available time. This
suggests that there is ample capacity left for correcting
unexpected errors.
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INTRODUCTION

Man plays an important role in complex man-machine systems (MMS). such
as nuclear power plants, ships, and aircraft, although now many system
functions are processed automatically. He has to monitor. supervise, and to
control the automated machine processes: he is further responsible for de-
tecting. diagnosing, and compensating malfunctions of those processes. Be-
cause today in modern MMS highly sophisticated technologies are applied.
now man is often the limiting element in those systems if not designed
properly. To enable the operator to perform tasks correctly during system
operation. systems have to be designed according to human abilities and ca-
pabilities. To have an impact on system design. special attention has to be
given to human contributions as early as possible during system development
while it is still possible to influence major design decisions. To identify
and analyse human activities and their impact on successful system opera-
tion in the development phase, the digital computer simulation has proven
as a powerful tool. Highly sophisticated simulation languages like SLAM
(Simulation Language for Alternative Modeling) are very helpful in that
process as will be shown.

In the following a simulation study is described in which the pilot
behavior and aircraft processes during an automated landing approach were
analysed and modeled. This approach was chosen because required monitoring.
supervisory, and control tasks of the pilot are typical for highly auto-
mated MMS (Sheridan et al.. 1976). The tasks considered in this study are
mainly based on predetermined procedures which the pilot has learned during
training. Therefore he is familiar with such approach situations. Rasmussen
(1986) defines the behavior for performing those tasks as rule-based behav-
ior which is controlled consciously and appears in familiar work situa-
tions. Goal of the study was the development of a simulation supported
methodology which can be used in early system development for determining
the required knowledge of the pilot in rule-based situations and human en-
gineering design and arrangement requirements for the cockpit-interface.

Before going into details; a short introduction to the steps of the
digital computer simulation is given. According to those steps the concep-
tual model of pilot tasks and aircraft processes and its implementation
with SLAM elements are described. After presenting simulation outputs and
applied validation procedures some simulation results are explained.
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STEPS OF A SIMULATION STUDY

The process of a simulation study can be divided into different phases
which are described in detail in literature (e.g. Pritsker. 1986. Rouse.
1980). In order to show the application of SLAM for modeling and simulating
pilot rule-based behavior it is sufficient to distinguish between five
steps (Dbring et.al., 1981) that will be used to structure the description
of the simulation study:

Definition of the Problem.
Development of the Model,
Implementation of the Model.
Simulation of System Behavior. and
Analysis of Simulation Outputs.

A simulation study starts with the clear definition of the problem to
be solved which coL.prises a detailed description of the system to be stud-
ied as well as a formulation of the problem-solving objectives. Problems
which we considered in our study were related to a man-machine system.
Therefore the problem definition represents a description of the considered
system elements. i.e. of the pilot and the aircraft, including system per-
formance measures such as task relevant data as problem solving objectives.

Once an initial problem definition is formulated, the development of

the model begins. Developing a model of the considered system means to de-
termine relevant system elements and their behaviors excluding unnecessary
details. The amount of detail which has to be considered should be based on
the purpose for which the model is being built. During the development of
the model, input and performance data of the considered system elements are
required. The result of the wodel development phase is a mathematical-logi-
cal representation of the system. called conceptual model (Schlesinger
et.al.. 1979). which can be exercised later in an experimental fashion on a
digital computer.

After developing the conceptual model the next task is the implemen-
tation of the model on a digital computer. The conceptual model is trans-
lated into a simulation program which is called the computerized model of
the system under consideration (Schlesinger et.al.. 1979). For implementing
a model, a simulation language. e.g. SLAM, is very helpful. In addition to
the savings in programming time. a simulation language also assists in mo-
del formulation by providing a set of concepts for articulating the system
description. An important part of the implementation is the verification of
the simulation program. The verification task consists of determining that
the computerized model represents the conceptual model within specified li-
mits of accuracy.

If the simulation program is implemented the next task is the actual
simulation of the system behavior with the digital computer. The system be-
havior is represented by state trajectories which are generated as simula-
tion outputs. Because in most cases it is neither useful nor possible to
store all data that are generated during simulation, a simulation language
mostly offers certain basic statistical functions for data reduction, ag-
gregation. and documentation such as calculation of means and standard de-
viations. and certain formats presenting results such as histograms and
certain sorts of plots. One important task related to simulation outputs is
the validation of the model built so far. The validation task checks if the
computerized model is a sufficient accurate representation of the system
behavior under consideration. It is in this phase that accumulated errors
are discovered and the final acceptance of the model must be achieved.

Simulation outputs describe the dynamic behavior of the system consid-
ered over time. The statistical analysis of simulation outputs is similar
to the statistical analysis of the data obtained from an experiment with an
actual system. The main difference with simulation is that the analyst has
more control over the running of the simulation pro&,am. Thus he can design
simulation experiments to obtain the specific analysis results necessary to
answer the pertinent questions relating to the system under study.
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SIMULATION STUDY FOR ANALYSING PILOT'S RULE-BASED BEHAVIOR

In this simulation study SLAM was applied for modeling and analysing
pilot's rule-based behavior which are required during a highly automated
landing approach. Performing rule-based behavior (Rasmussen. 1986). the pi-
lot applies stored rules or procedures which he has acquired by training.
During an approach he perceives information typically as signs which refer
to aircraft states or approach situations in his environment. Signs are
used to select actions which he can apply to act on those states and situa-
tions. For the approach bad weather conditions were assumed so that the pi-
lot could not rely on external vision and the approach was necessarily
guided by an instrume.it Inding system (ILS).

In this presentation the distinct steps of the study are described ac-
cording to previously distinguished simulation steps. The view is focused
mainly on development and implementation of the model.

Definition of the Problem

The problem definition of a modeling process includes a statement of
the phenomena of interest as well as i choice of performance measures

(Rouse. 1980). Our phenomena of interest are highly automated flight proc-
esses of an aircraft and the corresponding tasks of the pilot during an
ILS-approach. The basis of this simulation study was a real time flight
simulator facility at the FAT. Because this facility simulates a HFB 320
Hansa executive jet approaching the runway 25 of the Cologne-Bonn airport
this aircraft and this approach area were selected for analysis. The air-
craft requires a crew comprising pilot, co-pilot, and flight engineer. Only
pilot's tasks were analyzed.

The simulation study should answer questions which are related to the
specific task knowledge required by the pilot to approach correctly and to
the information flow on the pilot-cockpit interface. Task knowledge is
needed, e.g.. to determine contents of pilot training programs. The infor-
mation flow provides the basis for determining human engineering design and
arrangement requirements for cockpit displays and controls (Dring. 1976a;
Shackel. 1974). In detail, questions which have to be answered are:

1. Which pilot tasks in which approach segments have to be performed
during an autopilot controlled landing to approach successfully?

2. Which values of which aircraft and approach state variables does
the pilot need as inputs/outputs to perform his tasks successfully?

3. What is the frequency and sequence of use for those variables?
4. At which time points and during which time intervals are those

variables used?

Development of the Model

To develop the conceptual model. i.e. the mathematical-logical behav-
ior description of approach relevant systems and the pilot, an analysis was
conducted. Approach relevant systems from which the aircraft system re-
ceives and/or to which it gives information are different navigation sta-
tions of the approach area, the outer and middle marker, the localizer and
glide path transmitter, and the tower.

To determine system functions and especially pilot tasks, the ILS-ap-
proach was partitioned into 12 approach segments which are listed in part
in Table 1. To identify required monitoring. supervisory, and control
tasks, three task priorities and five tasks categories were distinguished:

First task priority:
adjusting tasks. e.g.. to set up the autopilot with new desired
courses or headings:
activating tasks. e.g.. to change autopilot mode, flap position,or
gear state:
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Table 1. Approach segments and corresponding pilot tasks (in part)

Approach to Interception Heading 900 Adjust Heading Marker Position 1700
Adjust Digital Course 1500
Activate Lateral Mode VOR
Adjust Heading Marker Position 900
Adjust Engine RPM 80 %
Perform Cross Check
Monitor Flight Attitude
Monitor Heading

On Interception Heading 900 Perform Cross Check
Monitor Course Deviation
Monitor Capture Indicator

Interception of Radial 1500 of VOR-Station Perform Cross Check
Monitor Flight Attitude
Monitor Course Deviation
Monitor Heading

On Radial 1500 of VOR-Station Activate Flap Position 200
Adjust Vertical Speed 800 ft/min
Activate Vertical Mode VS HOLD
Adjust Vertical Speed 350 ftlmin
Activate Vertical Mode ALT HOLD
Adjust Heading Marker Position 1900

- special tasks, e.g., verbal communication when performing outer
marker check or receiving landing clearance.

Second task priotity:
- checking tasks, e.g., to compare current and desired values of in-

dicated air speed, heading, altitude. etc. during a cross check.
Third task priority:
- monitoring tasks, e.g.. to observe systematically the indicated

altitude during descent or heading during approach to an intercep-
tion heading.

The first task priority ccmprises adjusting. activating, and special
tasks which are required for a successful approach. These tasks have the
highest priority because they have to occur at special approach points. If
they are not performed at those points the approach progress may become in-
correct. For instance, during the approach segment "Approach to Intercep-
tion Heading 900 " (Tab.1). at the beginning the pilot has to adjust the
heading marker position to the value of 1700. and later to 900. He has to
adjust the digital value of the course to 1500, to activate the autopilot
lateral mode VOR-APPROACH. and to adjust the engine revolutions per minute
to 80 %.

Tasks of the second task priority are required to ensure the system
safety. During all segments the pilot ought to check aircraft state varia-
bles to detect malfunctions of aircraft subsystems. For the checking proce-
dure. it is assumed that he performs a cross check during which he compares
desired and actual values of indicated air speed. flight attitude, heading.
altitude, vertical speed, and engine revolutions per minute. The cross
check is interrupted it tasks of the first priority have to be performed.

Monitoring tasks have the third priority. They are required to verify
correcL autopilot operations especially during approach transition phases
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in which the autopilot is controlling distinct aircraft state variables.
e.g.. heading variation, vertical speed. The pilot should monitor aircraft
state variables over a certain time period. e.g.. the heading during head-
ing changes, the altitude during altitude changes. It is assumed that these
tasks have the lowest priority because normally malfunctions of aircraft

subsystems are detected already during the cross check.
For each approach segment, lower and upper limits of aircraft state

and approach variables, which are specific to a segment were determined.
Such variables are, e.g., air speed, vertical speed, heading, flight atti-
t,,de. course and glide slope deviation. This information represents that
knowledge which the pilot has to retrieve out of his memory or from the in-
strument approach chart when he performs checking and monitoring tasks.

By using task categories, 42 different pilot tasks were identified for
the ILS-approach. Each task was described by that behavioral verb. which
was used in the task classification above and which indicated the nature of
activity being performed during that task and by that information or state
variable that was being acted upon by the pilot. Additionally. the time re-
quired by the pilot to perform that task was estimated. Basic data for time
estimation were taken from Miller (1976). Operating times for tasks such as
adjusting heading marker position. digital course, and vertical speed were
measured in our flight simulator facility. The task duration required by
the pilot to perform a task was modeled by a normal distribution function
characterized by mean and standard deviation.

For describing the identified tasks in detail, a production system ap-
proach (Nilsson. 1980. Barr et al.. 1981) was used. The major elements of a
production system are a database, a set of productions, and a control sys-
tem. The production operates on the database. Rouse (1980) defines a pro-
duction as a situation-action pair where the situation side is a list of
things to watch for in the database and the action side is a list of things
to do. Actions resulting from a production change the database. The control
system determines which applicable productions should be applied and ceases
computation when a termination condition on the database is satisfied. Pos-
sible control strategies are discussed, e.g..by Barr et al.(1981).

Applying the production scheme to a pilot task, the situation side
represents the actual values of those variables which the pilot has to per-
ceive from his cockpit environment or to retrieve from his memory. The ac-
tion side describes the actual values of those variables which he has to
act upon when performing a task. The situation side of productions speci-
fies signs which are the typically perceived information at the rule-based
level of behavior, while the action side specifies the predetermined manip-
ulations which are activated when the situation specific signs appear
(Rasmussen. 1986). The situation and the action side represent the task
input and output respectively. It is assumed that input and output are sep-
axated in time by the task duration. i.e. the time the pilot needs to per-
form the task. In this study. applicable productions were determined by
querying expert pilots, analysing approach procedure descriptions and re-
cords obtained with our flight simulator.

To explain the structure of task specific productions in some detail,
only the adjusting task 'Adjust Heading Marker Position' (AD HMP) is de-
scribed. That task appears twice during the segment "Approach to Intercep-
tion Heading 90° " and once during the segment "On Radial 1500 of VOR-Sta-
tion". It appears at distinct points of time at which distinct actions.
i.e. the values 1900, 900. 1700 of the heading marker position hmp have to
be supplied to the autopilot. At those points, the situation can be charac-
terized by the approach segment and specific values of the heading hd(t).
the heading marker position hmp(t). and the altitude alt(t) at time t. De-
noting the duration of the task AD HMP by d(AD HMP). the following produc-

tions can be established:

IF (approach segment = 'Approach to Interception Heading 90"' .AND. hd(t) > 1980 .AND. hmp(t) 170 ° )
THEN 'Adjust hmpt + d(AD HMP)) 1700"
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IF (approach segment =' Approach to Interception Heading 900' .AND. hd(t) < 1980 .AND. hmp(t) 900)
THEN 'Adjust hmp(t + d(AD HMP)) = 9001

IF (approach segment = 'On Radial 1500 of VOR-Station' .AND. alt(t) < 2500 ft .AND. hmp(t) * 1900)
THEN 'Adjust hmp(t + d(AD HMP)) = 1900'.

By describing each pilot task with productions that are specific to a
special approach segment and/or aircraft state, the large amount of knowl-
edgc required by the pilot during the landing Anrropch could be structured
and specified clearly and completely.

Flight processes were described in a simplified form. Only those state
variables displayed in the cockpit and relevant to pilot tasks were modeled
to determine the information flow between pilot and cockpit. To model the
relevant state variables and their value changes over time. a 5et of dif-
ference equations was used. For example. the values of heading hd, indi-
cated air speed ias. and vertical speed vs at time tn were described by the
equations:

hd(tn) = hd(t. 1 ) + (tn-i) * hdv(tn-),
ias(tn) = ias(tn 1) + (tn-tn-1 ) * iasv(tn.1),
vs(tn ) = vs(tn 1 ) + (tn-tn. 1 ) vsv(tn. 1 ),

where hd(tn-l), ias(tnl), and vs(tn-I) are representing the values at the
last computation time tn , . and hdv(tnil), iasv(tn-l). and vsv(tn.I) are
the variation rates of hd. ias, and vs at time tnl.

The general relationships between model state variables are shown in
Fig. 1. Starting with aircraft state variables the aircraft position is de-
termined. Comparing the actual aircraft position with positions of naviga-
tion stations, actual bearings and distances to the stations can be deri-
ved. By comparing actual bearings with bearings which are desired according
to the approach path. the actual course deviation and glide slope deviation
are determined. For modeling the autopilot control, thresholds of aircraft
state, aircraft position. and approach variables are used. When a corre-
sponding state variable reaches such a threshold then a state event occurs
causing a change to the values of other state variables, e.g.. when during
altitude change the required altitude is reached, vertical speed is set to
zero.

The conceptual model that results from applying the previously des-
cribed elements of a production system to pilot tasks and modeled aircraft

Nay-Station Desired Bearings
Positions to Nav-Stations

Aircraft State
Variables Aircraft Position Fribe n

VariblesVariables Related
heading Actual Bearings to Bearingsheading variation and Distances to

indicated air speed (la s - coordinate Nav-Sttions to
is$ - variation y - coordinate NyS tn c o e deviation
vertigl speed z l coordindte

vertical speed variation

stt a,, nd poition
111P variables and It

I approach varialsl

Fig. 1. Relationships between model state variables
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related and approach related processes is depicted in Fig.2. It can be seen

that changes of the database are not only induced by productions which
chaLacterize pilot tasks but also by aircraft and approach processes. Ac-
cording to the three task priorities the set of productions is partitioned
in three subsets which represent the task catagories adjusting. activating.
and special task. cross check task, and monitoring tasks. The control sys-
tem selects a production subset according to the actual aircraft state and
approach situation and its priority. Within the subset the first rule of
which the condition part is matched will be activated.

Approach Related Processes

Database

Pilots Task Productions
Priority I
Priority 2

- Priority 3

Control System

Production System

Fig. 2. Conceptual model based on a production system

Implementation of the Model

Once the conceptual model has been developed, the next step in the

simulation study is the implementation of that model using SLAM. i.e. the
generation of the simulation program called computerized model. SLAM has
been selected mainly because it provides a conceptional framework for im-
plementing continuous and discrete systems and combinations of them.

A continuous model is coded in SLAM by specifying differential or dif-
ference equations which describe the dynamic behavior of statc variables.
These equations are coded by the modeler in the SLAM subroutine STATE in
FORTRAN. State variables described in the subroutine STATE are automatical-
ly updated by SLAM to calculate their values within an accuracy specified
by the modeler.

For modeling discrete systems SLAM offers the possibility to apply an
event oriented and a process oriented view. In the event orientation of
SLAM, the modeler defines the events and the potential changes to the mod-
eled system when that event occurs. The mathematical-logical relationships,
prescribing the changes associated with each event type. are coded by the
modeler in the SLAM subroutine EVENT in FORTRAN. The executive control pro-
gram of SLAM controls the simulation by advancing time and initiating calls
to the event subroutine at the proper points in simulated time. Hence, the
modeler is completely relieved of the task sequencing events to occur
chronologically.
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The process orientation of SLAM employs a network structure which con-
sists of specialized symbols called nodes and branches (see e.g. Fig.3).
These symbols model elements in a process such as resources, queues for re-
sources, activities, and entity flow decisions. The modeling task consists
of combining these symbols into a network model which pictorially repre-
sents the system of interest and its processes. Entities in the system
(such as people and items) flow through the network model. With special
nodes, values which can be generated in a user-written function USERF are
assigned to attributes of entities. To perform process simulation, each
network element has to be coded by a special statement. An input file of
the SLAM simulation package stores all those network statements which are
examined concerning their correctness at the beginning of a simulation run.

In combined discrete-continuous models, the independent variables.
e.g., the time, may change both discretely and continuously. The view of a
combined model specifies that the system can be described in terms of en-
tities. their associated attributes, and state variables. The behavior of
the system model is simulated by computing the values of state variables at
small time steps and by computing the values of attributes of entities at
event times. A detailed description of the various modeling possibilities
of SLAM is given by Pritsker (1986).

The computerized model of the ILS-approach comprises a continuous part

which is described in the SLAM subroutine STATE. an event-related part re-
alized in the subroutine EVENT, and a network part with connections to the
user-written function USERF.

With the continuous part in subroutine STATE, the aircraft related and
approach related processes are modeled by means of difference equations.
Aircraft and approach state variables which are described previously
(Fig.1) are defined by those state equations and assumed to change continu-
ously with time. If state variables are used in subroutine STATE. the exec-
utive routine of SLAM will call STATE at periodic intervalls unless an in-
tervening event or information request is encountered.

The combination of the network part and the function USERF models dis-
crete changes of variables characterizing pilot task performance. General-
ly. the network simulates the flow of temporary entities through processes
from their arrival to their departure. In our case, entities represent re-
quests for performing a pilot task; the pilot is regarded as resource: reg-
ular activities represent his tasks. An entity that flows through the net-
work occupies the resource and activates that activity which is selected in
the function USERF. The selection occurs according to the task priority and
the actual approach situation and aircraft state.

The network which models pilot tasks and their previously defined pri-
orities is depicted in Fig.3. It consists of three part networks labeled A.
B. and C. Each part represents tasks of different priority: A) Adjusting.
activating, and special tasks of first priority: B) Cross check tasks of
second priority: C) Monitoring tasks of third priority. The part networks
are controlling the simulation by working concurrently. Each part network
consists of a combination of nodes and branches. In general, an entity is
moving in a cyclic manner from an ASSIGN node to a PREEMPT node. further to
a FREE node and back to the ASSIGN node. The way between the PREEMPT node
and the FREE node represents the performance of a single pilot task. All
three part networks are similar in structure. In an ASSIGN node the char-
acteristics of a task are determined by calling the user-written function

USERF. In that function the task specific productions are selected and ac-
tivated. Normally. a branching activity which needs no time leads to the
PRREMPT node whose only function is to capture the resource according to

the distinct task priority. The activity between PREEMPT and FREE node is
used to simulate the task duration. Because in all part networks PREEMPT
nodes are requiring the same resource. i.e. the pilot, the different pri-

orities of PREEMPT nodes which correspond to task priorities are control-
ling which of the three task categories is performed. E.g.. adjusting tasks
are interrupting cross check and monitoring tasks; cross check tasks are
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Fig. 3. SLAM network for controlling tasks selection

*interrupting monitoring tasks. When a task activity between a PREEMPT node
of a lower priority and a FREE node has been activated and a task is re-
quested at a PREEMPT node of a higher priority. then the activated task

activity is interrupted and the task activity with higher priority starts.
The part network A includes in some branches one or two EVENT nodes which
connect the network part with the EVENTI oriented part of the model that
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will be described later. The FREE nodes release the captured resource so
that it is free for performing other tasks.

As mentioned above the ASSIGN node connects the network model with the
function USERF. In this function (Fig.4) the actual approach segment and
the corresponding upper and lower limits of state variables, the requested

FUNCTION USERF(IFN)

C*** DATABASE

COMMON ...

C*** PRODUCTIONS FOR SELECTING THE APPROACH SEGMENT

IF ( SITUATION X')
THEN ( APPROACHSEGEMENT - 'APPR SEGM NAME'

SETTING OF DESIRED VALUES OF STATE VARIABLES
FOR APPROACH SEGEMENT 'X'

C*** SELECTION OF THE TASK TYPE

GOTO (1000,2000,3000), IFN

C*** PRODUCTIONS FOR SELECTING ADJUSTING, ACTIVATING,
C*** AND SPECIAL TASKS

1000 USERF = 0
IF ( APPROACH SEGMENT 'X' .AND. SITUATION 'Y')

THEN ( TASK = 'ADJUST STATE VARIABLE SS'
USERF = 1
ATRIB(2) - TASK DURATION
ACTION = ACTION OF TASK
RETURN)

RETURN

C*** PRODUCTIONS FOR SELECTING CROSS CHECK TASKS

2000 IF (ATRIB(4).EQ.30)
THEN ( TASK - 'CHECK STATE VARIABLE SS!

ATRIB(2) = TASK DURATION
USERF =30
ATRIB(4) = 31
IF (SS.LT.SSLOW .OR. SS.GT.SSHIGH) ATRIB(4) =50
RETURN)

RETURN

C*** PRODUCTIONS FOR SELECTING MONITORING TASKS

3000 USERF - 0
IF ( APPROACH SEGEMENT X .AND. SITUATION Y')

THEN ( TASK - 'MONITOR STATE VARIABLE SS'
USERF = 40
ATRIB(2) - TASK DURATION
IF (SS.LT.SSLOW .OR. SS.GT.SSHIGH) ATRIB(4) - 50
IF (ABS(SS-SSDESIRED)/DD.GT.15.) ATRIB(4) = 48
RETURN)

RETURN

Fig. 4. Schematic structure of the user function USERF(IFN)
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pilot task and its action, and the task duration are determined. The task
specific production in USERF is chosen in the following way: According to
the priority of a task request, the corresponding part of USERF is se-
lected. In this part that production is selected of which the situation
side is matched first.

A regular SLAM activity (denoted in Fig.3 by the activity number in a
rectangle) is used to model time duration which the pilot needs to perform
the task. The task duration of a specific task when performed is a sample
of a normal distribution function and determined in the function USERF that
is activated in the corresponding ASSIGN node.

EVENT nodes are included in the network model to interface that part
of the model with discrete time events. Such event occurs, e.g., after ad-
justing and activating tasks are accomplished. They lead to modifications
of aircraft related processes which are modeled in the subroutine STATE.
The actual modification of state variables is specified by the ustr in the
subroutine EVENT. The EVENT node causes the subroutine EVENT to be called.
In contrast to time events that occur when an entity is reaching an EVENT
node in the network, so called state events occur when specified state var-
iables are crossing prescribed thresholds. To model such events, the state-
event feature of SLAM which also activates subroutine EVENT is used. Ii the
ILS-model, for instance, a state event occurs when a distinct bearing to a
navigation station is reached. The user has to specify in the subroutine
EVENT that the heading changes now with a rate of turn of 30/s.

Fig.5 shows the implementation of the conceptual model based on the
elements of a production system (Fig.2) with subroutines, functions, and

Production System

Fig. 5. Implementation of the conceptual model based on

a production system with SLAM elements.
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the network elements of SLAM. It can be seen that the COMMON block of SLAM
represents the database of the implemented production system. Changes of
database states are induced by aircraft related and approach related pro-
cesses that are coded in subroutines STATE and EVENT. In the user-written.
function USERF. productions which describe pilot's rule-based behavior are
defined by means of situation-action rules. The network part of SLAM con-
stitutes the control system which selects a task category and its actual
production according to the task priority and the actual approach and air-
craft state. A task activity of the network simulates the task duration.

Simulation of the TLR-approach

After the computerized ILS-approach model has been implemented. the
digital computer is used to simulate system activities. Generally, simula-
tion implies an exercising of the computerized model to generate a chrono-
logical succession of state descriptions of. i.e. values of relevant state
and task variables describing system behavior. Fig.6 shows an example of a
plotted state trajectory with the state variables heading. roll angle. al-
titude, vertical speed, and indicated air speed. Additionally. the corre-
sponding task time line with pilot tasks coded by numbers on the head-line
is shown on the right side of the plot. The length of each line segment
represents the task duration. Since the model uses probabilistic distribu-
tions for, e.g., task durations, the generation of simulation data is sta-
tistical in nature. Thus, simulation must be repeated many times to obtain
a sufficient number of state and task trajectory samples in order to esti-
mate average performance within reasonable confidence limits. 30 ILS-appro-
aches were simulated with the computerized model in order to get corre-
sponding trajectories and task timelines (traces).

An important task related to simulation outputs is the validation of
the model. Experimental validation of a model involves using the model to
predict performance and then empirically determining how close predictions
are to actual occurences (Rouse. 1980). With the computerized process model
the pilot's rule-based behavior, aircraft processes. and approach events
were simulated. Modeled pilot behavior could be validated against perform-
ance of a real pilot in our flight simulator. Aircraft processes and event
time points would be validated, if appropriate measures closely match meas-
ured values of our realistic flight simulator. Ten real time ILS-approaches
were performed with one experienced pilot in the flight simulator. Pilot
and simulator activities observable in the cockpit were recorded on video-
tape for later analysis. Data obtained during the approaches constituted
the basis for validating the model.

From the various validation techniques which are applicable (Sargent.
1979). we considered face validity, traces, internal validity, and event
validity. For evaluating the face validity of the model, pilots familiar
with the ILS-approach were asked whether the conceptual model was reasona-
ble. Particularly, production rules of tasks, details of flight processes
described, and interrelations between tasks and flight processes were dis-
cussed and corrected in this way.

Simulation output traces were used to check the computerized model.
i.e. pilot tasks as represented by the network were plotted to determine
whether the simulation program correctly corresponded to the network and
logic of those tasks. Deviations found in the model were modified appro-
priately.

Internal validity was assessed by comparing the stochastic variability
of specific state variables in the model with their variability observed in
the flight simulator. To test this type of validity, several stochastic
simulation runs were made with the model and the variability of selected
state variables, e.g.. glide path interception altitude, glide path devia-
tion. and course deviation, were determined and used for testing this va-
lidity type.
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Fig. 6. State trajectory of heading (H). roll angle (R), altitude (A).

vertical (V). indicated air speed (I and the task time line (U).
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To check event validity of the model, occurrence times of 17 approach
relevant events were used as performance measures. Such events may be either
task events which the pilot causes when. e.g.. performing a task or they
are system state events which occur when state variables reach specified
thresholds. For all event occurrences, mean elapsed times into the approach
were determined both from the 10 pilot flight simulator ILS-approaches and
from 30 runs of the digital computer simulation. The times were compared
statistically by means of the t-test. Existing deviations were eliminated
by changing task duration distributions until no significant differences
were obtained between flight simulator and computer simulation model data.
Detailed descriptions of the validation process can be found in D6ring
(1983) and Dring et al. (1983).

Analysis of simulation outputs

After model validation, the final step in our simulation study was the
experimental application of the model to generate simulation output data
and analyse it. One goal of the study was to determine information flow re-
quirements for the pilot-cockpit interface. Such requirements include all
those variables, about which information is transmitted to the pilot or
which are subsequently affected by control outputs of the pilot. They can
be characterized by the mission required value range, time points, inter-
val. and their use sequence, frequency, and duration. In modern MMS those
specifications are necessary to design display and control units which are
based on interactive electronic display concepts. To design quickly change-
able electronic display formats, e.g.. the following question has to be an-
swered: Which value of which state variable at which time point or during
which time interval does the pilot need to perform a specific task? Infor-
mation that the pilot requires at the same time should be combined in the
same format. To arrange formats correctly, the information importance and
its frequence of use have to be known. Important and frequently used infor-
mation/formats have to be arranged in upper priority levels. All require-
ment specifications can be obtained by using digital computer simulation
except the importance which can be determined. e.g., by questionnaires.

In our study, output data of 30 simulation runs were analysed to get
the described information flow requirements. The analysis was done by using
SLAM elements for data collection and statistical calculation. Analysis re-
sults related to the state variables altitude, heading. vertical speed.
roll angle, course, indicated air speed. heading marker, glide path devia-
tion, and course deviation are listed in Table 2. For those variables the
range of used values, the time interval of use, the use frequency. and the
relative use duration with its standard variation are listed. As explana-
tion only the variable altitude will be interpreted in detail. It can be
seen that altitude is utilized in the value range between 385 and 3000 feet
and between the 12th and 449th second during the regarded approach. It was
used on the average 55 times with a relative use duration and standard de-
viation of 27 ^. and 1.2 %, respectively. Related to the average approach
duration of 443 seconds, the absolute use duration and standard deviation
are 120 s and 5.3 s.

Additional analysis details were obtained with SLAM by recording time
points at which certain variables are used during the simulated approach.
To analyse recorded data. SLAM generates, e.g.. histograms using the ap-
proach time as one axis dividing it into intervals of equal duration. For
distinct variables for each time interval the absolute, relative, and cumu-
lative frequency of use were demonstrated in histograms. By using this
method it could be ascertained, for instance, that heading values were used
mainly in the first approach phase. Whereas during the final approach the
course deviation is used instead of the heading.

The sequence of information use is another important feature to de-
termine the arrangement of information in a format. Sequences of tasks per-
formed (time lines) and of state variables used in their performance can be
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Table 2. Analysis Results for some selected variables

Range of Time Interval Use Rel. Use Rel. Use
Relevant Abbr. Dimen. UsedValues of Use Frequency Duration Duration
Variables M. Val. St.Dev.

from to from to 1%] [%]
[Sec] [sec]

Altitude ALT ft 364.8 3000,0 11,7 449,3 55 27,1 1,2

Heading H) degree 89,8 263,0 0,0 240.5 35 16,3 0,9

Vertical Speed VS fmin -983,5 0,0 13,4 449,8 27 13,9 1,1

Roll Angle RA degree -25,0 25,0 9,9 448,6 29 13,9 0,7

Course CO degree 150,0 263.0 2,3 238,4 31 12,5 1,4

Ind.Air Speed LAS kn 131,4 180,0 8,4 446,5 27 9,8 0,9

Head.Marker HDM degree 90,0 190,0 0,0 192,9 8 5,8 0.4

Glide Slope Dev. GSD dots 0,6 2,2 232,5 445,5 13 5,5 0,8

Course Dev. COD dots -1,4 0,4 207,2 438,0 13 4,6 0,7

obtained by plotting tasks and state variables over time in the same
diagram (see. e.g., Fig. 6).

The utilization time of a format determines, among other things, its
position in the display priority. To demonstrate the possibility of deter-
mining this feature with the digital computer simulation, the average uti-
lization time in percent of total approach time of display and control com-
ponents of the considered cockpit are determined by analysing output data
of the simulated approaches. The most often used display components in this
study are the flight director indicator, variometer, course indicator, and
altimeter. Bec.u- )f the highly automated ILS-approach. control components
are seldom used. The control component used most often is the vertical com-
mand control with which the vertical speed is adjusted when changing alti-
tude to the required value for intercepting the glide slope. Detailed de-
scriptions of the simulation study and its results can be found in Dbring
(1983; 1986) and Dbring et al. (1983).

CONCLUSIONS

The rule-based behavior of a pilot during a highly automated landing

approach could be described in terms of situation-action rules of a pro-
duction system. This was done by identifying tasks, their priorities, and
their inputs and outputs. and randomizing task performance durations. Using
a production system to describe the pilot's knowledge for a successful
landing. situation oriented knowledge for monitoring, supervisory and con-

trol tasks, and procedure oriented knowledge for cross check tasks could be
combined in one model. Prerequisite for determination of production rules
is a comprehensive analysis of tasks that must be accomplished and the de-
scription of system processes affecting those tasks. Advantages of that
method are: the model can be easily established in relatively short time:
it is open to easy modification: because of its characteristics it can

easily be transformed into a simulation model. This was demonstrated by
using the high level simulation language SLAM to implement the model and to
exercise it dynamically on a digital computer.
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A general advantage of the computer simulation method is its iteritive
nature. As soon as the flight processes have been described in enough de-
tail. the model and the simulation method can be used in a top-down manner
for further identifying and analysing pilot tasks until the required level
of detail has been reached. The modularity of proaction rules as well as
of SLAM network elements has proven to be very useful in that modeling
process.

Simulation output data are trajectories of state variables and task
timelines. Task timelines are generated dynamically because tasks are not
preprogrammed but depend on flight segments. approach events, system sta-
tes. etc. By analysing established production rules and simulation output
data, task specific knowledge which the pilot needs for a successful ap-
proach and dynamic information flow requirements which are necessary for
cockpit interface design and evaluation can be determined. Although this
method was applied to an existing MMS, it can be used to evaluate system
concepts in early development phases. e.g. for determining the required
task knowledge and information flow requirements for event and procedure
oriented operator tasks.
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OVERVIEW

This tutorial discusses models that predict the loss in quality of
performance of multiple tasks, which occurs as a direct result of that
multiplicity. It is often assumed therefore that this multiplicity
induces competition for some scarce commodity which we label
"resources." At issue is whether one can predict the loss in quality
gi ne characteristics of (a) the processing on each task in isolation,
and (b) the relation between tasks.

There are a number of psychological models of the resource
allocation process. Unfortunately, it appears that those models which
have the most precise quantitative formulation, and that have received
the strongest empirical validation, have been derived in domains that
may be furthest removed from complex task environments such as the
flight deck, which are the focus of the current workshop. In contrast,
those models that have addressed task environments nf greatest
complexity, are furthest removed from a quantitative formulation (or
alternatively are models that have yet to achieve satisfactory
validation). This disparity is unfortunate, because it is clear that
the objective should be one of obtaining quantitative models, in which
levels of performance in heterogeneous environments can be predicted
from quantitative specification of task parameters.

Two general characteristics of the resource process have been
addressed by models: the allocation of resources--the selective aspects
of attention--and the sources of variance in competition between tasks--
the commodity of resources that characterizes their "scarcity."

It is important to note that there are a number of elegant efforts
which have discussed models of the strategic or microscopic processes by
which performance is produced [e.g., whether processing is serial or
parallel (Townsend, 1974; Townsend and Ashby, 1983; Kantowitz, 1986), or
whether information integration and selection is early or late (Shaw,
1982; Kantowitz, 1986; Norman, 1968; Pashler, 1984)]. Therefore, a
distinction must be drawn between models of how performance is produced,
and models that predict how performance will vary as a function of task
characteristics. The latter are clearly relevant to design
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environments. The former are relevant only if the modeled mechanism has
robust and important implications to the level of performance obtained.
By in large, this has not been the case.

In the following, we discuss first models that focus on the
sequential or serial aspects of multitask performance, and describe
their limitations in accounting for certain phenomena. We then present
the components of multiple resource theory as an approach that can
address these limitations, and discuss the extent to which different
performance models have employed features of multiple resource theory.
Finally, we conclude with a discussion of issues related to model
validation.

SERIAL ALLOCATION: QUEUING THEORY

A number of izodels have dealt directly with the serial allocation
of some processing resources, such as the availability of foveal vision
between saccades (visual scanning), or the complete allocation of
cognitive effort to one task rather than another (task selection). From
the standpoint of these models, the issue of whether processing may be
parallel is simply not relevant. They focus on those aspects of
processing that are distinctly and unambiguously serial (i.e., aspects
that require a decision of where to allocate over time).

Much of the origins of this work can be traced to the classical
modeling of the distribution of visual fixations on dials, delivering
information of different bandwidths, carried out by Senders (1966,
1983). His work in turn traces its origins to the analysis of pilot
scanning carried out by Fitts, Jones, and Milton (1950). Subsequent
developments along these lines by investigators such as Carbonnell
(1966), Sheridan (1970), and Moray (1986) have incorporated costs,
payoffs, and the decaying characteristics of human memory to account for
when an operator will choose to fixate on a particular sample of dynamic
visual information. Typically these models incorporate two components:
A cost of switching from one task or channel to the next, and an
expected cost of neglecting a channel or task. Following classical
utility theory (Edwards, Lindman, and Phillips, 1965; Edwards, 1986),
this expected cost is based upon the actual cost of negative events that
will result if information in an ignored channel is not acted upon,
multiplied by the probability that the negative event will occur. This
probability in turn is related to factors such as event arrival rate,
and the uncertainty of the state of a channel, an uncertainty that grows
during the time since the channel has last been sampled. For example,
if the pilot samples an instrument once, to determine that the aircraft
is precisely centered on the desired flight path, his uncertainty of its
location will grow with the time subsequent to that sample (Sheridan,
1970). The expected costs of that uncertainty will be linearly related
to the costs of events that will occur if he is off the flight path
(e.g., striking the ground short of the runway, straying into the path
of a parallel approach). Moray (1986) has provided a comprehensive
coverage of these models.

The more specihic quantitative characteristics of visual fixation
and scanning have been modeled by Harris and Spady (1985) and Allen,
Clement, and Jex (1970). Harris and Spady, extending and summarizing
the earlier work of Harris and Christhilf (1980), have summarized
empirical data on instrument scan and dwell times to provide a data base
for pilot instrument scanning. Allen, Clement, and Jex (1970) have
developed a model that predicts the cost of scanning on performance of a
manual control task: what changes in Crossover Model parameters of gain,
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time delay, and remnant can be predicted from particular requirements to
fixate away from the tracking display. Both of these efforts allow for
some fairly specific quantitative predictions to be made, and are of
direct relevance to the aircraft environment because of the heavy visual
workload and the critical role of information scanning (Simmons, 1979).
Their relevance is amplified because of the ability to quantify two of
the driving inputs to the models--the expected frequency with which
events occur along different channels and the optimum priorities for
dealing with information along these channels. However, a constraint of
these models for many applications to land and air vehicle control is
that they have been based upon the sampling of foveally fixated flight
instruments. Their application to the processing of motion gradients
distributed across space in visual contact flight has not apparently
been demonstrated.

The characteristics of task selection (as opposed to visual target
selection) on the basis of expected utilities and costs also lie at the
core of the concurrent performance assumptions made by many of the
predictive models of complex task performance that are the focus of this
workshop, such as the Human Operator Simulator or HOS (Wherry, 1976;
Harris et al., 1987; Strieb et al., 1981), SAINT (Wortman et al., 1978;
Laughery et al., 1986) PROCRU (Zacharias, Baron, and Muralidharan,
1981), STALL (qqturation of Tactical Aviator Load Limits; Chubb et al.,
1987), and those models developed by Siegel and Wolf (1969), Corker et
al. (1986), Chu and Rouse (1979), and Tulga and Sheridan (1980).
Essentially these models assume that when two (or more) tasks compete
for attention (call for completion at the same time), the human operator
employs an algorithm to assess the order in which the tasks are to be
performed. This algorithm is based on user defined priorities (HOS;
Harris et al., 1987), on computation of expected costs of ignoring those
activities not immediately performed, and expected benefits for
undertaking that action that is highest in the priority sequence
(PROCRU; Zacharias et al., 1981), or on the application of strategy-
driven decision rules (Corker et al., 1986). Network models such as
SAINT and the human operator model developed by Siegel and Wolf, have
been applied only to discrete tasks. Models that attempt to incorporate
continuous manual control into a sequential queuing approach, assume
that this task too can be characterized as a series of discrete
controls, implemented when error reaches a certain critical level of
urgency (Rouse, 1980). Rouse, for example, describes the validation of
a queuing theory approach to predicting the interference between flying

hn bavv aircraft and a series of discrete fault management tasks.
Recent developments of PROCRU have also incorporated continuous manual
control into the human performance model (Corker et al., 1986).

Thus, the most direct manifestations of time-sharing in these
models are typically accounted for by the delay induced until a task
reaches the head of a queue. This delay will of course be longer as a
task is more difficult, and task difficulty is modeled in terms of task
completion time (either an absolute value, or a statistical
distribution). In cases in which working memory is involved, Wherry's
(1976) HOS model has built in quantitative assumptions regarding the
rate of decay of that material, as the relevant task waits unattended.
Card, Moran, and Newell (1986) have provided good algorithms for
estimating this rate. Recent developments in HOS, PROCRU, and the
SAINT/Siegel and Wolf approach have allowed some parallel processing
assukpJions. These are discussed in more detail below.

*SAINT is not actually a model of complex task performance but is a

structured programming language that allows user-defined task sequences
to be played out.
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A different approach to dealing with performance deterioration
under multiple task conditions has been taken in Siegel and Wolf's
(1969) model. As noted above, tasks that conflict in time lead to
rescheduling according to prioritization. But the Siegel and Wolf model
employs a workload estimate, based upon the ratio of time necessary for
task completion to time available, to determine the mean completion time
for tasks and to determine the task's probability of errorless
completion. Mean completion time follows a V shaped function of
workload, such that this time decreases (performance improves) as
workload increases to a point. Then it increases linearly to a level at
which there is clearly insufficient time available, and errors as well
as delays are the result.

In spite of their differences, all of these models share a common
concern for the role of time. Time is the resource that is competed for
in serial fashion and completion time defines the difficulty or demand
of component activities. In their earlier validated versions, the
models are relatively silent as to the intensive aspects of task demand,
and as to the differing degrees of resource competition fostered by
greater or lesser similarity between tasks. They do not readily allow
for concurrent processing. In this regard they represent more complex
elaborations of single channel models of attention that were developed
in psychology (Welford, 1967).

INSUFFICIENCY OF QUEUING THEORY

Queuing theory models provide an adequate first approximation to
behavior in many multitask situations. In fact, they probably provide
satisfactory final approximation in task environments when demands are
not high (e.g., control room or flight deck operations in routine
conactions; Moray, 1986). However, during the relatively high demand
conditions typical of the tactical aircraft in combat, or the control
room in emergency, three important characteristics of human performance
in multitask situations can be identified that call into question the
adequacy of single channel queuing models as sufficient for performance
prediction (although queuing assumptions for task selection are a
necessary component of a good model).

Parallel processing. Ample evidence may be cited of circumstances
in which the human operator is indeed "doing two things at the same
time," a circumstance not accommodated by queuing theory. Research on
the visual system for example suggests that operators may be extracting
continuous information regarding egomotion, necessary for flight
control, walking or driving, even as symbolic objects or words are
recognized (Leibowitz and Dichgans, 1980; Leibowitz, 1986).
Furthermore, there is little evidence that manual control performance
based upon continuous visual inputs comes to a complete halt as these
symbolic inputs are either operated on in working memory (i.e.,
rehearsed, transformed) or are responded to. This continuity of
continuous response, in parallel with discrete task processing, is
particularly true if the discrete task response is a vocal one (McCleod,
1977). Indeed there are many circumstances in which manual control
tasks may be time-shared nearly perfectly with tasks involving
comprehension and exchange of auditory verbal material, typical of the
interaction between pilot and air traffic controllers (Wickens, Sandry,
and Vidulich, 1983).

Structural alteration effects. Wickens (1980, 1984) has called
attention to examples, often extracted from realistic aviation
simulations, in which a change in the structure of a task, not affecting
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its difficulty (and therefore the time required for performance in a
queuing model), will have a substantial effect on concurrent manual
control performance. This is particularly characteristic for example of
changes in response modality from manual to voice (Tsang and Wickens,
1988; Wickens, Sandry, and Vidulich, 1983; Vidulich, 1987). Assuming a
queuing theory approach, unless such an alteration changes the
performance time (or time away from the flight -ask), an interference
change of this sort could not be predicted. Another example of
structural alterations is provided by the substantial interference
between tasks that require the use of verbal-linguistic working memory,
and those that require voice responses. This interference may be
reduced or eliminated by the use of manual, rather than voice responses
(Wickens and Liu, 1988).

Difficulty insensitivity. This phenomenon is the converse of
structural alteration effects. It describes circumstances in which the
increased difficulty of a task, requiring more time to perform, and
therefore according to queuing theory, producing more interference,
leaves performance on a concurrently performed task unaffected (Wickens,
1980, 1984). Similar to the phenomena described in previous sections,
difficulty insensitivity appears to be observed when a continuous manual
control task is performed concurrently with a task involving the vocal
exchange, or transformation of verbal information. Increases in the
demand of either task, leaves performance of the other task relatively
unaffected.

A final limitation of queuing theory models is that they do not
easily deal with continuous tasks in which levels of difficulty cannot
be readily expressed in terms of time demand. Two examples illustrate
this limitation. One is the continuous tracking task. As control order
increases, or as lags are added to the system dynamics, tracking
diffiuulty increases, and interference with concurrent tasks is
increased as well (Wickens, 1986); yet the demands of higher order
tracking are not manifest in the increased frequency with which control
movements are required, but rather in the increased demands for
prediction and anticipation. These are effortful, but not time-based
dimensions. The second example is provided by tasks that require
working memory. The increased demands of retaining more information in
working memory are well validated (baddeley, 1986). Yet this increased
demand cannot easily be accounted for in terms of time.

How much extra variance in dual task performance (or multitask
interference) may be accounted for by augmenting queuing theory models
to attempt to account for the preceding phenomena remains unclear. As
described at the end of this paper, careful comparative evaluations must
be carried out in order to make such a determination. However, in any
case it is important to consider the resource models of human parallel
(concurrent) processing that have been developed to account for these
phenomena, and the manner in which different predictive models have
tried to account for this complexity. We first describe model- of the
resource allocation process, and then consider the multiplicity of
resources.

RESOURCES

Parallel Allocation Models

The emphasis of resource models has been on the loss of
infcormation processing quality that results from concurrence, and from
diversions in resource allocation, rather than on the forces (such as
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expectancy and utility) that predict when a sequential shift will take
place. Furthermore, in contrast to queuing models, resource allocation
models assume that parallel processing between tasks is ongoing, and
hence that interference effects result from competition for something
more than time. Basically, resource allocation models have taken two
generic approaches. One approach has been to model performance on two
perceptual (detection or recognition) tasks given equal priority, as a
function of such variables as signal strength, signal uncertainty, and
signal differences (Taylor, Lindsay, and Forbes, 1967; Swets, 1984;
Shaw, 1982). Several examples of this approach have been based upon the
theory of signal detection. The empirical data to validate these models
have been collected under fairly carefully defined laboratory conditions
(near threshold stimuli in constrained display locations), and these
factors may constrain their relevance to applied environments.

The second approach has focused on the differential allocation of
resources to different channels or tasks, modeling this allocation from
the standpoint of economic theory as a utility-based decision problem.
Sperling (1984; Sperling and Dosher, 1986) provides an integrative
treatment of the factors underlying this modeling approach. This
approach has its origins in the assumption that resources are
continuously allocatable commodities that improve performance through a
function referred to as the performance resource function (Norman and
Bobrow, 1975). Performance is seen to improve (or degrade) on the basis
of the allocation (or withdrawal) of something other than time. Here
again reported data do not extend far beyond simple detection and
recognition tasks.

One important quantitative modeling approach to resource allocation
however that has applicability to a more diverse set of complex tasks is
found in the multitask extension of the Optimal Control Model of manual
control (Levison, Elkind, and Ward, 1971; Levison, 1982; see Baron, this
workshop). Fundamental to this model is a parameter of "observation
noise," which is assumed to perturb the internal representation of
analog signals used for tracking and monitoring. Observation noise is
typically expressed as a ratio of noise to relevant signal amplitude;
that is, as an "observation noise ratio." On the one hand, the causes
of change in noise level are incorporated in an attention sharing model
by the formula PI = Po/Fi, in which Po is the single task observation
noise ratio, PI is the observation noise ratio under multitask
conditions, and Fi is the fraction of attention allocated to the task.
On the other hand, the effects of changes in this observation noise
ratio on tracking error and monitoring performance may be quantitatively
predicted within the model (Levison, 1982; Levison and Tanner, 1971).

The quant tative aspects of Levison's approach have been validated
(e.g., Stein and Wewerwinke, 1983), and it has been applied to detection
performance in discrete decision tasks (Levison and Tanner, 1971) to
aviation system display design (Curry, Kleinman, and Levison, 1977;
Baron and Levison, 1977), as well as incorporated into the PROCRU model
of pilot performance (Zacharias et al., 1981). However, the constraints
of the assumptions are clear as well. The observation noise ratio is
only applicable to tasks whose inputs are linear spatial quantities
(position, velocity), and not qualitative or configurational feature-
defined patterns, such as those used in symbolic or verbal processing.

Multiple Resources

Early versions of resource allocation theories assumed that all
tasks competed for a single "undifferentiated pool" of resources
(Kahneman, 1973). As I have outlined elsewhere (Wickens, 1984, 1987)
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this assumption cannot easily accommodate certain phenomena described
above, in particular the phenomenon of difficulty insensitivity, and the
nearly perfect parallel processing of tracking tasks with verbal
cognitive activity. Such phenomena instead, may be better accounted for
by assuming that human processing resources are multiple (North, 1985;
Navon and Gopher, 1979; Tsang and Wickens, 1988; Wickens, 1984, 1987;
Wickens and Liu, 1988). Because aspects of the multiple resources model
have been incorporated, to different degrees in the existing simulation
models, it will be described in some detail.

According to the multiple resource model, two tasks will suffer
greater interference to the extent that the component tasks are more
difficult (demand more resources) and that the components compete for
overlapping resources. Furthermore, the effects of difficulty and
resource overlap interact. The greater the degree of resource overlap,
the more pronounced will be the effect of difficulty of one task on the
level of performance of another task.

These resources are described at a more general level (e.g.,
spatial-verbal) than are the processing mechanisms of the tasks
themselves. The current version of the multiple resource model proposed
by Wickens (1984, 1987; Wickens and Liu, 1988) has three dichotomous
dimensions each of which defines two resources. These dimensions are
processing codes (spatial/analog vs. verbal/linguistic), processing
modalities (auditory/speech vs. visual/manual) and processing stages
(perceptual/cognitive vs. response). However it is possible,
particularly in the environment of vehicle control, that a dimension of
ambient vs. focal vision described by Leibowitz and Dichgans (1980),
Leibowitz (1986), and Christensen et al. (1985) might well be relevant.
These two visual systems are used for the control of egomotion and the
recognition of objects, respectively. Validation of the model in basic
laboratory experiments has been carried out by a number of studies in
our laboratory (e.g., Wickens and Liu, 1988; Wickens, 1980; Wickens and
Weingartner, 1985; Tsang and Wickens, 1988). Validation in a more
complex aviation simulator environment has been carried out by Wickens,
Sandry, and Vidulich (1983), and the resulting model has helped to
account for the phenomena of parallel processing, structural alteration
effects and difficulty insensitivity described above.

Three limitations of the multiple resource model however make it
difficult to move from a qualitative mcUi.ling to a quantitative modeling
domain. These are all limitations that are inherent in the model's
efforts to address interference between heterogeneous tasks; but they
are limitations for which potential solutions exist.

(1) The amount of resource overlap between tasks depends upon the
careful definition of what is a resource. Wickens' (1984) specification
of resources defined by three dichotomous dimensions, allows for some
quantification to be accomplished at 4 levels of resolution, according
to a "shared dimensions" approach. For example, two tasks may compete
for resources on 0, 1, 2, or 3 dimensions. Using this approach, Derrick
and Wickens (1984) and Gopher and Braune (1984) have obtained reasonably
good predicL.ons of the degree of interference between a collection of
heterogeneous tasks.

(2) There is no single metric that can quantify the demand for
resources (i.e., task difficulty) which is applicable across different
component tasks. Four possibilities avail themselves. First, one can
use single task performance differences imposed by a change in demand,
to predict dual task interference. Second, one can use some relatively
generic task analytic metric such as information rate or working memory
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load to quantify demands. Third, one can use subjective ratings, or
estimates of single task difficulty levels. Fourth, it is possible to
depend upon expert opinion ratings to code demands (i.e., 0, 1 or 2).
This is the technique used by Gopher and Braune (1984), and advocated by
North (1985), Laughery et al. (1986) in their applications of WINDEX and
HICROSAINT models respectively, both relying upon the tabled demand
values proposed by McCracken and Aldrich (1984) for coding these demand
levels.

(3) There is yet no single metric for scaling the decrement or
interference between tasks that may involve different performance
measures (see Kantowitz and Weldon, 1985; Wickens and Yeh, 1985 for an
informative debate on this point).

COMPUTER SIMULATION MODELS

The series of models described below may be ordered in terms of
four levels of complexity regarding the extent to which they treat the
concurrent processing or resource-like properties of the human
information processing system. At the lowest level are the queuing
models already discussed, and these of course make no assumptions about
resource sharing.

HOS. The model of the Human Operator Simulator or HOS, developed
by Wherry (1976) is currently under revision (Harris et al., 1987), and
the revision, which will be available in a user-friendly microcomputer
form, explicitly allows parallel processing of activities. Thus, for
example, the model will allow the operator to reach while scanning, or
to encode while controlling. However, parallel processing is assumed to
be perfect processing. There is no mechanism for specifying interaction
between tasks. In this sense, the model allows the assumption of either
an infinite pool of resources, or single channel operation, depending on
what activities are allowed to be parallel rather than serial. The
activities that are parallel processed are user-defined, as is a pre-
emption mechanism that will terminate a particular activity when one of
higher priority is imposed. In addition, the software is designed to be
flexible enough so that the user's own model may be substituted.

MICROSAINT-A31. At the next level of sophistication regarding
resource sharing are models developed by Laughery et al. (1986) and by
Corker et al. (1986). These are elaborations of earlier versions of the
SAINT/Siegal and Wolf model, and the PROCRU model, respectively. Both
models make some assumptions about how the interaction between tasks is
modified by their structural similarity and demand level, as required by
multiple resource theory.

Laughery et al. (1986) have used the programming capabilities of
the MICROSAINT language (Wortman et al., 1978) to expand upon previous
developments in two important respects: (i) They accommodate demand
specifications of tasks (or mental operations) that are not defined only
in terms of time. Rather, the model employs a set of tabled demand
values for different tasks, ranging from 0 to 7. These values were
generated by expert pilots and compiled by McCracken and Aldrich (1984;
Aldrich, Szabo, and Bierbaum, 1988). For example, the activities
"monitor, scan, survey" have a demand level of 1. "Trace, follow,
track" have a demand level of 3. "Read, decipher text, decode" have a
demand level of 7. (2) They acknowledge the multiplicity of processing
resources by assuming that task demands on certain combinations of
channels will interfere, but not on other combinations. Four "channels"
are defined: visual, auditory, cognitive, and psychomotor (VACr)
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(McCracken and Aldrich, 1984). Within each channel, simultaneous
demands are summed, and values of greater than 5 on the visual channel
are assumed to exceed a threshold which terminates monitoring to support
situational awareness. The A I model developed by Corker et al. (1986)
makes similar assumptions about the association of tasks and task
demands to the 4 channels. An assumption made in this model is that
demands of greater than 7 in any channel will lead to a temporary
postponement of the last task to be added that caused demand to exceed
the threshold.

Although the developments :epo ed by Laughery et al. and by Corker
et al. are a marked advancement over previous efforts in their treatment
of dual task interaction, they still suffer from a number of
limitations. First, the demand level codings of activities within a
channel do not appear to acknowledge difficulty variation of tasks
within a level. Thus, for example, detecting a change in size (coded
demand 2 by the McCracken and Aldrich table), if it is a subtle change
in a dynamic environment, could be far more difficult than reading a
simple one word message (which is actually coded demand level 7!).

Secondly, the assumption of perfect parallel processing between
channels (demand levels do not aggregate across the four channels)
appears to be unwarranted. For example, there is clear experimental
evidence that auditory and visual tasks interfere, as do perceptual
(both auditory and visual) and cognitive ones (Wickens, 1984). ut no
assumptions are made regarding this sort of interference. The A I
elaboration of PROCRU by Corker et al. however does model the effects of
dividing resources along channels relevant to manual control, using the
optimal co:. trol theory observation noise ratio described above.

WINDEX. Representing the most sophisticated level of assumptions,
North's (1985) WINDEX model has incorporated many of the assumptions of
the multiple resources model into a predictive workload index algorithm
(see North and Riley, 1989). Applicable to cockpit design modifications,
WINDEX enables specification of a task in terms of resource demand
levels (rated 1-5) assigned to different channels and/or processing
systems (e.g., Window, helmet-mounted-display, CRT, auditory, stick,
keypress, speech and cognitive activity). Critical to the operation of
WINDEX is a conflict matrix by which concurrent activities in different
channels will interfere more or less, depending on their similarity in
the multiple resource space. It is this feature that was absent from
the Laughe~y et al. (1986) version of the MICROSAINT simulation, and
from the A I application developed by Corker et al. (1986). Thus, for
example in the WINDEX conflict matrix, large penalties will be assigned
to tasks that impose concurrent demands on two visual channels (e.g.,
Window and helmet-mounted-display). Reduced, but still substantial
conflicts may apply to simultaneous use of the window and auditory
channel (both involving perceptual encoding); to the speech and key
press channel (both involving responses); or to speech output and verbal
rehearsal (both involving verbal processing). Minimum penalties would
be assigned to concurrent use of the auditory and stick channel, these
lying "far apart" in the multiple resource space.

MODEL EVALUATION: REQUIREMENTS AND AN EXPERIMENT

The previous section describes models lying on a continuum
regarding their assumptions about human operator performance in
multitask environments. A problem from the point of view of the
potential model user is that an objective, competitive evaluation of the
different models applied to a common data base does not exist (Meister,
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1985). Model designer's have applied their own models to sets of data,
and not surprisingly often reach the conclusions that their models
perform satisfactorily. In order to jointly serve the interests of both
science and technology such a model competition is required and is now
ongoing within our laboratory (Wickens et al., 1988a, 1988b). Models
may be rank ordered in terms of the amount of variance in task
interference that is accounted for, and this order may then be compared
with (or traded off against) the sophistication of the model
assumptions. It is apparent for example that if the increased
complexity of the multiple resource assumptions made by WINDEX, only
gains the model user a few percentage points in variance accounted for,
then simpler single resource models may be sufficient.

To be satisfactory, however, such competitive evaluation must be
concerned with two issues: heterogeneity of test conditions, and the
objective nature of the evaluation criterion. Regarding the first of
these issues, the models should be required to predict performance
across a relatively wide range of heterogeneous task conditions. Thus,
for example, it would not be sufficient to merely apply the models to
three tightly controlled conditions of increasing difficulty. Task
combinations that are d' se, in terms of their demand levels and
degrees of resource comp-.ition should be examined.

The second issue concerns the criterion measure against which
models sboi,d be evaluated. In this regard, subjective measures such as
SWAT or the NASA TLX rating (Vidulich and Tsang, 1987) should be
avoided, in favor of performance measures. This is not because
subjective measures are not useful in other contexts. But because the
ultimate criterion for system design should be satisfactory performance
rather than adequate subjective opinion, it is the former that should be
used for validation. Of course it is true that across most systems,
performance and subjective opinions do (negatively) correlate. That is,
system that provide better performance are generally described as
subjectively less loading. But as Yeh and Wickens (1988; Wickens and
Yeh, 1986) have described in detail, there are some pervasive
circumstances in which subjective workload and performance dissociate.
Tasks (or task configurations) that are described as subjectively more
difficult may provide better, not worse performance than tasks rated as
easier. Yeh and Wickens concluded that tasks in the former category
(better performance, higher workload) are likely to be those that: (a)
display more precise control information (like predictor displays), (b)
involve multiple task combinations (rather than difficult single task
combinations), and (c) involve separate resources (rather than
competition for common resources). What these conclusions suggest is
that model evaluations based only on subjective ratings (Laughery et
al., 1986; Bateman and Thompson, 1986), may produce systematic
distortions, depending upon the sample of tasks used to carry out the
validation.

The model evaluation carried out in our laboratory required
subjects to fly a helicopter simulation through various phases of
simulated low level and nap of the earth flight. They responded to
navigational commands and periodically were required to carry out
cognitive side tasks involving spatial problem solving and fuel
computation, each of varying demand levels. Information for these tasks
could be displayed either visually or auditorially. The flight was
accomplished by reference to a visual display of the world through which
the flight proceeded, presented on an IRIS 2400 display system and an
IBM AT, presenting a track-up electronic map ana side task information.
Subjects exercised flight control with a 2 axis joystick, and responded
to the side task via a keyboard (Wickens et al., 1988a).
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The heterogeneous collection of task configurations, created by the
time-sharing of different phases of flight with different kindS rf side
tasks and the navigation task, provided a set of data points against
which different predicted models could be evaluated. We did not test
all of the simulation models in their purest form, but rather, created
models with three levels of sophistication regarding the assumed
mechanism of task interference: (1) a pure task time-line prediction in
which the total number of tasks/unit time was the workload driver, (2)
an "undifferentiated capacity," demand model, in which the demands of
component tasks, rated on a scale of 1-10, were summed, and (3) a
WINDEX-like multiple resource model, which accounted for both demand and
resource similarity between competing tasks (see Wickens et al., 1988b
for more details). Computational algorithms for each model were
implemented on an IBM AT, and the predicted model workload scores for
each model, across the various task conditions, were correlated with two
obtained measures: subjective workload, and RMS vertical deviation from
the flight path--the most stable measure of primary task performance.

These correlations are shown in Table 1, and reveal two very
salient findings: (1) subjective ratings are well predicted by the two
simpler models, but not by the multiple resource implementation; (2)
performance measures in contrast are predicted much better by the more
sophisticated multiple resource model than by the simpler models, hence
reemphasizing the dissociation between these two measures of workload
(subjective ratings and performance) described by Yeh and Wickens
(1988).

Table 1

Model

Undifferentiated Multiple
Total Task Capacity Resources

Correlation with:

Subjective Ratings 0.55 0.68 0.06

Performance 0.16 0.04 0.48
(RMS Vertical Error)

CONCLUSION

It is apparent that the ideally accurate model must contain both
mechanisms that account for task selection, and those that concern
resource sharing. This model should also be able to offer quantitative
predictions of performance levels. However, there is a tradeoff between
the degree of quantifiable prediction achieved (and perhaps possible) by
models of task interference and the level of environmental complexity
and heterogeneity in which ttx.se models are suited to operate. Three
approaches are possible to extend quantitative prediction to the level
of complexity existing in the complex task environment: (I) Attempt to
build quantitative elements into a multiple resource model. (2) Attempt
to extend the more quantitatively precise models of multichannel
detection and recognition (e.g., Shaw, 1982; Sperling and Dosher, 1986)
to heterogeneous task performance. (3) Establish how accurately complex
performance can be accounted for by serial queuing models with
assumptions of single task neglect.
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Each approach has its own costs and benefits. The first approach
is bound to fall short of precise prediction, because of the complexity
and heterogeneity of the task environments that is its goal to predict.
Yet it remains clear that the operator in real world multitask
environments will often be time-sharing different tasks or mental
activities that are heterogeneous in their demand. Furthermore, the
preliminary evaluation reported above is encouraging. The second
alternative awaits verification, to establish whether for example, the
prediction of performance on a detection task when time-shared with a
second simultaneous detection task will generalize to instances when the
synchrony in timing is less precise, or the concurrent task is of a
different qualitative sort (i.e., tracking). The attention allocation
feature of the Optimal Control Model offers a good step in this
direction. The third alternative already offers a great degree of
promise as far as it goes but is simply not designed to handle those
aspects of time-shared performance that truly are parallel (e.g., flying
while communicating). All three alternatives have merit. What is
needed now are more validation data.
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THE HUMAN OPERATOR SIMULATOR (HOS-IV)

Regina Harris, Helene P. lavecchia and A. 0. Dick

Analytics, Inc.
Willow Grove, PA

INTRODUCTION

The continuing evolution of complex technology carries with it a host of problems involving
the relationship between humans and systems. Designing a system involves a complex set of
decisions balancing a multitude of constraints and criteria. A system designer is generally supplied
with a set of mission goals and criteria, major system components, the expected environment, an
initial operator/system function allocation, and a set of operator and system procedures. Using this
information, the system designer must determine the ability of the operator/ system to accomplish
mission goals and to establish if a particular design has the correct balance of system and operator
responsibilities. Ideally, this evaluation process would occur in the early states of system design
while it is possible to affect the design in a cost effective manner.

For early system design process, a need existed for a simulation tool to assist in determining
whether the human operator can operate the system as intended. In the past, major efforts have
often been directed towards the system hardware, i.e., Will it function properly? How often will it fail?
How reliable is the system? The goal was to construct a tool that would permit system developers to
evaluate quickly the performance of a system in a particular mission environment and to assess the
ability of the human to use the system effectively. The Human Operator Simulation (HOS) was
developed to be a generic, analytical approach to simulation of human-machine system interactions.
HOS utilizes a task decomposition process to simulate the cognitive, perceptual, and motor activities
of a human operator while the operator is manipulating a specific system within a particular
environment.

HOS was originally conceived in 1970 and since has undergone a series of major upgrades
resulting in the latest version, HOS-IV. It has been applied to simulate a variety of complex sensor
and weapons systems as well as commercial systems. These applications have addressed the dual
purpose of providing system design guidance and demonstrating the validity of the HOS approach,
models, and software. Based on experience with previous versions of HOS, HOS-IV has been
specifically designed to operate in a microcomputer environment and contains numerous
improvements. It has been developed using a modular approach with the initial version containing
essential baseline elements. Additional elements can be added in subsequent evolutionary steps.

The required inputs to the model are descriptions of the system design, procedures for
using the system, human operator characteristics, and a mission scenario. A set of operator
micromodels are available to the HOS user to assist in the development of the simulation. These
micromodels contain algorithms, based on human experimental literature, which can prC the
timing and accuracy of basic human cognitive, perceptual, and psychomotor actions.
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An important feature of HOS-IV is that it utilizes rule-based concepts, incorporating current
Artificial Intelligence techniques to structure the simulation. Inputs to HOS-IV include a set of rules
which activates a set of actions when conditions are appropriate. Defining these rules facilitates a
"top-down" approach to simulation since it allows the user to design the simulation flow independent
of the implementation of detailed actions and models. It also allows the simulation to mimic reality
more closely since operators usually make decisions based on an implicit or explicit set of rules when
responding to a particular situation.

Figure 1 presents the components developed for an application simulation. During a typical
implementation, such as for a model of a radar operator and crewstation, the HOS analyst determines
the allocation of functions between the human operator and the machine shown at the top of the
figure. The analyst then describes the

" Environment (e.g., number, location, speed, and bearing of targets);
" Hardware system (e.g., sensors, signal processors, displays, and controls);

and
" Operator procedures and tactics for interacting with the system and for

accomplishing mission goals.

A key to the HOS approach is the descriptions of the interfaces between the operator,
system, and environment, shown in the middle of the figure. In a radar system simulation for
example, a hardware-environment interface routine would determine which targets were within the
radar detection range at any given temporal snapshot. An operator-environment interface routine
determines the effects of heat, cold, drugs, or other stresses on human performance timing and
accuracy. The operator-machine interface models establish the time and accuracy of an operator
performing such tasks as reading alphanumeric information from displays, manipulating controls,
searching for targets in a particular field-of-view, or physically moving objects from one location to
another. These interface descriptions are developed by the HOS analyst to the level of detail and
scope required for a particular application.

Machine
System Operator

Functions Functions

Machine Operator
System ProceduresDescription and Pules

rface

Envon ment/
Cot ions-

Figure 1. The three major HOS simulation components which are
connected through the interface.
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The execution of HOS-IV results in a sequence of operator decisions about what to do at
each point in time based on moment-to-moment mission events and predefined tactics and
procedures. Once the simulated operator decides what procedure to do next, HOS micromodels
are invoked to carry out specific detailed actions such as reading information from a display or
manipulating a control. The HOS-IV micromodels are based on data derived from the human
performance literature and are available to the user through micromodel libraries. The result of a
simulation is a detailed timeline of operator, hardware, and environmental events which can be
summarized and analyzed to support a broad variety of purposes. HOS-IV has been designed to be
a production tool to support use by system designers as well as human factors engineers to evaluate
human-system performance.

SIMULATION BASICS

HOS-IV is a highly flexible simulation facility which allows the user to develop a simulation
incrementally. The operator characteristics, hardware components, and environmental factors can
be developed and tested independently. Furthermore, each component can be simulated at
varying levels of detail. For example, the operator characteristics can be simulated simply by
charging a fixed time for the operator to respond to a system alert. Alternately, more complicated
perceptual and fatigue models such as those available from the set of HOS micromodels can be
accessed to determine operator alert processing times and errors.

The user can build a simulation layer by layer, developing components to any level of detail
desired. Thus, the user can define any or all of the following components in any order:

" The extemal world, or environment (aircraft, emitters);
" The system (sensors, processors);

" The operator system interface (displays, controls, procedures); and
" The operator activities (how the operator makes decisions, how the operator

accesses necessary information, how the operator executes decisions, etc).

The user also defines events which can affect any of these layers during the simulation.
Furthermore, a system failure can be specified to occur at some time during the simulation.

HOS Structure

To define further the characteristics of the environment, hardware, and operator, the
information is specified in the following HOS terms:

• Objects,

" Events,

" Rules, and

" Actions.

The relation of these terms is shown in Figure 2. Editors are provided to create and modify the
information. For example, the Object Editor is used to modify objects and the characteristics, as well
as the values for those characteristics. The analyst might define an object named 'switch,' with the
characteristic status, which has the initial value off. Later, during the simulation, the status of the
switch might be changed to on.

Objerts. The knowledge about the important entities in the simulation and their distinctive
features are simulated using an object-characteristic structure. Each entity to be modeled in the
simulation (e.g., displays, controls, sensors, aircraft, etc.) is described as an object. Each object has
an associated list of characteristics such as size, color, status. This object-characteristic structure
provides the user with the capability to define what is important to the simulation at any level of
detail.
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Figure 2. Illustration cf the relations among Rules, Actions, Objects, and Events

The list of characteristics associated with each object describes the features of the object
relevant to the simulation. Each characteristic is assigned a value which indicates its state at a
particular point in the simulation. For example, the status characteristic of the generator object can
have a value on or off. Furthermore, objects with the same set of characteristics can be
distinguished from each other by the values of their characteristics. Thus, the characteristic, color,
differentiates a dial object which is red from a dial which is blue.

Objects can be defined at various levels of detail. For example, the object emergency
indicator light can have one characteristic, i.e., status, with a value of on or off. Another object may
have several chdracteristics, such as an enemy emitter with characteristics for location, speed,
bearing, frequency, pulse width, pulse repetition frequency, and pulse mode, along with assigned
values. The values of the characteristics indirectly control the flow of events in the simulation by
providing information to the rules and actions.

The definition of an object to represent a radar is illustrated below:

Object Name: Radar

Initial

Chuaracteristics

Status off

Mode automatic

X-location 46.78

Y-location 124.54

The important features of the radar are defined as character;sfics and include status, mode of

operation, and x-y location in the workspace. The initial values contain the state of the characteristic
at the beginning of the simulation. For example, when the simulation starts, the status of the radar
would be 'off' and the mode 'automatic.'

A group of objects which are of the same type (i.a., they have the same characteristics) can

also be simulated. For example, a group of emitters share the same set of characteristics (location,
name, frequency, etc.). If the analyst wished to simulate a group of 50 emitters, it would be very time-
consuming to repeatedly enter location, name, etc. for each emitter. To alleviate this problem, HOS-

IV allows the definition of groups of objects, called sets. Each object in the set has exactly the same
characteristics. However, the value of the characteristics can vary among membe-s of the set.

Event. Events represent external occurrences that affect the simulation. They simulate

processes that are not originated by the operator but which have an impact on the course of the
simu!ation. Events are defined by the event name, the time of the event, and the name of the
action that is to be triggerpd at the event time. Typical events are special task message;
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communicated to the operator from a higher command, hardware system failures, or environmental
changes (e.g., weather). For example:

At Time: 00:05:00.000

Event Name: Electrical storm causes power outage.

Do: system_failure (action name)

This event simulates a system failure at 5 minutes representing a power outage caused by an
electrical storm.

Rules. Rifles define what actions aie iv be taken depending on specified conditions.
Rules are defined by a starting and ending condition, the name of the action to be invoked if the
conditions are appropriate, and a priority assignment. Rules are separated into one of three
categories (or queues) - operator, hardware, and environment. Rules can be grouped according to
precedence or mission phase by the assignment of a priority. Hardware and environment can
contain a maximum of 100 rules each. Rule 99 has the highest priority; 0 has the lowest. 1000
operator rules can be defined and the operator rules are pooled into 10 groups (0 - 9). Each
operator group can contain 100 rules. Operator rule 999 has the highest priority; operator rule 001
has the lowest.

Each rule is defined by three clauses:

" An IF clause that specifies a rule initiation criteria,

" A DO clause that specifies the action to be taken if the initiation criteria is true,
and

" An UNTIL clause that specifies the rule completion criteria.

An example of a rule is:

IF color OF alertlight EQUALS yellow

DO process-yellow.alert

UNTIL color OF alertlight NOTEQUALTO yellow

This rule will be invoked whenever the color of the alert light is yellow. When the rule is invoked, the
action processyellowalert will be performed. Thus, if the starting conditional statement is true, the
action named in the DO clause will be executed if the rule is active. The action will be executed at
each simulation time interval until the UNTIL condition is true or the rule is suspended.

Rules, or groups of rules, can be declared active or inactive by actions at any point during the
simulation. At each simulation time unit, the condition statements of all active rules will be evaluated
to determine what actions will be executed or terminated. The rules will be processed in the
sequence specified by the priority assignment. This precedence relationship is particularly useful as
actions invoked by a high priority rule may suspend lower priority rules. This capability permits rules
to be categorized by mission critical tasks as well as mission phase. All active rules represent the
processes that are oc..urring in parallel during a simulation time interval.

Actions. Actions describe the steps required to accomplish a process by the operator,

Estem, or environment. An action can be invoked in one of the following ways:

" By a DO clause in a rule,

" By another action, or

" By an event.

Actions update the values of object characteristics, invoke other actions, and activate or susoend
rules. The values of the characteristics of objects can only be changed by an action.
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Actions are defined using a small set of standard verbs (e.g., DO, SET, SUSPEND) known
as the HOS Action Language (HAL). Verbs are the 'primitive' building blocks with which the user
constructs complex and application specific actions. The list includes verbs for Information
modification, object, rule, and action manipulation, computation, conditional evaluation, and
termination.

HOS-IV also contains provision for including models written using the C language (Microsoft

C Version 4.0). These models can be directly integrated into the HOS actions.

Micro-Models

HOS includes operator micromodels which generate performance time and an incication of
success/failure when appropriate. The current version of HOS-IV contains cognitive (decision time,
memory), perceptual (visual and auditory), and psychomotor (anatomy movement) models which are
based on experimental data from the human performance literature. The HOS analyst is able to tailor
the models to the needs of a particular application by modifying key parameters of the micromodel or
incorporating a new model. All models included in HOS-IV are written utilizing the same HAL
language as used to define simulation actions.

HOS Outputs

The HOS-IV outputs include:

" A timeline of events for the operator, system, and environment,

" User-defined measures of effectiveness, and

" Standard analysis, such as:

Mean time to complete an action,

Number of times an action is performed,

Proportion of the operators time spent on each action.

HOS-IV allows for user-controlled detail of simulation outputs. When building the object library, the
user can identify objects whose values are to be tracked throughout the simulation. User-defined
measures of effectiveness, such as the number of contacts processed per hour or a history of error
rates, can also be defined and stored in a separate simulation file at simulation end. With this data,
the user can identify operator and system bottlenecks and determine periods of operator overload
and the circumstances surrounding those overload periods.

Development of HOS-IV was supported by the Army Research Institute and the USAF
Human Resources Laboratory, Wright-Patterson AFB, Contract F33615-86-C-0019

The views, opinions, and/or findings contained in this report are those of the authors and
should not be construed as an Official Department of the Army position, policy or decision.
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INTRODUCTION: CREW PERFORMANCE MODELS

Michael H. Strub

U.S. Army Research Institute Field Unit
Fort Bliss, TX
USA

OVERVIEW OF THE PAPERS

When one considers the complexity of some of the single task models and
the increased complexity of multiple task models, one might wonder how it
would be possible to capture all of the richness of the behavioural
complexity displayed by a team of operators. It seems clear that as we move
from a single task to a multi-operator level of description, we sacrifice
behavioural purity, in terms of a perfect human performance description, in
favor of capturing the criteria of interest to the system designer. Thus,
the how of performance is secondary to productivity issues involving
quantity, quality or accuracy, and speed. The concern centers around the
ability of the model to capture key input variables, conduct a valid
processing function, and deliver a result that is meaningful to the system
designer.

The three reports which follow represent three very different approaches
toward predicting crew performance. The first paper, "Use of Crew Perfor-
mance Models and the Development of Complementary Mathematical Techniques to
Promote Efficient Use of Analytic Resources", by W. Peter Cherry and Susan
M. Evans, describes the application of Jackson Network and Markov Renewal
Theories to develop an analytic rather than simulation tool for conducting
crew workload analyses. The mathematical techniques are described, examples
of task scenarios are provided, and comparisons made to simulation results.
The second paper, "Systematic Modeling of Multioperator Systems to Evaluate
Design Concepts", by Gerald P. Chubb and Constance M. Hoyland, points out
that success in the use of modeling tools is a function both of the quality
of the tool and the skill of the user. The paper presents a concept called
IDEAL (Integrated Design Evaluation and Analysis Language). IDEAL combines
two previously developed tools. The first is SADT (Structured Analysis and
Design Technique), and is proprietary. The second tool is SAINT (Systems
Analysis of Integrated Networks of Tasks). The paper describes how IDEAL
was used to develop a surface to air missile model. The third paper is
entitled, "METACREW: Simulating Operator Teams in a Sensor Data Processing
System", by Thomas Plocher. It describes a computer simulation of operator
performance and work flow in a specific system he Joint Army-Air Force
Surveillance Target Attack Radar System (Joint STARS). Team and system
performance are described in terms of a variety of information throughout

measures.
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DISCUSSION

The discussion period which followed presentation of the above papers
highlighted two areas for fumther development. The first might be called
the addition of a cohesion factor. It was pointed out that very often teams
will show very marked performance differences based on their ability to work
together as a team. The present state of the art in crew models does not
address team cohesiveness at a level adequate to describe demonstrated
effects due to experience in working together as a team. The second area
identified as needing further development is the ability to represent the
team in terms of the relevant command and contrul hierarchy. In reality,
many crew and team operations are conducted in an environment which either
requires coordination with higher levels of command or inter'ruptions
occasioned by sudden requirements from higher headquarters. For the most
part, the current crew models tend to focus on a team or crew responding
only to the requirements which flow from the mission they have been
assigned. It is possible that a merger of recent expert system capabilities
with the crew performance models themselves might be useful in addressing
the supervisory and management aspects of crew performance.
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USE OF CREW PERFORMANCE MODELS AND THE DEVELOPMENT OF COMPLEMENTARY

MATHEMATICAL TECHNIQUES TO PROMOTE EFFICIENT USE OF ANALYTIC RESOURCES

W. Peter Cherry and Susan M. Evans

Vector Research, Incorporated
P.O. Box 1506

Ann Arbor, Michigan 48106

INTRODUCTION

Operator workload analyses relative to integrated system performance
rely, in many cases, on detailed, high-resolution, Monte Carlo simula-
tions of task networks. This paper desc ibes the application of Jackson
Network and Markov Renewal Theories to develop an analytic, rather than
simulation, tool for such analyses. Key advantages of such an approach
are faster predictions and greater control over causal factors influenc-
ing performance and workload. The mathematical techniques are described,
examples of task scenarios are provided, and comparisons made to simula-
tion results. Use in a design environment, specifically, to evaluate the
impact of system and task parameters on critical crew workload factors
(e.g., task completion time, average and maximum operator loading, etc.),
is discussed.

Considerable attention is currently being focused by the US Army on
the need to design systems which accommodate the soldiers that will oper-
ate and maintain them. As a consequence, increased emphasis has been
placed on modeling the human operator during the earliest stages of the
weapon system design process and on making design tradeoffs which speci-
fically address soldier attributes, hardware attributes, and software
attributes in the context of contribution to force effectiveness. This
paper describes such an effort carried out during the functional system
design of the All Source Analysis System (ASAS), an intelligence syste,
designed to support the collection management, processing, and dissemina-
tion of intelligence at division, corps, and echelons above corps.

Background

During the mid 1970's, the US Army undertook the development of a
system to support the production of intelligence at division, corps, and
echelons above corps. The development responded to a requirement for
faster and better intelligence in the context of modern warfare and to
the introduction of sensor systems that would produce volumes of data
orders of magnitude greater than tho., hitherto available. The system,
ASAS, was to exploit automated data processing and artificial intelli-
gence to improve product timeliness and quality, to accommodate increased
input, and to reduce manpower requirements. The system was to support
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five major functions: Intelligence Development, Target Development,
Electronic Warfare (EW) Support, Operations Security (OPSEC) Support, and
Collection Management and Sensor Command and Control. As originally
configured, the system had 15 workstations, each with multiple operators.
At the division level, input was anticipated to be 6000 reports per hour
of various types. To illustrate the complexity, the situation analysis
workstation had five types of input and seven types of output. It util-
ized (read from and/or wrote to) 19 different data files and performed 52
different tasks depending upon the data or information input to the
workstation.

The overall approach adopted to analyze the impact of human operator
performance was to focus on the accuracy and timeliness of critical
products by tracking inputs to those products to the ASAS through a net-
work of operators. Input messages, derived from a large-scale combat
simulation, originated from collection assets, taskers or users, and were
characterized by type, content, and timing. Operator task performance
was described via distributions of time and accuracy for tasks that fell
into five categories: interpretation, processing, updating, querying,
and routing. The critical products, characterized by distributions of
timeliness, completeness, and accuracy, included estimates, queries,
taskings, targets, and warnings. The alternative system designs were
differentiated primarily by the degree of automated support provided to
the operators, ranging from none to a data base management system to
comprehensive and extensive use of Artificial Intelligence and other
types of decision support.

Human Operator Performance in ASAS

At the earliest stages of the design process, attention was focused
principally on task performance time and accuracy, and consideration of
other dimensions of cognitive workload was minimal. Operators were pre-
sumed to respond sequentially to the stimuli/data arriving at their res-
pective duty positions. At the time, great hopes were held out for the
use of artificial intelligence and decision support techniques as tools
which would reduce cognitive workload. As work on the design progressed,
in particular in the decision supdort area, it became clear that the key
issues were pattern analysis, numerical computation and long-term memory.
These issues were added to models of human performance and are discussed
below.

METHODOLOGY

To represent human operator performance in the ASAS, a methodology
later referred to as the ASAS Performance Assessment Model (ASAS PAM) was
developed (IBM and VRI, 1980). It consisted of two distinct components.
The first of these, the Operator Workstation Model, was a data driven
Monte Carlo Simulation of the functions and processes carried out within
operator work stations. It had resolution to individual messages, tasks,
and products. The second component, the ASAS System Model, was an analy-
tical model of the development and contents of the ASAS data base, speci-
fically a probabilistic description of the current perception of enti-
ties, events, and activities on the battlefield and within the system
itself derived as a function of input, system performance, and operator
performance.

Before discussing the two components we first describe an element

that is common to both, namely the representation of pattern recognition
or templating.
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Temp la ting

Central to much of what ASAS was to accomplish was the concept of
templating. In essence, a temolate is nothing more than a pattern or
frame which specifies the different attributes of an entity or activity.
Given that an appropriate combination of those attributes have been asso-
ciated, the template can be said to be filled and the appropriate infer-
ence (detection, classification, location, identification, etc.) drawn.
Figure 1 illustrates the use of a template in a broad context which in-
cludes selecting and rejecting different templates, associating new
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information with and/or disassociating old information from templates
which are partially filled. Templates were represented by Bayesian like-
lihood functions. A set of alternatives Al,...An were postulated for
each pattern recognition task, together with a set of prior probabilities
Pr[AlT,...Pr[An], that the alternative in question was producing the
data forming the pattern. As a set S of pertinent data was associated
with the pattern, a posterior probability:

Pr [SI I . Pr[A

Pr [A I A= i

kPr[Sj ] . Pr[A I
k A k

k

was calculated as a measure of the degree to which pattern recognition
was complete or the template was "filled." In a theoretical sense, this
model of the process is not unreasonable (and it proved to be a useful
analysis and design tool). (However, in an applied sense, particularly
for complex systems, it is quickly overcome by the combinatorics of the
possible elements of the set S, the applicable data.) In reality, this
set must include not only what has been reported and its reliability, but
also what has not been reported and the associated conditions under which
data were developed.

The Operator Workstation Model

After considering the commercially available Monte Carlo simulation
packages, the decision was made to develop a simulation specifically for
the ASAS application. Developing and debugging the simulation was not
difficult. However, as was expected, its initial use was not straight-
forward. First, generating task performance data was difficult.
Although the simulation was designed to accommodate a wide range of dis-
tributions, it was hard to find expectations and variances, let alone
full distributional specifications. Second, also not unexpected, the
system description was vague. Third, the specification of frames and
templates was speculative. Nonetheless, the first runs of the simulation
on the preliminary design concepts proved to be of high value. In par-
ticular, they demonstrated that the system design had not considered the
load placed on the human operators or the capacity of those operators to
respond. For example, early designs called for less than 30 operators to
meet system timing, quality, and quantity requirements. Runs of the
simulation indicated that at least 60 would be needed. Moreover, the
distributions used to characterize task performance were optimistic. As
a result of these early operator simulations, design emphasis focused on
decision support applications and data base management to maintain per-
formance under the system requirement of reduced manpower.

While the Monte Carlo simulation proved to be useful in the design
process, it was not as responsive as desired. The simulation was execut-
ed on an AMDAHL 47C/V8 mainframe and typically required approximately 4
CPU seconds to execute sufficient replications to provide a statistically
valid description of the performance of a design alternative for a work-
station. It consisted of 3500 lines of FORTRAN code and required approx-
imately 55,000 words of memory. As a tool to identify sets of tasks or
operators which were the source of performance deficiencies, it was dif-
ficult to interpret and not as timely as was desired.

Partly as a preprocessor to filter designs prior to executing the
simulation, the authors utilized Jackson's theorem to develop an approxi-
mate model of the system. Jackson's theorem applies to a network of N
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nodes. At each node, there are M. servers whose service times are1
independant and identically negative exponentially distributed random

variables with service rate pi. Customers from outside the network
arrive at node i according to a Poisson process with parameter y i" A
customer completing service at node i goes to node j with probability
rij. Defining

N

Xi yi + E Xrl.

j-1

ki - number of customers at node i,

and requiring that

X i ,

Jackson's theorem (Jackson, 1957) states that

N
Pr (k i t k2 , ... k =  r Pp (k ,

N11

where Pi (kjt) is the steady state probability for an MNMIMiI0
queuing system.

The model as implemented treated operators as servers and focused on
the workload presented to them by data, queries, etc., arriving from
outside or inside the system. It proved, perhaps because of the numbers
of servers and the relatively high input intensity, to be a reasonable
model in the sense that it approximated closely the equilibrium results
of the high resolution simulation. It proved particularly useful in
balancing the load throughout the system by allocating operators to
different workstations or by decision support concepts to the work
stations.

Application of Jackson's theorem to systems such as that considered
in the ASAS design process is not unusual and frequently subject to
criticism. Assumptions of independence and Markovian processes are
required and these most certainly do not accurately reflect human opera-
tor performance. Furthermore, the theorem presents its results in terms
of a steady state or equilibrium and as noted by one of the authors,
(Cherry, 1977), a military system must be designed to meet the require-
ments of transient situations. Nonetheless, the Markovian/Jackson
approach, implemented on a handheld calculator, led to system designs
which were changed af~er evaluation in the high resolution Monte Carlo
simulation in only apiroximately five percent of the cases evaluated.
The authors have similar experience in the case of other weapon systems
in which the price of meeting timeliness requirements is the provision
of extra and, over the long run, under utilized system capacity. It
appears that designers frequently overlook this fact, particularly in the
case of human task performance, and that a simple model, such as a
Jackson network, is sufficient to identify such problems and correct the
situation in the early stages of design.

The ASAS System Model

T- ASAS System Model was designed to provide a probabilistic, time
dependent description of the contents of the ASAS data base files and
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records. The system model is analytic in nature and focuses on the sta-
tus of the perception available in the system of events, activities and
entities on the battlefield. Figure 2 illustrates the basic concept
underlying the model which is combined with the Bayesian model of the
templating process to provide the system based description.

detection & posting detection impossible

t TI I I i I-FI
tl t 2  t 3  t to

T-t

P = Probability of Coverage
c

F(T-t) = Probability that communications delay plus processing delay
exceeds T-t

f(u)du = Probability that communications delay plus processing delay
is between u and u+du

X (t) = Rate at which signatures occur at time t

PdI c = Probability of detection given coverage

Probability that currently exceeds T-t

(1-Pc)+ PCI{F(T-t) +f exp(-X (x)PdIcdx)f(u)du}

Fig. 2. File Contents Methodology

The methodology used to represent the changes in the contents of a
file or record corresnor .g to an element, event, or activity on the
battlefield is based u.- viewing the updates to the file as a random
point process in time. The methodology will be described for a single
sensor; the extension to multiple sensors is made by utilizing the
results produced for each sensor capable of detecting the element, event,
or activity. Consider the time line contained in Figure 2. Suppose that

at times tl, t2 , ... tn , signatures have been produced which could
have been detected by the sensor under consideration. Suppose that at
time T the record is examined and the following questions are asked:

(1) What is the age of the last report from this sensor that has
been posted to the record? and

(2) How many reports were posted prior to the posting of the last?

Addressing the first question, suppose it is rephrased as:

(I) What is the p-obability that the age of the most current report
is greater than T-t?

The age will be grea. r than T-t if:

(1) the sensor does not have coverage;
(2) the sensor does have coverage, but:
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(a) the delay comprised of communications and ASAS processing

for this sensor and this report is such that the age of
information that could be posted at time T exceeds T-t
(this usage could be infinite or reflect errors or lost
information); or

(b) the age of information that could be posted at time T is
u, less than T-t, but in the interval t to T-u either no
signatures occurred or if signatures occurred they were
not detected.

Under the assumption that:

(a) reports from a single sensor do not "leapfrog" in
communications and processing; and

(b) signature occurrence can be described by a non-time-
homogeneous Poisson process.

The formula shown at the bottom of the figure is an analytic solution for
the probability that currency, (i.e., the age of the most recent informa-
tion), exceeds T-t. This formula can be used to calculate the probabili-
ty that currency lies in any specified interval. The leapfrog assump-
tions apply to the currency of postings to the file. All reports prior
to the most recently posted are considered relative to that posting
event. Conditional on that event, the probability that a specified
number of reports were posted prio- to the most current is calculated via
standard formula for a non-time-himogenous Poisson process.

The structure described above possess a number of advantages.
First, it clearly separates the occurrence of signatures, sensor perform-
ance, and communications performance from the performance of the ASAS.
Second, ASAS performance is represented in terms of a probability distri-
bution that is specific to individual messages, which can be derived from
the Operator Workstation Model. The level of resolution in terms of
signatures and report characteristics is variable according to user
requirements. Finally, the use of the "age" of information at time T
provides a natural means of properly representing the impact of communi-
cations and ASAS processing in a combat model by looking back, for
example, with knowledge of Electronic Counter Measures (ECM) or combat
damage, rather than predicting forward.

Strictly speaking, the system model does not explicitly model human
operator performance; instead it captures that performance through the
distribution of processing time and probabilistic treatment of accuracy.
The system model has been used, however to investigate the impact of
operator performance on the system products, including performance para-
meters related to long-term memory, pattern analysis, and numerical com-
putation. Figure 3 illustrates the impact of operator errors and imper-
fect memory for an example ir. which there are two templates unJer consid-
eration, one of which (Template 2) is incorrect. For one component of
Template I there is a probability of 0.2 that the analyst will reject an
element of data that in fact should be associated with the template. For
another component there is a probability of 0.10 that an element of data
that should be rejected will be accepted. (These specific errors are
typically associated with numerical computation in the real situation
from which the example templates were derived.)

Memory for one component of the templates is imperfect with recall
dependent upon the amount of data present at last consideration and the
time elapsed since that consideration. That component serves as an
exclusion threshold for Template 2, i.e., once the component is filled
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the fact that Template 2 is incorrect becomes apparent. Memory is per-
fect once the exclusion threshold is crossed. The input stream is a
non-homogenous Poisson process corresponding to sensor reports. As
illustrated, early in the process it is more likely that an operator, if
called upon, would incorrectly perceive that the second template was
filled. As time progresses, the likelihood that the exclusion threshold
is reached increases,the probability that Template i is filled increases
and the probability of incorrectly filling Template 2 decreases. How-
ever, it should be noted that correction of the inappropriate use of
Template 2 is delayed because of memory constraints relative to the
exclusion threshold.

0.8-

C

C

0.6
Template 1

- - -.... ",. .-------- Template 2

0.4"

0.

(L 0.2 -

0.0 1.0 2.0 3.0

Approximate Elapsed Time (Hours)

Fig. 3. Interaction of Memory Constraints and Exclusion Procedures With
Performance Errors

In addition to investigating the impact of operator performance on
the quality and quantity of system output, the system model was used to
evaluate a series of measures of system performance including, for exam-
ple, time to respond to a query, time to locate and identify second eche-
lon regiments and divisions, time to classify a target, target location
accuracy, etc. These measures of system performance, input to and used
in a force-on-force combat model permit analysis of the impact of opera-
tor performance on force effec iveness and the evaluation of different
measures to enhance and/or support human task performance in the context
of force effectiveness.

DISCUSSION

The approach taken by the authors to modeling human operator per-
formance corresponds closely to thr . nf classical industrial engineering
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and methods-time measurement (MTM). Monte Carlo simulation is extremely
compatible with this approach but does not in general lend itself to
responsive analysis or extensive parametric variation. As a substitute
for simulation the authors have used stochastic processes; the Jackson
Network approach outlined in this paper is an example. We have also made
extensive use of Markov Renewal processes defined on finite state space.
In modeling operator performance, states correspond to activities or
tasks which an operator can be observed to be performing and occupancy
times are random variables with distributions depending upon the state
occupied and the state to be entered next. Transitions among states also
reflect accuracy and completeness of task performance. To our knowledge,
this approach was first used by Bonder and Farrell, (1970), to develop
weapon and situation based attrition rates for use in differential models
of force on force combat. These rates, widely used in deterministic
models of combat, explicitly represent parameters of human operator
performance for tank crews, anti-tank guided missile teams, machine gun-
ners, riflemen, etc. The approach has also been applied to sensor opera-
tors as described in Meerschaert and Cherry (1988). In supporting a
variety of system design processes, we have found these analytic models
of human operator performance to be very useful, particularly during the
earliest stages of the design processes.

The state-task approach using Markov Renewal processe has not been
as useful in sunporting the design of systems such as ASAS where multiple
functions and large numbers of operators are involved. However, as des-
cribed in this paper, focusing on product quality is analogous to the
rate based approach, and the use of the Operator Workstation Model to
develop distributions related to operator performance yields a technique
by which that performance can be represented in large scale force-on-
force combat models. This approach centers on relating the quality of
soldier/machine system output or product to operator performance and then
implicitly representing operator performance and its dynamics in the
force-on-force model. In a balanced corps level model where the number
of "operators" on both sides exceeds 100,000 this is clearly necessary.

Representing the impact of conditions and environment on the human
operator requires that functions or tables be used within the force-on-
force simulation. For example, in the case of ASAS, sensor rates and
coverage depend upon deployment and attrition and communications distri-
butions depend upon ECM and load as well as the physical status of com-
munications hardware. These parameters are maintained (and change) in
the force-on-force models. Distributions of processing delays, corres-
ponding to events in the templating process described previously, depend
upon and can be represented as functions of these parameters with the
representations derived via preprocessing using models such as the Opera-
tor Workstation Model. In the case of the rate based submodels, less
preprocessing is required but relationships between conditions and
operator performance must be available as data within the larger model.

A note of caution should be sounded with regard to the impact of
including models of human operator performance in the large-scale combat
simulations. The extent to which system operator performance influences
the dynamics and outcomes of combat depends to a large extent on how the
system is deployed and how small units (platoons, teams) are led. If the
systems are not in the right place at the right time, human operator
performance will have little if any impact on overall results. It has
been our experience in simulating performance that this issue is rarely
considered. It has been our experience in analyzing contribution to
combat that it is a dominant factor.
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SYSTEMATIC MODELING OF MULTIOPERATOR

SYSTEMS TO EVALUATE DESIGN CONCEPTS

Gerald P. Chubb and

Constance M. Hoyland

SofTech, Incorporated

INTRODUCTION

Model development requires use of modeling tools. The use of any
tool depends on skill in application. The product therefore depends on
at least two factors, the quality of the tool and the skill of its
user. When multiple users are needed to put the tools to work
producing a final model, there is a further need to organize the model
development and implementation process to facilitate communication,
assure proper coordination of effort, and provide a basis for con-
trolling and documenting what is done. This is especially important
for large, multidisciplinary efforts.

The purpose of this paper is to illustrate an approach to model
development, implementation, and validation that has proven effective
in a series of studies. The concept itself has been termed IDEAL
(Integrated Design Evaluation and Analysis Language) by its sponsors,
the Armstrong Aerospace Medical Research Laboratory. IDEAL is based on
the combined use of two previously developed tools. The first is
SofTech's Structured Analysis and Design Technique (SADT@) also known
as IDEF (ICAM Definition language). IDEF is a non-proprietary
version of SADT provided to the Air Force as part of the Integrated
Computer Aided Manufacturing (ICAM) program. SADT and IDEF are
therefore virtual equivalents (though not strictly identical).0 The
second tool used in IDEAL is the Air Force developed Systems Analysis
of Integrated Networks of Tasks (SAINT). IDEAL provides a systematic
method for developing a static description of system functions before
building a dynamic model of system behavior. This approach is an
integral part of what Wallace, Stocke berg, and Charette refer to as

Unified System Development Methodology.

I This introduction will review the historical evolution of the
IDEAL concept. It will also provide additional references to each of
the component parts (SADT and SAINT). The application of the concept
will be discussed in the context of an Air Defense missile system,

SADT is a Trademark of SofTech, Inc.
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although the entirety of that model will not be presented because of
its scope and detail. The progressive implementation, validation, and
use of that model will be discussed.

AN INTEGRATED APPROACH FOR MODEL DEVELOPMENT

The IDEAL methodology uses SADT as a front-end analysis tool for
deciding what makes up the system and how that might itself be modeled.
Then the SAINT model can be built on a firm foundation.

SADT or IDEF : Functional Decomposition

SADT began as a software requirements engineering tool 2 . It was
subsequently extended to other applications 2 where a top-down, hier-
archical decomposition was needed in order to describe a system,
particularly when the intent was to examine and describe how that
system does or should function. The principal goal of SADT or IDEF is
to provide a structured approach for breaking a complex system aown
into more elemental components that are simpler to deal with. This is
the basis for contemporary system engineering practices where a large,
multidisciplinary team must be employed to design, develop, and produce
the product.

The original Greek root for our word analysis is AXw. The meaning
of that Greek word is enlightening. While it means to loose or free, it
also may mean to break or destroy. The Greeks apparently recognized
that breaking something down can destroy the nature of the whole. This
is well recognized in biology where studies of living organisms done in
vivo may provide different results than laboratory studies of specific
organs done in vitro. A similar problem was noted by the Gestalt
psychologists studying perception when they recognized that the whole
is something more than the aggregate of its parts. One must also
account for structure and relationships. SADT is a disciplined
analysis method that keeps track of functional structure and data
relationships. SADT has proven especially useful when a team of
analysts must be used to get a complete, accurate description of a
large, complex system. It has been used to describe hardware, soft-
ware, and human functions in the context of system operation.

SAINT: Dynamic Behavioral Modeling

A static description of the system's functional structure does not
convey the evolution of performance over time. That takes a model
capable of representing the dynamic aspects of real-time system
behavior. Those behavioral dynamics capture the sequential dependen-
cies among groups of tasks, the uncertainties of c,. - -rent activity
sequences, variations in activity duration, conflic's n resources
demands, situation specific rule implementation, and a ety of other
interactions between operators, tasks, the equipment, and the environ-
ment. SAINT was developed to provide a tool for analyzing the behavior
of large, complex systems.3  The general character of SAINT and some

4
simple models were presented at a prior NATO symposium. Early
applications of SAINT were reviewed by Seifert and Chub ,.' and more
recent applications were subsequently reviewed by Chubb. Additional
examples will be briefly discussed later.

SAINT provides a general-purpose, FORTRAN-based, simulation
language within a network-oriented framework. It can be used to
exercise Petri-net representations quite easily, but iz not limited to
them. It has often been used to represent and assess the implications
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of a task analysis, but not every use of SAINT has to begin with task
analysis. Nor does every use have to begin with SADT. Chubb,
Stodolski, Fleming and Hassoun recently used SAINT to perform sgnsi-
tivity analyses of a closed-form analytic model of pilot workload.

This flexibility in the use of SAINT is both a strength and a
weakness. As a strength, SAINT's flexibility makes it generally useful
to a very broad class of systems modeling problems. The wide variety
of SAINT applications to date aptly attests to this utility. As a
weakness, SAINT's flexibility does not guide the modeler into any
systematic definition of the problem or its representation. Often, the
biggest difficulty one faces in solving system design problems is to
define the nature of the problem itself and to decide how that problem
can be resolved by studying a suitably constructed representation of
the system's dynamic behavior. Typically, this requires an identifi-
cation of the performance requirements the system must meet. Then an
analysis of the behavioral model is performed to discern whether a
particular design can be expected to meet or exceed those requirements.
If not, the design may need to be changed, the requirements relaxed, or
both.

IDEAL: Combining SADT and SAINT

Backert, Evers, and Santucci first described the need for a
front-end analysis tool as an aid for SAINT model development. They
identified the close correspondence between concepts used in SADT and
similar constructs in SAINT. They also noted where there were gaps in
the transition from SADT to SAINT. These gaps are bridged by building
a performance data base that captures information needed for implemen-
ting and executing a SAINT model. The performance data base contents
are based upon the functions and data relationships identified in the
SADT static, structural model of the system, but augment these data
with descriptions of how activity duration will be specified, how
activity sequencing will be controlled, and what may affect the values
assigned to various attributes incorporated into the model. These
attributes typically describe characteristics of the system, resources,
tasks, and information. Activity completion often affects such
variables, changing their value.

Bachert, Evers, and Santucci also describe the modeling and
simulation process in an SADT diagram. Figure 1 is a slightly modified
version of that description. The activities are described by the verbs
in the boxes. The results of an activity are shown as labels on the
lines leaving a box on its right side. The input data required to
perform that activity are shown by lines entering the box from the
left. Arrows at the top of a box signify control data that will
influence how an activity is executed. Controls may describe con-
ditional dependencies that affect the implementation of a particular
function. Finally, arrows entering a box from below are termed
mechanisms. They are the means by which the function or activity is
performed. Mechanisms are usually synonymous with resources.
Resources may be hardware, software, people, or anatomical (or
cognitive) components one wants to treat as resources. In some cases
(for example, workload analyses), it may be desirable to represent
anatomical features of the individual human operator, such as eyes,
right hand, left hand, etc. or mental resources.

As the diagram implies, there are important aspects of modeling
that must be addressed besides describing the system and representing
its dynamic behavior. One must also identify the objective of the
stitdies to be done with the model. This will define what outputs the
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Figure 1. The Simulation Process

model should produce, what functions require more or less detailed
trpatment, and the quality and quantity of input data that will be
needed to support model development and validation. Figure 1 also
implies that the quality of the behavioral model is critically

dependent on the quality of the system description available to the
modeler. The utility of SADT for SAINT model development is that it
forces a careful examination and integration of the available system
technical information. IDEAL further supports the SADT to SAINT
transition by suggesting a standardized Performance Data Base (PDB)
format for organizing source document information that will be needed
during model implementation.

IDEAL DEVELOPMENT OF A SURFACE TO AIR MISSILE MODEL

The IDEAL methodology was first gpplied to the description of a
surface to air missile (SAM) battery. In this particular case, the
SAM battery was actually a generic simulator rather than a specific
system. However, it was instrumented for studies of human operator
performance in the context of air defense. It therefore provided an
excellent test bed for applying the IDEAL concept and validating the
resultant SAINT model. The simulator was designed to use three trained
operators to acquire, track, and engage simulated penetrating aircraft.
Simulating missile launch, the impact of tracking errors and operator
strategy shifts then could be evaluated in terms of miss distance,
probability of hit, and probability of kill. Consequently both
proximal and distal criteria of operator performance were identified
and measurable.

Figure 2 presents a schematic diagram of this system. Three
sensor subsystems were included: 1) an acquisition radar, 2) a
tracking radar, and 3) a tracking television. Three responsibilities
were allocated among the operators: a) elevation tracking, b) azimuth
tracking, and c) launch control. The last of these three responsi-
bilities was given to an operator called the Fire Control Operator
(FCO). The FCO was also responsible for aircraft acquisition and
overall system control, as well as missile launch decisions. Two
tracking operators shared the responsibility for keeping track of where
the aircraft was. This was to be done in the azimuth-elevation plane.
Thus, the two-axis problem was reduced to a single-axis tracking
problem for each of two operators. The FCO monitored the coordinated
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Figure 2. Schematic of the Generic SAM Simulator

activity of the two tracking operators and decided when their joint

error was small enough to permit successful launch, 
once the aircraft

was within 
range.

As a detected aircraft 
flies inbound toward 

the SAM site, the crew

must evaluate any Command, Control, and Communication (C
3) data

available from an external area defense surveillance team. 
This forms

a perceptual set influencing the acquisition phase of their mission.

The next major decision 
after acquisition is determining when 

to enter

the tracking mode and selecting whether tracking 
will e done by radar

or by television. The terminal decision 
is whether to launch 

a missile

or not. Figure 3 identifies the overall decision sequence the crew

must execute.

Static Model Development

IfTable 
1 presents a ten-step model development process that has

:. proven useful for guiding 
the evolution, test, 

and use of a model.

iWhat one chooses to do 
in modeling a system 

depends on a number of 
:

~factors. These include the training and experience of the modelers,

. the people they are working 
for, and whoever might 

review the results 
:

or conclusions drawn from the model. These are not irrelevant to

~~problem formulation, 
but they are issues independent 

of IDEAL. 
.

~The stages in table I are listed sequentially, but in practice

there may be a reordering or even repetition 
and looping among these 

.

t40%
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various stages. This is an idealized description of a much more
dynamic process, especially when it involves more than one person.

A seven person team was involved in SADT model construction and
included subject matter experts familiar with the system, human factors
experts, and project managers. The SADT model was developed in a set
of IDEF diagrams to produce a static model of the system's functional
structure. An IDEF diagram results in a top-down hierarchical
decomposition of system functions. The process of develoing IDEF0
diagrams is more completely described in Marca and McGowan. Details
of the system's architecture and operation are progressively refined in
greater detail as the decomposition continues to break apart a parent
function into its children. The relationships among these children
(siblings) are also described at each level in the decomposition.
Emphasis is placed on identifying logical dependencies and data
relationships among the various functions at any particular level. At
this stage of modeling, the sequencing and duration of those functions
is intentionally ignored. Sequencing and duration of activities is
later treated as the performance data base is constructed to implement
the dynamic behavioral model of system performance.
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Table 1. Stages of Model Development

(1) Problem Formulation

The definition of the problem-solving objective. What
design uncertainties need to be resolved? How will
system performance be evaluated so alternatives can be
compared? What model oututs are needed as dependent
variables?

(2) Model Building

The abstraction of the human/machine system into mathe-
matical/logical relationships in accordance with the
problem formulation. What is critical? What can be
ignored, left out, or treated later? This is where
IDEAL is applied, specifically SADT.

(3) Data Acquisition

The identification, specification, and collection of
data. For example, estimates of subtask durations, the
frequency/probability of taking optional pathways, etc.
This is where the Performance Data Base (PDB) is
generated.

(4) Model translation

Preparing the model for computer processing as
prescribed by the selected simulation language (e.g.,
applying the contents of the SAINT User's manual, as
recently updated by the C-SAINT User's Manual).

(5) Verification

The process of ensuring that the computer executes as
intended. In this context, this step is done when no
error codes occur and the run results appear
reasonable.

(6) Validation

The process of establishing that the desired accuracy
or correspondence exists between the simulation model
behavior (reflected in run results) and what is known
about, has been observed, or has been measured with
respect to the real system's behavior. This requires
subsequent study using results from empirical testing
(e.g., using results from a prior experiment's data,
from other studies, or results from new experiments.)

(7) Strategic and Tactical Planning

The process of establishing the experimental conditions
for using the model, including statistical experimental
design. Identify the independent variables, range of
variation, and number of levels; specify what will be
held constant; and establish what factors will be
randomized across treatment conditions.

(B) Experimentation

The execution of the simulation model to obtain output
values that achieve the desired precision in estimating
dependent variable statistics.

(g) Analysis of Results

The process of analyzing the simulation outputs to draw
inferences, fit regression equations or response
surfaces to run results, and make recommendations for
problem resolution.

(10) Utilization

The process of implementing decisions resulting from
the analysis of simulation results. This step is
crucial, but not really technical in nature. It is
important at the beginning to remember that this is the
payoff. Consider this step in all of the foregoing
steps, especially problem formulation.
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The Author of the IDEF diagrams is responsible for identifying

the purpose anu perspective For the static description. The first step
is to define the context within which decomposition will occur. This

consists of identifying system outputs, inputs, mechanisms, and

controls at a global level. The Readers of the diagram have the
responsibility of making explicit any objections or questions they may
have about the stated purpose, perspective, or context as presented by

the Author. All disagreements over terminology are resolved before
proceeding to the next level of decomposition. This assures that all
participants agree on the objectives, definitions, and descriptions as

they are initially stated, later modified (if necessary), and ulti-

mately validated as a correct representation of known facts about the
system. An IDEF diagram is not unique. If the purpose or perspective

is changed, the nature of the decomposition of system functions may
change as well. Each team member may have access to different infor-
mation about various aspects of the system's operation, based on their

training, experience, and understanding of available documentation.
Development of the IDEF model as a precursor to developing the SAINT

model of system behavioF serves an important role: it makes sure the
known facts about the system are gathered together, interpreted in a
well-integrated description, and certified as acceptably correct by all

members of the project. In that role, it serves as a knowledge

engineering tool.

This process incorporates information such as the system's

specifications, various operating procedures, and mission performance
parameters. It focuses attention on where source data are available to

define various aspects of system function, and where there are data

voids that need to be filled by analysis, measurement, or speculation.

Thus the development of this static model can eliminate building a

non-supportable behavioral model.

This methodical, systematic evolution may seem frustrating to

those who want quick results, but in large-scale modeling, this process
precludes disaster. It is worth the investment because it reduces the
risk of developing a good model for the wrong purpose as well as
assuring you get a good model. Premature entry into behavioral

modeling may inadvertently leave important details undiscovered until
late in development when it becomes more difficult to implement

changes. Moreover, the IDEF description provides a foundation for

building the roadmap that wil? guide the behavioral model development.
It forces the team to agree on what level of detail is sufficient, how
to quantify various aspects of the problem, and what factors will be

intentionally ignored or suppressed. Bachert et al. claim the use of
SADT produces to 60% savings compared to building SAINT models less
systematically.

Performance Data Base Construction

The Performance Data Base (PDB) is the bridge between SADT and

SAINT. It serves to map the IDEF model into a corresponding SAINT

model. This transition is essentially a two step process. First, the
modeler examines the IDEF diagram and fills in the slots in a PDB

frame. Second, these data are then used to construct the SAINT repre-
sentation of behavioral dynamics that corresponds with the IDEF

decomposition of system functions. Table 2 summarizes the lineage
between IDEF constructs and SAINT modeling concepts. Table 3 briefly

describes the SAINT concepts identified as column headings in table 2.
The letters in the cells of the mapping matrix (table 2) refer to the

following major categories of information:
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Table 2. IDEF SAINT MAPPING MATRIX
0

0
WOO

INPUT d b,d b b b

FUNCTION d d e d b d

CONTROL _ d b,d d _d ___ d __a,b

MECHANISM c c Le c,e c c,e
OUTPUT a,b,c d

d
NETWORK b b bc e b b ,d bdc a bd

a. Global System Characteristics - variables and their parameters
that relate to all functions and system constraints.

b. Senario Specific State Conditions - variables and conditions
relating functions and information flow through the network for
various operational scenarios.

c. Resource Attributes - A list of machine or operator attributes,
the values of which describe such things as physical
characteristics, stress levels, skill levels, etc.

d. Function or Task Characteristics - detail of activity, may include
label, time statistics, priority level, probability of successful
completion, precedence relationships, resource requirements, etc.

e. Environmental Factors - variables which influence an activity,
e.g., lighting conditions, noise, etc., should also be noted.

Table 4 presents an example of a representative PDB frame. The
upper portion is a header for record keeping purposes. This is useful
when several efforts may be on-going or when a project may be of a size
or duration where it becomes important to keep track of who filled in
the information and when it was last reviewed.

There will be one PDB frame for each pair of an IDEF function
with a corresponding SAINT node. While this frame is the key data
collection record, it is not the only record a SAINT modeler should be
keeping. Several other tabular lists need to be generated in con-
junction with the PDBs. However, these secondary lists simply keep
track of what has already been done on prior PDBs. The modeler will
therefore want to keep the following lists updated as new PDB frames
are filled in:

o Distribution Sets: number and parameter value
o Moderator Functions: number and definition
o System Attributes: number and meaning
o Information Attributes: number and use
o Resources: number, nature, and how may attributes
o Resource Attributes: resource number, nature of resource

attribute, and assigned resource
attribute number
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Table -. SAINT MODELING CONCEPTS (ABRIDGED)

LABL: An eight character mnemonic used as a task or activity
name (label).

TIME: The duration of a task or activity when it is defined
by a Monte Carlo sampling from a specified distribution
or is a fixed, constant value.

PREDECESSOR: A prior event which must have occurred before the
present activity is permitted to begiu.

RESOURCE: If required (and some activities may not require
resources), the activity is not to begin until one (or
all) of the specified resources is available.

PRIORITY: Controls which activity will be started first if more
than one could begin at the same time.

INCM: Information choice mechanism for determining which
arriving SAINT information packet will be saved and
examined (the first arriver, last, or some other
option); information packets flow through a SAINT
network and packet contents may be used many different
ways in modeling system dynamics.

DMOD: Distribution modification allows TIME samples to be
drawn from an alternate distribution when some
particular event occurs.

UTCE: User task characteristics are scalar values the modeler
may use to describe the attributes of a task (e.g.,
level of difficulty, task Lomplexity, etc.).

SWIT: Switches are binary state indicators that may be used
to represent status changes of any sort, usually some
equipment event (mode change, indicator light, etc.).

MODRF: An alternate way of computing activity duration, where
the user defines an equation that determines how long
an activity takes and codes this in a FORTRAN
subroutine so SAINT can call it.

BRANCHING: Control of node exits; determines what comes next after
the current activity is completed.

STATE VARIABLE: A continuously changing value (like aircraft azimuth
and elevation as it flies by the SAM site).

MONITOR: A mathematical function that looks at state variables
to determine when they reach certain values of interest
to the modeler.

CLEARING: The process of pre-emptively interrupting either
on-going tasks or presently busy resources.

NETWORK: The interconnection of IDEF functions or SAINT nodes;
IDEAL attempts to retain aoigh degree of commonality
between SAINT networks and their corresponding IDEF
counterparts.
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Table 4. A REPRESENTATIVE PDB FRAME

FORM CONSTRUCT AIRPLANE
TITLE: PERFORMANCE DATA BASE
IDEF: AO.2 AUTHOR: SOFTEC-
NODE: 4 DATE: AUG. 84

FUNCTION DESCRIPTIONS

THIS ACTIVITY REPRESENTS THE CONSTRUCTION OF THE MODEL AIRPLANE BUT NONE OF THE DECORATING. THIS
ACTMTY IS DECOMPOSED TO A LOWER LEVEL OF DETAIL BASED ON THE TYPE OF INSTRUCTIONS READ. THE
BRANCHING WILL GO TO ONE OF THE THREE LOWER ACTIVI11ES.

PERFORMANCE TIME: MECHANISMS MECHANISM COND.
DISTRIBUTION -_-_-
MEAN
MINIMUM

MAXIMUM

STD DEV.:
PREVIOUS COMPLETIONS REOS.
PRIOR TASKS
AO.1

SUBSEQUENT BRANCHING
TASK NUMBER BRANCHING LOGIC MULT. BRANCHING COND
AO.1 IF MORE INSTRUCTIONS ARE TO BE READ.

AO.3 IF CONSTRUCTION IS COMPLETE

NOTES

o State Variables: number and name
o Monitors: number and definition
o Task Characteristics: number and meaning
o User Functions: number and definition

Using the PDB as a template, the modeler has a guide for
collecting the information that will be needed to represent dynamic
task execution. One of the first questions addressed is what governs
activity duration. A particular activity might be of fixed or variable
duration. If it is variable, it may be determined as a function of
some set of factors or may vary randomly according to some particular
stochastic distribution. If randomly varying, then the modeler will
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specify the distribution type and its parameter values. If these are
the same as for some other activity, then the modeler can simply refer
to the existing distribution set number that was used before and
annotate his PDB accordingly. If this task duration is a unique
distribution type or uses a unique set of parameter values, then a new
distribution set needs to be defined and added to the list of
distribution sets that are being separately recorded.

Alternately, task timing may be a function of task character-
istics, the present value of system attributes, the value of one or
more information attributes, and/or the present value of one or more
attributes of the resource that is required for task execution. If
task duration is to be specified as being a function of such factors,
then the timing is described differently. The modeler needs to specify
the mathematical formula to be used to calculate the time value and the
argument list (set of independent variables for that equation). This
will then become a statement (or set of statements) in MODRF. The
modeler will then assign a number to this particular function and add
it to his list, or he will simply reference some function on the list
if a suitable function was already defined for some previous PDB frame.

Before or after timing considerations have been defined, it is
also necessary to ask what governs when the activity will start. At
least two factors control initiation. One is precedents and the other
is resources. Precedents are simply activities which logically must
have been completed before the present one is allowed to occur. A
distinction may also be needed between the first time something is done
versus all subsequent repetitions of that activity. For example, start
your automobile engine, you must first insert the key then turn it, but
if the engine fails to start, you will need to turn the key again, but
it doesn't need to be reinserted because that precedent was satisfied
on the first attempt to start the engine. The second factor governing
task initiation was availability of the requisite resources. Two
situations routinely arise. The first is where several different
resources are all required. The second case is where any of several
resources may be suitable substitutes for one another. The PDB will
specify both precedence and resource requirements for this particular
node in the network, and if some new resource is implicated, it needs
to be added to the list being kept.

It may happen that an existing resource is to be used, but in this
case, the nature of that resource influences how long the task takes.
Perhaps the modeler did not note this situation previously. Now the
modeler may want to add a new attribute to the list of previously
defined resource attributes and also go back and modify the definition

of activity timing. In this fashion, the PDB allows for continuing
review and updating as the modeling process evolves.

As a part of task accomplishment, various attributes may take on
new values, reflecting the impact of starting or completing this
particular activity. For example, a switch may be set to a new
position, an error may occur, or some state variable may be regulated
(changing its value). Or alternately, the performance of that activity
may change a resource attribute (e.g., skill level) or some task
characteristic (e.g., perceived difficulty). These changes are also
noted on the PDB along with annotations, about how the new attribute
values will be assigned. They can be fixed or variable just as time
values were. Attribute values that are to be changed according to a.
functional relationship require that the modeler specify the nature of
the equation to be used and the argument list for that equation.
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Finally, attention must given to what happens after activity
completion. Branching on exit from a node is along one or more paths
to successor nodes and can be controlled three basic ways. So the PDB
has slots for identifying what the successor (next) nodes will be and
which set of rules will control exit path selection (deterministic,
probabilistic, or conditional). If branching is conditional, the
conditions must be stated and the form of evaluation must be
identified. SAINT recognizes two forms of conditional branching
evaluation: 1) take the first branch for which the stated condition is
met, or 2) take all branches for which the conditions are met.

While these are the basic elements of a PDB frame, there are a
variety of special cases that can be represented in a SAINT network.
The PDB has a slot for notes to permit annotations that call attention
to the need to exercise any of these specialized modeling features
(e.g., task or resource clearing).

In the transition from IDEF to SAINT, the dynamic behavioral
modeling can be done at more than one level of detail. The IDEF
decomposition of static functions will provide a hierarchicay
partitioning. The SAINT model could easily be implemented at any
particular level or strata in the hierarchy. However, it is also

pLssible to build a model which operates at one level of detail for
some functions and at another level of detail for other functions.
Thus a single activity at one (more molar) level of detail may be
replaced by a set of functions representing that activity at a more

detailed (molecular) level.

As a standard rule, when a function at one level of detail is to
be replaced by an activity network representing a more detailed level
of breakdown, two dummy tasks are added to initiate and terminate the
detailed SAINT network. These consume no time but control the
branching and tunneling of information when going from one level of
IDEF to another. This procedure also simplifies control of looping
and Ynteractions among various modules. This convention of using dummy
nodes assures a higher degree of modularity, simplifying the number of
changes one must make if the model is changed later. The dummy tasks
tend to insulate and isolate changes to localized areas while main-
taining a tight coupling between the static IDEF model of functions
and the dynamic SAINT model of behavior.

Construction of the SAINT Performance Assessment Model of a SAM System
(SPAMSS)

The next stage of model development re-examines the problem being
addressed and lays out an architecture for various submodels that need
to be cor tructed. From the IDEF decomposition, it became apparent

that there were interfaces where inputs or controls existed in the
static IDEF model that needed to be provided but wff e not incorporated
in the PDB describing operator function execution. For example, the
threat aircraft state needs to be represented since it drives all other
activities in the model. This was achieved by writing appropriate
equations and incorporating them in subroutine STATE, which is linked
with the SAINT code after it is successfully compiled. Corre-
spondingly, there is a need for a tracking model and for a scoring
model, the latter being incorporated in USERF which is also linked to
SAINT after compilation.

Figure 4 ows the overall SPAMSS architecture as presented by
Bachert et al. Figure 5 portrays a sample threat aircraft flight
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path. Different flight paths can be represented by altering the module
that contains the A/C Model SAINT STATE Equations. This can be done
without affecting the contents of the other modules in the model. Four
primary paths were incorporated with two to five variants of each.
Path representation was accomplished by using least squares regression
to fit a polynomial to actual flight path measurements taken from the
generic SAM simulator. The three factor pulyaomial equation was then
implemented in SAINT subroutine STATE. The simulated flight paths were
then correlated with the simulator by comparing the velocity and
acceleration data with respect to the SAM site. This assured that the
polynomial was a valid representation of the aircraft flight path.

The operator tracking model considered multi-task time sharing, as
the tracking operators continually rotate the firing pedestal and also
perform other associated duties. The pedestal was modeled as moving at
a constant rate, using rate equations implemented in subroutine STATE.
The operators regulated that rate (up or down), and this regulation
task was treated as a discrete activity in the SAINT task network.
When operators had no competing responsibilities, they could dedicate
themselves to evaluating tracking error and adjusting pedestal rate
accordingly, which produces a smaller tracking error. By contrast, as
diversions increase, the rates are not changed as often and must be of
greater magnitude, so tracking errors increase.

The scoring model provides a record of how well the operators
performed under the various c~aditions studied. It keeps track of the
elevation and azimuth tracking errors and the range from the SAM site
to the aircraft. These scores are then used to determine when the
aircraft is vulnerable to a missile strike. The Fire Control Operator
can then be scored on how long it takes to make a firing decision
relative to the first possible choice, the optimal (maximum hit
probability), and last feasible firing solution. If a decision was
made to launch, the outputs from the scoring model are used as inputs
to a missile fly-out model. That model will then evaluate the
estimated miss distance, probability of hit, and probability of kill
for this particular engagement. Consequently, both behavioral and
system measures are available.

VALIDATION AND UTILIZATION

Because the SAINT model was based on an instrumented simulator,
there was a considerable body of data available from prior experiments
that could be used to estimate parameter values for the SAINT model.
Moreover, the simulator was available to validate model predictions
subsequent to model implementation.

It was possible then to validate the SAINT predictions in terms of
several measures and for more than one set of fferating conditions.
Figure 6 shows some sample results from SPAMSS. Along the top of
this graph are indications when particular mode changes occurred.
SAINT predictions were not significantly different from those found in
the empirical studies. The continuous tracking error is also plotted
over time, and windows of vulnerability are shown were the errors were
small enough to permit successful missile launch. Again, SAINT
provided valid predictions of error and start/stop times on the windows
of vulnerability.

Subsequent tests looked at changes in the use of countermeasures
that impact the use of automatic tracking and the use of various
sensors for manual tracking. In this case, the SAINT model was first
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used to estimate what should be observed when the empirical tests were
run. Following the empirical studies, actual operator and system
performance was compared with the SAINT predictions. Again, no
statistically significant differences were found.

Having developed a valid representation of the existing simulator
based on data from prior studies, it was then possible to use the model
two ways. First, one could try out new studies before running human
subjects. Second, one could examine conditions that could not be
tested in the simulator. Both uses were pursued.

The first set of studies is especially usefully in systems
analysis and empirical research planning. One can examine the hypo-
thetical implications of changes in system design or in operating
procedures strategies. Alternatives can be quickly examined to see
which are worth validating by empirical test. Some concepts may
perform so poorly there is little reason to spend money on real-time,
human-operator studies. In other cases, the model may predict results
that appear more promising and clearly seem to warrant empirical test
to validate those predictions.

The second set of studies is more controversial. Here we specu-
late on conditions that cannot (or at least will not) be empirically
tested. For example, it is of some interest to estimate how well
operators might perform under actual combat conditions where they may
be exposed to various weapons effects. Because those weapons effects
cannot be safely administered at large exposure levels, modeling
provides a means of estimating what could occur under conditions that
would be unsafe for empirical study. A general methodology was
developed for treating this proplem, one that could be used for a
variety of environmental effects.

CONCLUSION

The SPAMSS use of the IDEAL concept was done manually. Using
Business Filevision, SofTech has mechanized portions of the IDEAL
concept to provide a Computer Aided Engineering (CAE) tool for our own
use. DESIGN IDEF by Metasoft is another recently released tool for
automating SADT or IDEF diagram construction. Under the Cockpit
Automation Technology AT) Program, SofTech has also recently
developed a customized version of SAINT called C-SAINT (Hoyland,
Ganote, and Chubb, 1988). C-SAINT is a customized version of SAINT to
help build workload and information analysis kinds of models more
easily. C-SAINT also includes several improvements and enhancements to
SAINT. A function set facility has been added to allow attribute
assignment and moderator function specification without FORTRAN
programming in USERF or MODRF routines. Conditional branching tests
now allow comparisons of any pair of attributes. Resource allocation
can be dynamically specified by an information attribute. For its own
use, SofTech has developed several versions of SAINT for use on IBM/PC
and Macintosh computers. While these are not sold as commercialI products, they are made available to use, with some restricted rights.
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METACREW: SIMULATING OPERATOR TEAMS IN A SENSOR DATA

PROCESSING SYSTEM

Thomas Plocher

Honeywell Inc.
Systems and Research Center
Minneapolis, Minnesota

OVERVIEW

A fundamental concern during the development and evolution of a tactical data system is
that of defining appropriate roles for human operators and teams. Roles must be defined
such that crew workload is kept to a tolerable level, while still achieving the overall mission
performance goals of the system.

Under the sponsorship of the U.S. Army CECOM, Honeywell has been exploring
human operator concepts for a new sensor system, the Joint Army-Air Force Surveillance
Target Attack Radar System (Joint STARS). To aid these investigations, Honeywell has
developed METACREW, a computer simulation of operator performance and work flow in
the system.

The METACREW simulation treats the Joint STARS crew as a queue-servicing
operation. Simulated targets are acquired by the Joint STARS sensor and presented to the
operator team for processing and interpretation. Each detection event waits in queue until a
qualified operator becomes available to service it. The operator then performs a task or series
of tasks to process the event. The time required by the operator to service an event is
determined by his nominal task performance capabilities. Work timelines are recorded
throughout the simulation exercise for individual operators. Team and system performance
are described in terms of a variety of information throughput measures.

The METACREW simulation has been validated against the performance of experienced
Joint STARS data handling teams during exercises at USAICS, Ft. Huachuca, Arizona. In
these validation trials, the simulation was shown to account for 76-96% of the variance in the
performance of the real operators. Further, the simulation was shown to respond to
workload challenges in a manner similar to actual operators.

Since its validation, METACREW has been used to explore a variety of system
development issues on the Joint STARS program. These have included identification of
optimal crew configurations, estimation of the impact of new missions on crew performance,
and assessment of the system's contribution at a force level.

INTRODUCTION

A fundamental concern during the development and evolution of a tactical data system is
that of defining appropriate roles for human operators. As Meister (1976) has suggested,
operator roles should be viewed at three levels: individual, team, and mission or force level.
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Individual operator roles in the system must be defined such that no single operator is
overburdened. However, definition of individual roles must be done in a manner that is
cognizant of how the individuals will operate as a team. Smooth work flow between team
members, minimal processing delays, and optimal utilization of manpower are the design
objectives. Finally, at the highest level, these individuals and teams must be configured and
deployed in a manner that achieves the overall mission performance goals of the system at a
unit or force level.

Within the world of tactical data system design, our attention typically has focused on the
individual operator and his displays and controls. Performance of the team is often assumed
to be the sum of the performance of the individual operators composing the team. Roles are
usually evolved to the extent that the team must have a supervisor and one or more operators
to supervise. Design changes that affect individual operator performance are usually
assessed in terms of measures of individual performance (i.e., reaction time, time to complete
a series of menu entries, etc.). The effect of the design modification on the flow of work
through the team, and on the overall accomplishment of the system's mission, commonly is
ignored.

Our work with the Joint STARS and other programs has cautioned us about focusing too
heavily on the role of the individual in tactical data system design efforts. Some general
observations from our work are worth mentioning here. First of all, the performance of a
team is rarely the simple sum of the performance of its constituent operators. In terms of
time, the work flow rarely takes a linear path through the system. Quite often, when the
designer creates a true team of operators, with an associated division of labor, and exercises
that team in an environment of multiple mission priorities and scarce resources, something
other than an additive, linear performance model applies. At times during the mission
exercise, tasks will sit and wait to be executed by some key member of the team, who is
preoccupied with something of higher priority. At the same time, other team members might
be sitting idle and waiting for tasks to execute. The goal of system design should be to
balance these two extremes. Tasks should be distributed among the team members in a
manner that minimizes delays in task processing, yet maximizes the utilization of available
operator personnel.

The above considerations apply as well to the insertion of automation or decision aids
into a system. Increasing the processing speed or capacity of any single operator in the
system does not necessarily ensure improved team or mission performance. Rather, such
technologies will result in a significant enhancement in mission performance only if they are
inserted strategically into the team operation, i.e., where the work flow is typically impeded
or delayed. Thus, understanding the dynamics of work flow in the team is essential to
making sound design and technology insertion decisions.

The Joint STARS ProUram

Under sponsorship of the U.S. Army Communications and Electronics Command
(CECOM), Honeywell has been exploring human operator concepts for a new airborne
sensor system, the Joint Army-Air Force Surveillance Target Attack Radar System.
Honeywell's work has focused on the Ground Station Module (GSM) component of the
system. The GSM crew is responsible for the identification and tracking of moving tactical
ground targets on a radar imagery display. The crew interacts with intelligence and fire
support staff members at the Division and Corps Tactical Operations Centers to receive
Essential Elements of Information and mission taskings, and disseminate target information
they develop. Honeywell's work has addressed numerous system design, manpower, and
system utilization issues including: 1) crew configuration required in each GSM, 2) the
number of GSMs required to support a U.S. Corps, and 3) the impact on crew performance
of supporting new, additional missions such as targeting for the Army Tactical Missile
System (ATACMS).

To aid these investigations, Honeywell has developed the METACREW, a fast-time
computer simulation of operator and team performance in the Joint STARS GSM. The
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METACREW simulation, its validation, and some recent force-level applications, are
discussed on the remainder of this paper.

SIMULATION DESCRIPTION

Gverview

Figure 1 shows, in very schematic form, the basic models in METACREW. To
summarize briefly, the simulation maintains a set of taskings and priorities
(Mission/Command Rules) that describe I) battlefield events that are of interest to the
commander and 2) what kind of processing is required of the GSM crew to describe and
report them. As the Battlefield Scenario unfolds over time, the simulation selects tasking-
relevant scenario events and places them in a queue to await processing by the GSM crew.
Events wait in the queue until a GSM crew member with the appropriate task and skill
qualifications (as stated in the Resource Model) has time to process them. Order of event
processing depends upon the priorities set in the Command Rules. The crew's processing of
the events can involve any one of the dozen operational task sequences or "processes" that
comprise the current Behavioral Model. These range from basic target tracking and updating
to aircraft vectoring and fire direction sequences. The time required by the crew members to
process a scenario event is determined by their nominal performance capabilities and the
number of events competing for attention at any one time.

The simulation describes the resulting system performance both in process and product
terms. For instance, a complete work history can be obtained showing what tasks each
operator performed on a minute-by-minute basis during the simulation exercise. Various
summary measures also are available that describe information throughput during the
simulation exercise and the team's performance in terms of their assigned mission taskings.

Each of the models shown in Figure 1 is described in more detail below.

Behavioral Model

Tasks. Decisions. and Processes. The foundation of the METACREW simulation is a
model of GSM operator behavior. The model is built upon three basic constructs: tasks,
decisions, and processes.

IRkS are the most fundamental units of behavior used in the model. They are the basic
blocks from which the mission-oriented team processes are constructed. Further, they are
the level at which operator skills, responsibilities, and performance are described in the
model. In concept, tasks could be defined at any level of detail, depending upon the
application. For the Joint STARS application, they were defined with the following
philosophy in mind. First, a task is defined here as a sufficiently small unit of behavior that
it is always performed by a single operator, rather than shared between two or more. This is
simply to avoid ambiguity in accounting for the time expenditures of each operator during an
exercise of the model. Second, a task is a large enough unit of behavior that it has a clear
event-related goal or purpose. Thus, individual keypresses, menu selections, and cognitive
behaviors are, by themselves, not tasks. Rather, tasks are defined here as groups of these
elemental behaviors combined to perform a function specifically related to a mission event. A
final concern in defining tasks was the level at which man-machine interface changes could
be anticipated to have an effect. Thus, all other things considered, tasks were defined at the
highest level at which the effects of major design modifications still could be evaluated.

Decisions mark the points of departure for alternative behavioral paths within each
operational task sequence or process. They are included in the Behavioral Model to add the
element of flexibility and dynamism. For example, various alternatives for target analysis
and reporting are provided in the Behavioral Model. Different alternatives will be selected at
different times in the exercise depending upon their nominal probabilities of occurrence or
scenario event characteristics. These decision points, together with tasks, form gesses..
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Processes are sequences of individual tasks and decisions linked together to perform the
missions stated in the Command Rules. They are the means by which the interworkings of
the GSM crew are described and related to tactical missions. The emphasis here is on the
GSM crew as a team-communicating, making decisions, and managing their work
according to the commander's priorities.

Stimulus Events. The principal stimuli or "initiators" of crew processes are discrete
events occurring in the Battlefield Scenario. These include: 1) targets appearing, stopping,
deploying, crossing boundaries, 2) special commander's requests for information, and 3)
nontactical interruptions (malfunctions, etc.). However, crew processes also can be initiated
according to a time schedule, using the process of "spawning". A number of processes in
Joint STARS are periodic, re-occurring at specific time intervals following the completion of,
and relative to, some initial activity. For example, crews often are tasked to update their
observations on a given target periodically, after an initial observation has been made and
reported. These "spawned" processes are different from strictly scheduled processes in that
their time of occurrence cannot be specified, a priori, before an exercise. Rather, they are
dynamically scheduled, depending upon the ongoing activity of the crew.

Work Interruptions. In the simplest case, a process, once started, is played out to
completion without interruption. However, in the real world, and in our simulation of it,
interruptions in the continuous flow of process task activity are quite common. These
interruptions in work flow derive from two sources.

First, processes are usually team efforts---one operator performs several tasks on a target
and then hands it off to another operator for additional processing or for reporting. If that
second operator happens to be involved in another process at the desired hand-off time, the
target generally will have to wait until that second operator is available to continue its
processing. An interruption in the process flow is the result.

Secondly, any process in the Behavioral Model, due to its priority, may be allowed the
privilege of interrupting other processes being executed. For example, special requests for
information from the commander may be of such importance that they are permitted to
preempt other ongoing operator activity. The analyst can specify and vary such interruption
privileges through the priorities he prescribes in the Command Rules. Further, the analyst
can specify and vary where, within each process, interruptions can occur.

Battlefield Scer

As shown in Figure 1 (Simulation Overview), the Battlefield Scenario provides the
principal source of stimuli for the simulation. METACREW is designed to use lists of
discrete battlefield events as simulation drivers. In our Joint STARS work, the events are, of
course, Threat movement events detected by the Joint STARS airborne radar.

Typical movement events used in a METACREW scenario for Joint STARS are:
1) target begins movement, 2) target enters sector, 3) target leaves sector, 4) target changes
formation, and 5) target stops. The sectors referred to above are geographical areas of
interest or tactical boundaries. They are defined as desired by the analyst to reflect different
intelligence or targeting requirements.

Each scenario event also has a set of attributes associated with it. These include: 1) time
of occurrence, 2) location of occurrence, 3) number of vehicles in the target group, and 4) a
target identification number. These attributes, together with the type of movement event, are
the basis upon which the Command Rules are specified by the analyst and the crew
processing priorities are ordered. As the simulation is exercised, target events with attributes
desired by the commander are selected from the scenario listing and placed in the queue for
processing. Events without the desired attributes are ignored by the simulation and remain in
the list.

The use of a discrete event scenario driver in METACREW allows us to stimulate our
crew/simulations with explicit, rather than abstract representations of the Threat. The
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standard scenarios for Army combat developments (i.e., SCORES) can be used as basic data
sources. A discrete event scenario for METACREW constructed from these standard
scenarios, has great tactical fidelity in terms of Order of Battle, force density, and movement
patterns and rates. A doctrinally realistic level of stress on the simulated crew therefore is
ensured. The use of standard combat scenarios also facilitates the exchange of scenario data
and simulation results with other members of the combat developments community. For
example, we recently completed a joint study with the U.S. Army TRADOC Analysis Center
(TRAC-White Sands) in which all participants exercised their models and simulations against
TRAC's Europe 6.5 Threat movement scenario.

Command Rules (Mission)

The mission taskings and processing priorities stated in the Command Rules act as a filter
between the Battlefield Scenario and the Behavioral Model. As shown in Figure 1, the
Command Rules literally tie the scenario events to behavioral processes. The rules
determine:

1. Which target events and special requests are selected from the scenario for processing

by the stimulated GSM crew.

2. Which processes in the Behavioral Model are performed on each selected target event.

3. The order in which target events are processed.

4. Which decision alternatives for target analysis and reporting are followed under
various conditions.

Thus, the rules laid down by the analyst prior to the exercise quite literally determine the
mission emphasis and crew task loadings for the exercise.

Resource Model

The Resource Model in METACREW provides a vehicle for describing and manipulating
certain characteristics of the GSM crew. Currently, the crew can be described in terms of
three variables: 1) number of operators, 2) op:rator task assignments/responsibilities, and
3) operator performance level.

Number of O rtors. The number of operators exercised in the simulation can be varied
from one to N. However, any manipulation of crew size needs to be accompanied by a
corresponding change in underlying crew concept. This is done through the task
assignment, teaming arrangement, and operator performance level parameters discussed
below.

Otpator Task Assignments. Operator task assignments are a variable input to the
simulation. Thus, tasks in the Behavioral Model can be assigned to operators in any manner.
During an exercise, then, these "task qualifications" act as a resource constraint. When a task
must be performed during the exercise, the simulation considers only those crew members
who are qualified for the task assignment. If all qualified operators are busy, the task waits.

Oeraor Perforance Level. Each task in the Behavioral Model has a distribution of
performance times associated with it. During an exercise of the simulation, task performance
times for each operator are selected for play from these distributions. Since these operator
performance times are a variable input to the simulation, they can be changed quite easily as
new data become available or to reflect new assumptions about crew performance level.

rt ffgMmm= Dt

The METACREW simulation describes performance at three levels: the individual
operator, the team, and the system or mission level. Performance can be summarized at the
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conclusion of the exercise, or in "snapshots" collected at specified time intervals during the
exercise.

Individual Performance. METACREW describes individual operator performance in
terms of two reports: an Activity Log and Processing Queue Statistics.

The Activity Log provides an exhaustive chronological record of the task activities of
each operator in the team during the exercise, i.e., a mission-task timeline. For each task
performed by the operator, the Log reports the scenario event that was being acted upon, the
start time of the task, the time of task completion, and the service time. Periods of time in
which the operator was idle also are highligl ted. Finally, descriptive statistics on individual
operator task performance are summarized at the end of the log.

METACREW also collects and reports statistics on the work processing queue of each
operator in the team. These reports show the number of events waiting in queue and the
average age of queued events as a function of exercise time. The queue statistics are
particularly useful in assessing the effects on operator performance of various mission
disruptors such as special requests for information, malfunctions, etc.

Team Performance. The overall performance of operators working as a Joint STARS
team is summarized by METACREW in two ways: a Mission Event Throughput Summary
and a Mission Event History Summary.

The crew's information throughput performance for an exercise is summarized and
compared to their assigned mission taskings in the Throughput Summary. The number of
battlefield events processed by the crew in support of each tasking is recorded, as well as the
speed of event processing. These end-to-end event processing times incorporate the
contributions of all operators in the team, plus any delays in the event processing. Deviations
of throughput performance from that predicted by a strictly additive task model are easily
highlighted.

Event Histories are recorded by METACREW for each scenario event serviced by the
crew during an exercise. Each event history includes a complete description of the scenario
event and a timeline describing the tasks performed on it by crew members. The timelines
highlight points of hand-off between operators in the processing sequence, and any
associated processing delays. The Histories thus are a convenient way to diagnose suspected
bottlenecks in the team operation.

Mission/Force-Level Performance. METACREW records a list of discretely-identified
scenario events processed and "reported" by each crew exercised in the simulation. This
event list provides the basis for a variety of mission or force-level measures of performance.
All of the measures are based on a comparison of the Threat events reported by the crew(s)
with "ground truth", i.e., the events that actually happened in the scenario. Of interest are
both the proportion of actual events perceived and reported, and the time lag between actual
event occurrence and the crew's report. Performance can be summarized across all crews in
the system to determine a force-level contribution. The value of this contribution (or figure
of merit of the system) can be estimated by comparing it to the relevant doctrinal values for
Commander's Information Needs. For example, a Division Commander must know the
location of X percent of the Threat battalions opposing him in order to identify the direction
of the main attack and effectively commit his reserve brigade. The proportion of battalions
reported by the combined Joint STARS crews can be compared to this doctrinal value to
describe the system's contribution to that element of the Division's mission.

METACREW MODEL VALIDATION

The METACREW validation exercises were conducted at Ft. Huachuca, Arizona, using
the Joint STARS Ground Station Simulator (GSS). The GSS is a valid, high-fidelity,
human-in-the-loop simulation of a Joint STARS Ground Station Module. The GSS is used
at Huachuca to train operators for Joint STARS field test and demonstrations.
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Three full-mission tactical exercises were conducted using the GSS. Each represented a
variant in terms of scenario content, mission taskings, and crew behavioral requirements and
demands. Two experienced Joint STARS instructor cadre personnel served as exercise
participants. Individual exercise performance dam were collected, as well as data describing
crew and overall system performance.

Figure 2 shows the paradigm by which these human-in-the-loop exercise data were used
to validate METACREW. First of all, the data base of individual task performance times,
collected during the cadre exercises, were combined into statistical distributions and inserted
into METACREW's Resource Model. Next, METACREW's Scenario and Command Rules
were set up to reflect the same exercise parameters (in terms of scenario and mission) that had
been used in the cadre exercises. Programmed in this manner, any differences in
performance between the real crews and those simulated in METACREW could be
attributable to deviations in the fidelity of the operator and team behavior modeled in
METACREW. Conversely, the degree of similarity in their performance could be taken as a
measure of the validity of the simulation.

Results

Figure 3 compares METACREW with cadre exercise performance in one of the three
validation exercises. Cadre performance is shown in the single heavy line in the figure.
Each of 10 random replicate trials of the METACREW simulation is shown as a lighter line.
Specifically, the figure shows the cumulative number of TRACK and UPDATE processes
completed over the time period of the exercises. Thus, they show the "rate" at which both
the real and simulated crews performed their target-processing work.

Qualitative Analysis. Figure 3 shows that both the cadre and simulated crew performed
in the manner expected, given the scenario and mission. The first hour of the exercise was
devoted primarily to the process of initiating new target tracks. During the second hour, as
directed by the mission tasking, their attention turned to the process of updating these target
tracks. Commander's Requests for Information (RFIs) usually resulted in a momentary
pause in this baseline tracking and updating activity. This was quite pronounced in the
exercise illustrated in Figure 3, where the crew had to process six Requests for Information
during the second hour. Baseline processes of tracking and updating were, for all practical
purposes, suspended during this period. Significantly, the METACREW responded to this
challenge in a manner similar to the actual cadre. Further, diagnostic analysis showed that,
throughout the exercises, the METACREW executed tasks, decisions, and processes in a
manner that was highly faithful to the behavior of the actual crew.

Cadre Cadre Task- Exercise Cadre
Processing Performance Parameters Exercise
Behavior Level , Performance

II , A

Modeled Model
Processing Same ame Exercise
Behavior EPerform ance

Figure 2. Paradigm used for METACREW Validation.
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Figure 3. METACREW versus Actual Cadre Performance in Validation Exercise 3

Correlational Analysis. A correlational analysis was performed on the data collected in
the three validation exercises to measure the degree of relationship between METACREW
and cadre performance. For each exercise, correlations were computed between the cadre
performance curve and each of the ten METACREW random replicate performance curves.
The correlations were based on pairs of process completion times. That is, the time at which
the cadre completed its first process was paired with the time at which the METACREW
completed its first process in each of the ten replicate trials. Such pairs of data points were
constructed for all N processes completed during each exercise. TRACK and UPDATE
processes were analyzed separately. The ten correlation coefficients that resulted from these
computations then were averaged together to yield Rc, an estimate of the average degree of
relationship between METACREW and cadre performance. The square of this average
correlation value, Rc2 , indicates the proportion of the cadre's performance variance that the
model takes into account. Rc and Rc2 values are shown in Table 1 for TRACK and for
UPDATE processes completed in each of the three validation exercises. The values show
that the METACREW simulation accounted for 75% or more of the cadre's performance
variance in each case. The METACREW thus was determined to be a statistically robust and
highly valid simulation of the cadre's performance in these exercises.

FORCE-LEVEL APPLICATION OF METACREW

The Army and Air Force are conducting, jointly, an Operational Utility Evaluation (OUE)
of the Joint STARS. The purpose of the evaluation is to provide results and
recommendations in support of the Decision Advisory Board at the Milestone lb decision
review. Honeywell is one of several contractors and government agencies that has been
supporting the OUE study effort. Honeywell's role has been that of simulating the
contribution of the Army GSM, including its human operators to the tactical missions of
Division and Corps-level forces.
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TABLE 1. RESULTS OF CORRELATIONAL ANALYSIS OF
METACREW VERSUS CADRE PERFORMANCE

Track Processes Update Processes
Exercise Exercise

Rc .97 .92 .98 .96 .95 .84
Rc2  .95 .84 .96 .93 .91 .76

The basic METACREW simulation was modified during the OUE effort to simulate the
simultaneous target-processing activities of an entire Corps complement of Joint STARS
GSMs. Figure 4 shows that, as in the actual Joint STARS, all GSMs in the Force-Level
METACREW process radar-detected Threat movements from a common database. However,
each GSM has its own peculiar mission tasking, designed to support the Essential Elements
of Information required by the force element it supports. Thus, each simulated GSM extracts
and processes a unique portion of the Threat events detected by the radar and reports them to
its supported element. The overall force-level contribution of the system is summarized
across GSMs. Any GSM deployment concept can be exercised with Force-Level
METACREW, and force-level contributions assessed. For example, the number of GSMs in
the force, supported element relationships, and mission taskings all can be varied
systematically.

Deployment Concept

Corps GSMlI Reports
- Mission to

Joint STARS Tasking Corps

Database Division F SM Reports
(threat = Mission=* to

movement Tasking Divisionevents) Diiin Force-Level
• . 0 Contributions

User N N Reports
-Mission to

Tasking User N

Figure 4. Illustration of Force-Level Version of METACREW.

Figure 5 shows the force-level evaluation methodology used in the OUE. A Joint
STARS deployment concept, supported element relationships, and mission taskings all were
specified as input to METACREW. A scenario of the Threat movement events, developed
from the SCORES Europe 6.5 scenario by the U.S. Army TRADOC Analysis Center,
provided the stimulation for the METACREW exercises.

Exercising Force-Level METACREW against this discrete Threat event scenario
produced a time-sequenced list of specific targets detected and reported by each GSM
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simulated in the evaluation. The numbers and types of targets reported by each, and any time
lags in reporting, reflect the realistic human operator parameters built into the basic
METACREW model.

GSM

Deploymentonet !

Essential Element Force-Level Weighted, Perceived
of Information, Metce Target TedI Mssin I "1 Metacrew TagtAggregated, Trends

Taskngs Simulation ReportsSorted

A-Performance
of -P Actual . Weighted, Atual

Threat Movement movement Trends,
ThEatoveent (ground truth) I Aggregated

Figure 5. Methodology Flow for Assessment of Joint STARS Force-Level Contribution.

The data produced by exercising force-level METACREW (i.e., target reports) were
subjected to a series of statistical manipulations that essentially "mimicked" the intelligence
analysis process. First, in order to achieve a common metric of "target value", each report
was weighted according to the size of the target it reported on. Target reports then were
sorted into geographical areas of interest. Geographical patterns of Threat movement and
build-up thus were identified. Thirdly, the individual reports of Threat activity were
aggregated across intervals of time to highlight temporal patterns in the reported activity.
Reports were processed and analyzed in this manner for individual GSMs, and then
aggregated across the entire Joint STARS system to estimate overall contribution.

Various measures of system performance were used in the OUE analysis, all based on the
"delta" or difference between Threat movement trends detected and perceived by Joint
STARS versus the Threat movements that actually occurred in the TRAC scenario. Specific
measures used included 1) quantity of Threat movement activity over time, 2) geographical
concentration of Threat forces, 3) route and assembly area usage, and 4) latency to detect
Threat second echelon commitments.

REFERENCE

Meister, D. Behavioral foundations of system development. New York: Wiley, 1976.

323



WORKSPACE DESIGN-ANTHROPOMETRICAL AND BIOMECHANICAL
APPROACHES



INTRODUCTION: WORKSPACE DESIGN -

ANTHROPOMETRICAL AND BIOMECHANICAL APPROACHES

David Beevis
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Downsview, Ontario
Canada

OVERVIEW OF THE PAPERS

Anthropometrical and biomechanical models of operator performance are probably
the closest to current engineering design techniques of any reviewed in the Workshop.
In their use of two and three-dimensional geometry they are compatible with the Com-
puter Aided Design (CAD) techniques which are increasingly being used in system
design. In fact some currently available models are offered as modules of CAD sys-
tems. The number of available models appears to be expanding rapidly as model
developers take advantage of the capabilities of mini and personal computers. Models
are known to have been developed in Australia, Canada, France, Germany, The Nether-
lands, UK, and USA.

This is a welcome development which has been recommended by several studies of
human factors applications problems, including the NATO Workshop on Applications of
Systems Ergonomics (Merriman 1984), and a recent US DoD study which lead to the
publication of MIL-HDBK-763. It is a development which will continue, however, only
if the models continue to meet the expectations and requirements of users. As one of
the papers suggests, user experience indicates that some current models fall short in
these respects.

The various anthropometrical and biomechanical models can be classified in several
ways. One classification, employed by the US National Academy of Scienct-, is reported
by Kroemer. The three classes are: anthropometric(al), biomechanical, and human-
machine interface models. Kroemer points out that research is needed in all three
classes, particularly in the collection of anthropometry data, the development of dynamic
biornechanical models, and the development of a fully integrated model of man and
machine. His paper also highlights the need, common to nearly all types of model, for
validation.

In everal cases one reason for the lack of validation has been the developmental
history of the models themselves. When funding has been made available to produce a
working model it has seldom been provided to support the lengthy process needed to
validate a general purpose design tool. The developmental history of one model, SAM-
MIE, is reviewed by Bonney et al. They also survey applications of what is a typical
"human-machine interface" model.

Models such as SAMMIE are sometimes classed as automated design aids rather
than models (Meister 1985, BAE 1987). Their use is associated with the "detailed
design" phase of man-machine systein development; however their capabilities permit
consideration of such design issues earlier in the design process. These models also
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impact the design process by permitting design issues to be re-iterated in a way which is
not possible with traditional methods of analysis.

The impact of adopting CAD man-modelling is touched on by Rothwell in a review
of the issues related to the selection and use of a model, and the limitations of available
"human-machine interface" models. Rothwell cautions the potential user not to expect
such models to import expertise: the user must have relevant skills if they are to exploit
current models.

Anthropometrical and human-machine interface models address performance at its
most basic level, in the operator's ability to see and reach displays and controls, perform
maintenance tasks, and fit into, and get out of, the workspace. Biomechanical models
deal with human performance in terms of the operator's ability to pull, push, lift, and
carry. Although most of the other models reviewed in this Workshop apply to advanced
technology systems, the importance of having reliable tools for the study of such tasks
should not be underestimated. Despite the impressive developments in mechanical
materials handling in recent years, such tasks remain important in military, as well as
civilian, occupations (Celentano and Nottrodt 1984).

Evans reviews several types of biomechanical model, and illustrates their applica-
tion. Again it appears to be the advent of personal computers which has improved the
availability of this class of models. As noted by Kroemer, most of these models are not
"proactive", in the sense of predicting the operator's capabilities; they are "reactive" in
that they calculate internal stresses imposed by specified external loads.

By far the majority of available models are static; the manikins must be positioned
by the user and lack rules governing the sequences of movements required for task per-
formance. Badler demonstrated an animated model, TEMPUS, which integrates anthro-
pometrical and biomechanica features, and which offers several approaches to manikin
positioning and movement. SAFEWORK, another model which integrates anthro-
pometric and biomechanical features, was demonstrated by Gilbert et al.

Several of the papers suggest directions for model development. Badler reviews
the approaches used to develop TEMPUS and indicates the potential for producing
improved models by exploiting developments in computer science. Badler, Bonney and
Evans outline attempts to build some expertise into biomechanical and man-machine
integration models. Some of those developments are compatible with the concept of the
"supermodel" mentioned in Kroemer's paper.

Future developments may also facilitate a change in the approach taken to dealing
with the underlying data (the anthropometrical models, in Kroemer's terms). Most
current man-models can use either specific body size data for an individual, or general
"percentile" data drawn from descriptive statistics of the population being represented.
As Rothwell notes, the concept of an "Nth percentile" manikin is not realistic, however,
because the intercorrelations between individual body dimensions exclude a growing
percentage of the population as more dimensions are considered. Thus a manikin based
on 50th percentile body segment dimensions would represert much less than the 50th
percentile of the population being modelled.

Computer-based man-models permit the representation and manipulation of
multi-variate distributions of body segment lengths through appropriate sampling stra-
tegies, but few have exploited this capability. CAR and its predecessor CAPE (see
Kroemer's paper), and TEMPUS are exceptions. The work of Bittner (1976) in the
identification of the body segment combinations which pose most "challenge" to the
workspace, and earlier work on the mathematics of the multi-variate body dimensions
(Bittner and Moroney 1974) appear to have been ignored. It is to be hoped that future
developments take a second look at this problem area.

DISCUSSION

Four main issues emerged during the discussions, which apply in principal to all the
types of model reviewed. These were the relative advantages of model complexity vs
simplicity of use, the need for control of posture, the need for dynamic models, and the
cost-effectiveness of such models.
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In terms of complexity, the models which were demonstrated ranged from the
comparative simplicity of the Werner personal computer-based manikin (Werner 1988)
or the NIOSH guide for lifting (NIOSH 1981), to the animated display of operator
activities simulated in a zero-G environment, demonstrated by Badler. One argument
put forward was that simple models can be used early in the design process, and can
therefore have more impact on the design than a complex model which must be used
later when more design details are known. User experience is a factor, however,
because complex models can be used early in the design process if "default" values based
on previous experience are available.

Complex models require higher levels of skill from their users because they incor-
porate more degrees of freedom than simple models. The need for relevant skills in
anthropometry and biomechanics was turned around by the suggestion that such models
could be modified to make potential users more sensitive to some of the design issues
involved. Although the idea has merit, and is an extension of current work aimed at
providing on-line aiding and "intelligence", there was not a lot of interest in this sugges-
tion. This was possibly because the teaching community were not strongly represented
at the Workshop.

Related to the question of model degrees of freedom and user skill is the need to
control the posture of the manikins. In the paper presentations and in the discussion it
became clear that the manikins do not have internal rules governing posture. This is
unfortunate given the demonstrated effect of discomfort on performance (Corlett and
Manenica 1980). The suggestion that posture checks should be built into models was
discussed, but it was concluded that such checks would not reduce the user's skill
requirement significantly.

Most current models are static, and must be worked through a sequence of pos-
tures in order to study tasks involving significant limb movements. No strong require-
ment was expressed for dynamic models. Understandably there was general agreement
that dynamic capabilities, while desirable, are difficult to implement. Dynamic strength
models need much more research before they can be implemented. In fact existing
models require more development; current models can produce widely differing esti-
mates of the acceptable levels of physical workload, as unpublished studies at DCIEM
have shown.

The cost-effectiveness of the models was questioned by a potential user with a lim-
ited budget. His argument was that he had only enough money for either a mockup or
a computer system; he could not afford both. He asked if he should have chosen com-
puter modelling over the mockup. The response was that the two techniques are com-
plementary, and that CAD should be used to evaluate a range of possible solutions (a
large solution space), and select one solution for refinement with a mockup, which deals
best with a small solution space. It was noted that the Public Relations aspect of a full-
size mockup is important and that the models which had been reviewed were no substi-
tute for a full scale mockup.

The need for model accuracy was also discussed. The requirement for manikins
accurate to within 1 cm. was questioned. It was argued that a design which requires
such accuracy in the manikin is undesirable because it implies that there is little toler-
ance in the workspace: a workspace with so little tolerance is likely to inconvenience a
significant proportion of the user population. This question was not resolved. The
answer is related to the impact of model accuracy on the percentage of population
accommodated by a design: it appears dependent on the particular application and use
being made of the model.

An attendee summarized the session by arguing that the technology does not yet
seem to be maturc; the necessary data are not available to run either anthropometrical
or biomechanical models. There was general agreement on that point, particularly in the
context of data for three-dimensional models. It is probably a fair generalisation that
those from academic backgrounds expressed the need for more research, and those
from industry the need to develop models to the point where they can be more readily
used. Bonney et al's point that the technology currently being exploited is at least ten
years old was reiterated. There have been no significant improvements in that time,
despite the potential for development indicated in several of the papers.
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In summary, the discussions were seldom conclusive, particularly when dealing
with the needs for future development. It was shown that, in the hands of skilled users,
existing models do have considerable potential for assisting the design process, and for
integrating human engineering considerations with other engineering design issues.
There are limitations to their application, however. As with all tools, users must have a
clear understanding of the capabilities and limitations of the models. The general
recommendations are that more research is required into the human capabilities which
are modelled, particularly in the areas of anthropometry and dynamic biomechanics, and
that more development is required to integrate the models which are available into a
suite of user-friendly tools, and to develop more general purpose models based on
advances in human factors knowledge.
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A SURVEY OF ERGONOMIC MODELS OF ANTHROPOMETRY, HUMAN BIOMECHANICS, AND

OPERATOR-EQUIPMENT INTERFACES

Karl H.E. Kroemer

Human Factors Engineering Center, IEOR Department
Virginia Tech (VPI), Blacksburg, VA 24061

INTRODUCTION

The Committee on Human Factors of the National Academy of Sciences con-
vened a two-day workshop in June of 1985 to assess the feasibility of
developing an integrated ergonomic model of the "human at work." The
specific objectives of the Workshop were to: (1) assess the usefulness of
current anthropometric, biomechanical, and interface models; (2) identify
critical points of compatibility and disparity among such models; (3) review
the feasibility of using these existing models for the development of an
integrated ergonomic model; and, if feasible, (4) recommend research
approaches to the development of an integrated ergonomic model. Fifteen
experts in anthropometry, biomechanics, bioengineering, work physiology,
human factors engineering, psychomotor performance, computer modeling, and
system design and operation participated in the Workshop. The Workshop was
co-chaired by Stoover H. Snook and the author. The following text relies
extensively on the Proceedings of this Workshop (Kroemer, Snook, Meadows,
and Deutsch, 1988).

The efficient and safe operation of civilian and military systems
requires their "ergonomic design," i.e., that the work task, the work equip-
ment as well as the overall work environment be compatible with the user's
capabilities. If the equipment is, instead, designed as if it worked on its
own, and if the task is required as if it were independent of human charac-
teristics, then the human-technology system is bound to be inefficient,
overly demanding for the human operator, often unsafe, and occasionally
destined for a breakdown or destruction. Apparently, equipment and system
failure, if it occurs, is often believed to be caused by human error while
in fact the equipment or system may have been developed with too little con-
sideration of the capabilities and limitations of the person who operates
it. Even if the maintaining or operating people are in fact considered
during the design phase of the system, too often that consideration is
incomplete, inaccurate, or otherwise insufficient. This may be due to a
lack of knowledge or of thoroughness on the side of the designer.

Given the complexity of the interactions among the user, the equipment,
the task, and the environment, many different models of the human operating
equipment, and of these human-equipment interfaces have been attempted. To
be successful, the underlying models describing the interactions between
human, equipment, and task should be complete and realistic. In the past,
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only incomplete models of "person systems" have been achieved, which is due
in some part to the inability to describe the versatility and mobility of
the human body and mind. Even if one limits modelling goals to represent,
as far as the human is concerned, such physical characteristics as body
size, visual field, reach capabilities, loading of muscles and bones,
strength capabilities, etc., existing models are incomplete and inaccurate.

In the prospectus for the Workshop, Kroemer limited its scope to three
major classes of models:

anthropometric, i.e., representations of static body geometry such as
body dimensions, reach, position of the body and/or its parts,
posture;

• biomechanical, i.e., representing physical activities of the body in
motion, using primarily anthropometric data as inputs; and

* interface, specific combinations of anthropometric and biomechanical
models with regard to their interfacing with the technological
machine, i.e., representing human-machine interactions.

The integration of anthropometric, blomechanical, and interface models into
a comprehensive ergonomic model of the human operator could provide a valu-
able tool for researchers, program planners and designers.

The major question discussed at the Workshop was which research
approach appears, or which approaches appear commendable for the development
of such an integrated ergonomic model. Of course, before this overall goal
can be addressed, it needed to be assessed whether current anthropometric,
biomechanical, and interface models are useful and how they should be
developed for use as parts of an integrated ergonomic model.

ANTHROPOMETRIC MODELS

In the past, human body models have been mostly physical in forms of
templates, manikins, and dummys. The following discussion will concentrate
on computer analogs of the human body. Such models need exact anthropo-
metric information in order to be accurate representation of body size,
shape, and proportions. 1 In the U.S.A., anthropometric information is most
often drawn from the "anthropometric data bank" at the U.S. Air Force's
Armstrong Aerospace Medical Research Laboratory. The AAMRL anthropometric
data bank includes the data from 50 anthropometric surveys, most of them of
U.S. military populations, but about 20 foreign surveys are included as
well. In all, more than 300 different measured variables are covered in the
data bank. Given all this information, probably the largest repository of
such data in the world, it needs to be stated that the information on
civilian populations, including the U.S., is comparatively weak. No compre-
hensive anthropometric study of the civilian population has ever been under-
taken in any western country. Hence, information for civilian populations
must be deducted from the more abundant military data.

Most anthropometric computer models rely, even today, on the concept of
interconnected body lengths ("links"), as originally developed by Braune and
Fischer in their classical biomechanical analysis published in 1889. This
approach was refined and expended by Dempster in 1955. Von Meyer (1873)
reduced the body form to a series of elipsoids and spheres to simulate the

1 The discussion of anthropometric models utilizes extensively the contribu-

tions of Dr. John T. McConville during the 1985 Workshop.
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shapes and masses of body segements. This elementary work is still, in many
respects, the approach taken today. The number of body segments, and of
their connecting lengths, has been increased in recent decades to describe
particularly the dynamic response of the body to external forces and
impacts. To represent varying body sizes and proportions, the current
approach no longer relies on preconceived single percentile models, but
allows the introduction and manipulation of relative link sizes through the
use of regression equations or of direct survey result inputs. Modern
powerful computational capabilities offer a large variety and much varia-
bility in modeling approaches.

The currently existing anthropometric data base does not contain three-
dimensional body data, but only univariate descriptors. Furthermore, many
of these univariate dimensions lack a common point of origin to which the
individual measurements are related. This fact causes much conceptual and
practical difficulty in the development of computer models of the human body
size. Hence, various techniques for three-dimensional anthropometric data
acquisition have been proposed. Early techniques relied mostly on mechan-
ical measurements in two or three dimensions. Newer photographic techniques
use the principle of projecting a regular geometric grid onto the irregu-
larly shaped human body. The projected grid remains regular when viewed
along its axis of projection, but appears distorted if viewed at an angle.
While such stereophoto techniques are promising in theory, they have
numerous practical problems, among them subject alignment, coordinate
origin, data acquisition, manipulation, summarization, and display. The
laser as a distance measuring device can be used, in theory, for the deter-
mination of the shape of the human body. Current techniques either rotate
the body to be measured, or the sending and receiving units of the laser
device move around the body. However, similar problem' if data acquisition
as in the stereophoto technique exist. Furthermore, mathematical-
statistical techniques need to be developed that collect, organize, and sum-
marize as well as display the huge number of collected data. Such advanced
mathematical procedures no longer rely on presumed Gaussian distributions
but instead use robust techniques such as the M-estimation. Surface defini-
tion has been much improved by "facet algorithms" which allow a complete
topographic description of the body surface.

Of course, the current use of landmarks and reference points on the
body often palpated below the skin, will need to be strongly modified by the
use of photographic or laser measuring techniques. This poses the question
of whether traditionally measured dimensions can be compared with body
dimensions gathered by newer technologies.

In summary, the status of anthropometric models may be described
briefly as:

even today, most existing anthropometric data are univariate which

severely limits their application in the development of accurate
three-dimensional body models.

* At present, no standardized reliable procedure exists for determining
the three-dimensional body shape based on classical anthropometric
data.

* Three-dimensional techniques for data collection are being developed.
Data acquired by these means may not be easily compatible with
classical anthropometric information.

Theoretical understanding and computational capability exist, or will

be developed quickly, to describe the true size and shape of the
static human body, and further of the moving body.
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BIOMECHANICAL MODELS

Interest in the biomechanical properties of the human body is basic, as
evidenced by the early attempts of da Vinci, Gallileo, and Borelli in the
fourteenth, fifteenth, and sixteenth centuries demonstrated. In the 1960's,
models still simulated the body as a series of rigid lengths, in two or
three dimensions, reacting to external impulses, forces and torques. 2 Many
of the early models were built to describe body displacements as a result of
externally applied vibrations and impacts. Other models were used to study
body segment positions in work or in motion, such as gait. Another series
of models was developed to predict the external static forces and torques
applicable to outside objects.

A separate set of models describes the stresses in human bones resul-
ting from external loads. These are often combined with models of body
articulations, a difficult task particularly because of the involvement of
many muscles and ligaments, and the consideration of elastic or plactic pro-
perties of human tissues. In fact, quite often simplifying assumptions must
be made to reduce the number of unknowns in the model equations to the num-
ber of available equations. Partly stipulated by the interest in artificial
joints, the knee, ankle, and intervertebral joints have been the objects of
many modeling efforts.

Models of the whole body, or of large portions thereof, have been of
particular interest for the design engineer. Most current models provide an
analog of the human body manipulable in size and motion envelope, together
with limited information about the static forces and torques that can be
generated within the body and applied through hands and feet to outside
objects, such as control devices.

However, very little is achieved yet with respect to the true internal
activation of muscles, and the loading of joints, bones, and connective
tissue. For example, the simultaneous use of agonistic muscles and their
antagonistic counterparts is neither well understood, nor modeled. Hence,
the loads on joints are calculated simply from the resultant force, and
therefore may depict the Internal loading incorrectly, i.e., often too
small.

A large variety of models, different in inputs, outputs, model struc-
ture, optimization, etc., exists. An extensive table (prepared by Marras
and King) contained in the Proceedings of the 1985 Workshop, lists the model
types, their input and output variables, and particularly their underlying
assumptions. This list shows not only the successes made in modeling, but
also indicates the often severe restrictions in model coverage, usually
making the applicability and validity of models very limited to given cases
and conditions.

One desirable goal of biomechanical modeling is to create a universal
model that represents the great variety of use situations. This model
should accurately reflect the loading on the body caused by both internal
and external forces. It should also be capable of evaluating the "wear and
tear" of body components (such as the vertebral column) under realistic,
i.e., static as well as dynamic, three-dimensional conditions. Finally, it
should predict motions, forces, power, and other actions (of the proactive
as opposed to reactive type) of the human.

2 This text relies much on the contributions of Drs. W. S. Marras and A.

King to the 1985 Workshop.
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To achieve such a goal, advances are needed in several areas of model
improvement. For example, more data are needed to describe the material and
functional properties of body tissues. The properties of bone must be more
realistically incorporated. Elastic tissues and noncontractile elements,
such as found in and around body joints, need to be investigated and
modeled. The control of muscular activities, particularly of groups of
muscles around the same joint, must be investigated and incorporated In
modelb. Deterioration by age, illness, or injury (including repetitive
trauma) should be considered. Such models could serve for a variety of
applications beyond work design, such as for prosthesis design and for
diagnosis and treatment of musculo-skeletal diseases, including rehabilita-
tion. However, at present even the aspect of three-dimensonality is still
only incompletely considered, and active motion is virtually missing.

An area untouched by biomechanical modeling is that of incorporating
cognitive characteristics. People are information processors who can modify
the interaction with their musculo-skeletal system. Under circumstances of
great stress, such as life-threatening danger, one can short-circuit inter-
nal protective mechanisms and is capable of exhibiting usually "impossible"
actions. Such cognitive control processes are virtually nonexistent in blo-
mechanical models at present.

It appears that progress in biomechanical modeling is currently more
hindered by our limited basic understanding of the body rather than by com-
putational abilities.

In summary, the current biomechanical models might be characterized as

mostly relying on a rigid skeleton of links joined in articulations
of defined degrees of freedom, embellished with volumes and mass pro-
perties.

These body models usually serve to describe simplified static

(isometric) capabilities for exerting forces or torques to the out-
side, and/or to describe some motion characteristics.

Most of the whole body models are by design static, with some having

passive kinematic properties.

* Nearly all whole body models are reactive (instead of pro-active) in
nature.

• Optimization algorithms and objective functions are usually of fairly
simple nature and not thoroughly validated.

* Another major class of biomechanical models describes the properties
of bones, and of joints, with regard to their load bearing capabil-
ities. The bone models usually use finite-element analyses.

Major disadvantages of practically all models is their lack of

realism, lack of pro-active capabilities, and for whole body models,
of their inability to represent internal forces. The control of
motions and of muscular actions is not sufficiently represented.

The existing models are built on diverse principles, use varying com-

putational procedures and techniques, require different inputs and

yield different outputs. Thus, the models are mutually incompatible.
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HUMAN-MACHINE INTERFACE MODELS

Anthropometric and biomechanical models combine to build the next
higher model in the hierarchical structure, that is, the interface models.
Interface models describe the interactions between the modeled person with

the equipment in a human-technology system.

While the origin of such models is difficult to trace, the first pub-
lished models in today's sense of the term appeared in the late 1960s and in
the 70s. Further developments are usually known by their acronyms, such as
ATB, BOEMAN, CAPE, CAR, COMBIMAN, PLAID-TEMPUS, SAMMIE, and, currently being
developed, CREW CHIEF. These models were discussed in the 1985 Workshop.

The ATB (Articulated Total Body) model is a modified version of a crash
victim simulation program to study human responses during automobile
crashes. This model was modified to reflect the human body dynamics during
ejection from high-performance aircraft. The model relies on rigid body
equations of motions, where the body segments do not deform, but deformation
occurs only in the joints. The standard model consists of fifteen segments,
but that number can be modified. The output of the model is a time history
of linear and angular displacement, velocity and acceleration, for each seg-
ment, depending on restraint harness forces, wind forces, etc.

BOEMAN, developed at the Boeing Company, is a computerized model for
the design and evaluation of cockpit and other crewstations. The operator
model consists of thirteen links constrained by hard angular limits at each
body joint. For joint displacements, a time-cost function is used. Mathe-
matical programming minimizes the total time for operator hand reaches from
one point to another. The links are enfleshed by truncated cones. Cockpit
boundary surfaces are defined. The output of the model is a description of
the effort and time required to reach to hand controls. BOEMAN was the
first major interface model in the U.S.A. It provided both conceptual basis
and motivation for other workplace assessment models such as CAPE, CAR, and
COMBIMAN.

The CAPE (Computerized Accommodated Percentage Evaluation) model
assessed the accommodation of an aircrew population in a given cockpit
design. This program relied on a Monte Carlo simulation to generate the
user sample, with thirteen anthropometric variables represented. Major
features of this model were implemented in the subsequent CAR model.

The CAR (Crew Assessment of Reach) model is a design evaluation tool

for determining the percentage of a user population that can be accommodated
properly by a particular crew station design. The model allows to define
the geometry of the workstation and to select an operator sample for which
the relative geometric fit is evaluated. The body model is located in space
within the cockpit, either sitting or standing. Major evaluation points are
the design eye point, the line of sight, seat location, head clearance, and
hand or foot operated controls. The user population can either be generated
by a Monte Carlo process or by direct inputs reflecting the actual measure-
ments of test individuals. The model is built on nineteen links. The out-
put of the model indicates the percentage of the population that can achieve
visual accommodation and by the percentage capable of reaching each control.

COMBIMAN (COMputerized Blomechanical MAN) mcdel is an interactive
graphic technique developed for U.S. Air Force aircraft workplace design and
evaluation. It is also used for selecting persons who fit a given work-
place, and for formatting visibility plots. The human model consists of 33
links, most reflecting the major long bones of the human skeletal system.
The model is seated at the Seat Reference Point at all times. The link
dimensions reflect anthropometric data that may be entered directly or taken
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fLm the AAMRL anthropometric data bank. Each link is limited in its angu-

lar deviations from its adjacent link to reflect the true range of mobility
of a body joint, and to permit the repositioning of a distal link by moving
a proximal link. The body surface is represented by an enfleshment tech-

nique, with only essential surface lines shown on the screen.

The workplace consists of predetermined panel dimensions, restrictions
and contraints which are entered by light pen or keyboard, or taken from a
data storage. The user has the option of displaying all or but a few of the
characteristics of the workplace at any time.

The workplace is evaluated by interaction with the three-dimensional

human body model. The display is, of course, two-dimensional, but the model
can be rotated and spaced to any angle, and any details can be magnified.

The output of the program indicates reach capabilities to specified

items of the workstation, considering clothing and restraints of the opera-
tor. For points that can be reached, the model indicates the amount of
static force that can be exerted in that location. For mapping the visual
field, head and eye positions are defined. Visual restrictions, such as
window size, can be varied. The output can be viewed on the screen or
plotted.

PLAID-TEMPUS (not acronyms) are related modeling programs used by NASA

in crewstation design and evaluation. PLAID is a system for analyzing the
crew interaction with the workstation and its components. It is based on a
three-dimensional solid geometry computer software model created inter-
actively by the user. Elements called primitives are assembled in the com-
puter and viewed on the monitor. The compatibility of human body size, and
human reach capabilities, can be viewed on the screen, or plotted. TEMPUS
is the complimentary software package used to create the human model that
interacts with the PLAID-generated workstation. The user selects a specific
crewmember from the existing data base, or a "random body." The underlying
body model relies on the CAR approach. It can be in shirt sleeves or in a
space suit. A dictionary of units of motions is incorporated to reflect
extravehicular activities in space. The dictionary entries are isolated
motions that can be combined to describe complex tasks. The output is

information regarding time, forces, and restraints as well as physical aids
required to perform extravehicular tasks. TEMPUS has also an animation cap-

ability in which the movements of subjects and objects can be coordinated.

SAMMIE (System for Aiding Man-Machine Interaction Evaluation) is a

model developed at the University of Nottingham, England. It was originally
meant to evaluate the design of simple workstation layouts. A three-
dimensional model of equipment and environments can be built by specifying
and assembling geometrical shapes. The anthropometric model was pre-
programmed to represent a male of average height and weight, but can be

modified to represent other anthropometric data. SAMMIE consisted of two
independent modules: one builds models of equipment or workplaces by assem-
bling primitives, i.e., geometric shapes. The other is the human model that

consisted of 19 connected lengths representing a schematic skeleton around
which three-dimensional solids such as boxes, cones, and cylinders were
placed to show the outer contours of the human body. The idealized flesh
contours could be varied to simulate different body builds. All body seg-

ments were connected by pin joints. SAMMIE also had the capability to
create concave, convex, or plain mirrors superimposed on any workplace sur-
face, and could examine the reflections found in these mirror surfaces.
Another module is used to assess visibility around the head. The output of
SAMMIE was information about reach ability, fit of a person in a confined

workspace and visibility including mirrors views.
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In summary, the interface models discussed in the Workshop represent
the state-of-the-art in the mid-1980s:

* The interface models are specific to given designs, purposes, and
characteristics.

Their usefulness is basically limited by their anthropometric and
biomechanical components. Predictive models of the effects of the
dynamics of either their workstations, their tasks, or of the modeled
human, are not available.

Effects of stress and motivation are not adequately quantified, hence
not modeled. The same is true for the effects of fatigue, trauma, or
injuries. Furthermore, the effects of environmental factors on human

performance are not included.

• Validity of the models is largely unknown.

DISCUSSION AND CONCLUSIONS

Aspects of existing models, generating a hierarchy in which anthropo-
metric and biomechanical models are basic inputs to the interface models,
have been briefly discussed in the preceding text. At the end of the dis-
cussion of each model type, summary statements indicate existing limi-
tations. These restrictions also indicate, by inference, research and
development needs. These are spelled out in the Proceedings of the Workshop
(Kroemer, Snook, Meadows, and Deutsch, 1988) and will therefore not be
repeated here in detail.

Major discussions among the participants in the Workshop resulted in

the following three conclusions:

1. There is a need for an integrated model of the human body, of its
performance characteristics and limitations, and of its interac-
tions with technological systems. Such an integrated ergonomic
model would be a valuable tool for the development of specifica-
tions for designing the physical parameters of the work site.

2. The development of an integrated model of the human body is
feasible. Advances in research methods and instrumentation make
research feasible on the many details in anthropometry, bio-
mechanics, and human-equipment interface. For this, the establish-
ment of a standard nomenclature is essential.

3. An integrated ergonomic model would guide future research as well
as improve engineering applications.

A basic requirement for an integrated ergonomic model is standardi-

zation of model structure, model inputs, and model outputs, and model
language so that the model is generally available and not limited to the
specifics of a given situation, or to an expert user only. Other require-
ments (the list position does not imply importance) include that the model

simulate the "real world,"

have three-dimensional structure,

be dynamic,

be predictive,
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• be validated,

• be time- and cost-effective,

• permit rapid analysis,

* permit on-line documentation,

* have graphical display capability,

* be user-friendly.

Two approaches to the development of an integrated model were dis-
cussed. The first relies on the development of one "supermodel" which inte-
grates the best qualities of all other models. The other approach is to
develop "modules" which can be linked together as needed.

Current interface models such as COMBIMAN, PLAID-TEMPUS, and SAMMIE
appear to represent the "supermodel" approach. But these models are not
compatible with each other, due to the different data formats, different
modeling complexity, different model theories and techniques, and the use of
different computers. Whether one of the existing models should be further
developed to become "the" supermodel, or whether a new approach should be
taken needs to be determined.

The modular approach is a building block process of joining compatible
modules. This also requires a standard structure, i.e., a sort of a
"supermodel," but for the user the modular approach means that only the
module of interest needs to be operated.

The Workshop members concluded that an integrated ergonomic model is
needed, feasible, and useful, whether it be of the supermodel or of the
modular type. For this, a number of overall Research Recommendations were
formulated. Some are:

RRI: Establish the objectives, procedures, and outline for the

development of a general integrated ergonomic model.

RR2: Review and integrate existing anthropometric and biomechanical

data bases.

RR3: Develop submodels and modular groups.

RR4: Develop generic interfaces between human models and workstation

models.

RR5: Develop methods and criteria for the validation of ergonomic

models.

Given recent advances made in understanding the human body and mind,
and how the human interacts with the equipment, and also considering the
advances made in computer modeling and simulation, one should expect that
"better" models of the human-machine system can be achieved: models which

are realistic, predictive, dynamic, accurate, and easy to use.
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APPLICATIONS OF SAMMIE AND

THE DEVELOPMENT OF MAN MODELLING

I Maurice Bonney, **Keith Case and Mark Porter
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*#University of Technology, Loughborough, UK

INTRODUCTION

SAMMIE is a computer aided design system which assists the designer
of workplaces suitable for the human operator. The original development
of SAMMIE started over 20 years ago, and this paper traces its development
and shows the links with other associated software. The paper also
describes the current facilities within SAMMIE and some applications for
which it has been used. It then goes on to set this work in the context
of the needs for a workplace design system which includes man-modelling.

SAMMIE - A BRIEF HISTORY

SAMMIE, System for Aiding Man-Machine Interaction Evaluation, was
developed at the University of Nottingham. The need for a tool such as
SAMMIE came to light when a computer model was built to evaluate some
engineering aspects of an equipment. It was soon apparent that by
examining the equipment alone only one part of the man-machine system was
being investigated. It was immediately identified that there was a need
for a system which functionally included a man-model, a workplace
modelling system and methods to help the users communicate with the system
and also to help designers evaluate the suitability of work places and
work tasks.

The SAMMIE name was an obvious corollary to that specification. To
achieve the functionality, four separate developments were undertaken.
The first was on the computerised man-model which began in 1967. This
started with modelling a single arm. This was later extended to represent
two separate arms joined to a single rigid link representing the spine. A
separate representation of the lower part of the body was also undertaken.
The posture control was by means of an approximate method called the
'natural planes algorithm' designed for computational simplicity but

* suffering from data deficiency. This was later replaced by other methods
using the end position to be reached and 'comfort' algorithms.
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From the beginning it was recognised that it was impossible to
automate the design process and that it was necessary to involve the
designer intimately in the design procedures. This was achieved by having
pictorial displays and a good communication mechanism. In the late 1960's
computers were slower had less memory and were more expensive. In order
that user involvement and interest would be maintained a requirement was
placed on the system that it should respond within seconds. The
consequences of this decision were an emphasis on good data structuring
and on model simplicity. These features later proved invaluable.

The other strands in the development were the construction of a
workplace modelling system which consisted of a 3D solid modeller with
associated data structure, methods to help the user communicate with the
system and finally work study evaluations to help designers evaluate the
suitability of work places and work tasks.

The philosophy behind the inclusion of a work study system was that
it might allow an assessment of the work content to be evaluated
simultaneously with the dynamic representation of man. In 1971 a short
film was produced showing a stick man carrying out assembly tasks while at
the same time a work study analysis based on an MTM-2 assessment of the
task appeared on the screen. This computerised work study system was
reported by Bonney and Schofield (1971). From 1971 the work task
evaluator, already distinct from SAMMIE, continued as a separately funded
development. At that stage limited MTM assessments also existed in SAMMIE.
Some of the ideas were also included in the computer aided control and
panel layout work reported by Bonney and Williams (1977).

The end of the first phase of the SAMMIE development was reported in
Bonney et al., (1974). The second phase of the development which
completely restructured SAMMIE began in 19T4. For this, unlike the early
developments which were produced by research students using external
computers, the team was properly resourced and had the primary objective
of producing software which could solve practical problems. In order to
achieve this many of the interesting but not fully evaluated features in
the 1974 SAMIE though potentially useful, were not included in the new
version. By 1977 the reconfigured software, now FORTRAN based, was being
used regularly to carry out industrial design studies and had met the
objective of being useful for solving practical problems.

The next few years proved to be both exciting and very trying to the
University research group. SAMMIE was launched on to the market by
Compeda Ltd in 1980. As a result of a take-over this was relaunched by
PRIME computers in 1984. SAMMIE has proved itself to be a valuable
computer aided design product and is being used by an increasing number of
companies. However associated with the technology transfer, research
funding for SAMIE at the University was greatly reduced and the
implementation of planned important functional man-model developments was
delayed and so during the period from 1979 to 1986, although important
restructuring of the software took place, few facilities were added to the
man-model. However limited software development and design studies
continued at the University of Nottingham and Loughborough University of
Technology. The design studies are discussed later.

Because of the high level of interest from industry, academia and
public bodies a new company, SAMMIE CAD Ltd, was launched in 1987 to
develop the functionality of SAMMIE, carry out industrial design studies
and license software to be used on a range of computers and workstations.
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THE SAMMIE FACILITIES

SAMMIE is based on a CAD solid modelling system which is used to
represent equipment and workplaces. The human operator is represented by
an anthropometric and biomechanical model of man using the same general
solid modelling technique. This man model provides the ergonomic
evaluative facilities such as reach, vision and fit which are the
principal objectives of the design system. The complete system is
accessed via a user interface which assists in the interactive and
iterative nature of the design and evaluation process.

A relatively simple Boundary Representation form of solid modelling
is used for geometric modelling as it is sufficiently precise for the
needs of the application and also responds adequately to interactive
changes in design. Solids are defined in a variety of ways including
simple parametrically defined shapes such as cuboids and prisms.
Relatively complex models can be built and swiftly manipulated to change
the geometry or to change the view as seen on the screen.

The SAMMIE modeller uses a hierarchical data structure to represent
the logical functional and spatial relationships between geometric items
in the model. Thus the opening of a door of a car model is a meaningful
operation, and the use of hierarchical data structures in this way is
strongly developed within SAMMIE as an essential evaluative tool.
Interactive modification of the geometry in ways relevant to the design
situation is also an important part of the system. Hence, for example, if
a table were modelled as a table top and four legs, then increasing the
length of the top would automatically re-position the legs to maintain a
valid model.

A wide variety of viewing options is available including orthographic
projections, perspective, viewing point and centre of interest control,
scaling, etc. In addition to being part of the user interface enabling
better comprehension of the model, viewing is also available as a model
evaluation facility in its own right. Hence the view as would be seen by
the human operator model from within the geometric model can be presented,
as can special views such as those seen in mirrors. The production of
two-dimensional visibility plots and three-dimensional visibility charts
is described in Porter et al (1980). Figure 1 shows a three-dimensional
visibility chart.

The man-model provides much of the evaluative power of SAMMIE through
its anthropometric and biomechanical modelling capabilities. The pin-
jointed, rigid linked model represents the major points of articulation at
the ankles, knees, hips, lumbar and thoracic spine, shoulder, elbows,
wrist, head and neck. Additionally, left and right eyes can be used as
part of the vision evaluation package. A three-dimensional flesh shape is
arranged about this link structure using the modelling methods described
above. The user can control this flesh shape by combinations of stature
and weight related to Sheldon's (1940) somatotype classification methods.
The seven-point scales of endomorphy, ectomorphy and mesomorphy may be
used to describe a body shape, or alternatively the most commonly found
combinations of these factors may be used to specify general body shapes.
Body segment parameters (mass, centre of gravity etc) are also available
from the database for use in evaluative procedures involving the
assessment of balance and static strength.

The anthropometry can be varied by changing the overall body
percentile, an individual link percentile, or an explicit link dimension.
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FIGURE 1. THREE DIMENSIONAL VISIBILITY CHART SHOWING 1800 VIEW FROM
THE DRIVING POSITION WITHIN A COMMERCIAL VEHICLE

This data could originate from measurements taken on an individual, or be
a sample from a user population held within a database. Correlation
equations are used to relate externally measurable dimensions to the
internal link dimensions. Clearly the selection of an adequate database
and the subsequent manipulation of the information requires the user to
have a thorough understanding of the anthropometric implications.

Several methods are available for the manipulation of the man model
within the workplace model. Postures can be created and stored within the
database to be subsequently recalled. These postures can simply be a set
of potentially useful starting points for the investigation of actual
working postures or they can be a precise set against which designs must
be evaluated. Each body segment can be articulated about its proximal
joint. Movement is permitted in the flexion-extension, abduction-
adduction and medial-lateral rotation senses and the resulting joint
posture is compared with joint constraints in the database where some of
these degrees of freedom (e.g. abduction-adduction of the elbow) will be
constrained not to occur. The system reports whether the joint is within
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the 'normal' range of movement, within the maximum, or infeasible. The
'normal' constraint data is intended to allow the user to define design
criteria in terms of body posture. Hence, for example, if high gravity
forces precluded any attempt to raise the arms above shoulder height, then
this could be accommodated in the database. In more usual conditions this
facility is used to define preferred working volumes related to a joint
postural comfort criterion.

Reach algorithms are available which predict a feasible posture for a
sequential set of links such as the arm or leg. In the evaluation
situation, the ability to test reach to the specific points where, for
example, controls are located is a useful facility. However in a design
situation it may be necessary to determine suitable areas or volumes
within which controls could be placed and for this application 'reach
contours' have been developed see Figure 2. These enable envelopes or
areas within reach to be overlaid on any surface of the model as an aid to
assessing suitable positions for control locations. A major study
involving this facility to determine reach zones for the drivers of
agricultural tractors and machinery is described in the next section.

FIGURE 2. VOLUMETRIC REACH CONTOURS WITHIN A COCKPIT
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APPLICATIONS

Simulation reduces the necessity to build physical mock-ups for user
trials and improves the quality and usefulness of any prototypes that are
built. In this way the increasing pressures for good ergonomic design can
be more easily accommodated within the functional design process.

An indication of the range of applications for which SAMMIE has
already been used will be found in SAMMIE (1987). Two important broad
application areas are apparent. The first is for the design of
workstations for transport such as cockpits for aircraft and helicopters,
cabins of trucks, ships bridges, trains etc. The second broad application
area is the design of computer based workstations such as CAD terminals,
shop check-out stations, individual bank workstations, complete bank
layouts and work stations for financial dealers. There is no essential
difference in these applications from the modelling point of view.
However it is interesting to note that each raise problems which are
difficult and time consuming to solve using conventional methods and each
requires a considerable investment in time and money. There is a need to
produce a good design first time.

Much of the detailed work of the design studies performed is company
confidential but among the reported studies have been work on shop check-
out design reported in Gibson et al., (1985) and studies to develop reach
volumes for users of agricultural machinery reported in Reid et al.,
(1985), The work on reach volumes was eventually published as a British
Standard (B3 6735, 1987). This provides information on volumetric hand
reach space and volumetric foot reach space. The main variables used in
the investigation were sex (M/F), posture (upright, leaning sidewards,
twisted to the rear) reach type (fingertip, toe, heel), limbs used (both,
left, right) and the direction of reach (upwards, downwards, forwards,
backwards and sidewards).

Some applications including visibility from a fork lift truck, layout
of tractor controls and design of rear view mirrors for buses were briefly
reported in Bonney et al., (1979) and the design of mirror systems was
more extensively reported in Case et al., (1980). An example of the
mirror facilities is shown in Figure 3.

Some work was done on modelling a jig into which the components of
the front fuselage of an aircraft are loaded and subsequently assembled.
This showed considerable cost advantage over conventional mock-up methods.
One part of the study is shown in Figure 4.

SYSTEM DESIGN NEEDS - GENERAL

A large number of man-models now exist in various software systems
created around the world. Their attributes, the way that they interface
with the workplace models and how they, in turn, interface with the other
parts of the total system determine their usefulness. A good user
interface is also essential.

With SAMMIE a system requirement has always been that a fast response
was needed so that truly interactive working was possible. This, together
with the important limitation arising from the lack of appropriate data to
build complex models, meant that a relatively simple linkage arrangement
was chosen and efficient methods of dealing with these were developed. At
the same time it was necessary to model moderately complex workplace
models and to handle these in an efficient manner.
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At one level then the system design was a natural reaction to
knowledge and technology. Since 1974 there has been some growth of
knowledge and enormous growth in computing power so that more complex man-
models and workplace models can be easily handled. However it must be
remembered that all people are different and do things in different ways
and hence accuracy and realism in a man-model, above a certain level, may
be potentially misleading. At the end of the day the modelling system
designer still needs to ask what' is the man-model to be used for and what
attributes are required to achieve this?

FIGURE 3. FORWARD AND REAR VIEWS FROM A PASSENGER VEHICLE

In Bonney et al., (1982) some of the general points made were that

'Human factors information can be computerised either as a predictive
model or as data - raw or summarised. An obvious approach is to use a
predictive man-model. The reasons for this include:

the necessity to represent the man-model geometrically because of the
interactions with the workplace model
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FIGURE 4. MANUAL ASSEMBLY OF THE FRONT FUSELAGE
SECTION OF A FIGHTER AIRCRAFT

predictive models can be combined with flesh algorithms, strength
algorithms etc in order to represent the man-model in working
situations rather than the artificial situations of data collection.
Evaluative algorithms can be used for example to test reach, joint
constraints, interference with the workplace etc.

However, it is necessary to compromise the natural wish to model all
attributes of man because:

most applications do not need a detailed model.

a detailed man-model would take so long to manipulate and display
that it could not be used as an interactive tool.

except for some specific populations (mostly military) comprehensive
data are not available.

even with good data there are problems with generalising the recorded
actions into predictive rules.'

348



That long quotation was the lead into a plea for an agreed man-model
to guide and encourage data collection on a unified basis. Eight years
later the need is probably just as strong in that the data that are and
will be collected will meet the needs of man modellers by chance if at
all. A suggestion is that it may be possible to construct an idealised
man-model or man-models specifically as a framework for data collection,
processing and presentation. This presupposes that the data to be
collected is to aid a parametric representation.

So far two classes of man-model, predictive and data models, have
been mentioned. It is probably helpful to look briefly at some examples of
how man-models might be used as the use will determine the facilities that
should be included in a particular model.

The first use of man-models is, as in SAMMIE, for workplace and
worktask design purposes. These workplace design systems will add
progressively more facilities, attributes and functions to the man-model
and so enable them to be used for a wider range of design problems.
Sometimes it may be more efficient to generate a sub-set of the attributes
for specific-design problems. The fundamental question is what model
attributes are needed to solve specific problems.

The second use of man-models could be for medical diagnostic purposes
e.g. identifying the consequences that certain work places and work tasks
will have on back problems. The aim would be to use the man-model to
determine the consequences of performing proposed or actual work. This may
be looked upon as an extension of the previous model but needs more
extensive work task evaluation methods together with highly detailed and
realistic modelling.

Other uses of man-models are for specific purposes such as crash
simulations or as needed by legislation. Although there may be technical
difficulties the clear objectives clarify the system design problems.

A final example of man-models is to link with expert system design
approaches. This was discussed in greater detail in Bonney et al.,
(1986). The broad argument is that there would appear to be merit in using
models, probably geometric and algorithmic, which can be combined with
rule based models. Some of the expert system work carried out at
Nottingham is discussed in the next section.

An important point is that each additional attribute added to the
man-model for realism not only adds to the complexity but could change the
number of degrees of freedom. For example the number of degrees of
freedom will increase if further linkages are added. On the other hand
the number of degrees of freedom may be reduced by adding muscular
constraints. Complexity makes the man-model control problem progressively
more difficult. A corollary to this is the need to develop posture
recording and controlling devices or transducers which correspond in
complexity and which enable one to communicate easily the desired human 3D
movement characteristics to the computer.

DEVELOPMENT OF MAN-MODELS FOR WORKPLACE DESIGN

As far as can be gathered from the literature surprisingly few major
developments appear to have taken place over the last 10 years either with
SAMMIE or other man-models. Yet it is clear that there is considerable
potential for adding extra ergonomic modelling and evaluation facilities
to man-models.
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A range of possibilities for the development of the man-model can be
listed by systematically taking each characteristic in turn such as
flesh, man structure, strength models, posture prediction models etc., and
adding the current knowledge. For example 'better' modelling of the spine
could allow forces and moments to be calculated in relation to each
vertebra and muscle grouping. This could aid posture prediction and allow
identification and assessment of many of the problems associated with
planning work tasks. These problems can thus be eliminated at the design
stage.

Unpublished research along these lines by Friedrich and Corlett has
produced a CAD model with static force and torque calculations between
each vertebra. This provides considerable potential for development. In
other research Tracy (1988) has used improved biomechanic models for the
analysis of muscle and joint forces, particularly in relation to a wide
range of awkward working postures. Together these two research projects
clearly show that there is room for considerable advances to be made in
the computer aided design of human work.

Another kind of facility which exists in some systems is to represent
items of 'clothing' such as helmets and backpacks so that cockpit type
evaluations can become more realistic. This is straightforward and by
constraining the model may make it easier to represent than a full linkage
representation e.g. by reducing the flexibility of back movement the
modelling of the spine does not need to be so exact. At the end of the
day, however, judgements still will be needed on which of the attributes
to include or exclude. Examples of such attributes are how many links
should be included in the man-model, should the hand be modelled, should
the flesh be modelled etc and if so to what level of precision?

In recent years an expert system called ALFIE (Auxiliary Logistics
for Industrial Engineers) has been designed (Taylor and Corlett, 1987).
Although the shell is widely applicable it has been implemented in the
areas of heat stress, thermal comfort, work load, inspection lighting and
general lighting. Other areas of ergonomics knowledge engineering are
being actively pursued. Part of the design philosophy is that ALFIE will
link with SAMMIE in order to provide the capabilities for wider ergonomic
design assessments by combining the capabilities of evaluating geometric,
anthropometric and environmental effects within the same system.

CONCLUSIONS

It has been argued that the knowledge base has and is increasing,
computer power has increased and this has taken place in an environment
where many more people are interested in solving complex human workplace
design problems. CAD has become commonplace and many more experimental
man-models exist. The time appears right to bring these developments
together and for there to be a further major surge forward in this
exciting and promising field.
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USE OF BIOMECHANICAL STATIC STRENGTH MODELS

IN WORKSPACE DESIGN*

Susan M. Evans

Vector Research, Inc.
P.O. Box 1506
Ann Arbor, Michigan 48106

INTRODUCTION

Human anthropometric models have traditionally focused on the factors of human
performance related to size, fit, clearance, or range of movement. An underlying structure in
most of these models is a link system, similar to a skeleton, but concerned with functional,
rather than anatomic joint centers, and used to position the human in space. Biomechanical
models represent a logical extension of anthropometric models, adding segmental mass
properties, load moments, and often muscle strength characteristics to assess operator
performance over a wider range of static and dynamic conditions.

Both anthropometric and biomechanical models are appropriate for representing and
modeling the physical stresses present in human-operated systems. Biomechanical models
of operator strength or low-back stress are particularly relevant for tasks involving manual
matelial handling, where the operator is required to move loads from one location to another,
such as by lifting, lowering, pushing, or pulling. Quite often, these exertions are performed
in confined spaces, at a high frequency or over extended periods of time, and with extreme
or awkward postures. Palletizing tasks immediately come to mind. Equally stressful are
tasks involving munitions handling, or routine maintenance and repair, where several
components must be removed and replaced in the process of accessing and repairing the
failed item.

This chapter describes a class of models used to evaluate physical stresses and
operator performance. It begins with a brief overview of the biomechanical strength predic-
tion models which have been developed at The University of Michigan. Programs currently
applicable to system design and operating on a range of host hardware are then discussed.
This includes PC-based programs which focus solely on static strength and low back
biomechanics. It also includes a discussion of an ergonomic design system which integrates
several measures of operator performance within a single designer interface and operates on
a MicroVAX II engineering workstation. General issues for selecting such human perfor-

* The models described here have been developed at the University of Michigan's Center for
Ergonomics. Don B. Chaffin, Center Director, leads the development of strength and low
back biomechanical models. Jay Elkerton and the author lead the development and
implementation of the current ergonomic design system (EDGE) on a MicroVAX II
workstation at the Center. Inquiries regarding the single factor biomechanical or low back
models should be directed to Don B. Chaffin, at the Center for Ergonomics, The
University of Michigan, Ann Arbor, Michigan, 48109. All other inquiries should be sent
to the author at Vector Research.
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mance models are presented as is a wish list for future design-oriented biomechanical
models. Enhanced graphical and decision support interfaces, as well as more robust models,
are key concerns for the future.

BACKGROUND: STATIC STRENGTH AND LOW BACK BIOMECHANICAL
MODELS

Computer-based biomechanical models have been present since the 1960s. Over the
years biomechanical models of static strength have been applied to the design of hand tools,
safe lifting limits, and control panel layout and activation force guidelines. Dynamic models,
which consider human motion, have been applied to crash impact and human vibration
studies as well as to the design of pushing, pulling and lifting tasks. Biomechanical strength
prediction models have been a research topic at The University of Michigan's (U of M)
Center for Ergonomics for nearly 20 years. Historically, the research has concentrated on
static strength models, strength databases, and the use of these models in assessing the
strength demands of industrial tasks. More recently, research projects have also considered
dynamic strength modeling, specifically with respect to cart pushing, dynamic lifting, ladder
climbing, and slip and fall prevention.

The static strength models consider the resultant moments acting on the joints, and
the reactive moment produced to sustain the force and maintain equilibrium. While resultant
moments can be measured directly from postural (i.e., body geometry), segmental mass, and
force data, reactive forces are dependent on the strength-producing capability at the joint in
question. For these models, the strength producing capability is based on an underlying
database of population strength data, derived from standardized strength tests administered to
thousands of industrial workers, both male and female. Strength capability of a specific
exertion direction, force magnitude, posture, and anthropometry is directly related to the ratio
of forces acting on the joint over the strength capability to resist the force.

Low back biomechanical models address the stress in the lumbar region, where a
significant number of overexertion injuries occur. These models depict individual muscles
and abdominal pressure forces acting to stabilize the torso in a specific task and posture.

The early U of M static strength model was based on a six-link co-planar parallel
static force system (Chaffin and Baker, 1970). The model relied on mechanics to determine
the resultant torques at a given articulation due to external and inertial forces. Resultant
torques, based on body segment weight, load at the hands, and posture, were compared with
experimentally derived reactive torque data for the same articulation. Several vital assump-
tions applied to the original biomechanical strength model and to those that followed:

(1) The total strength of the body is a function of the weakest muscle group's action;

(2) The ability to produce maximum torques at each articulation is independent of the
activity level of adjoining articulations; and

(3) The coefficient of variation of the strengths of a group of people within the same
age group and sex is independent of sex, age, and the hand and arm positions.

The coefficient of variation was used to adjust experimentally obtained muscle strength val-
ues for a given population to determine the population strength norms for performing a
specified task.

Muscle strength moments for the trunk and upper extremity were developed from
tests of 18 subjects in 270 positions involving 20 muscle groups (Shanne, 1972). Because
muscles often span two joints, the prediction of strength at one joint required consideration
of the angle of joints adjacent to the primary joint. Thus, muscle strength prediction
equations for 19 muscle group strengths were developed as a function of body configu-
ration. Burggraaf (1972) extended the strength equations for hip, knee and ankle extension
as a function of leg position.

In 1973 the torso and upper extremity strength prediction model was extended to
three dimensions, based in Shanne's three-dimensional torso model (1972). At that time,
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the model was validated for seated postures, using data from Shanne and from the Air Force.
Jointly, this validation included 18 civilian and 71 military subjects in over 3000 test posi-
tions. The logic for the biomechanical strength prediction models are described in Chaffin
and Anderson (1984).

Research conducted by Stobbe (1982) produced a static strength library, which relat-
ed major muscle moment strengths to standardized postures, and obtained means and stan-
dard deviations for adjusting laboratory-obtained range-of-motion strength distribution data
for industrial population strengths. Joint moment strength prediction equations derived in
the laboratory from a limited number of subjects were adjusted for gender and industrial
population strengths at standardized postures. While the contour of the strength curve for a
particular range of motion remains relatively constant across populations, the location of the
curve, i.e., the specific strength moment value at a given joint angle, varies widely among
populations (Stobbe, 1982).

A basic assumption of these static exertion models is that load movement occurs
slowly and smoothly, so that the effects of acceleration are negligible. Current biomechani-
cal modeling research includes development of two and three dimensional static strength
models on PCs, enhancement of the low back model through application of linear
programming techniques to modeling the complex muscle forces acting in the torso, and
development of dynamic biomechanical strength models for cart pushing and pulling, ladder
climbing, and lower extremity gait analysis.

In summary, these biomechanical models have focused on representations of static
muscle strength and low back (L5/S1) spinal compressive forces. Models of static strength
depict the external forces acting on the body. Internal loads, due to muscle contractions, are
implicitly modeled through the strength equations available at each of the model's joints.
Both external and internal loading are considered in models of spinal compression, however.
Dynamic or environmental forces are being addressed in current research. Despite the
restriction to slow, controlled (i.e., static) exertions, the models have considerable relevance
and validity to warrant their application to system design, particularly when the human's
tasks involve controlled exertions.

SINGLE FACTOR BIOMECHANICAL MODELS USED IN DESIGN

Unlike the high performance crew stations of jet aircraft or even the interior of con-
temporary automobiles, most material handling workstations are designed without the benefit
of a computer. Yet, the stresses imposed on the human operator and the impact on perfor-
mance can be equally severe. In a study of 40 workspace designers in six industrial firms
(Evans, 1985), the author found that computers, particularly mainframes or CAD work-
stations, generally were not available to the engineers and designers involved with
workspace design. Only 20 percent of the designers cited computer graphics as a tool in de-
sign, and no more than 10 percent indicated that the computer provided human performance,
work methods, or design related information. At that time, few of the respondents had
micro-computers available to them. That has changed considerably since the 1985 study.
Clearly, though, the mainframe-based models, such as the original biomechanical strength
models discussed above, are unsuitable for design tools. The remainder of this section
discusses single-factor, PC-based models developed to better address design requirements.

The algorithms and strength equations for the two- and three-dimensional
biomechanical models have been programmed to operate on IBM-PCs. The models are
interactive and use graphics to present the operator's posture and the resulting muscle
strength requirements and low back compressive forces.

2D Static Strength Prediction Progmnaml

The 2D Static Strength Prediction Program rm is appropriate for symmetric postures
and exertions in the sagittal plane. The program is useful in the design and evaluation of
workstations and tasks to ensure safe muscular exertion levels (Center for Ergonomics,
1986). Posture, exertion, and operator input for the 2D model consists of:
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(1) body posture, specified as joint angles at the elbow, shoulder, hip, knee, and

ankle;

(2) magnitude and direction of force acting at the hands; and

(3) male and female anthropometry, as percentiles or numeric values for height and
weight.

Joint angles are provided either through the keyboard, or a mouse and cursor to position
each link. A stick figure representation of the operator's posture shown on the screen
provides immediate posture verification. The primary input and output screen from the 2D
model is shown in Figure 1.

Hand coordinates are displayed as well. Coordinates are calculated as the horizontal
and vertical distance of the hand grip center from the midpoint between the ankles for the
specified posture and anthropometry. The exertion at the hands may be in any direction in
the sagittal plane; thus the model is not restricted to purely vertical lifts or horizontal pushes.
Model output indicates the muscle strength requirements, relative to population norms, at
each of the six joints, for the specified exertion. Strength percent capable at each joint is
provided for males and females in a bar chart. Calculated back compression force is also
displayed relative to the NIOSH standards for acceptable limits (NIOSH, 1981). Body link
lengths, masses, resultant forces and joint moments, abdominal pressure predictions, and
torso muscle force predictions are available on additional information screens.

3D Static Strength Prediction Program

While the biomechanics algorithms for the 3D static strength prediction program are
more complex, the program does share a similar interface with the 2D program. Posture
angles can be supplied via either the keyboard or mouse and cursor control. Muscle strength
requirements are collapsed over both right and left sides and applicable axes of rotation (at
the shoulder and trunk) and displayed in a bar graph similar to that shown in Figure 1. The
key differences between the two models are:

Three dimensional postures are possible, allowing limbs to be positioned
asymmetrically and permitting torso twisting and bending. While the right and
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Fig. 1. Main input and output screen from 2D Static Strength Prediction Program m (Center
for Ergonomics, 1986), reprinted with permission, (software and screen copy-
righted, 1986, The Regents of The. University of Michigan, Center for Ergonomics).
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left leg may be positioned asymmetrically, their movement is restricted to the
sagittal plane. Fifteen angles are used to define the operator posture. Postures
are displayed in three orthogonal views on the screen.
Right and left hand exertions (both direction and magnitude) are independent,
allowing more accurate representation of complex tasks. For each hand, two
direction vectors (angle from horizontal and vertical) and a magnitude uniquely
specify the force and direction.
Muscle strength requirements, or percent capable, displayed by body region,
represent the most limiting strength at that region. In the case of the trunk, this
would be based on the values for flexion/extension, lateral bending, and rotation.
Elbow, shoulder, hip, knee, and ankle strengths are compared over the right and
left side values.

Both the 2D and 3D programs are structured to separate the biomechanical algorithms
from the population strength data (e.g., the means and standard deviations for muscle
strengths at specific joints). The standard population strength database is derived from
strength tests on over 2000 industrial workers. These civilian strength profiles may be
significantly different from either the Army's enlisted population or the Air Force's
population of crew chiefs, however. As data on different populations are available they can
be applied to the 2D and 3D programs to increase the accuracy of the muscle strength
predictions for the population in question. With either program, results aid in identifying
stressful task conditions and postures, and provide a means of directly identifying
posture/weight/strength tradeoffs in early design.

AN INTEGRATED WORKSPACE DESIGN MODEL

The biomechanical focus of the models just discussed represents only one of several
aspects of human performance relevant to workspace designs. The highly repetitive nature
of the operator's tasks or the inefficiencies due to poor work methods influence the effec-
tiveness of the operator-equipment interface but cannot be studied with static biomechanical
strength models alone. A need exists for an integrated design system which considers the
interactions and interdependencies among several measures of operator performance (Evans,
1985; Kroemer et al., 1988).

The EDGE System: Ergonomic Design using Graphic Evaluation

One approach to developing an integrated ergonomic design model capitalizes on the
availability of relevant single factor performance models, and achieves the integration
through a common designer interface which accesses the models. The EDGE (Ergonomic
Design using Graphic Evaluation) system employs this modular approach and uses existing
models of strength, reach, metabolic energy expenditure, and elemental time prediction to aid
in the design and analysis of manual tasks. Muscle strength requirements and low back
compression force estimates are obtained from a variation of the 3D strength model described
earlier. The variation includes a posture prediction feature which simplifies task input con-
siderably. The posture prediction feature also serves as a mechanism for performing reach
analyses. Strength and energy expenditure are combined for sagittal plane lifting tasks in a
prediction of lifting limits provided by the NIOSH Work Practices Guide (NIOSH, 1981).
Predictions of metabolic energy expenditure are based on research by Garg (1976); ele-
mental time predictions are obtained from MTM-2 tables.

The prototype EDGE system was developed on an HP-1000 mini-computer. The
current system is being implemented on a MicroVAX II engineering workstation. EDGE
developers have been concerned with two key issues:

" design of a user interface which represents the design tasks and goals common to
workspace design; and

" development of a design tool which is of use to engineers and designers who
have limited background in ergonomics.
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The basic EDGE system framework is shown in Figure 2. A designer interface
serves as the bridge between the operator performance models and the designer. The inter-
face is also the means for providing ergonomic information in formats of use to designers,
and providing design guidance to aid engineers who are not trained in ergonomics. The
framework is sufficiently flexible to allow the addition, deletion, or modification of
performance models with only minor modifications to the EDGE system itself. Special-
purpose subroutines handle the input and output to the individual models, and to related
operator and workspace graphic routines, human performance databases, and design criteria.
Operator performance models within EDGE share information pertaining to the operator,
workspace or environment, and task. The information categories, and their overlap among
the current set of performance models, are shown in Table 1.

System Components

The EDGE system contains a number of components which support the workspace
design process and facilitate the interface between models and designer. Among these
components are 3D representations for the human opcrator, workspace locations, and
objects, a methods table for defining sequences of task elements, and operator performance
criteria. EDGE uses the latter component, performance criteria, in evaluating model output
and assessing design acceptability.
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Fig. 2. EDGE system framework to support multiple models of human performance in

ergonomic design (Evans et a!., 1984). ,
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Table 1. Information categories shared by selected operator performance models in the
EDGE design system (adapted from Evans, 1985).

Biomechanical NIOSH Lifting Energy MTM-2
Strength Model Model Expenditure (Karger and

Information (Garg and Chaffin, 1975) (1981) (Garg, 1976) Hancock, 1982)

Operator:
Age Il  -
Size (stature, weight) I I
Strength I E -
Reach, range of motion E2  E - E
Endurance E 0

Posture IIO3 E I
Task element

Action I(Direction of Exertion)4  I(Lift) I l(Get/Put)
Frequency I I I

Workspace
Layout/locations I I I I
Clearances - I

Object
Size I I I
Weight I O(Predicted) I I
Number of hands I 2 assumed I I
Handling characteristics - - I

Performance Measures
Muscle strength requirements 0 - -
Balance feasibility 0 - -
Back compression force 0 - -
Reach feasibility 0 - -
Lifting limits - 0 -
Energy Expenditure - 0
Time - 0

NOTE:
I = Input parameter, 0 = Output value; E = parameter embedded within model.

1 age embedded within strength profiles of 3000 industrial workers.
2 in iterative mode, model will perform reach feasibility analysis prior to calculating

biomechanical loading and strength of posture.
3 iterative model allows input of general posture orientation, but produces detailed posture as

output. Predefined postures include stand, sit, squat, deep-squat, stoop, lean, and split-
leg.

4 predefined exertions include lift, lower, push, pull, pull right, pull left, pull down, hold,
torque-right, and torque-left. Users can also define their own exertion vector.

Operator and Posture. Operator profiles define the internal capabilities and structure
of the operator model: it's mobility, strength and linkages. Profiles can be modified by an
experienced user if the design population differs from the default operator description.
Kinematic data is currently embedded within the strength/reach prediction model, (see Garg
and Chaffin, 1975) preventing user modification. The operator consists of a 13-link model,
with its origin on the floor at the midpoint between the ankles. Body segment lengths are
expressed as a ratio of body height (stature) based on "average" ratios developed by Drillis
and Contini (1966). Link enfleshment parameters, used to define the three-dimensional
contours of the operator model during graphic display, are based on anthropometric breadth,
depth, and circumference measurements, adjusted by stature.

A posture descriptor specifies the general body orientation for each task element.
Posture descriptions completely define the body orientation i.e., all 17 angles required to
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position the legs, trunk and arm segments in three dimensions. These angles may be derived
by the system's biomechanical strength prediction model, or may be explicitly defined by the
designer to accommodate the restrictions or obstructions of the workspace.

Workspace Locations. At this time, workspace geometries exist primarily as lists of
locations. In addition to the 3D location reference point defined relative to the workspace
origin, locations also contain a location case, which specifies the expected object "fit" at the
location, and is used in determining the MTM-2 put movement code. The code distinguishes
between Loose and Close fit, with the latter requiring some correcting motion to engage, as
with assembling non-symmetric parts.

Objects. Objects apply to any number of locations or tasks, in any combination.
Additional properties include object dimension, weight, handling code, handhold locations,
and handhold case. Handling code identifies the ease of handling for use in predicting
movement time. Codes differentiate between balanced, unbalanced or awkward to handle,
or requiring extra care. Handholds are point-locations, defined in the object coordinate
system. Handhold class defines the get movement class during movement time prediction,
and identifies the type of handhold provided. Classes include 1) an adequate handhold exists
for a power grasp, as with a tote box or cart handle; 2) location prevents power grip, but
secure hold is possible, as with an ammunition cartridge; or 3) no obvious handholds:
multiple regrasps needed to gain control, as with large awkward subassembly components.

Tasks. Task elements identify the action (as a direction of exertion), the specific
object, workspace locations for origin and destination of exertion, element frequency, and
posture. Employing direction of exertion as the primary action verb is in contrast to the
traditional MTM elements of reach-grasp-position. These whole body activities are more
meaningful for the design applications and operator biomechanical and posture analyses
considered by the system user.

Workload and Performance Criteria. Workload stress is the objective descriptor of
operator physical performance under the specific combination of task actions, object weight,
hand locations, frequency, and posture data supplied by the designer. Workload stress
relevant to material handling tasks include biomechanical (whole body and muscle strength,
body balance, and low back stress), kinematic (whole body reach with body balance),
metabolic (energy expenditure), and temporal or time and motion.

Ergonomic performance criteria define specific critical values or regions of acceptable
stress levels. They are compared against the predicted task-related stresses in evaluating
workspace/task designs. Example criteria include the minimum population strength or reach
percentile accommodated, the maximum allowable back compression force, the maximum
allowable lifting limit, as a function of the NIOSH action limit, the maximum energy
expenditure rate, or the maximum percent allowed for non-productive or body-assist time per
task element or cycle.

System Input

Task elements, consisting of action, object, location, posture, and frequency tuples,
are entered onto a spreadsheet-like work methods table. Separate screens appear for defining
object dimensions or locations in the workspace. Graphical templates are provided for
predefined postures or actions/exertions to guide the user during the input process. A menu-
based window environment manages the various input screens and forms. The user
specifies the inputs once, and the system interface processes and reformats them for each
individual model.

Input screens are also provided for operator descriptions and design criteria
specification. In the current system, operator anthropometry is restricted to values for height
and weight. Given the expertise of the users, the design orientation of the system, and the
fidelity of the models, this level of detail is appropriate. As the base of performance models
supported by EDGE expands to include reach contours or visibility checks, more
sophisticated methods will be required to more accurately depict operator anthropometry.
The system accommodates design criteria and uses the criterion for evaluating model
predictions and comparing designs. The user supplies or uses default values for male and
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female strength accommodation levels, maximum back compression force, energy

expenditure, or target elemental time.

System Design Tasks

EDGE provides the designer with several specific functions for evaluating workspace
and task configurations. The functions or design tasks are selected based on the nature of
the operator's tasks and the types of physical stresses affecting performance. Specifically,
the design tasks:

" evaluate operator physical stress during a single task;
" evaluate the cumulative stress during repetitive tasks;
" perform "what-if' analyses by varying task parameters; and
" compare operator performance over two or more task designs.

The designer selects the operator tasks to analyze, and then selects the performance
model, or lets EDGE execute all applicable performance models. The biomechanical strength
prediction and the NIOSH Work Practices Guide models operate on single task elements.
The metabolic energy expenditure and the MTM-2 elemental time prediction models are
appropriate for task sequences and indicate cumulative stress over the selected tasks.

EDGE provides for "what if" analyses by allowing the designer to vary task or
workspace parameters along specific dimensions. Output formats aid in identifying the
trends in design outcome, interactions among parameters, and overall design result in light of
workload and performance criteria. As the design progresses, and parameter changes affect
performance, the designer can periodically stop and review the results and compare the
cause-effect relationships of the design iterations. The outcome helps to delineate further
areas for investigation.

System Output

Primary ergonomic output displays employ two-dimensional graphs to show trends
and three dimensional layouts to project the enfleshed operator within the workspace. The
objective is to avoid overwhelming the designer with too much detail. Formats for system
output correspond to the design tasks just discussed. They have been constructed to aid in
detecting design deficiencies, diagnosing the possible cause, and correcting the problem.

Preliminary output screens provide performance and workload results at a very
general level, across tasks if appropriate. They indicate exceptions or unacceptable cases
which deserve further attention. EDGE identifies "exception" tasks by comparing
performance model outcomes against stated performance criteria. Examples of the type of
output information displayed at this level for the most stressful tasks are overall muscle
strength percent capable, maximum back compression force, or maximum energy
expenditure in kilo calories (Kcals). Data would be separated for males and females.

Subsequent displays focus on specific parameters within stressful tasks. As
individual tasks are selected, a three-dimensional operator graphic depicts the posture with
the object and hand location information. Muscle strength percentiles are coded based on
stressfulness and superimposed over each joint, providing a direct mapping between stress
and body location. The designer selects which tasks to display based on query-like
commands, e.g., "Show the tasks which contain horizontal locations over 20 inches," or
"Show the tasks with the three worst predicted muscle strengths." The combination of
display formats and user control over what is presented leads to quick identification of task
element high drivers, and directs the designer's attention to the critical parameters to change.

ISSUES FOR DESIGN MODEL SELECTION

While the 2D Static Strength Prediction Program is currently available for use, the
EDGE system, however, is still under development. System designers should be asking
questions of model developers and of themselves to identify their model needs. They must
identify their design application, and the human performance issues relevant to the resulting
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operator tasks. They also need to identify the people who will be using the human
performance models, what their skills are, and where they fit in the overall system design
process. The amount of time available to study design issues, the quality and quantity of
information available, the expertise of the designers, and the corporate CAD culture all
influence how the model will be used, if not which one applies. These issues are discussed
in more detail below.

Is it the right tool for the task?

The question addresses the relevance of the model or system to the operator's task.
Static biomechanical strength models are inappropriate for assessing strength requirements in
a zero-G environment. Similarly biodynamic models which assess crash impact or other
high-G forces are cumbersome and data intensive when used in manual materials handling
applications. The models discussed in this chapter are appropriate for estimating the effec-
tiveness of workspace designs involving physical exertions by the operator. The current set
of strength, low-back stress, metabolic, and elemental time prediction models included in the
EDGE system will address the demands of both infrequent and highly repetitive tasks. The
structure of the EDGE interface provides room to expand or improve the model base as
models of dynamic strength, physical interference, or visual performance become available.

Who will use the model?

Decisions impacting the man-machine interface design are generally made by several
diverse groups located throughout the organization and the design process. The impact of
these decisions may go undetected until the pieces are assembled at system mock-up, or
later. Clearly the need exists for design decision aids which answer the questions of
physical stress, almost before they're asked, and within the current design structure. Often,
in the interest of tight time frames and reduced huma, factors manpower, this means that the
models and tools will be used by persons trained in industrial or mechanical engineering
rather than ergonomics or human factors. The choice of system user has implications for the
type of interface and the types of analyses (Askren, 1985). The human performance
expertise should be provided to the designer (via expert systems or enhanced decision sup-
port systems), whenever possible, rather than expecting users to come to the system already
endowed with it.

The EDGE framework assumes that the system would be available to and used by all
designers, as well as any in-house ergonomic experts. The interface has been designed to
address both groups, providing structure and assistance to the untrained, and permitting free-
form input and analysis selection for the expert.

How easy/difficult is it to use?

Ease of use is influenced by the complexity of the model inputs and the design
assistance provided by the output. Cumbersome or complicated input requirements, coupled
with the time constraints of the design process, and the impatience and inexperience of the
designer will preclude a model's use in all but the most severe cases. For example,
automatic posture prediction, although often limited in fidelity, is adequate for rough posture
estimations in the first iterations. This is especially true when the alternative requires
inputting twenty angles in a range of local coordinate systems. Similarly, the availability of
well documented system defaults and design templates will aid the user in the initial stages of
design.

Model output, or an appropriate designer interface, should also support the design
process. At a minimum the output should provide for detection of design problems. At the
least, this involves comparing model output against available criteria and displaying
exception cases or outliers. An example would be highlighting a task which yielded a
muscle strength prediction of only 10 percent capable. A further step requires that the output
aid in diagnosing the problem. With the above example, the system would locate the body
region which is limiting the strength capability, in this case the shoulder. A final aid would A
provide remediation. Here the system suggests a course of action to alleviate the problem.
In this example, based on the exertion at the hands (30 pounds) and the posture (standing
with arms extended), the system suggested that the load location be brought closer to the
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body, reducing the horizontal distance. In many current systems, the first two interventions
are possible. The third is considerably more difficult, particularly when multiple factors are
involved, yet is worth working toward.

Is it compatible with other systems?

Human performance issues cover many dimensions which often interact. The EDGE
system is an attempt at combining several measures of performance within the related domain
of physical stress models. Problems arising in such integration efforts include consistent
model structures (e.g., compatible link systems or angle notations), level of information
detail (tasks described at the THERBLIG level (e.g., reach, grasp, position) versus
aggregated actions (e.g., assemble)). Other models are appropriate within a given man-
machine interface design as well. A challenge for model developers will be to investigate
means by which these diverse models can be integrated together to assess overall operator
performance in complex systems.

Independent of other areas of performance, the models should be developed to work
within the intended system design CAD environment. The advantages for the models are
immediate access to design data, such as workspace geometries, part dimensions, process or
methods standards, or previous designs. The advantage for the designer is immediate access
to the answers within current design activities.

CONCLUSIONS

The biomechanical static strength prediction models and the EDGE system provide
valuable tools for the design of workstations where operator physical performance is an
issue. There is, however, considerable room for enhancements to better represent the human
operator, and to address the needs of a range of system designers.

Future research is needed to develop enhanced performance models which reflect a
wider range of task conditions. The biomechanical strength prediction models presented
here reflect static, or slow, controlled exertions. Predicting performance under dynamic
exertions is the next step. Research is needed to develop models which reflect both dynamic
responses and dynamic strength capabilities. Both static and dynamic models are in need of
improved posture prediction algorithms which accurately reflect the body kinematics under
loaded conditions. While "snapshot" images of operator postures may be acceptable for
static exertions, dynamic activities require techniques for operator animation which depict the
operator's task-oriented postures over time. Systems such as TEMPUS at the University of
Pennsylvania (Badler, 1983) are moving in that direction.

The focus of these models should be on both preliminary and detailed design. The
burden of supplying input information for existing models restricts their use in preliminary
design, when the quantity of operator, task, and environment information is often too limited
to meet the model's requirements. Catalogues of previous designs, used as templates for
preliminary design may be one solution. Design integration with existing company CAD
databases is also essential to make the models available throughout the design process, and
to eliminate the need for redundant input of previously defined layouts, object geometries, or
corporate standards.

Finally, the technical expertise of the model user should be considered in developing
interfaces for a wider range of system designers. Expert design aids which assist in
detection, diagnosis, and remediation should enihance the process for all designers, as well
as for the operator, the ultimate recipient of the improved design.
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REPRESENTATION OF MAN USING CAD TECHNOLOGY: USER BEWARE

Patricia L. Rothwell

Defence and Civil Institute of Environmental Medicine
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INTRODUCTION

In workplace design, the ergonomist aims to optimize worker comfort, safety and per-
formance. To do this, he must consider relationships between the operator and his work, the
work environment, and the equipment used. Anthropometry, the scientific measurement of the
human body, provides techniques which the ergonomist uses to estimate man's reach, vision,
body clearance and body posture within the workplace. For example, two-dimensional drawing
board manikins, composed of articulated scale representations of body segments, are used to
describe man in side view; and stick-figure manikins are used to provide reference loci from
which reach distances, visual angles and eye positions can be calculated. Partial and whole-
body manikins are used to convey more reali.uc likenesses of man by representing anatomical
landmarks, body contours and segment masses.

Each of these tools is appropriate for isolated applications but none is singularly satis-
factory for general-purpose workplace design. The major reason is that they are limited in
their abilities to represent the anthropometric variability between individuals. There are also
problems associated with the availability of these tools, the cumbersome nature of their use,
and the questionable validity of their results (Rothwell, 1985).

More and more, computer-aided design (CAD) is replacing traditional manual design
functions (e.g., drafting, calculating, analyzing) with computer packages that utilize interactive
computer graphics (Majchrzak et al., 1987). This has revolutionized the methods to model and
simulate the physical environment. But relatively few CAD program developers have used this
approach to represent the human component of the man-macnine system (Bonney et al., 1979;
Kingsley, Schofield and Case, 1981). A major factor influencing this deficit is the lack of
mathematical models of the human body with respect to its shape, joint articulations and
motions. Still, man-modelling CAD offers better ways to represent man in the man-machine
system than do traditional anthropometry tools (Rothwell, 1985).

One major advantage of man-modelling CAD is the potential to model complex indivi-
dual differences. The technology also offers the potential to model atypical body structures
and functions (e.g., in designing for physically disabled persons). Another advantage is the
ability to view the man-machine system in three-dimensions. This facilitates the consideration
of issues such as cross-body reaches, asymmetrical postures and postural stability (Rothwell
and Hickey, 1986). By encouraging iterative explorations of complex man-machine relation-
ships, it can be argued that man-modelling CAD leads to more thorough workplace evaluations
than do manual techniques.

The use of CAD to represent man's anthropometry also has disadvantages. Some prob-
lems stem from the limitations that anthropometric source data impose on how the man-models
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can be defined (e.g., using only external body measures). Other problems arise from our lim-
ited understanding of how man should be modelled (e.g., the underlying assumptions used to
generate and manipulate man-models, population representation using percentile data). There
are also problems that stem from the nature of CAD technology itself. For instance, demand
for detailed input data and compelling graphic displays imply inherent model validity that may
not be justified. These problems persist because few CAD systems are evaluated rigorously
and little basic research is conducted to resolve outstanding modelling problems (e.g., how to
derive internal link structures from external anthropometric data).

Man-modelling CAD is not the universal -emedy to represent man's physical attributes
in design. Part of the reason is that, at present, CAD systems do not provide expertise in
anthropometry or workplace design. Instead, they )ffer the user the freedom to manipulate
design elements in many different ways. It is implicit, then, that the user must understand a)
how man-models can and should be used to represent man's physical characteristics, and b)
how workplace elements should be manipulated to address design objectives. Furthermore,
CAD man-models do not replace the use of human subjects in design fitting trials. Rather,
they allow the designer to consider man-machine interactions in early design stages. Finally,
as with any computing system, individual CAD packages are subject to programming errors,
some of which are not immediately obvious. The user must beware of the potential for such
errors, and make an effort to understand how the capabilities and limitations of a given system
will affect design work.

The following sections of this paper illustrate that expertise in anthropometry and work-
place design are required of those who elect to use man-modelling CAD. Some insights are
provided into the availability and nature of the technology. Following this is a general discus-
sion of man-modelling and workplace-modelling issues, and the factors that should be con-
sidered when performing an ergonomics assessment of the man-machine model. The message
can be viewed as a warning insofar as the technology should not be used naively, and not all
systems satisfy all workplace design objectives.

SYSTEM AVAILABILITY

A survey (Hickey, Pierrynowski and Rothwell, 1985) conducted to identify existing
computer man-modelling programs found that some 33 programs employed man-models while
approximately 40 more incorporated single or isolated measures of human characteristics (e.g.,
maximal reach, visual field angles, task time). Only a few of these programs attempted to
represent the various body sizes, proportions and joint articulations of man. Also, little
detailed information was available on these programs, making it difficult to classify the types
of analyses they perform. Changes in the program names and gaps in reporting updates made
it difficult to identify new or independent modelling efforts. The conclusion from the survey
was that the written literature is currently a poor source of information regarding the charac-
teristics and uses of man-modelling CAD systems.

Most man-modelling CAD systems have been developed for governmental or university
research purposes. Although several programs are used for general military applications
(Richards and Companion, 1982), the majority focus on automotive or aerospace problems.
Only a few man-modelling systems are available commercially, and the costs to make these
systems functional can be prohibitive. Several systems can be obtained through cooperative
agreements with their developers. However, the conditions for using them can be limiting
(e.g., in exchange for consulting services or cooperative developmental support). In either
case, few system developers provide the user with access to the source code, or freedom to
modify the software.

SYSTEM USE

The reasons for wanting to use man-modelling CAD are diverse. One may seek to ani-
mate sequences of man-machine interaction, to augment analyses of operator reach, vision and
body clearance, or to obtain an effective tool for communicating design ideas to managers or
customers. Although such objectives are legitimate, it is possible that no system will suit all
the needs of the user. Even when useful systems are found, associated costs may overshadow
their advantages.
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In deciding to employ man-modelling CAD, the user may believe that the expertise of
anthropometry and workplace design specialists will be provided (e.g., that the system incor-
porates heuristics and algorithms necessary to interpret and evaluate model specifications, and
to present optimal design solutions). In fact, most man-modelling systems do not provide this
expertise and are best suited to users who are already knowledgeable about anthropometry and
workplace design.

Essentially, man-modelling CAD allows the user to create and manipulate entities that
represent the physical characteristics of man and the workplace; the extent to which the user
can model and manipulate these characteristics varies widely among systems. The extent to
which the user should model and manipulate these characteristics varies according to the appli-
cation.

The user may desire numerous modelling capabilities, but trade-offs exist between the
conveniences and costs of acquiring those capabilities (Lane, 1982). For instance, increased
modelling capabilities often imply demands for detailed data. Sometimes, these data are labori-
ous or time-consuming to obtain, if they can be obtained at all (e.g., enfleshment-modelling,
calling for breadth and depth data for each major link segment). In turn, detailed input data
may reflect model detail that demands increased computational loads. As a consequence to
obtaining more modelling capabilities, then, the user may require more resources to address the
application. Therefore, the user must deterine modelling needs on the basis of the design
objectives, and not succumb to the urge to model all attributes of the man-machine interface.

Other implications of using man-modelling CAD should not be underrated. Its use can
have affects that range from the way design work is structured, to how results are interpreted
and communicated to others. It can impose demands for physical, operational and maintenance
support of computing hardware and software, and can have significant impact on the skills and
design strategies required of the user. Therefore, the technical, management and human-
computer aspects of using CAD must be considered. These issues are discussed more
thoroughly by Majchrzak et al. (1987).

SELECTED MODELLING ISSUES

The Man-Model

It appears that many of today's anthropometric man-models have similar origins and are
based on similar principles. Yet, they offer significantly different ways to define and manipu-
late their respective man-models. To follow are some of the factors that should be considered
by the potential user.

Individual versus Population Representation. In workplace design, anthropometry data
are usually used to represent populations or individuals that must be accommodated by the
design. In some cases, the user may employ anthropometric dimcnsions that do not represent
any particular population or individual in order to explore the boundaries of body combinations
that fit the geometry of the design (e.g., for the purpose of operator selection). Each of these
design/evaluation approaches has implicatic .s on the way that man should be modelled using
computer.

To represent the physical characteristics of a population, anthropometric data are usually
expressed as means and standard deviations from which percentiles are calculated. Commonly,
a percentile is interpreted as the percentage of a population having one body dimension of a
certain size, or smaller (Damon, Stoudt and McFarland, 1966). This use of anthropometric
data to assess accommodation of a population has been criticized because it fails to consider
the interactions of anthropometry variables (Bittner and Moroney, 1974).

Some CAD systems deviate from the conventional use of percentiles by generating
man-models that have the same percentile on all body dimensions. This modelling technique
is misleading in that it implies that the sums of individual dimensions (expressed as percen-
tiles) can be equated with composite dimensions (also expressed as percentiles). For example,
a man-model having 95th percentile stature is mis-represented as being equivalent in height to
a man-model having 95th percentile measures for all body segments that contribute to stature.
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This technique also results in the generation of proportionate models. At the least, CAD sys-
tems must use percentile data appropriately. If the technology is to show superiority over trad-
itional techniques, it must represent more than just percentiles and proportionate man-models.
It must be able to represent the disproportionate body sizes that make up the population.
Hence, man-modelling CAD programs should make use of sophisticated statistical methods to
manipulate population data (e.g., Monte Carlo simulation, use of multi-variate statistics, etc.)
and to represent individual extremes of a specific population.

To represent an individual, the CAD system must be able to accept a unique set of
anthropometric data as input. These data must be interpreted in ways that convey the
individual's specific physical dimensions that are important to his or her fit to the design.
Therefore, the user must be satisfied that the system can generate valid man-models that are
based on individual data.

Gender Representation. The standard practice in man-modelling is to generate a manikin
that is derived from male data. In most cases, systems that claim to model females accept
female data as input and then use data derived from studies on males to generate link lengths,
represent joint mobilities, and so on. Since the skeletal and muscular features of males and
females differ in numerous ways, it is not known how well the male-derived data can be gen-
eralized to females (Lane, 1982). Therefore, it is possible that no available system will satisfy
the need to represent females in a design.

Body Segment Representation. Man-model link structures often dictate the number of
body segments and joint articulations that are represented. Calvert, Chapman and Patla (1982)
recommend that the human body can be represented using 23 links, if details of the hands and
feet are ignored. Some man-modelling CAD developers count single point landmarks (e.g., an
eye location reference point) as links, giving the impression that the model has a more detailed
link structure than is the case. Similarly, some count different functional conditions of single
links as separate, independent links (e.g., fingertip and palm reach references counted as two
separate hand links). Therefore, the user must examine the link structures of candidate man-
models to ensure that major body segments needed for the application are represented.

To define body segment geometries, some CAD systems require external body dimen-
sions from which the man-model's link lengths are derived using standard formulae (e.g.,
those of Dempster (1955)). The user must be satisfied that such formulae appropriately model
the individuals or populations to be represented. Other systems call for internal link length
data. Because anthropometric data are not normally collected to satisfy this need, the user may
have to transform external data to internal data when precise segment lengths must be
modelled. In either case, the user may be faced with the task of transforming internal link
lengths back to external body measures when reporting the anthropometry of the man-model.

Joint Representation, To model man's movement characteristics, most computer man-
models allow rotation about body segments representing major joint centres. Usually, those
rotations model movements in only one or two planes, treating all joints as either hinge or pin
joints. Unless the user needs to model multi-axial joint rotations (e.g., to indicate realistic joint
excursions at the spine, hip or shoulder), this level of joint modelling should be satisfactory.
The onus is on the user to make this judgement.

The various movements that occur at the joints are commonly referred to as flexion,
extension, abduction, adduction, medial rotation and lateral rotation. These movement nota-
tions refer to the relative change in position of body segments, with respect to their proximal
joint centres. When using CAD, it is advantageous to be able to define the body segments'
spatial orientations that result from these movements. Euler angle sets, consisting of three
rotations about two axes (i.e., z,y,z rotations), provide one way of expressing these orienta-
tions. For example, in a movement sequence, a body segment may be rotated by 20 degrees
flexion (x-axis), 5 degrees adduction (y-axis) and 5 degrees lateral rotation (z-axis). The same
orientation can be achieved through one unique set of Euler rotations (e.g., in this case, by
rotations of 76 degrees, 21 degrees and -82 degrees about the z, y and z axes, respectively).
Flexion of an additional 10 degrees (x-axis) yields another unique Euler angle set (e.g., 79, 32,
and -84 degrees about the z, y and z axes, respectively). The user may find that familiarity
with this notation is necessa.-y to interpret man-model manipulations.
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To limit the freedom of a man-model's joint movements, various CAD systems impose
constraints on link articulations. In man, functional joint constraints are influenced by muscle
flexibilities, body enfleshment and mechanical structures at each joint. For example, most peo-
ple can flex more at the hip with flexed knees than with fully extended knees. These relational
constraints are hard to quantify, making them difficult to model. Perhaps for this reason, CAD
man-models usually have constraints that are expressed for each joint, in isolation, without
regard to body posture. Therefore, the user must incorporate an understanding of man's physi-
cal movement capabilities when manipulating the man-model about its joints.

Enfleshment Representation, Link segment enfleshment is another modelling option that
requires the user's consideration. A principle decision is whether or not enfleshment modelling
is necessary to satisfy the design objectives. For example, body surfaces may not be crucial
for distance-based evaluations of reach and visual interference (Lane, 1982). However, they
are necessary for evaluations of body clearance and operator fit.

Among CAD systems that model body surfaces, some do not offer the user freedom to
change the enfleshment envelope of the man-model. Systems that do allow enfleshment altera-
tions do so in different ways, and to different degrees. Some require segment breadth and
depth data, or circumferences, while others require mass, volume or somatotype characteristics.
In any case, the user must determine the extent to which enfleshment modelling is needed and
the data that can be provided, given available data sources.

Consideration must also include how CAD systems interpret enfleshment input data.
For example, if breadth and depth values are required to describe enfleshment about a link seg-
ment, where along the long axis of that link are those enfleshment values ascribed? Unfor-
tunately, such information is usually difficult to obtain. At the least, system developers should
provide the user with the source(s) of research used to make enfleshment-modeing decisions.
In any case, the user must choose to rely on the validity of the man-model, or conduct an
independent evaluation of its representation of human body shape.

Other Considerations. Other attributes of the man-model influence the way it can or
should be used. Some systems employ reference loci to represent functional landmarks on the
man-model. For example, binocular and/or monocular eye reference points are often located
relative to the head link of the man-model. In this case, head link length influences assess-
ments of what the man-model can see. Similarly, seated height sometimes determines the loca-
tion of the man-model's shoulder joint in which case it also influences assessments of reach.
The user must assess the functional implications of these model-attributes and how accurately
they must represent man.

Computer-generated manikins can represent the effects of personal equipment and cloth-
ing only to a limited extent. However, if the user has access to appropriate functional anthro-
pometry data, influences due to clothing or equipment may be considered by manipulating the
man-model's characteristics. For example, movement restrictions imposed by heavy clothing
may be modelled by manipulating joint constraints, or the bulk of heavy clothing may be
modelled by manipulating the man-model's enfleshment envelope. Similar approaches are pos-
sible for modelling physical disabilities, and in general suggest how man-modelling CAD can
facilitate non-traditional manipulations of anthropometric data.

The Workplace Model

In workplace design, there is little value in providing sophisticated models of man if
there is no way of relating them to design structures. Therefore, the user wlo creates appropri-
ate man-models may also be expected to create (or at least manipulate) models of workplace
components.

The available CAD systems offer varying facilities to create workplace models that
have different levels of complexity. The suitability of their respective modelling approaches
depends largely upon three things: the requirements of the application, the availability of
appropriate input data, and the user's preferred modelling strategy. Each of these issues must
be considered before using CAD to model the workplace.
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The great advantage of CAD is that the workplace can be described in three dimen-
sions. The model can take several forms. At the simplest level it is defined as a series of
x,y,z space coordinates. More commonly, simple primitives (e.g., boxes, cylinders spheres and
cones) are used to construct desired shapes. In more sophisticated CAD programs, smooth
curves that closely resemble the true shapes of the objects are modelled. Still more sophisti-
cated systems represent the rigid or deformable characteristics of workplace items when sub-
jected to an external force. Most commonly, edges and vertices (called wireframe models) are
used to define the boundaries of the items (Majchrzak et al., 1987).

Workplace items are best modelled with respect to their relative spatial and logical
(hierarchical) relationships. These relationships help to establish functions of different objects.
For example, if a book lies on a desk, the hierarchy can be defined such that the book belongs
to the desk and so moves when the desk is moved. But in order to take advantage of these
relationships, the modeller must a priori specify the spatial and hierarchical structures of work-
place components. Then, model data must be formatted to convey these relationships and the
limits of their manipulations. These data are sometimes communicated to the system through
the use of Euler operatives (as described earlier).

In representing the workplace, the onus is on the user to keep sight of the purpose of
modelling, and to work only to the level of accuracy and realism that the application demands.
For example, a CAD system may boast accuracy in the order of millimetres, but it may be
unnecessary to define workplace models to that level of accuracy. Furthermore, the accuracy
of available input data may impose limits on the accuracy that can be demanded of the models.
Over-designing must also be guarded against. Complexity can cause unwanted distraction, or
even counter the design objectives by encouraging modelling to inappropriate levels of detail.
For example, it may be necessary only to model workplace sirfaces that face the operator or
influence reach, vision and body clearance. Or, items such as reach and vision targets may be
best represented as reference loci rather than replicas of real objects. In all probability,
schematic models of design iten ; will suffice, minimizing other potential computer-modelling
problems (e.g., storage of irrelevant data, time to update the graphics image, data error-
checking, etc.). Modelling decisions such as these usually must be made by the user.

Integration of the Man- and Workplace Models

Once the representations of man and the workplace have been defined, they must be
integrated into a working model that will support the analyses to be performed. Generally, this
requires that the user manipulate and interpret their relative orientations. To do this, the user
often relies on graphics images prepared by the CAD system. Therefore, the system should
offer the flexibility to alter those images (e.g., change the perspective and orientation of the
displayed model). As basic manipulation techniques, it is desirable that the system's capabili-
ties include shift, rotate and scale functions. Facilities to store and restore working views of
the model also should be accessible.

Some CAD systems check all model manipulations to assure that pre-defined modelling
constraints are not violated (e.g., functional movement restrictions on workplace items). The
user must define each of these constraints. If error-checking mechanisms are not provided, the
user must define the constraints, plus be prepared to inspect the model visually (and perhaps
quantitatively) whenever it is manipulated.

Depending on the format and purpose of the input data, the use of colour in the graphic
display can contribute significantly to the interpretation of the model. For example, colour can
be used to differentiate workplace components according to criteria that are relevant to the ana-
lyses (e.g., functional groupings of displays, controls, structural panels; reach targets; vision
targets; etc.). If colour is employed, the user must be prepared to establisl and assign the
coding-conventions.

Some modelling features have associated functional costs. For example, an Aitoff pro-
jection (which gives a 360 degree flat representation of a view, superimposed on a reference
grid) can present what an operator sees (theoretically), in a way that is fairly easy to interpret.
But this is at the expense of considerable computation time. As another example, wireframe
modelling is sometimes augmented by a facility that projects a display of the model with all
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hidden lines removed. A clear image of the model is produced, but again with a high associ-
ated computation time. Although the user may choose to use such features infrequently, they
can provide effective means to communicate design solutions.

Evaluation of the Man-Machine Model

In some ways, CAD forces the user to take a standardized approach to a task that was
previously more of an art-form. Where common sense and good judgement in evaluating a
design were once prominent, explicit criteria must be defined to determine success or failure of
design objectives. These criteria must account for the degrees of accuracy in the man and
workplace models (e.g., if items in the workplace are modelled to 1 cm accuracy, assessments
of reach may require an allowable miss distance of 1 cm). The effort required to determine
these evaluation criteria must not be underestimated. Their impact on results of the man-
machine system evaluation must be understood.

One example is the the placement of the computer man-model in the workplace model.
Many computer systems do not account for governing variables such as gravitational forces,
postural changes or tissue compression when positioning a man-model in a workplace model.
Usually these are left to the discretion of the user. Hence, the user must ensure that the man-
model is positioned in a stable, natural posture, and that its relative location with respect to the
workplace (e.g., the relationship of bony landmarks to known reference points on a seat sur-
face) is realistic.

Man-modelling systems currently do not produce goal-oriented reach sequences.
Instead, the manikins' links are moved in the direction of a defined reach target without regard
to a comfortable or probable terminal posture. This is usually done by extending connecting
links in the direction of the target until it is reached or passed. Frequently, these reaches are
initiated from the shoulder joint (for ann reaches) or the hip joint (for leg reaches) with no
regard for movement of the links of the torso. In addition, the influences of simultaneous
reaches (e.g., on posture, joint constraints, reach obstructions) usually are not considered. It
must be appreciated that two reaches made at the same time are treated as single, independent
reaches. For these reasons, the user's expertise is needed to interpret reaches performed by the
man-model.

Some systems provide no means, other than visual inspection, to assess the physical
interference of workplace components with the man-model. Systems that do evaluate body
clearance generally do so by determining instances of overlap between the models of man and
the workplace. They do not normally identify obstructions imposed on the man-model by the
man-model (e.g., reaches made through the body). In any case, derivation of a man-model's
enfleshment (e.g., surfaces, edges, or free form curves) is important for evaluations of body
clearances. If enfleshment is not derived from appropriate data, or not representative of popu-
lation characteristics, then body clearance assessments must be rated accordingly. Even if the
enfleshment envelope correctly represents the human form, the user must consider the influence
of tissue compression on the assessment.

In light of the limitations of man-modelling CAD systems to provide expertise, the user
must temper evaluations of man-workplace models with knowledge of man's physical charac-
teristics and their implications on workplace design. The user must also take into account the
assumptions that were used throughout the modelling stages, and that contributed to the system
evaluation criteria. These tasks are often more difficult than originally expected.

Usually the user must acquire new skills and adopt new personal strategies to interpret
CAD solutions. For example, three-dimensional computer displays can pose perceptual prob-
lems. The graphic images are free-floating and ignore the influences of gravity, motion, light-
ing, etc., and usually provide no visual frames of reference to indicate an item's relative size,
orientation or relationship to other objects. The requirement to manipulate design specifications
in three-dimensions, and unfamiliar terminology add to the task's difficulty. When the results
obtained contradict the user's judgement, interpretations of design solutions can be particularly
challenging. This is because the computer-generated results can seem so objective and the
graphics images can seem so precise. Indeed the precision and analytical capabilities perceived
by the novice CAD user often exceed the system's true capabilities.

371



SUMMARY

Successful workplace design and evaluation call for the representation of man's physi-
cal characteristics as they relate to his environment. Man-modelling CAD is one method of
obtaining this representation. The distinctions of this technology from manual anthropometric
techniques are appreciable. It offers the potential to model such characteristics as dispropor-
tionate body parts, body enfleshment, joint constraints and vision parameters in ways that far
exceed the capabilities of manual techniques. Furthermore, its flexibility offers great potential
to explore different designs and to arrive at solutions that are derived from iterative work.

In spite of its advantages, the decision to use this technology must be weighed care-
fully. The objectives of the application, and the needs of the technology and the user must be
considered. The capabilities and limitations of the system's software must be understood, as
far as possible. This can be facilitated by asking the system developer to provide results of
validation studies, data sources, precise input data requirements, examples of other system
applications, demonstrations, training requirements, associated maintenance costs, and plans for
future system developments.

The user of man-modelling CAD must possess expertise in anthropometry and work-
place design. This is evident from the issues that must be addressed when modelling man and
the workplace. First, the user must understand man's physical characteristics and how they can
be represented using CAD. Second, he or she must understand the influences of system capa-
bilities and deficiencies on design work. Finally, the results obtained must be kept in perspec-
tive; computer models are only as good as the input data and modelling assumptions used for
their creation and manipulation. The design process does not end here; man-modelling CAD
does not replace the use of human subjects in the design/evaluation loop.
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TASK-ORIENTED COMPUTER ANIMATION OF HUMAN FIGURES

Norman 1. Badler
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INTRODUCTION

The effective computer animation of human figures is an endeavor with a relatively short
history. The earliest attempts involved simple geometries and simple animation techniques which
failed to yield convincing motions. Within the last decade, both modeling and animation tools
have evolved more realistic figures and motions. A large software project has been under
development in the University of Pennsylvania Computer Graphics Research Facility since 1982 to
create an interactive system which assists an animator or human factors engineer to graphically
simulate the task-oriented activities of several human agents. An interactive system called
TEMPUS and its high performance successor is outlined which is intended to graphically simulate
the task-oriented activities of several human agents. Besides an anthropometric database,
TEMPUS offers multiple constraint-based joint positioning, dynamic simulation, real-time motion
playback, a flexible three-dimensional user interface, and hooks for artificial intelligence motion
control methods including hierarchical simulation, and natural language specification of
movements. The overall organization of this project and some specific components will be
discussed.

HUMAN TASK ANIMATION

With the widespread acceptance of three-dimensional modeling techniques, high-speed
hardware, and relatively low-cost computation, modeling and animating one or more human
figures for the purposes of design assessment, human factors, task simulation, and human
movement understanding has become quite feasible. Though not recent, the demand for creating,
modeling, and controlling one or more human figures in a 3-D world is expanding and the
application base is growing. Human figure models have long been used in cockpit and automobile
occupant studies (Dooley, 1982); now they are finding application in vehicle and space station
design, maintainence assessment, product safety studies, and computer animation for its own sake
(Badler, 1987). When motion information is measured directly off human subjects the result is
natural motion but little theory of how such motion can be synthesized.

The scope of the task animation process is much broader than usually realized: to produce
convincing animation without an expert animator requires a computational understanding of
motion and its "semantics"; in other words, a synthetic "expert." Our intention is to extend the
capabilities of the design engineer, the human factors analyst, or eveai the casual user to create,
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animate, and evaluate human performances. Especially in an engineering rather than artistic
environment, users will need an effective motion design and analysis tool without feeling pressed
to become overly involved in the mechanism of producing animations.

In actuality we must be careful that reducing the inherent complexity of human animation by
simplifying one dimension does not squeeze the difficulty into another. We counter this in two
ways: first by providing motion specification tools that move closer to verbal descriptions of tasks
and motion characteristics; and second by providing both graphical and textual interfaces to a
multiplicity of expressive systems. The consequence of the former is that the more common skill
of verbal rather than artistic expression may become a vehicle for task control. The consequence of
the latter is that the sheer variety of human movement probably precludes any single simple
method or interface. Thus it is rather pointless to argue the general superiority of dynamics,
kinematics, key parameters, local motor control, etc.: each method has its individual strengths but
all are necessary. Instead of seeming clumsy and inelegant, the diversity of methods can in fact be
nicely embedded in a formal framework (Badler, 1986, Badler and Dadamo, 1988).

THE UNIVERSITY OF PENNSYLVANIA TEMPUS PROJECT

The human figure must become just another object to the design system, albeit one with very
special capabilities, requirements, and size variability. We have designed, developed, and built a
human figure modeling system which acts as an adjunct to a computer-aided design (CAD) system
for human figure modeling, animation, and task performance assessment. Over the last six years,
this effort has produced a program, called TEMPUS (Badler et al., 1985), and more recently a high
performance workstation version, called JACK (Phillips, 1988), with greatly enhanced features.
The principal functions of this system

" Provide a high performance graphics workstation for human figure manipulations.

* Provide a consistent, effective, powerful, and extensible graphics interface to human
figure models and human factors tools.

" Create and select individual or statistical human figure models and body sizes.

" Provide interfaces to CAD object information for workplace descriptions.

" Position body segments by direct manipulation, workplace point reach goals, multiple
goal positioning, constraint processing, and dynamics control.

" Offer a multiple window environment for easy study of body, camera, light, and scene
interaction.

" Provide fast and high quality graphics output for both bodies and objects.

We are currently extending this system into a task analysis tool for assessing the actions of
one or more individuals in a given environment. For example, the tasks to be performed are
enumerated and decomposed into simple, primitive tasks such as reach, view, grasp, transport, etc.,
each of which has an instantiation as a sequence of movements. Given an environment (3D
workplace), agent(s) (human or robotic figures to carry out tasks), and the task description, the
system can animate the tasks. In addition, the system provides quantitative and qualitative
information about the performance of the agents doing the tasks in that environment. By
performance we mean

" Reach assessment. For an individual or a population, specify end effector(s) and fixed
ends or restraints. Figure must reach a point in space or a workplace point. Show
failure distance, reachable objects, and reachable space. Reaches should respect joint
and environment limits and be specifiable for multiple reach goals and arbitrary
restraints.

" View assessment. For an individual or a population, specify one or both eyes and the
viewed point. Show the corresponding view and show or list visible objects.
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" Collision and interference detection. Adjacent body segment collisions are checked by
joint limits. Non-adjacent segment collisions depend on the particular geometric
representation of the body. A real-time display may be used for simple visual
assessment without explicit computation.

" Strength or reaction force assessment. Determine the nominal or maximum force or
torque achieved at a body part or end effector. Forces must be resisted, maintained, or
reacted through restraints.

" Task load. Determine whether or not a task can be executed in some specific
circumstances (e.g., time or strength constrained), whether two or more agents can
work in parallel, whether fewer agents can get the jobs done, how much motor or
psychomotor workload is imposed on each agent, and so on.

There are many components required to realize this task performance analysis system. The
TEMPUS system and its evolving suite of programs is directly addressing large scale questions of
effective, general purpose, flexible, and usable human factors analysis tools. The original
TEMPUS system runs on a DEC VAX system under VMS. It is essentially a stable, frozen
software system. The latest generation of software runs under Unix on a Silicon Graphics Iris
4D-GT (or lower capability) workstation. The computer graphics interface software JACK on the
Iris provides the development structure for most of the new features and additions to the design,
animation, and evaluation environment.

There are many sources of support for this project, each with its own emphasis and
application:

* NASA Johnson Space Center and Lockheed Engineering and Management Services:
primarily Space Shuttle and Space Station applications, with major interest in
animation, strength models, zero-gravity simulation, and language-based task
(command) processing.

" NASA Ames Research Center. the A31 project to simulation all aspects of a helicopter
mission is the application, with primary interest in the pilot model, task load, and task
simulation from (separate) mission simulators.

" Army Research Office, the Human Engineering Laboratory at Aberdeen Proving
Grounds: application to multi-operator vehicles, with a primary interest in evaluation
of reach, strength, workload, and cooperative behavior.

* Pacific Northwest Laboratories, Battelle Memorial Institute: application to control a
mobile robot mannequin used to test suit designs for permeability to chemical and
biological agents, with a primary interest in animation control, safe path determination,
collision avoidance, and motion feasibility.

* State of Pennsylvania Benjamin Franklin Partnership: technology development in
Artificial Intelligence methods to aid human factors evaluation.

" National Science Foundation: representations and systems to assist in the interactive
and automatic generation of natural, animated human motion.

In addition, this project greatly benefits from its home in a Computer Science Department
because we feel that usable computational tools are essential for such a broad spectrum of human
performance problems and applications. Rather than solve individual analysis problems, we can
focus our efforts on longer-term systems design issues.

SYSTEM COMPONENTS

Figure I is a block diagram of the structure of the entire task analysis system. In general,
boxes denote processes, ovals denote data storage or knowledge bases, and arrows denote data flow
(structures or files) or access. Interaction pervades the whole structure. Below we give a summary
of the characteristics of each component.
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Figure 1. Block diagram of University of Pennsylvania human task animation system.
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Workplace Models

Workplace geometry is obtained from an existing internal or external CAD system. By
separating object design from humar, figure modeling, independence from a specific CAD system
(and its computer) is assured. Interfaces to CAD systems providing either boundary polygons or
constructive solid geometry are available. Internally objects are stored as planar-faced boundary
models. Additional surface attributes such as color, transmittance, specular coefficient, and texture
may be specified. All workplace models may be displayed in either wire-frame or solid renderings.

The surface models are organized in a database structure, called PEABODY, which
represents objects and their relationships in a network of figures, segments, sites, joints, and
constraints. Any object may be formed by defining a figure which consists of segments. Segments
contain polygon, curved surface, superquadric, etc. geometry models. Joints or constraints at sites
(coordinate reference points) are used to :onnect segments. There is no restriction to hierarchical
structures only; arbitrary connections are supported and encouraged giving the designer great
freedom in creating the body and environment database. The representation of attached or closed-
loop structures is easy: picking up an object or wearing a suit is accomplished by simply attaching
the objects through a constraint, while closed loop structures ot devices are created with the
required joints or constraints. When needed during graphical display, a spanning tree is computed
to define a traversal path. The tree is extended through joints before crossing constraints thereby
insuring the integrity of the human figure models.

Texture maps are used for a novel function in workplace simulation. Alihough they can be
used simply for visual richness and realism, a more important function is to save geometric storage
space for panel-like arrangements of devices. By defining a texture map to be an image of an
existing or proposed panel, the tedious and costly modeling of many or all of the contained objects
is eliminated. Objects on the texture map are positioned and identified, then become reachable
sites on some target polygon in the geometric workplace. During real-time motion display the
reachable sites may be indicated by small squares on the polygon (Figure 2); on rendered images
the texture map itself appears for accurate visual feedback. We have found that the use of texture
maps can reduce the designed model complexity by hundreds of polygons without sacrificing any
task animation capability. Moreover, panel texture maps are easily edited on the graphical screen,
encouraging panel redesign for improved human performance.

Figure Models

Computer graphics figures with reasonable human-like appearance are provided in TEMPUS.
There are at least four different levels of detail that can be used: BUBBLEpeople (Badler et al.,
1979), polyhedral figures, and a stick figure. (The stick figure is rather useless.) The most detailed
models are BUBBLEpeople: they look surprisingly lifelike and yet are neither expensive nor
difficult to move and display. Constructed entirely from overlapping spheres specially rendered to
appear smooth and visually continuous across sphere boundaries, the BUBBLEpeopIe are
nonetheless an effective visualization aid in all but the most demanding visual image requirements.
There are both detailed and low resolution versions of BUBBLEpeople.

The polyhedral figures come in at least two levels of detail. The lowest resolution polyhedral
figure is shown in Figure 2. They are used for fast wireframe positioning, display, and motion
playback. The polyhedral figures are used exclusively on the Iris workstation to gain display
speed. The models may be customized with additional polygons or spheres to model suits, gear,
life-support systems, helmets, etc. All figure models may be solidly rendered to aid visualization
of their spatial configuration and workplace fit.
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Figure 2. Simple polyhedral figure reaching a site on a texture mapped polygon in the
workplace. Other sites on the polygon are indicated by the small dots. The
hardcopy output does not show the texture map itself. Other objects and the
ground plane have been removed for clarity.

Anthropometry

The models are sized from available anthropometric data. For example, we have been using
statistical data from the NASA Manned Systems Integration Standards Handbook. Among the
figure data fields are sex, segment lengths, girth values, joint spring and damper values (for
dynamics), landmark points, and an indicator telling whether the body represents a real person or a
statistical or otherwise specifically constructed generic body. The visualization geometry is not
intimately associated with the figure characteristics in the database, but rather is sized when a
particular individual is instantiated. Thus body feature locations (sites) are independent of the
visualization. If more elaborate and detailed figure models are required, they may be defined in a
normalized coordinate system especially designed for body segments and scaled by a set of
anthropometric data-defined functions. All bodies may be selected, sized by explicit segment
lengths or percentiles, and stored interactively. As many figures as needed may be manipulated

concurrently.

Strength Model

A strength model is being constructed which will be used determine reasonable joint torques
and forces in a given body position. Based on a degree-of-freedom decomposition of joint torques
(whenever possible), this data is used to compute maximum forces at any end-effector. Strength
data and forces may be used to determine reaction forces or active forces exertable through the
body linkage. In the former, strength data is translated to spring and damper functions for dy-iamic
simulation; in the latter, strength data may be used to assess estimates of task completion times.
The strength model will be used in various places in the system; we will return to it later.

Motion Playback

Key postures created by TEMPUS or other animatio, systems may be interpolated by B-
spline curves (Steketee and Badler, 1985). Object file information, key postures, and interpolation
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parameters are processed to produce an animation. The resulting object, camera, and articulated
figure motions are displayed in real-time wireframes on the Silicon Graphics Iris Workstation so
that motions may be assessed and tasks validated. The playback software in JACK permits single
frame viewing, speed control, camera view control, and single frame rendering. A fully featured
graphics display system is included for realistic solid shaded renderings of each frame. This
system can shade polygon environments with anti-aliasing, translucency, multiple light sources,
and object surface attributes such as texture, glossiness and specular reflection. As part of the
JACK interface, image parameters such as light positions, light concentration cones, and the
camera position can be interactively set and viewed.

Position Control

An articulated figure is manipulated in several ways. In TEMPUS, positions can be specified
as body joint orientations (angles) or by end effector (limb) goals. In either case, joint angles are
subject to known joint limits (Korein, 1985). The joint limits are stored in a file and can be
adjusted to different situations, such as suits or special capabilities. The limb reach permits
positioning the hand tip, grip, or wrist at a point in space while the shoulder is fixed. The
remaining degree of freedom permits the elbow to move in an arc while the reach point is held
fixed. Similar criteria hold for the legs.

In the JACK interface, any figure segment can be manipulated in translation or rotation
independently, including segments representing lights and cameras. The camera view may also be
identified with a figure's eye position. There are a variety of user interface tools designed to make
this positioning task as straightforward as po: ;ible, including on-screen segment picking, real-time
feedback, and two-dimensional inputs transformed to three-dimensional rotations around selected
axes. Whole figures may be positioned relative to any other object or figure surface, edge, or
vertex.

The figure (or object) positioning may also be accomplished by less direct manipulation.
Below we discuss some of the alternatives: kinematics, dynamics, constraints, flow, and higher-
level task control.

Kinematics

While the TEMPUS reach positioning capabilities are an improvement over jo;'it angle
changes alone, single goals and fixed proximal joints are still too limited for general human
capabilities. A human or robot figure model must also be kinematically-controlled so that goals
and constraints may be used to position and orient the parts and end-effectors (Badler et al., 1987).
We developed an algorithm that permits specification of a spatial goal for each body joint. The
joint goals are satisfied by a recursive tree balancing algorithm which is iterated until there are
essentially no further joint position changes. Goals are described as springs of variable tension
connected from selected joints to points in space. The springs move the body joints in such a way
as to attempt to minimize the spring energy by simple heuristics.

Though the body is a tree, this algorithm is able to easily handle closed loop situations such
as two hands holding the same object. Multiple simultaneous goals are naturally accomodated: for
example, a seat belt restraint while the figure is seated and reaching for different objects with each
limb, a foot restraint while reaching with the whole body, or a free-floating body reaching with one
hand while holding a fixed grip. Figure 3 shows two alternative reaches executed with a figure
restrained by a lower torso goal simulating a lap belt. In (a) the figure is given the reach goal 'or
the right hand. In (b) the reach is achieved; notice how the entire torso as well as the arm joints
participate in the reach. In (c), the reach is attempted under an additinal constraining goal for the
left shoulder (simulating a shoulder belt). The hand reaches toward the goal, but fails: the failure
distance would be displayed to the user.
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Figure 3. Simple polyhedral figure reaching a goal point in space while restrained by a
lower torso goal simulating a lap belt. Other objects have been removed for
clarity. In (a), the two goals are shown: (1) is the lower torso goal that tends to
keep it in place; (2) is the desired reach position for the right hand. The
relative weights of he two spring goals are 100 for (1) and 10 for (2). In (b),
the reach is accomplished; all body segments from the right hand through the
lower torso are involved in the reach. In (c), the reach is attempted with an
additional constraining goal for the left shoulder joint. The reach fails. Notice
that the shoulder joint has actually been displaced from its original position,
demonstrating the interpretation of the goals as springs.

This feature is being extended to include joint angle limits during the positional goal

achievement process. Orientation goals are also being added. The more general algorithm of

Witkin et al. (Witkin et al., 1987) is being implemented for this and other applications (such as
obstacle avoidance).

382



Dynamics

External or internal forces or torques may be specified through JACK and applied to an
articulated figure to produce motion. Dynamic control is most useful for fast motions, for response
to external forces (such as gravity), and for incorporating strength models. Our system
incorporates a general mechanism simulation system called DYSPAM (Paul and Schaffa, 1985).

As in Wilhelms work (Wilhelms, 1986), we also expect to use kinematics and interpolation to
create approximate motions, derive forces and torques, and then adjust the resulting forces and
torques to modify the animation. Direct dynamic control (with the exception of restraining forces,
environmental obstacles, and joint limits) appears to be much more difficult to specify (Armstrong
et al, 1987). We differ though, in the interaction between kinematics and dynamics, preferring to
run both in parallel and mix the results according to the requirements of the motion. This
animation control method, called Flow, forms the basis of our new animation system TAKEONE
(Badler and Dadamo, 1988). We expect that the Flow concept will provide a consistent and
controllable mechanism for animating complex actions where individual movement styles may
vary.

Task Expert

An expert system shell called HIRES (Fishwick, 1986, Fishwick, 1988) transforms task
descriptions into kinematics, constraints, and dynamics for execution by the appropriate animation
processors. HIRES is a production rule engine with a frame-like (Artificial Intelligence)
knowledge base DC-RL. Multiple agents may be utilized. HIRES handles task simulation, agent
interaction, and (eventually) motion planning. Its major strength is the general process
representation which can be used to animate most any deterministic, stochastic, or rule-based
process description. Under revision now, HIRES will be extended to provide more consistent rule
syntax, incorporate a recent temporal planner (Kushnier et al., 1988), fully utilize the DC-RL
knowledge base for rule storage and application, and provide a task priority, interrupt, and restart
facility.

HIRES includes a facility to model the same process at different levels of abstraction. Thus
the task does not always require simulation at the most detailed level, but rather at a level which is
compatible with user goals. For example, detailed dynamics can be included in one level of a
process model, but if that process is being executed "off-stage" then the work need not be actually
performed as long as the future state of the system is known or predictable. This is a feature most
advantageously exploited in conventional as well as computer animation where complex activities
are frequently handled by inference rather than by explicit visualization (Thomas and Johnson,
1981).

Agent Models

Agent capabilities and responsibilities are modeled explicitly. This includes physical
attributes such as handedness, strength, and handicaps, and behavioral preferences or
characteristics, duties, areas of responsibility (in the workplace), role in a group, etc. Also, general
properties of agents may be expressed here, such as the hands being used for most grips, the
relationship between the size of the object gripped and the capacity of the gripper, the preferred
(normal gravity) support on the feet, the inability to occupy space concurrently with another object,
the visual observation of something requiring a gaze or head orientation, etc.

Agent models (other than their a. " ropometric, strength, and visualization geometry data) are
stored in a frame-based knowledge base (DC-RL) accessible to HIRES. Many agent features
(hands, view, etc.) are considered as "resources" which may be allocated and freed by HIRES.
Conflicts between multiple tasks may therefore by resolved by resour constraints similar to those
modeled in computer operating systems.
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Task Definitions

Tasks are defined by rules or procedures which are decomposed into simpler acts the system
can interpret as goals, constraints, affected objects, paths, directions, etc. Task definitions are built
from process models (scripts, Petri nets, data flow diagrams, production rules, or discrete or
continuous simulation models) (Fishwick, 1986). The expectation is that a suitable process model
will make the specification of a task animation much simpler by capturing the relationships
between all the participants (agents as well as objects) and executing the process in a simulation-
type (but rule-based) environment.

An imoortant aspect of task description and its simulation by HIRES is the interface language
between HIRES and the animation processors. We view this as the "missing link" between
Artificial Intelligence knowledge representation systems and the actual animation of the human
figure. Additional evidence for this view is also offered by Wilhelms (Wilhelms, 1987) in
describing path planning, collision avoidance, and stimulus-response control.

Our YAPS extension of HIRES to better task animation interfaces will include task interrupt
control, temporal planning, and task time estimation based on the human strength model and Fitts'
law. Task time specification is crucial to the viability and accuracy of a task simulation. Arbitrary
time estimates will not do, primarily because the temporal and spatial context of a task is critical to
the time duration needed for task completion. For example, a simple button push will be
accomplished in rather different durations depending on how close to the button the designated
finger is positioned by the previous command. It is unrealistic to expect every action to be
accompanied by a departure from and return to some neutral posture.

Task completion times will be specified in one of three ways: by temporal specification, by
performance rate, and by target accuracy. In the first case, the time specification (duration or end
time) is given and the event can be scheduled to begin immediately and proceed at a rate
commensurate with goal achievement at the desired time. In the second case, the performance rate
(as a percentage, say) is used as a multiplier of the maximum strength performance of this agent in
achieving the goal. The strength model provides as estimate of maximum torques which can be
used to compute the duration of the task. The performance rate modifies this duration for the
required simulation time. In the third case, the accuracy value is used in a Fitts' Law formula for
the generic task type to compute an expected task duration.

Feedback

Critical to the interpretation of the simulation as a task animation is the provision for direct
feedback from the figure and the environment models to inform and control the simulation. The
information returned includes any desired position, velocity, acceleration, torque, force, or
collision. Thus the simulation can take appropriate (rule-based) actions when a collision occurs,
when a strength limit would be exceeded, etc. This ability to react to a changing (external)
environment outside its high-level knowledge base is not normally associated with Artificial
Intelligence systems, though the concept has been developed and is essential for robotics and
sensory control applications.

Task Description

Task, action, or process descriptions are provided by programming languages, scripts, or
commands in a subset of a natural or artificial language. Certain primitive actions are represei;*zd
by semantics meaningful to the IIIRES simulation, such as move, turn, grasp, look at, etc. More
complex actions are expanded to request or determine necessary information such as object
referents, to resolve ambiguities such as choosing the proper agent or instrument used by the agent,
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to supply a default sequence of subtasks, and to establish approximate temporal relationships and
timings.

Our first attempt at task description used a subset of natural language or an artifical language
(syntactically stylized checklists) to describe tasks in a generic control panel setting (Badler and
Gangel, 1986). This system, MVP, uses a parser and a knowledge base of agent and object
capabilities to understand the task command and provide a first cut at the subtasks required to
execute it. Our initial applications of this task input method focused on panel-type objects:
switches, indicator lights, meters, valves, etc. (Gangel, 1985). Recently, the incorporation of more
complex tasks and movable objects has been studied (Karlin, 1987). Both systems will produce
assertions in the DC-RL representation system which are meant to be interpreted by HIRES.

This natural and artificial language input system is being extended to include additional
control constructs with the ultimate intention of processing complete task descriptions with
inherent contingencies, repetitions, and alternatives. There is significant human factors material in
this form (for example, the NASA Flight Data File cue cards). The ability to use this command data
directly to run purely computational human factors and performance data experiments is a realistic
goal.

An alternative source of task descriptions is an (external) task simulation. For example, in
the A3I effort, a helicopter mission is simulated by a planner, the tasks required of the helicopter
pilot are output in a conventionalized format and transferred to the pilot model in JACK. The tasks
are presently a simplified list of reach and view tasks with geometric targets. The timing for each
action is determined by the mission simulator's progress. Constraint-based positioning achieves
the reach goals as expeditiously as possible in real-time on the Iris. One interesting aspect of this
attempt at real-time graphical task simulation is a consequence of driving the graphical simulation
too fast. If a task cannot be completed, it is interrupted to begin execution of the next task (since
tasks arrive in real-time and in temporal order). The pilot's hands return to a neutral position
between tasks only if there is time for that action to occur, otherwise the hands move as fast as the
graphical simulation will allow from reach goal to reach goal. Since the tasks are also saved, the
task sequence can be replayed after the mission simulation to allow all tasks to complete. At this
point various measures of workload could be computed.

Knowledge Bases

Knowledge bases store information shared across system components, such as the geometry
data, the anthropometric database, the agent models, the task descriptions, and object capabilities.
Object capabilities are used to determine the meaningfulness of a task command and the results of
the action on the workplace environment. Sample interaction with control panel objects and their
interrelationships have been investigated. For example, turning a dial may change an indicator.

On the Silicon Graphics Iris, all databases are actually in Unix files. Dependence on any
specific database system is thereby eliminated. In contrast, our attempts to standardize on a
relational database in the TEMPUS VAX system were well intentioned but ultimately failed. In
general, our systems are built on the premise that no additional software systems besides the
standard language processors and Unix file systems are available. The JACK interface and the
accompanying computer graphics is therefore portable to any Silicon Graphics Iris without
additional cost or investment in third party software. Likewise, the higher-level functions (HIRES,
MVP, and DC-RL) are all written in Commonlisp and run on a VAX, a Symbolics, or even the
Silicon Graphics (being tested). We are not dependent on any third-party systems for the AI
component. The knowledge base DC-RL, in particular, is quite powerful as knowledge-l ased
systems go. In fact, DC-RL will even allow back-end interfaces through Commonlisp directly to
any other existing database, provided that its data schemas and suitable conversion functions are
written.
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User Interaction

The user may interact with the task animation system at any level. It is expected that
different tasks will require utilization of various parts (and maybe all) of the whole system. All
interaction is through effective computer graphics interfaces or flexible language understanding
processors. We have already reviewed the JACK interface for direct computer graphics
manipulation on the Iris; likewise MVP and DC-RL exist for user expression of task commands
and world knowledge.

Some programs do not fit so well into these two major interfaces. In particular, t?: selection
of figures and their anthropometry is a sepa-ate textually interactive system, and the creation of
texturm maps uses a different graphical interface. The latter is used to define flat panels of objects
as a two-dimensional image with certain named sites identified as panel-type objects (switches,
etc.). The panel with its objects is developed interactively through a paint system with generic
object icons, or simply read in as a digitized image from a photograph, drawing, or the real thing.
Objects may be moved, deleted, or added in either case. Object characteristics are associated with
the various image features. When satisfactory, the texture map is stored, the high-level device
information is sent to DC-RL, and the geometry of the object locations (as sites) are inserted on a
given polygon inside the PEABODY geometric database.

CONCLUSION

All of the system components in Figure 1 are functioning in some form. Though significant
efforts remain to broaden the scope of some of the components and build task vocabulary,
feasibility has been demonstrated. Moreover, any approach to human performance animation that
fails to include all these processes can be shown to have significant weaknesses for certain
animation, analysis, and assessment tasks.

There are several ongoing efforts to use our software for actual human performance
visualization and assessment tasks. In general, the software is available on a research basis from
the University of Pennsylvania Computer Graphics Research Laboratory. While not claiming its
universal applicability to all human performance issues, it does offer a substantial, broad, and
extensible framework for the investigation and solution of many real problems.
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INTRODUCTION

SAFEWORK is a software package that easily allows the analysis and

design of a workplace as well as the various man-machine interfaces.
The main objectives of SAFEWORK's development are the following:

a. function in an IBM AT (or similar) environment (possibly using a
80386 and coprocessor),

b. have all the functions required to make it genuinely useful,

c. isolate the user from the complexity of its internal models,
d. be reliable, coherent and robust,

e. be easy to use, and
f. avoid creating long periods of dead time during the execution.

These objectives put together constitute an enormous challenge

because, to the best of our knowledge, there are no software programs
that meet all those goals. Even the more advanced packages only satisfy
two criteria and use large computers.

Evidently to satisfy the above criteria we must bring originality
to every dimension of the problem (choice for computer technology,

choices for programming languages, choices for 3-D algorithms, model-
ing, etc).

CHOICES FOR COMPUTER TECHNOLOGY AND PROGRAMMING LANGUAGES

The following set has elements which have been justified by
detailed studies:

Material: PC (80286/386)
EGA graphic card
80287/387 coprocessor
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Development environment: Microsoft Windows
Programming languages: Microsoft C
Graphic Standard: IRIS
Database format: DBASE III
Graphic format: DXF

SYSTEM ARCHITECTURE

The software we call SAFEWORK has been developed at every level
with a modular architecture. It consists essentially of three principal
modules:

a. a numerical anthropometry module,
b. a CAD module for the workplace, and
c. an analysis and animation module.

DESCRIPTION

The numerical anthropometry module is a software package in
itself. It allows the modeling of any human, normal or not. At the
moment, the software program uses different correlation matrices for men
and women taken from the NASA databank (1978). In the absence of such
data for other populations one can use the correlation matrices to
approximate the necessary values when the mean values and variance for a
given population are provided.

To construct links for the manikins we generate a subset of
measures to which are applied two series of transformations (external
measures -- > length of bones -- > length of links) whose equations, in
part, come from the results of several authors: Reynolds (1978), Roebuck
et al. (1975), Dempster (1955), Dempster et al. (1964) and Trotter et al.
(1952, 1958).

Depending on the user's choice, the model links and psuedo-links of
SAFEWORK are either represented in orthographic projection or in 3-D.
When in 3-D, with the help of a camera moving along the surface of a
sphere at different radii, the user can visualize the manikin at its
workplace from any angle.

At any time the model links can be completed with the help of body
volumes. These volumes are built with the Bezier equations which give a
more realistic modeling of the human form than the ellipse, for
example. Moreover this module can generate sets of representative
models for a given population. This point is crucial in design, and in
order to obtain enough precision, a new concept, based on critical
anthropometric variables, was developed.

In a workplace it is easy enough to identify certain variables
which are critical to the accommodation of a population. Thus, the
height between the ground and knees is critical to determining the
optimal height of a work table where the work is done sitting down.
This height cannot be lower than the highest knees in the population to
be accommodated. From such critical variables SAFEWORK can construct a
set of manikins that have to be used during the design process.

A specific population can be stored and revised (Figures 1 and 2).
Moreover, we have developed a morphological sub-module that can take
into account somatotypes, since quite different morphologies may yield
identical sets of heights and weights. The choice of somatotype is
currently made from seven different profiles (Figure 3). Calculations
for volumes of the body segments are done in the animation-analysis
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rSumnary Information
ID Number:1

Surname: ITS1Name: ITESTII
Occupation: FTzzzz
Date of Birth: 11-36-58 M-DD-!ty

Height. 158.8We0 *cm. Cmi.
Veight: F65.0 *Kg. O)Pds.

Sex: OM *F
Nationality: 0 Canadian 6 American 0 French 0 Other
Creation Date: 04-30-89 Revision Date: 04-30-9

Fig. 1. Individual record (identification).

=-ueooia .nhomti Moul (TESTIAB:W

afework - Serial Number: 1234A5678 Page -1- f
Individual Record Name of File: TEST1.DHF

Summary Information

10 Number: 1
Surname: TESTI Name: TESTi
Occupation: TESTI Date of Birth: 11-30-58
Height: 158.00 cm. Weight: 65.00 K9. Sex: F Nationality: American
Creation Date: 04-30-89 Revision Date: 04-30-89
Morphological Profile: Unknown

Measured Uariables

Al: 89.22 E: 147.20 64: 91.26 L: 22.65 P2: 29.64 T: 47.55
A2: 77.88 F: 128.71 H: 84.20 M: 13.21 P3: 33.16 U: 45.77

B: 73.67 61: 80.02 1.- 39.99 N: 57.37 Q: 53.20 U: 47.97
Cl: 161.34 62: 69.03 J: 72.54 0: 79.59 R: 53.93 91: 36.84
C2: 166.33 63: 73.30 K: 54.91 P1: 40.49 S: 30.36 112: 39.17

Fig. 2. Individual record (summary information).
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Morphoogical Profiles
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Fig. 3. Choice of profile

Fig. 4. Selection of body link motion
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module itself. This last point is essentially justified by the fact
that movements of the body segments in space can be calculated in a

reasonable amount of time if the operations are executed on the links.

The workplace is built with the help of a CAD system such as

AUTOCAD and imported in SAFEWORK. The animation-analysis module allowF

the positioning in 3-D of every link by shifting in the orthogonal

planes. It is then necessary to point to the segment with the help of
the mouse (Figure 4), choose the desired movement (Figure 5) and choose
the angle of movement. SAFEWORK then displays the angle and the popula-

tion percentile capable of achieving the movement. The angular databank
comes from several sources such as NASA (1978), Ryan (1970), Houy

(1983), Kapandji (1975), Laubach (1970) and Grieve (1981).

In Figure 6, a movement of the leg is shown. Finally, in Figure 7

the representation of the body volumes with the help of the Bezier

equations is illustrated. On this same figure the results of the bio-
mechanical analysis of a specific articulation are graphically

displayed.

SAFEWORK also has a biomechanical analysis sub-module which is

composed of 14 mathematical models which are managed by a small expert

system which leads the user, with simple questions, to the choice of the

appropriat. model according to the situation. This sub-module

calculates the overturning moment (equilibrium), the sliding moment,

also the resulting forces and torques in 3-D for every articulation.

The user can call upon this module at any time and easily make the

desired choice because the program uses the manikin's anthropometric and

biomechanical files and the posture in question. The biomechanical

models call upon a set of data and mathematical relations (distribution

of the body mass, "Body Index", density and volume, body segments,

effect of sex, effect of age, somatotype effect, etc, ... ) taken from

several authors like Drillis et al. (1966), Boyd (1933), Dempster (1955,

1964), Dempster et al. (1964, 1967), Dubois et al. (1964), Dupertuis et al.

(1951), Brozek et al. (1963) and Ryan et al. (1970).

Fig. 7. Full representation of a workplace in SAFEWORK
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FUTURE DEVELOPMENTS

1. The development of muscular models, in particular for the back, is
currently in progress. These models are already foreseen in the
programming of biomechanical models.

2. A vision module will be developed.

3. The module dealing with morphological profiles will be modified to
allow the user to make continuous choice- between the somatotype
extremes.

4. A 3-D pointing animation module will be developed with forced and
free reached distances models conditional to the freezing of a
given body segment. This sub-module is interesting not only because
of its utility but also because the user will no longer need to
manipulate every body segment in 3-D separately. Instead the mouse
will be used to point to the member and the destination, taking into
account the nature of the contact and a fixed body link previously
specified by the user.

5. We also intend to represent clothing with selective dilatation
techniques.

All these developments and also the representation of body volumes will
use the most recent mathematical developmen-s in the theory of Krigeage
which constitutes one of the most powerful geometric modeling tools.
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INTRODUCTION: MODELS OF TRAINING AND SKILL RETENTION

Eduardo Salas

Human Factors Division
Naval Training Systems Center
Orlando, FL

OVERVIEW OF THE PAPERS

Over the past few years, researcers and practitioners from many
disciplines (e.g., engineering, education, psychology) have increasingly
depended on more complex methodologies for the assessment of human
behavior. Inleed, research and development (R&D) has intensified since
there is an imperative need to make more effective use of human performance
data. In response to this need, much of the human performance research has
been focused on developing uniform concepts, definitions, categories, and
measures to allow better generalization of research findings to an
operational environment such as military training (Gagne, 1965; Fleishman,
1982; Levine, Romashko, and Fleishman, 1973; Vreuls and Obermayer, 1985).

The military, which devotes considerable effort and resources to the
enhancement of training systems, has benefited from the aforementioned R&D
efforts. These efforts have contributed to the military training community
by specifying ability requirements for certain tasks, deriving taxonomies
and feedback systems, aiding in design decisions for man-machine systems,
and developing models of human performance for training management (i.e.,
what and how to train, which skills are easy or difficult to learn or
retain, etc. See Fleishman, 1975; Peterson and Bownans, 1982; McCormick,
1976). However, given the increased sophistication of emerging weapon and
training systems, further understanding of human performance models --
especially those that deal with training and skill retention -- is critical
for analyzing, designing, and evaluating man-machine systems.

The training models discussed here are somewhat different from the
other models presented at the Workshop. That is, training models have a
very specific purpose (training design, effectiveness or evaluation) and
focus on specific systems (training devices or simulators).

Five papers are presented. The first describes how learning curves are
used for modeling and predicting human performance. Towill advocates the
use of the most simple model and focuses on the time-constant model and its
relation to "industry learning" (e.g., repetitive tasks, continuous flow
industries). Three sources of prediction error are discussed, and three
ways of incorporating information systems are described.
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The acquisition and retention of skills is the focus of the second
paper. Here, Rose argues that several fundamental principles and variables
affect skill acquisition and retention, and demonstrates that certain task
variables (e.g., number of steps, time constraints, etc.) are correlated
highly with retention performance. From this, a model was built which
predicts retention levels of a task. The model is easy to use, is
reliable, and has been validated.

Knerr, Sticha, and Blacksten emphasize the need for improved methods of
task analysis, which is the basis of performance models. This is
especially true for complex perceptual-motor skills. Quantitative modeling
and simulation would benefit from analyses of both procedural and complex
cognitive skill, which will in turn enhance training system design. Knerr
and colleagues used MicroSAINT to develop and simulate Air Force flight
tasks. Learning and attention models were incorporated to examine part-
task and whole-task training. Part-task training was recommended for those
tasks which had high attention loads. The modeling language, SAINT, was
used to evaluate Army procedural tasks. The resulting model predicted
performance improvement and performance decay.

Martin and Rose discuss the Automated Simulator Test and Assessment
Routine (ASTAR) model. This in an analytic method for use during the
design and acquisition of training devices to predict the effectiveness of
the system. The model aids system designers and developers in evaluating
design alternatives and in identifying possible design problems. ASTAR was
used to evaluate several training devices to determine its usefuiAess. The
evaluations demonstrated that the model has distinct and flexible applica-
bility, resulting in good forecasting of training system effectiveness
during the acquisition process.

In the final paper, Sticha discusses a model for the Optimization of
Simulation-Based Training Systems (OSBATS). The OSBATS model is a
decision-making aid for the designers of training systems. The framework
requires numerical data because it is a quantitative model. OSBATS
contains normative and descriptive models and five modeling tools which aid
the designer. Overall, the model is designed to develop an effective,
cost-efficient training system.

DISCUSSION

The discussion began with a comment from Dr. Salas who raised the issue
of model integration. That is, should the training models be integrated
into other model types or should the tools sn, nrocedures of the other
models be integrated into the training mode' i>. Sticha indicated that
the idea of integrating models is reasonable, '- as stated earlier, one
needs to realize that different models have dii rent goals. For example,
the developers of the OSBATS model were concerned with learning and
transfer of training. However, the situations in which the model was
applied required addressing hundreds of tasks leaving little opportunity
for validation. As a result, representations of learning were kept as
simple as possible. In other situations in which the interest is in a
single task (i.e., part-task training), more opportunity for validation
exists. Consequently, a more complex representation of the process can be
made. As a result of these differing needs, models that deal with the same
phenomenon may use different representations of a single process for
different purposes.

A comment was made that the power of integration is not so much in the
specific representation or in the integration of models, but in the use of
the same data by persons in different fields. In sum, Dr. Salas remarked
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that if the models are to contribute to system and training design, other
concepts (e.g., Wickens' model, workload issues) need to be addressed by
the training models. As they become available, those data should be
incorporated into the models.

Dr. Rose stated that there are a series of issues relating to the early
part of the design process, including how people learn and individual
characteristics. These issues should influence how a system is designed.
The models that Rose and Martin presented are evaluative rather than
prescriptive. He concluded by emphasizing that training objectives should
be made explicit at the beginning of the design process.

Sticha wrapped up the discussion by suggesting that what had been
presented by the panel encompassed 75% of the pieces that would be required
for one to say, "If you design your equipment this way, it will have a
certain dollar or hour impact on training costs down the line." The
components that remain are large. In addition, there is the problem of
integrating them, but that would be a good place to start.
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SELECTING LEARNING CURVE MODELS FOR HUMAN OPERATOR PERFORMANCE

D.R. Towill

Dept. of Mechanical and Manufacturing Systems Engineering
University of Wales Institute of Science and Technology
P.O. Box 25, Cardiff, Wales U.K.

INTRODUCTION

In using learning curves for modelling and prediction in the human
factors scenario, we seek to identify a number of patterns in the basic
data, each of which is an important source of information. These patterns
may be classified as follows;

(a) A trend-line, which in some "best" sense, can be used for
predicting future performance. This trend-line can be
influenced by proper design and planning of the task.

(b) "Normal" scatter about the trend-line, which constitutes a
natural and acceptable variation, and which can be used for
setting upper and lower bounds.

(c) "Abnormal" scatter about the trend-line, which results in an
unacceptable variation. It indicates an avoidable loss in
performance which can be traced to an assignable cause and
hence eliminated by management control.

(c) "Deterministic" changes in the trend-line. These may be long
or short term, and have an assignable cause. An example of a
management-induced cause is a planned change in the size or

constitution of a team.

To derive a learning curve model which will cope with these four
patterns simultaneously is a difficult problem. The author believes there
are considerable advantages in selecting the simplest model which is
adequate for the purpose of efficient control of a particular activity and
will review a procedure for doing so. Understanding and implementing a
simple model can often be more profitable than using a complex model, the
significance of which is difficult to grasp. The paper concentrates
attention on the time constant model, and its variants, as found
appropriate to "industry learning" (as distinct from "product learning")1 .
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PRESENTATION OF LEARNING CURVE DATA

There are many papers in the engineering and management literature
which record an experience-linked improvement in performance typically
observed when plotting a suitable performance index as a function of time.

An example is the percentage time-on-target for a tracking task.

These observations have been made for both long and short cycle-time
tasks, and appear to apply to both individual operators and to groups of
operators, and also in a wide range of industries. It is then common
practice for such experimental data to be curve-fitted with an equation
which it is hoped will adequately describe the trend line through the
inevitable scatter in results. Such curves have variously been called
"learning curves" 2, "start-up curves"

3
, "progress functions"

4 
, and

"improvement curves" 5. The axes used to display the data also vary widely
according to the particular industry and task being studied. Three typical
sets of data are shown in Fig.l and we note;

(i) In the first case, the axes used are quantity produced per unit
time versus cumulative time spent on the task.

(ii) In the second case the axes are cumulative average time per
task versus cumulative number of tasks performed (the latter

plotted on a log scale).

(iii) In the third case we have task time plotted versus the

logarithm of cumulative number of tasks performed.

A number of variants to these graphs also exist in the literature.
This paper is concerned with the display corresponding to Fig.l(a) only.

TOTAL TIME ON TASK

(a)

CUMULATVE NUMBER OF 1TEMS MADE
(LOG. SCALE)

40

CUMULATIVE NUMBER OF 1TEMS MADE
(LOG. SCALE)

(0)

Fig. 1 Three Alternative Learning Curve Displays

404



FAMILIES OF LEARNING CURVES

Depending on the nature of the experimental data, various "laws" or
trend equations describing the data have been proposed, these generally
bearing the author's names; for example the de Jong model 6 . As in all
empirical curve fitting, the best type of equation is determined by trial
and error. The best values of the equation parameters can then be chosen
on the basis of a computer algorithm which minimises the least square error
of the curve fit. Table I gives a representative set of such models which
formed the basis of a rigorous statistical comparison of curve fit adequacy
on a wide range of published data 7.

In general, however, when using Table I, there is no logical
progression from one type of equation to another, should the initial choice
be found wanting, although it is to be hoped that the progression will
always start with the simplest plausible solution available. The one
exception to this empirical approach is to be found in the family of

Industrial Dynamics models which includes as the focal point the
time-constant model, and for which the data needs to be in the performance
index versus time form. The vertical axis can be any convenient (but
agreed and well understood) performance index. Since human factors
experimental results are frequently presented in this manner 8 9 10 11, the
Industrial Dynamics approach is particularly useful.

Table I Learning Curve and Progress Function Equations
as Tested by Hackett

7

Designation Correspondinq Equation

de Jong model Yi = B - Ax.
- n

n
Wiltshire model Yi = c - ke _

Y Y 1-e t i/TTime-constant model y = Y + Yf(1-e

Replacement model Y, = a - (a-b) (a-B)ni-]

Accumulative model Yi = b + 1a(ni -
] + ea(rn. - 1)

Mathematical model Yi = b - - ]
c + gx.i

Log-mathematical model -
loyi= b - 1

gxi Ji
1 J

Gompertz model Yi =
k a

Second-order mode) Yi = Y + Y f(-(I+4 t o 
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THE TIME-CONSTANT MODEL

An exponential learning curve model was first proposed at least as far
back as 1950 1 2 but was restated in transfer function form with a suitable
physical analogue in Ref.8. Since then a number of studies have been
published which indicate the utility of the time-constan- model. If we
denote Y M(t) = model output at time t; Y = model output at time t=0;. c
(Y +Y ) as the model output at time = -, and T as the model time constant,c f
the equation relating model output to time is,

Y M(t) = Y + Yf. (1 - e
-t / 

) (1)Mc f

Table II Dynamic Gain and Time Constant For
a Number of Industrial Tasks

1 4

Industry Task Size of Relative degree Normalised Time
worker of machine dynamic COnstant

group pacing gain (Yf/Y ' T (weeks)

Pharmaceuticals Packaging Large Medium 0.6 24

Printing Startup of two 2 High 0.23 7
colour press

Steel Startup of Medium Medium 1.26 20

rolling mill

Chemical Sampling and 2 Low 0.71 14
adjustment of
product mix

Cigax making Leaf selection I Medium 1.35 3
and processing

Electrical Switch assembl 1 1 Low 5.50 3

Watchmaking Watch train 1 Low 1.26 3

assembly

Heavy engineering I Anneal plates 3 Medium .C31

which is the equation of the curve shown in Fig.l(a). Hackett in Ref.7
applied the time-constant mod( . and 13 alternative learning curve laws to
88 sets of data recorded on wi.ely different tasks. He found that the
model was on average as good a curve fit as any competitor, the only model
which gave a better curve fit to some sets of data failing completely in
about half the test cases! Such lack of robustness for widespread use is a
serious fault in any model,rendering its use suspect in all but the most
closely defined circumstances 13. The time constant model is therefore a
preferred choice on the grounds of adequacy of fit, and reliability.
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Y , Y and T are functions of the task and many other variables. Toc f
give some guidance on typical ranges of model parameters, Table II is based
on a world-wide collection of industrial case studies 14 It can be seen
that the parameters vary enormously from situation to situation, suggesting
that adequate modelling monitoring and forecasting techniques must be
available to help avoid the total system becoming unstable due to poor
response of a constituent part.

Bohlen 1 5 has correlated the time-constant model parameters estimated

for individual operators with the scores they obtained on the Purdue
pegboard and five other tests. He validated his procedure by following the
progress of 54 industrial operators working in Illinois light assembly
industries. The results are sufficiently good to suggest consideration of
the incorporation of his ideas into operator selection and Lraining
procedures for a much wider range of tasks.

MODELLING ERRORS

Although the time-constant model has found wide application, it does
not work in absolutely every case. With modification of the type suggested
later in this paper, it does seem to work in most applications which may be
described as "industry learning." The latter term is defined by Harvey 1

as describing performance improvement in repetitive tasks and in the
process or continuous flow industries as distinct from situations where the
unit of production, e.g. one aircraft, is clearly apparent.

At any time t the observed data, Y(t), will not agree exactly with the
model output. The difference between the two is the model residual, N(t),
defined by N(t) = {Y(t) - Y M(t) }, and this time series is also a source of
information on task performance, management, and design.

The residuals are, of course, also the curve-fit errors, which, in some
curve-fit procedures, are chosen to minimise the sum of squared error
calculated over all data points 7 16 The lower the average value of
(N(t))' the better will be the curve fit. Predictions made via the model
may also be enhanced via the LSE approach.

In general, there will be three main sources of prediction error,

(i) Errors due to "natural" fluctuations in performance, with the
fluctuations random (uncorrelated with each other) or
deterministic such as a sinusoidal oscillation. Random errors
usually show up as quickly varying scatter which is often
Gaussian in pattern L

(ii) Deterministic errors usually vary more slowly and include
plateaus, for which there may well be physiological,
psychological, or environmental causes.

(iii) A complete description of the experimental data is only
achieved by taking account of modelling errors; that is, the
form of the model selected may not permit adequate description
of the trend line.

As an example of modelling errors which may occur, an exponential
trend could be curve-fitted by a straight line, as shown in Fig.2.
However, there will be considerable modelling error at almost every point
on the curve. A statistical analysis, such as the run test 16 would show
up this phenomenon as a strong correlation between the model residuals.
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MODEL SCATTER AND
ERRORS DISTURBANCES

MODEL 'MODEL SERVED
IPT .I-6/I I DATA

_-,- - .- . ._- _

(a) RELATING MODEL AND OBSERVED OUTPUTS

SCATTER ABOUT
'BEST TREND LINELL

a. ODEL ERRORS INCURRED BY

CHOICE OF LINEAR MODEL
~(YM(I=A+Bt

DATA POINTS

TIME

(W EXAMPLE OF MODEL ERRORS

Fig.2 Fitting the Learning Curve Model to Observed Performance Data

IS OUR LEARNING CURVE MODEL ADEQUATE?

When using learning curves for forecasting purposes, we need to
estimate model parameters early on in the improvement process. If the data
is well behaved, as shown in Fig.3(a), modelling and forecasting are
reasonably straightforward. If the data (from the modelling point of view)
is less well behaved, we need to exercise considerable care. For example,
in Fig.3(b), the time-constant model, religiously fitted to the early
available data, will give a negative 7 , and hence useless prediction.
Either an 'S'-shaped curve or an oscillatory mode superimposed on the
exponential would be more appropriate at this stage.

Unlike the engineer concerned with hardware design and development,
who has some opportunity for associating causality via the laws of physics,
the learning curve analyst has little opportunity for discerning whether
the oscillation is due to an assignable cause or not, or even whether it is
likely to continue or die away. We also have the further complication that
repeatability of human processes is more widely varied than for machinery,
particularly during the improvement phase, so that we can less readily use
the conclusions from one set of data to guide the interpretation of
another.
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Fig.3 Learning Curve Prediction Problems

In human operator studies, there is added difficulty in ensuring an
adequate data collection scheme so that true causalities become apparent,
we thus run such risks as concluding that performance is varying throughout
the day, whereas the major source of variation may be due to the way in
which time is spent by the operators. The true performance (i.e.
output/unit of time actually worked) is far less variable 17 Such factors
mean that the time-constant model, adequate though it is for describing
many improvement situations, cannot be applied totally blindly during
on-line monitoring. Ficher we need to interact with the modelling process,
or build suitable filtering into the data processing to suppress the
effects of certain behaviour. When filtering is used, it is recommended
that a separate estimate of variability about the trend be made and
displayed. Thus the range of observed performance can be used to indicate
the state of play and to suggest occasions where further investigation of
operating practice is desirable 18

HIGHER-ORDER LEARNING CURVE MODELS

Suppose the learning curve analyst is ambitious and wishes to use a
more complex model, notwithstanding the inherent difficulties likely to be
encountered in curve fitting and interpretation. How can transfer
functions assist in pointing the way forward? Let us turn to the problem
frequently facing the engineer of describing the performance of a physical
"black box" in responding to a step stimulus. Here there is a logical path
commencing as shown in Fig.4, and which corresponds to a structured search
through Laplace Transform tables. In particular we are concerned with the
generic family of models described by the equation;
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Table III Tra sfer Function of Dynamic Part of Learning Curve Models

MODEL TRANSFER FUNCTION

ALL PASS

TIME DELAY e

TIME CONSTANT ( t s)

DELAYED TIME CONSTANT
0+c S)

"S SHAPE" .i+ t, S)(i ts)

.RIPPLE" MODEL +

r 
-DsY(s) =Yc + Yf Le Z 7 a s l 2
- n J.. 2

for which the dynamic part is listed in Table III.

Our first assumption is that the "black box" will faithfully transmit
the stimulus undistorted and perfectly timed, thus having a transfer
function of unity. The next level of assumption is to assume the "black
box" does not distort the stimulus, but delays the stimulus by a time
increment D. Then comes the time-constant model, followed by a delayed
version of the time constant model. A second-order model with real roots
with the characteristic "S" shape then follows. Note that this particular
response is frequently advocated in behavioural science descriptions of
human performance. Finally, the only third-order system shown is for the
only such case which particularly interests us. This is for an oscillation
superimposed on the time constant model.

AS the transfer function increases in order, the corresponding
equatior '., the time domain for u(t) becomes very muich more involved. This
increasing complexity is even more noticeable when parameter estimation
from scanty data is attempted. It is obvious that for the first-order

system, T must be estimated; for the second-order system T1  and '2 must
be estimated, whilst for the third-order system, T I , and & must ben
estimated. This is in addition to the determination of Y and Yf which
parameter values are also surrounded by uncertainty. c
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The ability of the LSE algorithm to behave as a good predictor depends
on the signal-to-noise ratio encountered (i.e. amount of scatter observed);
the sampling frequency, and the amount of data available. Table IV lists
the accuracy obtained in tests on the Taylor Series based method 21 

. This
involved prediction of performance of an electrical inspection task at day
70 from data available at earlier points in time. The results show that
final performance is estimated to within 13% by day 18, and within 3% by
day 38. Better accuracy still can be achieved by building in additional
"intelligence", such as might be achieved via the use of activity sampling.

Table IV Prediction of Ultimate Performance for Electrical
Inspection Task via LSE Taylor Series Expansion Algorithm 21

FORECAST 1
MADE AT c/cm t/Yt f 0 70

DAY No:

8 0.881 0.754 0.336 0.820

18 0.964 0.962 0.778 0.870

38 0.967 0.978 0.816 0.972

58 1.008 1.001 1.039 1.004

68 1.000 1.000 1.000 1.000

SEQUENTIAL TRANSFER FUNCTION MODELS

Transfer function models may also be used to describe improvement
piocesses where the plateau phenomenon is observed. This is done by using
two time-constant models, one of which curve-fits the data up to the start
of the plateau. A second model then curve-fits the data subsequent to the
initiation of recovery, as shown in Fig.6(a) 20 Often it is found that
the recovery phase model time constant is approximately the same as for the
initial phase model. The second curve is then simply the initial curve
translated in time by the plateau length. Note that for the recovery phase

model, the analyst has the choice of time origin.
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AN EXAMPLE ON MODEL SELECTION

To emphasise the options open to the modeller, consider the
improvement curve resulting from the Crossman theory of the human operator

selective process 19 The data shown in Fig.5 results from the
transformation of the original Crossman calculations to the axes necessary
for the transfer function approach 20. We can see a slight "S" curve in
evidence (Fig.5(a)) so that a good curve fit attempt is with the time
constant model (Fig.5(b)). This results in large errors only near the

origin, first negative, then positive in sign.

The second curve fit attempt accepts that there is more to the process
than simply the time-constant model, and represents the process by a
delayed time-constant model (Fig.5(c)). Finally, Fig.5(a) shows the

excellent curve fit achieved using a second order model in which the two
time constants are 9 and 20 units respectively.

The majority of the industrial case studies available to this author
do not exhibit the "S" curve phenomena, suggesting that the time constarit

model is adequate for most comparability purposes. A lot does, however,
depend on the time origin selected. Inclusion of "pre-training" phases

does tend to result in an observable point of inflexion, suggesting Lhat
careful thought needs to be given to data interpretation.
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The use of sequential transfer functions can be extended to the
multiplateau case as shown in Fig.6(b) since computational methods already
exist for doing so 20. However, the learning curve modeller needs to
decide whether his purpose is better served by regarding the experimental
data as represented by such a sequence of models, or by one model with
periodic scatter, since the periodic scatter about the exponential trend
may itself be regarded as indicative of a phenomenon worthy of special
study 16

PERFORMANCE MONITORING

It is good supervisory practice to install an information system which
monitors learning performance and compares the current improvement and
scatter rates with preset targets. These can only be set in one of three
ways;

(a) using synthetic learning curve data for individual parts of the
task where such an estimate is feasible;

(b) from inter-task comparisons available in the open literature;

(c) from careful use of an in-house data bank, in which previous
performance data has been carefully annotated.

The time-constant learning curve model is frequently adequate for
methods (b) and (c). Where it is not, the addition of a simple time delay
is usually adequate. If periodic variations due to natural, or management
induced causes, are suspected, it is suggested that these be allowed for in
an additive manner, so that the simplicity of the time constant model is
retained. The "event-adaptive" model is a simple way of coping with known
contingencies 22.

We thus advocate the setting-up of a learning curve model which
represents normal smooth increase in performance, with each significant
deviation from the curve being separately accounted for. Once the proper
model is in operation, deviations from target can be used to trigger
management action. A plateau can suggest onset of bad work methods, a
persistent fluctuation about the trend can be the result of a period-based
incentive scheme, whilst excessive random scatter can indicate slack
standards or poor training procedures. Management needs the simplest
time-varying learning curve model which is adequate for this purpose.

CONCLUSIONS

The concept of control engineering analogues for describing learning
curves is helpful in the selection of a model appropriate to the data
available. It is intuitively satisfying to relate the time varying
behaviour of human operator systems to the dynamics of servomechanisms,
despite the greater uncertainty that must surround the former. The
consequence of this approach is a structured way of choosing the simplest
transfer function which will adequately describe the observed operational
situation. For many such situations the performance index as a function of
time may be reasonably represented by the time constant model. This makes
performance comparisons relatively simple to undertake.
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MUMME

ACQUISITION AND RETENTION OF SKILLS

Andrew M. Rose

American Institutes for Research
Washington, D.C.

BACKGROUND

A primary responsibility of the military is to train and
maintain job skills at levels of proficiency required for
successful performance. Rapid, high-quality initial training
must be provided. This initial training must produce skills
that will endure--the skills must be able to withstand long
periods of infrequent use or practice. Likewise, the military
must plan for and provide opportunities for periodic retrain-
ing; some skills learned during initial training may not be
called for on the job for extended periods of time.

Perhaps the key consideration for trainers and training
managers is the fact that skills deteriorate if they are not
used or practiced. This basic fact affects what is taught, how
skills are taught, when skills are taught, and, less directly,
who should be taught. This is true for both initial training
and refresher training. In both situations, knowing the time
course of skill deterioration is critical for selecting which
skills to train. Likewise, different methods of training and
retraining have different effects on skill retention.
Obviously, skill retention functions are vital for determining
when to train and retrain skills. And individual differences
among soldiers regarding their ability to retain skills affect
who should be trained and when they should be retrained.

In this paper, I will touch on four topics. First, I will
present a brief conceptualization of the cognitive processes
involved in skill acquisition and retention. Next, I will
discuss four variables that research has shown to affect
retention. Then, I will talk about how all of the above
considerations led to a method for predicting skill retention.
Finally, I will present further details about the actual
method, its utility, and its strengths and weaknesses.

To design effective training, to prevent unnecessary
losses in skill, and to predict skill retention, it is
important to understand how people acquire and retain skills.
Although there are many different theories of learning and'
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retention, practically all cognitive psychologists agree upon
some fundamental principles. First is that both acquisition
and retention are active processes. When information to be
learned is presented, the learner processes it by organizing
it, elaborating it, and encoding it to construct a
representation of it. These processes do not occur
automatically--if learning is to occur, it must be deliberate;
if the learner does not take an active part, learning will not
occur. The same is true for recall: It is an active process,
wherein the person tries different methods to reconstruct or
"activate" the representation.

A second fundamental principle is that all information
taken in is related to existing knowledge. New learning builds
upon old learning; effective training builds upon concepts,
principles, facts, and skills that the trainee already knows.
This "old" learning includes strategies and techniques for
organizing and remembering things.

A third fundamental principle is that information--
knowledge and skills--is mentally represented as complex,
meaningful structures or networks. For example, the
representation of a motor skill includes the actual movements,
movement timing, body position, expected feedback, and so on.
As learning and practice progress, this representation becomes
more elaborate and more organized.

Finally, and perhaps most basic, is that skills
deteriorate if they are not used or practiced. There are two
basic theories of why this occurs--one, that the memory
representation simply "fades out," and two, that other
information interferes with recall. From a practical
perspective, we may as well assume that both of these theories
are true; better learning and retention will occur if the
memory representations are better developed (or "stronger") and
more elaborate and thus distinctive.

Building upon the concepts just presented, let us consider
the variables that affect skill retention. Probably the
strongest of these is the degree of original learning: the
better the original learning, the better the recall. Or, using
the above terminology, the stronger and more distinctive the
memory representation the easier it will be for a retrieval cue
to activate it. By "stronger and more distinctive," we mean
several things. Consider, for example, a procedural skill task
such as assembling a rifle. With practice, this task moves
from a "list" of individual steps to an organized, coordinated
set of movements, where each segment cues the next. In
addition, the skill "generalizes" so that the same high level
of performance can be attained in different environmental
conditions, with similar weapons, and so forth. A corollary to
this basic principle is that skill decay can be reduced and
delayed by "overlearning" or "mastery training"--that is,
continued practice after proficiency has been reached. While
this is conceptually true (a memory representation can always
be elaborated and strengthened), it is also the case that
increased amounts of overlearning facilitate retention at a
decreasing rate.

A second variable that obviously affects skill retention
is the interval between learning and retention or between one
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performance and the next. In general, the longer the period of
nonuse, the greater will be the decay. There is a classic
curve of forgetting: The absolute amount of decay increases
with time, while the rate of forgetting decreases. However,
this "classic" curve almost never occurs outside of the
laboratory. Partly, this is a function of the nature of job
tasks: -In the lab, we can study memorization of nonsense
syllables; military job tasks are far more complex. Most job
tasks involve many different components that can decay at
different rates. Also, while soldiers may not practice a
specific task for a given period of time, they will probably
see the task being performed or perform some similar task
themselves. There is also good evidence that for several kinds
of tasks, "mental rehearsal" is sufficient to maintain
proficiency over long periods without actually performing the
task.

A third variable affecting skill retention is individual
differences among trainees. Of course, we know that some
people forget faster than others. However, there has not been
much systematic research on the relationship between skill
retention and individual difference dimensions. Most
conclusions about this variable are derived from its relation
to acquisition and original learning. High-ability learners
(as measured by ASVAB) tend to reach a higher degree of
original learning, and thus retain more, than lower-ability
individuals. Also, there is some evidence that lower-ability
learners forget a larger proportion of abstract, theoretical
material than do higher-ability individuals. I think higher-
ability learners have more and better encoding, organizing, and
recall strategies and techniques; they make qualitatively
better use of equivalent learning time.

A fourth variable that influences skill retention is the
task itself. Certain characteristics of a task make it more or
less easy to retain. For example, tasks requiring continuous
motor control are much better retained than discrete procedural
tasks. Tasks with few steps are better retained than those
with many steps. Tasks with several "safety checks" are poorly
retained. Tasks that involve meaningful material are better
retained than those involving less meaningful material (e.g.,
recalling names of enemy vehicles vs. recalling elements of a
SALUTE report).

There are several other task characteristics involved in
skill retention. Basically, these characteristics fall into
two types. The first type is related to what I call "task
organization." Other researchers have termed this "internal
organization," "complexity," or "cohesiveness." As we have
seen previously, a memory representation is easier to recall if
it is organized, distinct, and has internal cues that trigger
other parts of the representation. It follows that tasks with
these same characteristics will have "good" representations.
To illustrate this concept, consider the task of collecting and
reporting information. Soldiers are taught to collect and
report various pieces of information after observing a
suspected enemy position, including the time, location, number
of people, what they are wearing and carrying, and what they
are doing. To aid the recall of these pieces of information,
we can impose some organization by using the SALUTE mnemonic:
S=size, L=location, etc. The mnemonic helps to trigger the
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individual components. This is the type of encoding,
elaborating, and organizing process that occurs internally when
a "good" representation of a task is constructed.

This concept helps explain some of the effects of the
variables we have been discussing. For example, more time to
learn during initial acquisition gives trainees more
opportunities to construct organized representations.
Similarly, "high-ability" learners probably have more and
better coding strategies available. Motor skills are better
retained because more feedback information from the performance
itself can be used to organize the task.

The second type of characteristic affecting skill
retention are variables relating to the actual conditions and
standards of performance. For example, tasks that must be
performed under time pressure or tasks where the steps have to
be performed in a specific order place additional demands on
memory. Likewise, tasks that have built-in or externally
supplied job aids are easier to recall.

Let me briefly summarize some of the main points I have
discussed. From the perspective of cognitive psychology, we
see the trainee as an active learner who processes information
by organizing it, elaborating it, and encoding it into a
representation. All information taken in is related to prior
knowledge. When instructors or books or whatever institutional
medium is used present material to be learned, the learning
does not occur automatically. On the contrary, acquisition is
a constructive, deliberative process which is significantly
affected by such factors as the trainee's existing knowledge,
his ability to use strategies and techniques for learning and
remembering, the organization and complexity of the task, and
the conditions of learning.

" The more the learner can meaningfully integrate new
information into his existing knowledge, the better the
new information will be remembered.

" The greater the degree of original learning, the slower
will be the rate of decay. The degree of original
learning can usually be increased if the trainee more
"deeply" or "extensively" processes the information
(makes more associations, discriminations, uses the
information in different contexts, etc.)

" Since memory is largely reconstructive, it is important
to teach organizing principles, concepts, and rules.
By doing this, we increase the probability that the
learner will later be able to generate details that
would otherwise be unavailable to memory. Also, this
"understanding" serves as an organizational framework
which makes a task representation "stronger" and more
"distinctive" and easier to recall.

PREDICTING RETENTION

A critical issue for trainers and training managers is
whether the course of retention loss can be predicted.
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The answer is both a qualified "yes" and a qualified "no."
For a particular individual on a particular task, we probably
can never know enough about how the person learned the task,
the nature of the person's representation, the state of
previous knowledge, experiences during the retention interval,
and so on, to make an accurate prediction. On the other hand,
if we ask the question for group (i.e., unit) performance of a
particular task, the answer is that we can predict quite well.
Interestingly, many of the variables influencing retention
"balance out" when we examine unit performance. For example,
the "high-ability" people balance the "low-ability" ones; those
who are exposed to the task during the retention interval are
balanced by those who are not; and tasks tend to be taught to a
group, thereby evening out differences due to different levels
of initial learning. What we are left with are task
characteristics. As will be presented below, we have been able
to successfully predict skill retention by examining a set of
task dimensions.

THE SKILL RETENTION MODEL

Under contract to the U.S. Army Research Institute (ARI)
and supported by the U.S. Army Training Board (USATB), the
American Institutes for Research (AIR) developed, tested, and
validated a model to predict how rapidly proficiency on
individual tasks deteriorates during intervals of no practice.
Details of the project that resulted in the model are published
elsewhere (Rose, Czarnolewski, Gragg, Austin, Ford, Doyle, &
Hagman, 1984); briefly, we went through the following
activities:

1. We conducted a thorough review of the literature to
determine the majrr variables related to skill acquisition
and retention (Rose, McLaughlin, & Felker, 1981; Hagman &
Rose, 1983).

2. AIR, with support from the Human Resources Research
Organization (HumRRO), conducted a series of field
studies. Each of these field studies involved training
and testing large groups of soldiers on several tasks to
determine and equate initial levels of task proficiency,
then retesting them periodically (usually after two, four,
and six months).

3. Based on the results of these field studies, we
attempted to predict retention scores (i.e., unit
proficiency levels by task), using a host of task
characteristics and individual difference variables (e.g.,
ASVAB scores, frequency and recency of task performance,
etc.) as predictors.

As a result of several iterations, we found that a
relatively straightforward set of "task characteristics"
variables (e.g., number of steps, time constraints, etc.)
correlated quite highly with retention performance. We then
built a formal model by determining weights for each task
characteristic, developing combination rules, and determining
an algorithm for predicting proficiency as a function of the
task score and the retention interval. This model was cross-
validated: for example, regression weights derived from
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Infantryman tasks were used to predict retention results of
Artilleryman tasks. The model provided an excellent "fit" for
practically all of the tasks for which empirical data had been
collected. Correlations in the neighborhood of r=.90 were
obtained between actual retention performance and retention
levels estimated by the model.

Given the success of the model, several steps were taken
to improve its usefulness and acceptability in the military
community. First, we wrote an easy-to-use "User's Decision Aid
(UDA)", User's Manual, and developed a training course on how
to use the model. The UDA, the Manual, and the training course
were tested by representatives of all Army Schools in a series
of three-day sessions sponsored by USATB. Next, through USATB
and the U.S. Training and Doctrine Command (TRADOC), the UDA
and User's Manual were published and disseminated as an
official document (TRADOC Form 321-R). The model and method
were further publicized in other military publications (Hagman,
Hayes, & Bierwirth, 1986). Most recently, USATB sponsored a
Skill Retention Research and Development Conference, wherein
the UDA was further exposed to a wide military audience.

As a result of these efforts, several additional areas of
application for the model have surfaced. For example, the Army
School of Training Support, Royal Army Educational Corps Center
(U.K.), conducted a research effort to determine the
generalizability of the model to the British Army. The U.S.
Army is currently sponsoring a project to assess the
applicability of the model to the Individual Ready Reserves.
And the U.S. Army is considering conducting a project that
would extend the model to the prediction of collective task
performance.

MODEL CONTENT AND PROCEDURES

As mentioned above, the User's Manual contains a detailed
description of the model and instructions for its use. This
document can be obtained through USATB and AIR; both a paper-
and-pencil and a PC-based version of the model are available.
A few basic steps are involved in obtaining a retention
prediction of unit proficiency on a given task. First, the
user answers a series of questions about the task. These
questions (with answer options) are:

1. Are job or memory aids used by the soldier in
performing this task? (Yes, No)

2. If "Yes," how would you rate the quality of the job or
memory aid? (Excellent, Very Good, Marginally Good,
Poor)

3. Into how many steps has the task been divided? (One
step, Two to five steps, Six to ten steps, More than
ten steps)

4. Are the steps in the task required to be performed in
a definite sequence? (None are, All are, Some are and
some are not)

5. Does the task provide built-in feedback so that you
can tell if you are doing each step correctly? (Has
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built-in feedback for all steps, Has built-in feedback
for most steps, Has built-in feedback for only a few
steps, Has no built-in feedback)

6. Does the task or part of the task have a time limit
for its completion? (There is no time limit, There is
a time limit but it is easy to meet, There is a time
limit and it is difficult to meet)

7. How difficult are the mental processing requirements
of this task? (Almost no mental processing
requirements, Simple mental processing requirements,
Complex mental processing reequirements, Very complex
mental processing requirements)

8. How many facts, terms, names, rules, or ideas must a
soldier memorize in order to do the task? [None, A
few (1-3), Some (4-8), Very many (more than 8)]

9. How hard are the facts and terms that must be
remembered? (Not hard at all, Somewhat hard, Very
hard)

10. What are the motor control demands of the task?
(None, Small, Considerable, Very large degree of motor
control needed)

Each of the answer options has an assigned numerical
value; after answering all questions, the user adds up these
values. The total is the "magic number" for the task. Next,
this number is used to access a "Performance Prediction Table."
This table provides numeric unit proficiency estimates as a
function of the "magic number" and the retention interval
(i.e., time since last practice).

SUMMARY: UTILITY, STRENGTHS, AND WEAKNESSES

This model can be used to address some important questions
faced by training managers and decisionmakers:

0 How quickly are specific tasks forgotten? Which tasks
will be forgotten most rapidly?

• What proportion of the unit will be able to perform a
task correctly after a specific length of time without
practice?

* When and how often should refresher or sustainment
training be conducted to maintain proficiency at a
given level?

In addition, performance predictions, along with
criticality, importance, and other pieces of information, are
critical inputs for the setting of training priorities. It is
not possible to provide sustainment training for all soldiers
on all tasks; choices must be made that maximize the
utilization of limited time and resources.

The main strengths of this model are its ease of
applicability (with a little practice, it should take about
five minutes to rate a task), its reliability, and its
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demonstrated validity. Following our training program, we
found interrater reliability for assigning ratings to each task
characteristic to be approximately r=.90. High correlations
between prediction, and actual performance have been obtained
for many different types of jobs and tasks, encompassing a wide
range of difficulty.

On the other hand, the model does not generate a
prediction for an individual soldier. Also, its applicability
to noncombat jobs and tasks and to higher-level "soft" skill
tasks has not been explored to any great extent. Finally, we
have not explored the extent to which repeated retraining
episodes would affect the accuracy of the predictions.

Nevertheless, we believe that this model is a useful and
valuable tool for predicting unit proficiency. Its theoretical
and empirical support make it a significant advance toward
solving an important recurring problem in training management.
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HUMAN PERFORMANCE MODELS FOR TRAINING DESIGN

C.M. Knerr, P.J. Sticha, and H.R. Blacksten
1
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Alexandria, Virginia 22314

OVERVIEW AND OBJECTIVES

Mathematical modeling and simulation offer potential methods for
analyzing skills and tasks, and for deriving training design guidance.
Existing methods provide guidance for academic and technical skills, but
not for the complex perceptual-motor skills required for complex military
missions. Improvement of task analysis is a critical goal because task
analysis is the foundation of training design and the military needs
cost-effective training.

This research applied modeling and simulation techniques to enhance
task analysis and training design for military skills. It modeled skill
acquisition and retention of Army procedural skills, and modeled task
performance and training of Air Force flight skills. The Army work
integrated theories of two aspects of skilled performance: control of
the sequencing of task elements, and learning and retention processes at
the task-element level (Knerr, Harris, O'Brien, Sticha, and Goldberg,
1984; Sticha, 1982; Sticha, Edwards, and Patterson, 1984; Sticha and
Knerr, 1984).

The Air Force work explored the use of simulation to guide part-task
training (PTT) design. Knerr, Morrison, Mumaw, Stein, Sticha, Hoffman,
Buede, and Holding (1986) summarized information on task analysis
guidance for training design, sequencing of instruction, and PTT
strategies. The analyses included all skill types, but focused on the

'This research was supported by three sources: (a) Contract Number

MDA903-81-C-0517 from the Army Research Institute for Behavioral and
Social Sciences from the Air Force Human Resources Laboratory (prime
contractor: Decisions and Designs, Inc.), (b) Contract No. F33615-84-C-
0066 (prime contractor: the University of Dayton Research Institute), and
(c) HumRRO funds through Mr. William C. Osborn, Director of the
Performance Research Division. The authors are especially grateful to
Dr. Randy Mumaw for his work on the model for the dive bomb task. The
views in this document are those of the authors and are not to be
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complex perceptual-motor and tactical skill demands of aircrew tasks. We
developed models of two flight tasks and exercised them to expand
traditional task analyses, and to recommend performance measures and
training strategies (Knerr, Morrison, Mumaw, Sticha, Blacksten, Harris,
and Lahey, 1987).

The research developed, validated, and demonstrated the use of
models of learning and performance of military tasks. The goal was to
create guidelines to specify training characteristics and strategies for
military training design, application, and management. The benefits
included methods to analyze the complex perceptual-motor, tactical and
procedural skills in military tasks, to link that analysis with
instructional design guidance, and to specify features for training
systems. This paper summarizes the results of that research.

METHODS AND TECHNIQUES

In this research, models and simulations refer to computer programs
developed as analogs of human operator and associated equipment
performance, or as analogs of the larger human operator training process.
Any model may be called a simulation, but the convention we use
distinguishes these two concepts. By models we mean representations
(mathematical, symbolic, graphic, etc.) that reproduce features of the
real system. The model abstracts components and relationships
hypothesized as crucial to the phenomena in the system. A model may be
static or dynamic (an organizational chart is a static model). The term
model is used here to represent any mathematical construct (usually a
computerized mathematical algorithm) developed as an analog to some real
system or process. Mathematical models express properties of the real
system as equations; quantitative measures replace the qualitative verbal
or pictorial distinctions and descriptions of relationships among the
system components. Simulation refers to a particular type of model that
is dynamic and represents a process. Simulation uses models in ways that
make them operative or functional. Exercising the model creates
representations of the systems by reproducing processes in action.

The first stage in simulation-based training research develops a
model of single task performance on the subject operational system, i.e.,
the operational equipment together with its human operators. The model
represents the relevant characteristics of this system, including those
components or subsystems that significantly influence the output. The
model must accurately portray relationships among the components. This
capability to model interactions among components is one of the critical
strengths in applying simulation to research on complex missions.

The second stage employs the completed task performance model to aid
in the design of empirical research and to formulate guidance and
diagnostics for training single tasks. Exercising the model generates
synthetic performance data to use in task and training analyses.

Selecting a Modeling Language

Our reviews of human performance modeling described the logic and
criteria for selecting a method for a specific application (Knerr, et
al., 1987 ; Sticha, 1982). SAINT (Systems Analysis of Integrated
Networks of Tasks), a network technique for human-machine systems
simulation, appeared to be the best for representing the Army procedural
skills and tasks. Selection of SAINT was based on flexibility,
generality and the availability of general model-building software
(Wortman, Ducket, Seifert, Hann, and Chubb, 1978). SAINT has the general

428



capability for the user to specify psychological process functions, while
modeling the human-machine activities and interactions.

The SAINT model represents each procedural step (task-element) and
links the steps in a network that represents the constraints on the order
in which the steps may be performed. SAINT can represent complex
interactions among the steps, modifications of steps by other steps, and
various kinds of branching (deterministic, probabilistic, and
conditional). SAINT had been successfully used in human factors and
training-related modeling (Sticha, Edwards, and Patterson, 1984).

MicroSAINT is a microcomputer version of SAINT (Micro Analysis and
Design, Inc., 1985). MicroSAINT incorporates many of the SAINT modeling
constructs, and facilitates development and use of task models. It can
simulate both flight processes and discrete pilot decisions. MicroSAINT
was selected as the simulation tool for the Air Force research, based on
these considerations.

Analysis for Model Development

SAINT and MicroSAINT are network modeling languages. They represent
activities and their interrelationships by nodes and arcs, respectively.
Network modeling decomposes system performance into a series of
subactivities or nodes (e.g., a task analysis for the human operator, a
functional analysis for the aircraft). Then, the sequencing of
activities or functions is defined by constructing a node network.

The level of system decomposition depends on the problem. The
system can be defined in as detailed or gross a level as the modeler
decides. A network may include several relatively autonomous sub-
networks that, while interrelated, are distinct (for example, discrete
decision processes are separate from continuous motor control of the
aircraft but they influence that control).

Flow charts of the task are an early product of the task analysis.
Flow charts are not limited to representing the sequence of task
elements; they can represent cognitive processes such as decisions. The
flow chart depicts activities and logic flow. It depicts much of the
information required to build a task performance model, namely the
activities, the temporal relationships between them, and the general flow
of information between activities.

Initial stages of modeling usually lack empirical data (e.g.,
measures of time and performance distributions); however, the conceptual
analysis specifies the kinds of relationships expected between skill
variables and the performance characteristics of each activity. This
specification enables assumptions about the distributions to use during
the initial modeling, until collection of empirical data to refine the
models. A detailed task analysis provides the basis for estimating much
of the information required to build a task performance model and to make
the model "run," such as task performance times, performance probability
distributions, task component interactions, system and environment
status. Actual data on the performance time and accuracy distributions
may only be available after empirical research, and need to be assumed to
use distributions in the simulation program.

Modeling Levels for Task Analysis and Training Research

Task analysis and training design goals require modeling at multiple
levels of detail. Sticha, Knerr, and Goldberg (1984) defined a hierarchy
of models for use in training, with (a) task performance models as the
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lowest level, (b) task training models as the next level, and (c)
training system models as the highest level. Task performance models can
facilitate communication between the analyst and the military subject
matter expert (SHE), supplement task analysis, and guide training for
single tasks. They portray elements within tasks (e.g., procedural
steps, decisions, and continuous-control functions). Further stages of
simulation-based training research develop and exercise a task training
model. The task training model can detail training system design and
help to evaluate training strategies. Training system models can
optimize the cost/benefit of integrated, multiple task training systems.
This research developed models of the first two types.

Task performance models. A task performance model is an analog of
the performance of a human operator in accomplishing a single execution
of a task. Values of model parameters control the proficiencies of the
simulated human operator in requisite skills. By using different input
values for the various proficiency parameters, the model represents
operators at different skill levels. Thus the task performance model can
be used as a rudimentary laboratory for the training researcher,
exploring questions concerning task characteristics and training designs.
The task performance model does not predict how much practice is
required, but the researcher may be able to address these questions using
results from the literature. The task performance model thus complements
the researcher's knowledge and allows exploration of training system
design issues without incurring the expenses of research with real
subjects. Such inexpensive preliminary simulation can focus later
experiments with real pilots as subjects.

Task training models. Task training models represent the training
history of a task, including skill acquisition, retention, and
performance. Skill acquisition considers training strategies such as
those of concern to PTT (e.g., task division and reintegration, frequency
of practice, information processing loads, and sequencing of
instruction). The small amount of research on task training models,
conducted in the area of Army initial skill training, showed a positive
relationship between Army unit practice and performance. Thus, this
level of model has promise for military task-analysis and training design
purposes.

Figure 1 presents an example from the Army research. The model
starts with initial skill training (Node 1), which sets the performance
parameters to values expected after the training. Three timers start
when Node 1 is completed. The first timer (Node 2) represents the time
the soldier waits between the completion of initial training until his
assignment to an operational unit. The second timer (Node 3) represents
an external event that interrupts the typical practice schedule. The
event is the researcher's decision to measure performance on the task.
The third timer (Node 4) represents the time spent between opportunities
to practice the task in the unit. Nodes 4 through 6 represent the cycle
of periodic practice interspersed with other activities. Node 5 adjusts
the performance parameters to reflect the forgetting that occurs during
the waiting period, and Node 6 updates the parameters to account for the
effects of practice.

The branching logic in the task training model is not entirely
represented in the links in Figure 1. Some of this logic is implemented
using a feature of SAINT called task clearing. Task clearing is a
mechanism by which the completion of one node can interrupt the
processing of another node in the network. Thus, completion of Node 2
interrupts the processing of Node 4 and restarts that Node from the
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beginning. Similarly, completion of Node 3 interrupts the processing of
Nodes 2 and 4, and starts Node 5.

Performance of the task is only simulated once in this model. This
single performance represents the time that measurements are made by the
researcher. Nodes 5 and 6 update performance parameters. If Node 3 has
been completed, then the embedded task model is processed, and simulated
performance data are generated. The task performance model, embedded in
this task training model, is depicted with dashed lines.

This higher level of simulation is much more difficult but
potentially of extreme value. At this level the goal is to represent not
only how a human operator executes a task, but how he learns from this
performance or from associated training.

LIL

TRAINING DUTY POSION , N IN UNIT

WAIT FOR 3 " FORGETTING 5LEARNING 86

Figure 1. TASK TRAINING MODEL FRAMEWORK

The task training models represent the critical issues in training,
including difficulty (e.g., derived from simultaneous loading of
information processing on multiple activities), division and
reintegration of tasks, comparison of part-task strategies, and effects
of amounts of training. The task training models operate at a level
appropriate to incorporate mathematical formulas to express human skill
acquisition.

For example, the Air Force research produced a prototype task
training model for the 30-degree dive bomb task. It assumed that
operator performance on continuous processes such as tracking improves
according to the power rule of practice. It assumed that operator rule-
learning behavior improves according to a Markov process. Two kinds of
skill acquisition formulas, therefore, had to be incorporated into the
model to represent the dive bomb performance.
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Model Verification, Validation, and Refinement

The model is exercised to verify its accuracy, and to provide the
basis for drawing conclusions regarding task training and performance
measurement. The first runs are for initial credibility assessment, and
to identify missed steps or interactions that make the model behave
inappropriately. One of the benefits of simulation is that it identifies
errors in the task analysis, without the expense of empirical data
collection.

Model refinement continues based on a review of the results of model
applications. Military SMEs work with an analyst to create or edit the
model and understand what occurs, in what sequence, and whether the time
estimates are appropriate. Model checkout sessions continue until the
reviewers are confident that the model accurately depicts the task or
skills. Sensitivity analysis can establish the limits of performance,
prioritize skills to train, and identify critical performance measures.
Empirical validation is possible if data are available. We performed
different levels of validation for the models, depending on the
availability of data.

MILITARY TASK MODELS AND SIMULATION RESEARCH

We developed models and performed simulation research for an array
of different military tasks. The tasks included eight Army procedures
and an Air Force flight task. This section discusses the Air Force task
first, then the Army procedural tasks.

Research on Air Force Aircrew Skills

The goal of the Air Force research was to create guidance for PTT
strategies and devices. This research provided examples and heuristics
for the extension of task analysis and training guidance for aircrew
skills. It focused on error analysis and factors that determine the
efficacy of PTT compared to whole-task training. The products were
(a) a task performance model to use as a diagnostic tool, and (b) a task
training model that simulated the influence of training strategies on
performance. The task training model represented the discrete and
continuous processes in the dive bomb task. It also incorporated an
attention mechanism, which may account for some PTT phenomena.

The aircrew task selected for this research was the 30-degree dive
bomb for the A-10 aircraft. Knerr, et al. (1986) described the task and
conducted the traditional and structural task analyses of the 30-degree
dive bomb task. The results described the structure of the task
segments, difficulty, and skill types.

Pilots divide this maneuver into the three functional segments (base
leg, turn, and final leg). If the pilot determines that he is not on the
correct path, he must compensate the flight path errors by adjusting his
release altitude. The three major factors that the pilot must consider
are dive angle, airspeed, and release altitude (e.g., adjust release
altitude to compensate for a shallow dive angle).

Task performance models and simulations. We developed MicroSAINT
performance models that contrast between expert and novice performance to
provide a diagnostic tool. Figure 2 shows the network for the base leg
of -he model of expert performance. The right side of the chain tests
for the critical event to end the base leg network (reaching the roll-in
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point). In an analogous network for the final approach, the critical
event is reaching the bomb release altitude. These events stop the local
network and pass control to the next network or end the task. Control of
processing is passed back and forth between the two chains probabilis-
tically; only one event is activated at any time.

The base leg begins with a dummy node (1.1) that requires no time.
It allows processing to begin on either of the dual chains; however, the
probability is low that processing will begin on the right chain. Nodes
1.2, 1.3, and 1.4 record the difference between current airspeed,
altitude, and heading values and the values the pilot believes are
optimal. Differences are created by the introduction of normalized
variation in the continuous flight function. The monitor nodes are
processed serially. As time elapses in the base leg, the probability
increases that control is passed to the right chain instead of the next
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node in the left chain. Execution of Node 1.6 passes control to the next
node in the left chain. When Node 1.5 is executed, all flight deviations
are corrected to the perceived optimal values by cutting them in half.
Control is then passed back to Node 1.2 to continue monitoring the flight
path.

The final leg is the most complex of the three task segments. The
checks are more likely to lead to a significant correction. Determina-
tion of release altitude takes both dive angle and airspeed into account.
Knerr, et al. (1987) depict and describe the models for all three
maneuver segments.

In the simulation runs, the difference between the expert and novice
models was the extent of performance error. We categorized errors into
three types:

o Decisional: errors in use of the rules used to control flight
path and bomb release (e.g., corrections for dive angle)

o Perceptual: perceptual judgment errors, inability to perceive
the correct perceptual cues (e.g., select an aim-off point 1000 feet
beyond the target)

o Motor-control: variability errors in steering ("driving" skill).

We simulated degraded performance by systematically introducing the
three error types into the three segments of the model. Decisional
errors, for example, were represented as rules with two components
(direction and amount of adjustment). Decisional errors were introduced
by reducing the probability that the pilot knew the rules. Twenty
simulated trials were run for each error configuration. The major
dependent variable was the average circle error of bomb placement (in
meters), with other factors of the simulation held constant.

The results of the simulations showed that the accuaracy scores were
only affected by a small subset of the possible errors. Perceptual
errors had no affect on bomb accuracy, even when they were introduced
into all task segments. The other error types affected performance only
when they were introduced into the final approach (possibly because
errors made in early phases are corrected in the final approach). This
result has both performance measurement and training implications.

The bomb scores are final measures of effectiveness for the dive
bomb task: getting the bomb on the target is the reason for performing
this task. Elements of the task that are closely related to bomb
accuracy should be given priority in training. These results identify
three aspects of performance that are critical for accurate bomb
placement: (a) the ability to control the aircraft during the final
approach so that it is consistently flying toward the aim-off point, (b)
the ability to perform checks on aircraft attitude and speed rapidly, and
(c) the ability to make the proper adjustments in release altitude as a
result of deviations in speed and dive angle from their nominal values.
These three performance components correspond to the three types of error
that produce substantial decrements in performance.

IThe dive bomb research included empirical performance data
collection in the A-10 flight simulator at Williams Air Force Base,
Arizona. The objective was to test the effectiveness of part-task
training (PTT) strategies. The performance data provided initial
validation of the MicroSAINT model of the task, and the basis for
building a task training model and exercising it to simulate part-task
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strategies. The subjects were 68 U.S. Air Force student pilots in their
last two months of undergraduate-pilot flight training. The experiment
had three training conditions; the background for these conditions,
including prior research that the experiment attempted to replicate, are
described by Knerr, et ai. (1987). The three training conditions
produced the same level of proficiency after 35 trials. Average bomb
miss distances were very good for the students and were not influenced
substantially by training conditions. In addition, students' performance
measures were similar to those of the expert pilot. The strongest
conclusion was that the dive bomb task presented to these students was
not difficult enough for them to allow exploration of PTT phenomena.

Nominal values for model parameters were obtained from the empirical
data. The empirical data confirmed the assessments of model parameters
that were obtained through discussions with subject-matter experts.
Thus, the simulation model gave reasonable results, verified by the data.
In situations where no data were available, the model would serve task
analysis and training design purposes without requiring empirical data to
estimate model parameters.

Task training model. The task training model connected training
strategies to learning outcomes, and described performance at different
stages of learning, from novice to expert. The model described the

learning process as a function of several learning parameters. At the
core of the model were two learning functions and a limited-capacity
attention mechanism. Learning of decisional knowledge (discrete rules)

was characterized by a Markov process describing the transition of
individual rule elements from an unlearned to a learned state. Learning
of perceptual-motor and control information (continuous scale) was
characterized as a power function relating performance variables to the
number of training trials. An attention mechanism determined the
learning rate as a function of which elements of the task were being
trained and how well each element was known.

The learning model allowed us to determine learning parameters
analytically from a description of the learning history. The performance
simulation, in turn, determined the effects of these learning variables
on performance. To implement the learning models, we first developed
them analytically on an electronic spreadsheet; it was not necessary to
incorporate the calculation of learning parameters within the MicroSAINT
simulation. Then, the outputs of the spreadsheet analysis were used as
input variables to the MicroSAINT performance model. Knerr, et al.
(1987) presented the Markov transition matrices and formulas, and the
power functions used to model these skills.

The attention mechanism reflected reasons that justify PTT
strategies. Only a limited amount of material can be learned at a single
time, depending on task difficulty (difficult tasks require greater
attention for mastery than simple ones). The assumption, logic, and
formulas for the attention mechanism were given by Knerr, et al. (1987).
The attention mechanism can lead to an advantage for PTT strategies over
whole-task training in situations in which the attentional limitations
are severe. This feature of the learning model was illustrated with the
30-degree dive bomb task using different training strategies and

assumptions about attentional limitations.

The parameters of the learning model included initial and final
values of control standard deviations, perceptual biases, and speed of

performing checks. Also included were initial probabilities of knowing
the proper adjustment rules, learning rates, and the maximum attention
capacity. Thus, the elements of the learning model corresponded to the
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classes of errors in the performance simulation. Each task element was
characterized by a difficulty measure that indicates the extent to which
it requires learning resources. The difficulty values loosely
corresponded to the judged difficulty of task elements reported by Knerr,
et al. (1986).

Training options were defined according to the variables trained in
them (e.g., train only those variables in the final approach). A
training strategy is a combination of training options. The complete
specification of a training strategy allows one to predict analytically
the values of the model parameters at the end of any training trial.
Because of the complex relationship between the model parameters and
performance variables, one must rely on the simulation model to predict
the overall performance resulting from the application of any training
strategy.

The procedure to implement the learning models consisted of two
steps. In the first step, the training strategies and other learning
parameters were defined and the resulting values at each training trial
were calculated. These values were used as input to the MicroSAINT
simulation. In the second step, the MicroSAINT simulation was used to
determine the performance associated with the training strategies. This
performance was measured by the accuracy of bomb placement.

We used sensitivity analyses to illustrate ways in which task or
trainee variables influence the effectiveness of different training
strategies. We ran four simulations that compared whole-task training
with PTT. The whole-task training strat-4y consisted of 40 trials
training all task elements. The PTT str- egy had 10 trials on the final
approach, followed by 15 trials on the turn and final approach, followed
by 15 trials training all task elements.

The calculated parameters of the learning model at the conclusion of
the 40 training trials were used as input to the performance simulation.
The simulation was run 20 times under each condition. The same seed to
the random number generator was used for each condition, so that the
random number strings are partially correlated between conditions.

The average circular error of bomb placement under the four
conditions was the criterion. The results indicated a strong advantage
of PTT in the low-capacity condition, and approximately equivalent
performance for the two training strategies ir thle high-;ttpacity
condition. The low-capacity condition leads to substantial reductions in
learning for the whole-task training strategy. PTT reduces the impact of
attentional limitations and consequently produces superior training. In
the high-capacity condition, the effect of attentional limitation is
minimal. The two strategies produce roughly equivalent training on the
final approach, while whole-task training produces substantially greater
training on other segments of the task. However, the first two segments
have almost no effect on overall bomb placement accuracy. Because the
training on the final approach is approximately equivalent, the overall
error scores are also approximately equivalent. When this result is
coupled with the fact that trials using PTT are shorter than those using
whole-task training, an unqualified recommendation for the part-task
training strategy is produced.

Summary of dive bomb research. The analyses of the dive bomb task
used task performance simulation (for error analysis and performance
measurement recommendations), an empirical experiment, and task training
simulation to examine PTT issues. Exercising the model with various
combinations of errors simulated degraded performance. The error
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analysis differentiated categories of errors that are likely to occur in
many aircrew tasks and missions. The errors encompass decisions,
perceptual judgments, and motor control skills. The simulation produced
qualitatively different forms of degraded performance given different
sets of errors. The error results relate to training guidelines, since
such guidelines use task categories and error analysis to draw on human
learning literature and research for training design.

The analysis of attention mechanisms is central to PTT. PTT is
advocated for training tasks so difficult that the student cannot master
them as whole tasks. The information processing demands are prime
determinants of difficulty for the cognitive skills in many aircrew
tasks. The attention mechanism research can link the PTT results to
other domains, such as dual task learning (the parts of the task do, in
fact, act like dual tasks in attention demands). Attention mechanisms
also have implications for the task loading of skill types, and therefore
for the utility of pre-training enabling skills, to reduce the
cognitive/attention load. A major contribution of the attention model is
that it quantifies the value of sequencing of instruction. Further
research should improve the attention analysis methods, perhaps by
drawing on information processing literature.

Research on Army Armor Procedures

The Army tasks were selected from those performed by the driver,
loader, and gunner of the M60A1 tank (e.g., Stop the tank engine). They
represented a range of length, complexity, and extent of practice in the
unit after initial training (values on these dimensions, and other
details of the data collection are reported by Knerr, et al., 1984).
Analysis of the tasks determined the task elements, standards, conditions
of performance and characteristics shown in the literature to influence
skill acquisition and retention. We used the task information to develop
SAINT models of eight tasks.

Validation and cross-validation. The models were validated by
comparing their predictions to data from two samples of soldiers. The
first sample comprised 471 soldiers from four training companies at Fort
Knox, Kentucky, in their fifth to tenth weeks of training. Each soldier
performed two of the eight tasks for a total of six trials (five
acquisition trials and a retention trial a month later). The second
sample comprised 116 soldiers from operational units at Fort Knox who had
completed their initial training within 31 months. Soldiers in the unit
performed all eight tasks, one time each.

The learning and retention models were separate from the task-
element sequencing models provided by the SAINT simulation; therefore, a
rigorous statistical evaluation of the models was possible, rather than
relying on sensitivity analyses alone. The validation strategy used
mximum-likelihood estimates of the model parameters in a general,
iterative, unconstrained optimization routine. The necessity and the
sufficiency of each model were assessed by comparing the goodness-of-fit
of that model to both more and less general models using log-likelihood
chi-square tests. Data from each task were divided into groups. Model
parameters were estimated from the first half of the data, termed the
model-development group. These parameters were then applied to the
second half of the data, termed the cross-validation group.

We used performance data from the soldiers in training to test the
learning component of the models. Parameters were estimated for learning
and retention models of several levels of generality. The basic learning
model postulates geometric increase in strength over trials to an
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asymptote, followed by a strength decrease between the final training
trial and the retention trial. The basic model has six parameters (three
response thresholds, a learning rate, an asymptote, and a retention
proportion).

The results indicated that the basic learning and retention model
provided a significantly better characterization of the data than a
simpler (three-parameter) model for all eight tasks. This result
demonstrated the necessity of the basic model. For four of the tasks,
the shape of the learning curve was adequately characterized by the
exponential function postulated in the basic model. The remaining four
tasks showed significant improvement in fit between the basic model and
the model encoLpassing a more general learning curve. For two tasks,
differences in the shape of the learning curve were confounded with
differences between task elements.

We applied the basic learning and retention model to predict the
results of the training experiment. We compared the learning and
retention data to 100 simulated subjects generated by the SAINT model.
The fit was impressive, even though it explicitly ignored some of the
significant differences identified above (e.g., task element
differences). Sticha, Edwards and Patterson (1984) present the results
for all eight tasks.

Task-element differences. The validated models were analyzed to
examine the relationship between task-element performance differences and
task characteristic ratings. The SAINT models of the eight tasks were
run using the parameters of the task-characteristic model to simulate 100
subjects for each task. The percentage of task-elements performed
correctly was compared to the data from the soldiers, as well as to the
predictions of the basic six-parameter model (without the task-element
characteristics).

A model predicting task-element differences as a function of five
task characteristics provided a significant improvement over a model that
assumed all task elements had the same values for the learning and
retention parameters. The improvement brought about by the task-
characteristic model was especially evident on the first trial, and in
some cases, the retention trial. The fit was impressive, but some
differences were not predicted by the task-characteristic model.
Additional factors (e.g., individual differences) must be considered to
account for task-element differences in learning and retention.

The task-element analyses were largely exploratory. The basic
models were validated by applying the parameters estimated from one set
of subjects to the data from another set of subjects. Since the models
developed in this analysis contained considerably more parameters than
the simpler models that did not consider task-element or individual
differences, the data were insufficient to divide into model development
and cross-validation groups. The results should be interpreted with the
same care that is required for all correlational analyses. The results
of this analysis need to be confirmed wiLh replication studies, or
analyses of other acquisition and retention data. Sticha and Knerr
(1984) presented details of these analyses.

Discussion of Army results. This research focused on the
development, validation, and application of mathematical models of
procedural skill learning and retention. The major accomplishments of
this research were the development of integrated models of procedural
learning and retention, and the incorporation of these models in a
complex performance simulation. The model predicted accurately the
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improvements in performance that occur during training, and the decay in
performance shortly after training is completed.

A major purpose of the Army research was to illustrate the
application of mathematical models to investigate acquisition and
retention of complex military skills. The application to task-element
analysis ilistrated some of the aspects that characterize the method and
distinguish it from traditional methods.

SUMMARY AND CONCLUSIONS

This research augmented, through task modeling and simulation, the
traditional methods of analyzing tasks for training design. The military
tasks contain a range of skills. The armor tasks were procedural. The
dive bomb task had predominantly cognitive and continuous perceptual-
motor skills.

Traditional task analysis serves well for academic tasks.
Alternative methods for cognitive tasks, reviewed by Knerr, et al.
(1986), include a variety of hierarchical, structural, and skill cluster
techniques and production systems. Cognitive methods identify the memory
organization of the task to segment the task into meaningful parts. The
analyst can divide the task according to the structure meaningful to job
incumbents, and reintegrate the parts in training.

Other task analytic procedures, without the benefit of simulation,
could potentially provide the same level of detail and information needed
to generate instructional guidelines. The state-of-the-art, however,
indicates that other methods have failed to do so, especially for
continuous perceptual-motor tasks. No current method appears to provide
thorough analysis for complex psychomotor and decisional tasks. Flow
charts and other methods applied to continuous motor tasks do not
incorporate quantitative models of the aircraft parameters or environment
and they do not generate simulated data. Creating and programming
mathematical models of aircraft parameters, and linking them with
decisions and perceptual-motor skills, is also the main strength of
quantitative modeling. Therefore, we recommend continuing this line of
simulation-based research to meet training design needs.

Task simulation should be selective. Rather than trying to build
models for all, or even a large number of tasks, a few should be selected
(perhaps those problematic for training). Otherwise the effort is too
large and labor intensive. Modeling and simulation, given the current
state of the techniques, are research tools and not routine task analysis
tools.

The two major risks of this approach are the capability of the
behavioral simulation to reflect the relevant skills, and the ease of
obtaining the data for the simulation. The development of an analytic
model requires estimation of performance times and success probabilities
in addition to data that are obtained from traditional task analyses.
These data may at times be difficult to obtain (e.g., for systems still
under development). While certain data requirements must be filled
precisely, for other variables, meaningful results may be obtained with
only nominal data values. Thus, the possibility that the data
requirements of the model are excessive does not necessarily invalidate
the approach. In the event that all required data cannot be estimated
accurately, the modeler uses the best available data, and determines
those conclusions that are relatively invariant with respect to the
values of unspecified variables. The variables that cannot be estimated
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accurately but have a great impact on model recommendations are those
variables that must be studied in future research.

Modeling and simulation for task analysis have strengths and
weaknesses. This quantitative modeling provides rigorous, detailed task
information that users can verify and validate. In situations without
data, the models can be examined to ensure that the model plausibly
represents the task and skills, then can be used in sensitivity analyses
to explore task characteristics and task component interactions.

Task training models explore training options and strategies. This
phase of the research focused on skill acquisition, and thus incorporated
mathematical models of human learning. Key issues also include skill
retention and transfer. Sequencing of instruction and PTT effectiveness
rely on transfer concepts; therefore, the analysis needs to incorporate
these in future research.

A concept that is central to the predicted benefits of PTT
strategies is the concept of a limited learning capacity that is
allocated to specific skills to be learned. PTT has its maximum benefits
when the learning demands of the task are great relative to the
attentional capability of the learner. The extent of the effect is
mediated by the complex relationships among task elements that determine
their relative criticality in producing the output of the task. Thus, in
the 30-degree dive bomb task, PTT and whole-task training produced
equivalent performance as measured by bomb accuracy when attentional
capacity was high, even though WTT produced greater learning on the
majority of the performance parameters. The overall performance of the
two methods was equivalent because both produced roughly the same
learning on the critical performance parameters.

The above example illustrates the importance of both the learning
model and the performance simulation in evaluating training strategies
for complex tasks. The learning model allows us to predict the effect of
training strategies on the individual skills that compose a task. The
performance simulation is required to translate information about
individual skills to an overall prediction of task performance.
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FORECASTING TRAINING DEVICE

EFFECTIVENESS USING ASTAR

Mary Frances Martin and Andrew M. Rose
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INTRODUCTION

The purpose of this paper is to discuss applications for
the Automated Simulator Test and Assessment Routine (ASTAR) in
the design and acquisition of training systems. ASTAR is a
computer-based, analytic method for forecasting the effective-
ness of training devices; it is designed to be used throughout
the training device design and acquisition process.

This paper contains four main sections. The Background
section briefly describes the process of acquiring training
devices and why a need exists for analytic techniques such as
ASTAR. The second section describes the content of the ASTAR
analyses and how the technique is applied. The third section
presents potential applications for ASTAR and three recent
applications of the technique. The Summary section discusses
the advantages and limitations of the technique.

BACKGROUND

The military and private industry have come to rely heavily
on the use of device-based training systems to prepare people to
perform their jobs. There are several reasons for this. The
rapid growth in technology in recent decades has resulted in the
development of increasingly complex systems that people are
required to operate or interact with. Training devices are used
to prepare people to operate these systems because training on
the actual system is often prohibitively expensive or dangerous.
Also, training on a system with features designed to enhance

* learning increases training efficiency and decreases overall
training time.

However, training devices are costly to design, build, and
produce. Thus, it is critical to assess or systematically
consider the actual or potential effectiveness and cost
implications of alternative device design approaches throughout
the device development cycle. The earlier in the cycle these
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assessments can be begun, the more likely will be the development
of cost-effective training devices.

Ideally, training systems should be designed based on
detailed information about the operational system, the
operational tasks, the capabilities of the trainees, and clear
and precise training and operational performance objectives.
For training systems that are tied to a major weapon system,
the military has a formal system in place to accomplish this
through empirical training system evaluations occurring during
each phase of the acquisition process. The military acquisition
process and its effect on training system design has been
examined by a number of authors, including Kane and Holman
(1982), Nutter and Terrell (1982), and Goldberg and Khatri
(1985); we briefly summarize this process in the following
paragraphs to serve as a background for the development and
application of ASTAR.

The four main phases of the military acquisition process
are preliminary evaluation of alternative design concepts,
validation of the selected concept, full-scale development of
the design, and production/deployment of the system. The first
phase, evaluation of alternative design concepts, involves
developing and testing preliminary system designs and choosing
a set of preliminary concepts. In the second phase, the
preliminary concepts are tested and a design is chosen. In the
full-scale development phase, the design is further refined and
models of the system are built and tested. In the
production/deployment phase the system is manufactured and
fielded.

Theoretically, the design of a training system follows the
design of the operational system; models of both systems are
constructed and tested for effectiveness at each stage of the
acquisition process. Unfortunately, the logistics of the
acquisition process frequently interfere with this ideal process
for training system development. For example, the training
device developer usually is required to produce and field a
training system before the operational system is deployed.
Changes to the operational system design in the final stage of
the development process must be incorporated into the training
device design. Ti-..e constraints in this phase of the process
often preclude empirical evaluations of changes to the training
device design. Also, empirical training system evaluations are
costly and often are not conducted due to resource constraints.

The result of these constraints in the acquisition system
is that many training system design decisions are based on
factors other than whether the design will produce an effective
trainer. For example, a designer has a requirement to produce
a high-fidelity pilot trainer. If some feature in the
operational equipment design is changed in the latter phase of
acquisition, the change may be incorporated into the training
device design regardless of whether the change increases or
decreases the effectiveness of the trainer; the developer
usually does not have the time to ascertain the effects of
including or not including the change. Another factor is the
influence of "state-of-the-art" training system technology.
Suppose that a device developer must choose between including a
new, state-of-the-art visual system and an older model visual
system in a training device design and that no data on the
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training effectiveness of the new visual system are available.
If the developer does not have the time or resources to test the
effectiveness of the system, the decision will be made on the
basis of information supplied by the manufacturer of the new
system and cost factors.

The main goal in training system design is to produce
systems of maximum training effectiveness within the constraints
of the acquisition process. Because of the factors discussed
above, many of the decisions regarding system design are based
on analytic information rather than on empirical training system
studies. However, there are few formalized techniques for
analytic training system analyses; design decisions are often
based on the developer's best judgment. The ASTAR technique was
developed to address the need for a systematic analytic process
to aid in training device design and acquisition.

THE ASTAR TECHNIQUE

In this section, we present an overview of the theoretical
content of ASTAR and a description of how ASTAR evaluations are
conducted. ASTAR is a direct extension of the Device Effective-
ness Forecasting Technique (DEFT). The development and operation
of DEFT/ASTAR and assessments of the procedure have been
previously reported (Rose, Evans, & Wheaton, 1987; Rose &
Martin, 1984; Rose & Wheaton, 1984a, 1984b). ASTAR is a series
of interactive, menu-driven, computer programs that guide an
analyst through the evaluation of a training device-based
system. There are several computer programs that support the
building and maintenance of data files and the conduct of
analyses. Each is written in COBOL and is designed for use on
an IBM (or compatible) Personal Computer.

ASTAR converts information and judgments about various
facets of a training system into forecasts of device effective-
ness. An analyst provides a number of judgments or estimates in
response to a variety of rating scales. These scales facilitate
consideration of different kinds of information about the
training system and its parent equipment.

Theoretical Basis of ASTAR

ASTAR is based on a multidimensional view of training
system effectiveness. The model examines the global training
effort: Given a trainee population with specific capabilities
and limitations, how well the entire training system promotes
the acquisition of the skills and knowledge required for
proficiency both on the training device and in the operational
situation. This perspective is in contrast to other training
effectiveness models, which focus exclusively on transfer of
training as the sole criterion of effectiveness. This narrower
focus ignores the acquisition component of training effectiveness--
the comparison of what is required and trained by the device and
what is required for operational proficiency. Further, ASTAR
examines not only what is trained, but also how well the device-
based system is designed to promote effective and efficient

* training and transfer.

ASTAR is intended to provide training system designers and
developers with various kinds of information about the potential
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effectiveness of a training device-based system. ASTAR is not
designed to produce a single "Figure of Merit." Our approach to
effectiveness analysis is to provide a framework in which device
developers can compare devices for effectiveness and diagnose
potential problems in a system design.

Four major analyses are conducted during an ASTAR training
system evaluation. The first is an analysis of the Training
Problem to define the skill and knowledge deficiencies that
trainees have relative to criterion performance on the training
device. As part of the same analysis, the difficulty trainees
will have in overcoming these identified deficits is estimated.
The second analysis examines Acauisition Efficiency. The quality
of training provided by the training device is studied by
analyzing the instructional features and training principles that
have been incorporated in the device to help trainees overcome
their deficits. These two analyses are the "acquisition"
component of ASTAR.

The third and fourth analyses are analogues of the first
two. In the third, an assessment of the Transfer Problem is
undertaken to determine the deficiencies trainees will have with
respect to operational criterion performance after they have
achieved criterion performance on the training device. The
difficulty in overcoming these residual deficits is determined
and any effects of physical and functional dissimilarities between
the training and operational equipment are assessed. The fourth
analysis is Transfer Efficiency; it indicates how well use of the
training device will promote transfer of the learning that has
occurred to the parent or actual equipment. The Transfer Problem
and Transfer Efficiency analyses are the "transfer" component of
ASTAR.

Conducting ASTAR Evaluations

An ASTAR evaluation can be conducted at three different
levels of analysis, ranging from micro to macro in detail. The
level that is chosen depends upon the kind and amount of
information available and upon the degree of diagnosis desired.
If analysts have very detailed information about a training
system (descriptions of subtasks, displays, controls, instructi-
onal features, data on the trainee population) and want an in-
depth evaluation, they would choose the micro level or ASTAR
Level 3. ASTAR Level 3 analyses are performed at the "subtask"
level, and involves analyses of individual displays and controls
contained in both the training and parent equipment.

If analysts have less detailed information consisting of
general task and hardware descriptions and/or they want a less
diagnostic evaluation, ASTAR Level 2 would be chosen. ASTAR
Level 2 analyses are performed at the "task" level, and require
somewhat more global judgments than do ASTAR Level 3.

If analysts have only general information about the compon-
ents of a training system and are interested only in a global
evaluation, they might choose the least detailed version--ASTAR
Level 1. ASTAR Level 1 analyses are performed at the "training
system" level, and do not involve the specification of tasks,
subtasks, or controls in either the training or parent equipment.
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ASTAR Main Menu
(1) Performance Deficit
(2) Learning Difficulty
(3) Quality of Training - Acquisition
(4) Residual Deficit
(5) Residual Learning Difficulty
(6) Physical Similarity
(7) Functional Similarity
(8) Quality of Training - Transfer
(9) Evaluation Summary
Enter Option Number

Figure 1. ASTAR main menu.

The ASTAR main menu is shown in Figure 1; it is identical
for all three levels of evaluation. Once a level of evaluation
is selected, it is cariied out for all eight ASTAR analyses.
The first two analyses, Performance Deficit and Learning
Difficulty, define the Training Problem. The third analysis,
Quality of Training-Acquisition, is the Acquisition Efficiency
portion of ASTAR. The fourth through seventh analyses shown in
Figure 1 make up the Transfer Problem component. These analyses
include Residual Deficit, Residual Learning Difficulty, Physical
Similarity, and Functional Similarity. The eighth and final
analysis, Quality of Training-Transfer, is the Transfer
Efficiency portion of ASTAR.

Within each major analysis, the number and kind of ratings
that are required vary as a function of the ASTAR level. ASTAR
Level I analysis requires eight ratings based on general
information about the device and parent equipment. To conduct
an ASTAR Level 2 or 3 analysis, the evaluator builds a database
that includes lists of tasks, subtasks, controls, and displays
in the training device and the operational equipment. ASTAR
Level 2 analysis entails 13 ratings for each training or
operational task under consideration. ASTAR Level 3 analysis
requires 35 different ratings, most of which are keyed to each
training or operational subtask. Ratings are entered on a
computer keyboard. The sequence in which ratings are completed
is determined by the ASTAR menus.

At the end of the evaluation exercise, an analyst receives
numerical estimates of device effectiveness and diagnostic
information on potential strengths and weaknesses of the device
in an Evaluation Summary. The program calculates values for the
four major analyses previously described--Training Problem,
Acquisition Efficiency, Transfer Problem, and Transfer
Efficiency. These values are further combined into Acquisition
and Transfer scores; these two scores are added to produce a
Summary Score of effectiveness. These latter three scores are
intended to be correlates of the time necessary to reach
criterion performance on the training and operational systems.
In situations where training time is constrained (e.g., first-
trial transfer), these scores are intended to reflect estimated
proficiency levels of trainees.
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APPLICATIONS FOR ASTAR

In this section, we describe several applications for ASTAR
in training system design and acquisition. We present future
uses that we envision in all stages of the device acquisition
process and then present three recent applications of the
technique to serve as examples.

Potential Applications for ASTAR

ASTAR is iitended for use throughout the acquisition
process. The successively detailed levels of analysis naturally
lend themselves to applications at key points in the training
device design and acquisition process. ASTAR Level 1 analyses
typically would be conducted very early in the acquisition
process to compare broad training concept alternatives. ASTAR
Level 2 would be used early in the acquisition process to compare
alternate device designs or to ask "what if" questions about a
design. ASTAR Level 3 would be used when a training system is
in the final design phases of the acquisition process or to
evaluate existing, off-the-shelf devices, especially if
empirical (e.g., transfer of training) evaluations are
infeasible.

There are other applications for the ASTAR technique that
are less obvious. Although ASTAR was not designed to be used in
a prescriptive manner, it could be used during the formulation
of design concepts. For example, a designer might need to choose
between two or more training methods for a set of tasks; an ASTAR
comparison of concepts employing each method could aid in making
this decision. Similarly, ASTAR could be used to rapidly
evaluate the potential impact of proposed design changes.

Recent Applications of ASTAR

We recently completed a project for the Naval Training
Systems Center; the purpose of this project was to assess the
feasibility of implementing ASTAR in the training system
acquisition processes of each branch of the U.S. Armed Forces.
The main goal of this effort was to apply ASTAR to a variety of
training systems. We present a summary of the methods and
results of these evaluations in this section to serve as examples
of successful applications of ASTAR.

We evaluated three training devices during this effort: the
Portable Aircrew Trainer (Martin & Rose, 1988), the Combat Talon
II Avionics Subsystems Maintenance Trainer (Rose & Martin, 1988),
and the Precision Gunnery Training System (Rose, Martin, &
Wheaton, 1988). As illustrated in Table 1, these systems
differed on a number of key dimensions.

The Portable Aircrew Trainer (PAT) was developed for the
U.S. Navy to train a P-3 aircraft crewmember, the Tactical
Coordinator (TACCO), in airborne antisubmarine warfare tactics.
The mission of a P-3 crew is to track submarines from the
aircraft using sonar buoys and other detection devices. TACCOs
have the complex job of deciding how to deploy the buoys,
estimating the course of the submarine, determining the course
of the aircraft, deciding when to deploy torpedoes and other
weapons, and coordinating the activities of other crewmembers.
They perform these tasks in the aircraft with the aid of a
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Table 1. Characteristics of Three Trainers Evaluated using
ASTAR

Portable Combat Talon Precision
System Aircrew Maintenance Gunnery
Dimension Trainer Trainer Training System

Task System System System
Type Operation Maintenance Operation

Task Very Fairly Moderately
Complexity Complex Simple Complex

Amount of
Task Trained Part All Part

Stage of Fielded Initial Final
Acquisition Design Design

Typical
Trainees Experienced Experienced Inexperienced

Device
Size Small Medium Medium

sophisticated computer system; they interact with the system
through a workstation containing numerous displays, switches,
buttons, and a keyboard.

The PAT is a desk-top, microcomputer-based system; it
replicates most of the control and display functions available
to the TACCO in the actual aircraft. Two versions of the
system are available; one is equipped with a low-fidelity
keyboard and the other is equipped with a higher-fidelity
version of the TACCO controls. The two versions use the same
CRT display and provide the same set of control functions.

TACCO training, at the time of our evaluation, consisted of
practice and qualification exercises in a full-crew Weapons
System Trainer. One PAT system with the low-fidelity keyboard
was being used informally to supplement TACCO training. The
Navy wanted to determine whether the PAT should be formally
included in the TACCO training curriculum. Specifically, they
were concerned with whether an instructor was necessary during
PAT training and whether the high-fidelity keyboard provided
better training than the low-fidelity keyboard.

In order to conduct the ASTAR evaluation of the PAT, we made
an extensive study of the TACCO's task, the operational
equipment, and both versions of the PAT. We developed a
detailed list of tasks and subtasks and four PAT "utilization
scenarios." The four scenarios were the low-fidelity PAT used
with an instructor, the low-fidelity PAT used without an
instructor, the high-fidelity PAT used with an instructor, and
the high-fidelity PAT used without an instructor. In all
scenarios, the TACCO trainee completed a series of PAT training
exercises and then transferred to the Weapons System Trainer.
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Three AIR researchers evaluated these utilization scenarios
using all three levels of ASTAR.

The conclusions and recommendations that emerged from these
analyses were that: 1) training TACCOs under any of the four PAT
utilization scenarios before they trained on the full-crew
Weapons System Trainer would be more effective than training them
only on the Weapons System Trainer; 2) the higher fidelity PAT
with an instructor would be the most effective utilization of the
trainer; and 3) training with the high-fidelity PAT without an
instructor and training with the low-fidelity PAT with an
instructor would be approximately equal in effectiveness.

The Combat Talon II Avionics Subsystems Maintenance Trainer
(CT-II) is being developed at Wright-Patterson Air Force Base to
train technicians to perform system-level maintenance on the
avionics subsystems of the Combat Talon II aircraft. The trainer
and the aircraft were in the early stages of the acquisition
process at the time of our evaluation; a preliminary
specification for the trainer had been published. The Combat
Talon II avionics subsystems design includes an integrated
diagnostics capability that will achieve 100% fault detection
at the Line-Replaceable Unit level. This will be accomplished
through built-in test equipment and a computerized maintenance
program.

The maintenance technician's job will be to perform routine
maintenance and to detect and repair reported faults. The CT-II
trainer will teach students to use the computerized maintenance
program and Technical Orders to perform fault detection and
isolation. The preliminary design for the trainer was a medium-
fidelity concept. Some pieces of equipment were to be exact
replications of their counterparts in the aircraft while others
were designed to be much lower in physical fidelity. The trainer
functionally replicated the aircraft computer maintenance :rogram
and all the possible faults in the avionics systems.

The developers of the CT-II wanted to investigate the
relative effectiveness of higher and lower fidelity versions of
the trainer. In order to accomplish this, we worked with the CT-
II developers to formulate two alternative design concepts. The
high-fidelity concept was essentially a full-scale representation
of the operational aircraft system. The low-fidelity concept was
a microcomputer-based, interactive video approach. It included
representations of all components on the video display and the
trainee would interact with the system through a standard
keyboard. Both of these alternate concepts replicated the
aircraft computer maintenance program and faults in the avionics
systems to the same extent as the original design concept. The
training and operational tasks, performance objectives,
utilization of the trainer, and characteristics of the trainees
were the same for the three design concepts.

Three AIR researchers and one of the CT-II developers
compared the three CT-II design concepts using ASTAR Levels 1 and
2. (Because of the early stage of design, sufficient information
was not available for an ASTAR Level 3 analysis.) The main
finding was that the predicted effectiveness of the three CT-II
design concepts did not differ significantly; all of the concepts
were judged to adequately address the training problem.
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The Precision Gunnery Training System (PGTS) is being
developed by the U.S. Marine Corps to improve the performance
of TOW and Dragon gunners. The TOW and Dragon are optically-
tracked, wire-guided antitank missiles. These missiles are
fired by individual gunners; the TOW is normally mounted on the
back of a jeep and the Dragon is shoulder-mounted. The two
weapons operate on the same principle--the gunner tracks a
selected target through an optical sight, places the sight
crosshairs on the desired point of missile impact, fires the
missile, and continues to track the target until missile
impact. As the missile travels downrange, it sends information
about its position to the optical sight via an infrared signal
and receives position correction commands along a wire-link
that guide it to the point at which the gunner is aiming.

The trainers currently used to train TOW and Dragon gunners
are the M70 and the LET. These trainers are actual expended
missile launchers specially equipped for training. They utilize
an infrared target source and a monitoring set; the target is
mounted on a vehicle which moves along a path in front of the
trainee's firing position. As the trainee tracks the target, the
monitoring set records the deviation of the gunner's line-of-
sight from the ideal line-of-sight for a hit. The M70 and LET
are also equipped with simulations of the noise and weight shift
of the missile firing. The PGTS TOW and Dragon trainers also
physically replicate the operational systems but training is
based on a very sophisticated visual simulation. These trainers
will be able to present numerous, very realistic targets under
a variety of engagement conditions in the trainee's sight. They
will realistically represent the weight shift, noise, and blast
effects of the operational systems.

When we conducted our evaluation, the PGTS trainers were
nearing the final stages of the design process. A very detailed
specification had been published and the design was nearing
completion. The Marine Corps developers of the PGTS were
interested in comparing the new trainers with the existing TOW
and Dragon trainers. To conduct this evaluation, we developed
a detailed task list and made an extensive study of the new
trainer designs and the existing trainers. Three AIR researchers
evaluated the PGTS TOW trainer vs. the M70 and the PGTS Dragon
Trainer vs. the LET using all three levels of ASTAR.

On the basis of our analyses, we concluded that the PGTS
trainers would address substantially more of the operational
performance requirements than the existing trainers. Also, the
PGTS trainers included instructional features that would lead to
more efficient training and transfer.

Summary of ASTAR ADlications

The PAT, CT-II, and PGTS evaluations illustrate three very
different applications of ASTAR:

1. Investigating the most effective utilization of an
existing device,

2. Evaluating the effectiveness of alternative design
concepts in the early stage of system acquisition, and
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3. Comparing the potential effectiveness of new training
system designs with the effectiveness of existing
systems.

For all three applications, findings were consistent across
all levels of ASTAR analysis. Interrater reliability improved
as we gained experience with actual devices: Although high to
begin with (e.g., interrater correlations for the PAT evaluation
ranged from r=0.64 to r=0.88, depending upon the particular
analysis and ASTAR level), by the third application (the PGTS)
we were in almost complete agreement on all ratings. For
example, interrater correlations for all ASTAR Level 1 ratings
were above r=0.97. We believe that this reliability is
generalizable to other ASTAR users: We have formalized rating
procedures and clarified definitions so that ASTAR would be
more useable by non-psychologists.

These applications demonstrate that ASTAR is a flexible and
potentially valuable tool that can be employed in a wide variety
of situations. It allows for the systematic consideration of
important issues in the selection, design, or purchase of
training devices. And despite obvious limitations--lack of
sufficient validity data, lack of a cost component, and the fact
that it has not been applied by non-AIR staff--we believe that
ASTAR would fill a vital need for effectiveness forecasting in
the training device acquisition process.
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INTRODUCTION

The increasing cost of training and limitations in the military
training budget have led to increased emphasis on training cost-
effectiveness. In addition, advances in instructional technology have
greatly increased the options that are available to the training-system
designer. Current training system design processes do not address the
cost-effectiveness of the wide range of training-device and simulator
options available to the training designer. This paper describes a
system of models for the optimization of simulation-based training
systems (OSBATS). The OSBATS system contains both normative and
descriptive modeling components. The normative modeling components
provide a structure for the decision-making processes involved in
training-system design. The descriptive modeling components support the
decision process, and characterize the effectiveness, efficiency, and
costs involved in training-device development and use. The OSBATS system
provides a coherent set of procedures for decision making and a set of
tools to aid the designer in following these procedures.

The Cost of Military Training

The U.S. military invests a considerable amount of resources for
training, both by training institutions and in operational units. This
training provides soldiers the skills required to operate and maintain
complex modern weapon systems. According to the Military Manpower
Training Report for Fiscal Year 1988 (Office of the Assistant Secretary
of Defense, Force Management and Personnel, 1987), the cost of military
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modules. The author would also like to thank Michael J. Singer for his
comments on an earlier draft of this paper. This research was supported
by contract MDA903-85-C-0169 from the U.S. Army Research Institute for
the Behavioral and Social Sciences. The opinions expressed are those of
the author, and should not be interpreted as representing official
policies, expressed or implied, of the U.S. Army Research Institute or
the Department of Defense.
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training conducted by training institutions for fiscal year 1988 is
estimated to be more than $18 billion. This figure includes $7.1 billion
for training areas related to weapon-system operation and maintenance.
Analyses of the total military budget indicate that the magnitude of unit
training is at least as great as that of institutional training (Training
Data Analysis Center, 1985). Thus, the total annual cost for institu-
tional and unit training probably exceeds $34 billion, with perhaps $14
billion of this training directly related to the operation and mainten-
ance of weapon systems. Given the magnitude of military training, the
importance of cost-effective training is clear. An improvement in
training efficiency as small as 1Z could save $340 million annually.

Many of the reasons for the high cost of military training are
obvious. Weapon systems required for hands-on training are expensive to
procure and operate. Other required equipment, such as ammunition, is
also expensive. In addition, training of many tasks requires special
conditions that replicate the battle environment, equipment malfunctions,
opposing force activities, and special environmental situations that
provide critical cues for weapon system operation and maintenance.
Associated with the cost of producing these special training conditions
are limitations on the availability of training ranges, ammunition, and
so forth, as well as safety considerations.

Advances in Training Technology

Advances in instructional technology, such as computer-generated
imagery, computer-assisted instruction, interactive videodisc, and
simulation technology have made simulation-based training possible for a
wider range of skills. The result of these advancements has increased
the number of options available to the training designer. The overall
effect of the increased number of options has been to make the design
task more difficult. The designer must consider different training
strategies (that is, a part-task training strategy, a full-mission
simulator, or actual equipment training possibly enhanced with embedded
training), more or less sophisticated training-device designs, and
specific allocations of training times to training devices. The
training-system designer needs to have a formal training-system design
process and tools to aid in the performance of this process.

The OSBATS Model

We have developed a system for the optimization of simulation-based
training systems (OSBATS) that incorporates several modeling techniques
to aid the training-system designer. The planned user of this model is
the system engineer who is responsible for the formulation of a training
concept for the design and use of a training device.

The models encompassed in OSBATS consist of normative and descrip-
tive models. The normative models provide the structure to the
training-system design problem, specify a decision process, and specify
the requirements for data content and format. The descriptive models
predict the performance and provide the input to the normative models.
They define methods for aggregating available data to obtain values for
the parameters of the normative model. In doing this, they replace some
of the data requirements of the normative model with their own data
requirements. Ultimately, the descriptive models provide a simple
description of the complex processes that occur as a result of skill
training.

The following two sections of this paper describe the normative and
descriptive modeling components, respectively. The section following
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those describes the tools that have been developed to guide the decision
process. The final section discusses our results, and comments on what
has been accomplished and what remains to be done.

NORMATIVE MODELING COMPONENT

The normative model defines the training-design problem, provides a
structure for decomposing the overall problem into manageable units and
specifies a procedure for aggregating the solutions of the individual
units to obtain an overall solution. The components of the training-
design problem determine an overall strategy for the employment of
classes of training devices, develop candidate designs for individual
training devices, and evaluate combinations of training device designs to
determine which combination can be employed to meet training objectives
at the minimum cost. The resulting decision process is comprehensive,
logical, and defensible.

A second product of the normative models is a statement of require-
ments for data content and format for effective decision making. Thus,
the normative models specify what the training-system designer must know
to produce optimal designs. Sometimes the system designer will already
have this information; sometimes the system designer will be able to
obtain the information from subject-matter experts. Still other times
the system designer will have to rely on other, descriptive models to
provide the desired information from more basic subjective or empirical
data.

The Overall Modeling Framework

The overall modeling framework is based on methods that attempt to
define the training strategy that meets the training requirements at the
minimum cost. This framework was originally described by Roscoe (1971)
and has been extended by Povenmire and Roscoe (1973), Carter and Trollip
(1980), Bickley (1980), Cronholm (1985), and our own work (Sticha,
Blacksten, Buede, & Cross, 1986; Sticha, Singer, Blacksten, Mumaw, &
Buede, 1987). In its simplest form, the method compares the ratio of
effectiveness of two training alternatives to the ratio of cost of the
options. For example, if a training program that employs one hour of
training on a simulator saves 30 minutes of training on actual equipment,
and the hour of simulator training costs as much as 20 minutes of
training on actual equipment, then the simulator will meet the training
requirement at a lower cost than actual equipment. Thus the approach
addresses the tradeoff between the increased training time that is
usually required by the use of a simulator and the decreased cost of that
time.

This simple formulation of the cost-effectiveness of training may be
used to provide recommendations regarding the optimal mix of simulator
and actual-equipment training when the effectiveness of tLaining on the
simulator is expressed as a function of the amount of simulator training.
In general, the effectiveness of simulator training is a decreasing
function of the amount of training on the simulator. That is, the first
hours of simulator training replace more training time on actual equip-
ment than subsequent hours do. The optimal mix of simulator and actual-
equipment training involves training on the simulator until the marginal
cost savings from reduced actual-equipment usage equals the marginal cost
of the simulator training. Cronholm (1985) generalized this finding by
splitting the transfer function into three components representing
learning on the simulator, transfer to the actual equipment, and learning
on the actual equipment, respectively.
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We have extended the basic modeling framework in two ways in the
OSBATS model. The two extensions are implemented in two modules of the
OSBATS model that address the selection of training devices from multiple
candidates for multiple tasks, and the allocation of training time to the
selected devices. Both extensions make the same assumptions about
learning and transfer processes. The first extension makes simplifying
assumptions about training cost so that it can provide an interactive
environment for addressing training-device selection alternatives. The
second extension relaxes some of the assumptions to allocate training
resources to training devices considering both discrete purchase costs
and device use constraints.

This basic framework, as we have extended it, provides the overview
to the decision process. However, it is limited in that it does not aid
either the determination of an initial training strategy or the design of
training devices. Straightforward incorporation of these processes with
the basic framework opens the process up to the potential for combina-
torial explosion of options, which would almost certainly preclude the
success of the modeling process. Our response to this concern has been
to develop submodels that reduce the number of options that need to be
addressed by the overall framework. An iterative procedure allows us to
revise the submodel solutions in light of the results of other submodel
solutions. Although this approach does not guarantee optimality of the
overall solution, it provides a method to obtain a good solution with
reasonable effort. Since we expect that the objective function will
have a flat maximum, we should be able to obtain a good result even if it
is not optimal. The two other methods that are incorporated into the
OSBATS model include a preliminary clustering method and a training-
device design method.

Preliminary Clustering Method

The goal of the preliminary clustering method is to review task
requirements, simulation needs, and cost of simulation capability in
order to define clusters of tasks that have similar simulation require-
ments. The method currently defines the following three classes of
training devices: (a) a full-mission simulator (FMS) that simulates
many or all of the subsystems of the actual equipment, (b) one or more
part-mission simulators (PMSs) that simulate selected equipment
subsystems, or (c) actual equipment.

This evaluation examines device-unique capabilities, such as
training in unsafe situations, and cost savings to establish the value of
training with some sort of training device. In addition, the task
requirements for fidelity are used to estimate the development cost that
would be required to achieve the required fidelity for each task. Using
the assessed costs and benefits, the model sorts the tasks into three
clusters: (a) those tasks that should be trained on actual equipment
because the benefits of simulation do not justify the expense required to
develop an effective training device, (b) those tasks for which training
in a simulated environment is cost-effective and which have limited cue
and response requirements so that they require only a PMS, and (c) those
tasks for which training in a simulated environment is cost-effective,
and which require an FMS because they require a high-fidelity
representation of the environment on several dimensions.

The benefits of simulation are assessed directly from ratings of
safety concerns, special performance conditions, and training
effectiveness factors. Operating-cost savings is determined by comparing
the cost of training on actual equipment to the projected cost for an
optimal mix of training on both actual equipment and a representative
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training device. The task fidelity requirements along several cue and
response dimensions are used to estimate the cost to develop a training
device with the capability required by the task.

The method evaluates simulation options for each task by comparing
the benefits of simulation due to improved safety or operating-cost
savings to the cost required to develop task-specific effective simula-
tion capability. For tasks in which the benefit of simulation is high,
or for which simulation is required for safety concerns, a high-cost
simulator may be justified if it is required to train the task. For
tasks in which the benefit from simulation is moderate, a simulator would
be justified only if it is less expensive to develop.

The model makes its major recommendation regarding whether a task
should be trained on actual equipment or some kind of training device by
comparing the required development cost of the training device to the
potential operating-cost savings brought about by its use. If the
operating-cost savings is sufficient to recover the development cost
over the life cycle of the weapon system, a training device will be
recommended. Otherwise, actual equipment will be recommended. The
recommendations of the economic analysis are overridden, however, if a
training device is required for safety considerations.

Training-device Design Methodology

The task clusters defined by the above procedure provide the
requirements for individual training devices. The task at this point is
to develop training device designs that have the fidelity and instruc-
tional features required to meet the training requirements for the tasks
in a single cluster while avoiding extraneous or inefficient features.
We have applied a general design methodology to the analysis for
training-device design. This methodology addresses problems in which
there are a large number of alternatives formed by the factorial
combination of several dimensions. We have developed two applications
of this methodology. The first application addresses the instructional
features that should be included in the training device; the second
application addresses the fidelity features that should be included.

Instructional feature selection model. Instructional features are
viewed as elements of training devices that can improve training
efficiency on individual tasks. -t is, instructional features reduce
the time or cost required to achieve a given performance level on a
training device. They do not affect the ultimate level of actual-
equipment performance that can be reached by using a training device.
The number of tasks aided by each instructional feature forms the basis
of an index of benefit for the feature. The analysis proceeds by
comparing the benefit to the cost of incorporating each instructional
feature into the training device. The analysis then orders the features
according to the ratio of benefit to cost. This order specifies a
collection of optimal features as a function of the total budget for
instructional features. The appropriate budget for instructional
features, given a total training-device budget, is determined in the
Fidelity Optimization Model.

Fidelity optimization model. The same modeling framework is then
used to address how much should be invested in the fidelity of the
training device being designed. The model considers several dimensions
of fidelity that describe task cue and response requirements. The task
requirements on the fidelity dimensions are compared to the cost of
meeting these requirements to determine the dimensions for which
increased fidelity is justified by increased training effectiveness. The
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output of this model is a set of possible training-device configurations
applicable to the task set, each of which offers the greatest effective-
ness for its cost.

The model makes its selection based on the incremental benefit/cost
ratio of the fidelity dimension levels. The costs are calculated from
the fidelity levels, and represent development costs. The benefits are
calculated from the number of tasks for which each level of the fidelity
dimensions would be adequate, based on the technical performance
associated with each option and the cue and response requirements of the
tasks from the fidelity dimensions.

DESCRIPTIVE MODELING COMPONENT

The descriptive models in the OSBATS model provide a simple
description of complex processes involved in skill acquisition and
transfer. The output of these models provides the critical information
that is used by the normative models. These models, in turn, provide
logical methods for aggregating more basic task-analytic and empirical
data, and thus affect the data requirements.

In developing the descriptive modeling component, we must be
concerned with both validity and parsimony. Validity is a concern
because the models are predicting the critical values upon which the
optimization is based. Inaccuracy of the descriptive models would
produce a concomitant inaccuracy in their recommendations of the
normative models. Parsimony is also a critical concern, because of the
scope of the problem being addressed by the OSBATS model. For example,
addition of a single task parameter would increase the total number of
parameters in the model by the total number of tasks being addressed,
which may well number in the hundreds.

The OSBATS system contains models that describe human performance
variables and provide training cost estimates. This paper concentrates
on human performance description, which has the following three
components: (a) overall characterization of acquisition-transfer
processes, (b) prediction of transfer of training, and (c) predictions of
training-efficiency.

The Acquisition-Transfer Function

The acquisition-transfer function predicts performance on actual
equipment as a function of training time on a training device (which may
be actual equipment). We describe this process using the following
function:

PTi(t) - aTi(l - [1 + mTicT(sTi + t)]
-k}

where

PTi(t) - the predicted performance on task T after training on device
i for time t,

aTi - the asymptote of function; that is, the maximum performance
level on task T that can be obtained by training on device i,

mTi - the time multiplier representing the efficiency with which
device i can train task T, relative to actual equipment,

cT - a time scaling constant for task T,
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STi = the head start that sets performance at the entry level for
t = 0, and

k - the exponent of the function.

The function represents acquisition and transfer processes by a power
function. The power function is characterized by an initially high
learning rate that decreases with increasing training (see Figure 1).
This representation is consistent with a long line of research that has
been recently summarized by Newell and Rosenbloom (1981).

The acquisition-transfer function has five parameters. Two of these
parameters, the asymptote and the time multiplier, are critical to the
analysis. The asymptote (aTi) provides a measure of transfer of training
from device i to the actual equipment. It represents the maximum level
of actual-equipment performance that can be attained with unlimited
training on device i. This critical parameter is estimated from the cue
and response requirements of the task and the fidelity of the training
device using a function described later. The time multiplier (mTi) is a
measure of training efficiency that takes into account reduction in
training time due to reduced setup time as well as improvements in
training efficiency due to instructional support features.

The other parameters are not critical in distinguishing among
training-device options, although they are important in defining the
shape of the function. The time scaling factor can be viewed either as a
measure of task difficulty (along with the exponent) or as a factor that
expresses time on a constant scale. This parameter is constant across
training device options. The head start describes the entry performance
level in terms of equivalent training time. This parameter is determined
from the entry performance level and the values of the other parameters.
Finally, the exponent gives another measure of task difficulty. The

I-

0.9

0.8

0.4

0.7-0.5m:

0.4

0.1

0 5 10 1 20 25

Trdnikg Tin

Fig. 1. An illustration of the acquisition-transfer function with

cT 1, STi =0, k = 0.7.
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OSBATS model assumes a constant exponent (k - 0.7) so that we may reduce
data requirements, and because there is literature suggesting relatively
little variation in this parameter (Card, Moran, & Newell, 1983).

The OSBATS model estimates the values of the parameters directly
from expert judgment or empirical data for one baseline situation--a
situation in which all training occurs on actual equipment. The model
then adjusts the critical parameter values depending on the
characteristics of the training device using the functions described in
the following sections.

Estimation of the Asymptote

The asymptote of the acquisition-transfer function is estimated by
comparing the fidelity of the training device to the requirements of the
task along several fidelity dimensions. The estimation is made according
to the following equation.

aTi = qT( 1 (Cij + bTj)RTj]QT
3

where

aTi - the asymptote of the acquisition-transfer function,
qT = the multiplier of the asymptote equation for task T,

Cij - the capability of training device i measured on fidelity
dimension j,

bTj = the cue and response reference point for task T and fidelity
dimension j,

RTj = the cue and response requirement for task T and fidelity
dimension j, and

QT = the exponent of the asymptote equation for task T.

The function is a product of the capabilities of the training device on
the fidelity dimensions. The task cue and response requirements are used
as an exponent so that low requirements are not as important as high
requirements. The other three parameters adjust the function so that the
following conditions are met: (a) perfect fidelity leads to perfect
transfer, (b) meeting all requirements exactly allows the training device
to be used to train to the performance standard, and (c) reducing the
fidelity on one dimension to 0.0 while keeping others at perfection
reduces transfer to a dimension-specific value that expresses the
criticality of that fidelity dimension.

Estimation of the Time Multiplier

Two factors are considered in estimating the time multiplier of the
acquisition-transfer function. The first is the overall capability of a
training device to reduce training time that would be otherwise spent
performing tasks that are already known to criterion, such as taking off,
flying to the exercise area, and so forth. The second is the capability
of the instructor support functions to make training more efficient. The
time multiplier is the product of these two efficiency factors.

We assume a fixed percentage of setup time will be saved by a
training device, independent of its characteristics. Analysis of
instructional features is more complicated, and considers task
characteristics and the number of appropriate instructional features a
device possesses for each task. The method for determining the
adjustment for instructional features is briefly described below.
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We assume that each instructional feature is appropriate for the
subset of the tasks that have characteristics matching the capabilities
of the instructional feature. Consequently the process for evaluating
the effectiveness of instructional features begins by examining the types
of skills involved, trainee abilities, and other factors for each task.
This information is used to specify the subset of tasks for which each
instructional feature is appropriate. By comparing the instructional
features possessed by a training device with the list of appropriate
features for a task, the model determines how many appropriate instruc-
tional features the device possesses. The estimated improvement in
training efficiency from the use of the device is calculated from the
number of appropriate features. The calculation assumes that (a) there
is a maximum improvement in training efficiency that can be obtained
using instructional features, (b) the first feature has the greatest
benefit on training efficiency for a particular task, while additional
features have smaller effects, and (c) after some number of instructional
features have been added, further addition of features will not lead to
further improvement in training efficiency.

THE DECISION PROCESS AND DECISION SUPPORT TOOLS

The OSBATS model currently consists of the following five modeling
components:

1. Simulation Configuration Module. A tool that defines clusters of
tasks according to the categories of part-mission training devices,
simulators, and actual equipment.

2. Instructional Feature Selection Module. A tool that analyzes the
instructional features needed for a task cluster and specifies the
optimal order for selection of instructional features.

3. Fidelity Optimization Module. A tool that analyzes the set of
fidelity dimensions and levels for a task cluster and specifies the
optimal order for incorporation of advanced levels of these
dimensions.

4. Training Device Selection Module. A tool that aids in determining
the most efficient family of training devices for the entire task
group, given the training device fidelity and instructional feature
specifications developed in the previous modules.

5. Resource Allocation Module. A tool that aids in determining the
optimal allocation of training time and number of training devices
needed in the recommended family of training devices.

The concept of operation for the OSBATS model is based on the
iterative use of the five model tools to make recommendations regarding
the definition of task clusters, the design of training devices, and the
allocation of training resources among selected training devices. Both
the subset of tools that are used and the order in which they are used
may vary depending on the requirements of the problem and the preferences
of the user. Although the tools may be used in a variety of orders, the
most natural order is the order in which the tools were listed above. An
application of the tools in that order is described in the following
text.

The Simulation Configuration Module would be used first to examine
the tasks to be trained and to provide a preliminary recommendation for
the use of either actual equipment or one or more training devices. The
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result of this analysis would be three clusters of tasks Two of these
clusters define tasks for which a full-mission simulator or part-mission
training device should be designed.

The analyst would then use the task clusters defined by the
Simulation Configuration Module as the basis for the application of the
Instructional Feature Selection and Fidelity Optimization Modules. These
two modules would be used to define candidate training system designs for
each task cluster. The output of the two modules is a range of options
that vary in cost. Thus, the overall results of the application of these
modules would be a collection of training device designs specifying for
each design the level of fidelity on each fidelity dimension and the
collection of instructional features included in the design. The analyst
would select several of these designs for further examination.

The Training Device Selection Module evaluates the training device
designs produced in the previous process. The analyst would exercise
this module several times using different combinations of training
devices. For each combination, the module would determine the number of
tasks assigned to each training device, the number of hours each task
would be assigned to each device to meet the training requirements at the
lowest cost, and the optimal training cost given the selected combination
of training devices. This model makes the simplifying assumptions that
the hourly cost of a training device is fixed and that all devices are
fully utilized. These assumptions allow the Training Device Selection
Module to determine a solution in less than one minute.

When the analyst was relatively confident of the solution of the
Training Device Selection Module, he or she would then investigate the
solution using the Resource Allocation Module. It could be that the
recommendations of the Training Device Selection Module would require the
procurement of more training devices than would be feasible, or would
provide some training on actual equipment for tasks in which such
training violated safety regulations. The Resource Allocation Module
allows the analyst to impose constraints such as these on the training
system and examine the resulting optimal solution. The Resource
Allocation Module also relaxes the simplifying assumptions that were used
by the Training Device Selection Module to estimate training device cost,
leading to a more accurate cost function. As a result of its increased
generality, the Resource Allocation Module takes several. minutes to reach
a solution, several times longer than the Training Device Selection
Module.

At many points in the analysis process the analyst has the option of
returning to modules that were used previously to refine the analysis,
change assumptions, or choose different solutions. For example, the
analyst might change the definition of the task clusters based on the
results of Training Device Selection Module, or may use those results to
select different candidate device designs for evaluation.

DISCUSSION

The problem of optimizing the design of raining systems is filled
with complexity. The work described in this paper defines a decision
process for training-system design that decomposes the overall problem
into more manageable subproblems, and then solves the subproblems. Using
this top-down system approach, we have defined five procedures that help
a training device designer cluster the tasks to be trained, define
training device designs, and allocate training to training devices. The
procedures that were developed involve both normative models that provide
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the problem structure, and descriptive models that estimate the critical
values used by the normative models.

We have implemented the decision process in software that provides
an interactive environment to guide the engineer or education specialist
who must formulate a training concept incorporating training devices and
operational equipment. The software allows the training system designer
to conduct the analyses included in the OSBATS model. Our concept of
operations for the model supports the iterative nature of the concept-
formulation process by allowing the user to pass the result of one module
to be used as input by other modules.

Data Requirements

All methods of training system design require a good front-end
analysis. The OSBATS model is no exception to this rule, and requires
information about training requirements, task characteristics, trainee
population skills, candidate training-device instructional features, and
fidelity dimensions. In addition, because the model is quantitative
rather than qualitative, it requires numerical estimates for many of its
parameters. Ultimately, the source of most of the data will be the
judgments of subject-matter experts (SMEs), that is, instructors,
training-device designers, and training developers. Consequently, the
design of the OSBATS model has been made to obtain the required data as
easily as possible.

A major factor affecting the quantity of judgments required by the
model is the level of aggregation of the basic data. In the prototype
version of OSBATS. we obtained SME judgments at intermediate level of
aggregation. For example, a team consisting of a psychologist and two
instructor pilots made direct assessments of the cue and response
requirements for each task along eleven fidelity dimensions (Sticha et
al., 1986). While this procedure minimized the number of assessments
required, it forced the SMEs to make judgments that were outside of their
area of expertise. We are currently investigating procedures to infer
the cue and response requirements from a limited set of more basic
questions. We are implementing the assessment procedures as an expert
system to minimize the number of assessments that would be required.

The use of numerical models as the basis of OSBATS adds to the
robustness of the model in light of the likelihood of errors in the
parameter assessments. That is, small errors in the inputs to the OSBATS
model will likely have small effects on the recommendations of the model.
However, use of quantitative models requires numerical assessments of
parameters by various SMEs. Scaling procedures will need to be developed
so that numerical assessments may be made as easily as possible. When
these procedures have been developed, the requirement for numerical
assessments should not increase the load on the SME.

Future Needs

The OSBATS model has been developed and represented by prototype
software. There are many future needs for model expansion, data base
development, development of scaling procedures, development of production
software, validation, and technology transfer. This section concentrates
on the last two of these issues.

Validation. Because of the complexity of the OSBATS model,
validation of the model as a whole is probably impossible. Other aspects
of the model preclude validation of major sections of the model with
empirical data, such as from a transfer-of-training study. The OSBATS
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model is a model of what is possible; it addresses ideal training
systems. When we evaluate real training systems, the result we obtain
depends on the effectiveness of the design and on how well the design was
implemented. If negative results are obtained, we are open to the
criticism that the features we were evaluating are useful but that they
were implemented poorly.

Probably a better strategy is validation of submodels and attempts
to determine key model parameters. Such a validation should concentrate
on the key assumptions of the model, such as the extent to which
instructional features can improve training efficiency or the asymptote
calculation function. We are currently performing analyses on the model
to determine the model parameters that are the major determiners of the
overall results, and thus would deserve the bulk of the validation
effort.

Technology transfer. The OSBATS model represents a new process for
making decisions in the design of simulation-based training systems.
Consequently, transfer of this technology to the user community depends
on the integration of the new methods with existing requirements. We
must ensure that the OSBATS model captures the richness of the decisions
and the variety of possible interactions between individual decisions.
To maximize the likelihood of successful technology transfer, we must
work with decision makers. If there is one thing that we know for sure,
it is that successful development of a decision support system depends on
the involvement by the users in its development (Adelman, 1982; Sprague &
Carlson, 1982).
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OVERVIEW OF THE PAPERS

Any review of human performance models would be incomplete without a
discussion of t'.e strengths and weaknesses of this technology. Clearly,
this volume demonstrates that there have been advances in recent years. In
most of the modelling areas reviewed, important enhancements have been made
in model availability and usability. The development of powerful personal
computers, and the rehosting of modelling software on these machines, has
made many of the tools accessible to a wide range of users. There has been
a parallel effort to make PC-based models easier to learn and use, with
notable success in areas such as network modelling.

Those familiar with the history of human performance modelling may
argue that there have been few fundamental theoretical advances in recent
years. This appears to be largely cor.ect. In the modelling areas reviewed
in this Workshop, there appear to be two notable exceptions to this
statement. First, the multiple-resource/attentional-demand approach to
workload prediction represents a genuine advance over the serial time-line
techniques. Although further development and validation are required, this
is a promising approach. Second, the tools for predicting training
effectiveness and skill retention are largely new developments. While they
may not represent a theoretical breakthrough, they do provide users with a
new class of tools.

As the papers in this session point out, human performance modelling is
still plagued by most of the same weaknesses it has had for many years. The
range of human behaviors which models adequately address is still very
limited. Not nearly enough effort is being spent to determine the validity
and generality of available models. A great deal of technical knowledge is
still required to use most models. Most models are normative and do not
adequately represent individual differences or the sources of error in
operator performance.

The first two papers in this session discuss these and other modelling
limitations in more detail. Sanders argues that the fundamental aim of
modelling is to ,stablish human performance limits for system design. He
analyzes some existing models and shows how the model assumptions may lead
to over- or underestimates of these limits.
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Hulme and Hamilton also address model limitations, but from the

perspective of model users. They discuss their experience with anthropo-
metric, network, visual interface, and cognitive assessment techniques, and
enumerate the host of theoretical and practical problems they have faced in
trying to use the tools. On a positive note, they continue to use human
performance models in their design work, despite these difficulties.

Card outlines the approach his firm has taken in trying to exploit
human performance theory and moiels in the development of new systems. He
shows how simple models such as Fitts' Law played a key role in the design

of the computer mouse, and how more complex theories have provided leverage
points when cut-and-try design got stuck. He points out that while
intuitive design is an important part of interface development, it is not
the only way to make progress. Theory-driven design can help the designer
reconceptualize a problem, suggest leverage points, and assist the intuitive
process to take higher payoff steps.

Cody and Rouse summarize the results of the model evaluation process

conducted by the Workshop audience. The paper provides insights into
potential user opinions about available models. It also suggests
differences between the criteria users say are important and the criteria
they actually use to make their judgements. These findings may be of use to
model developers who are trying to improve their products.

The final paper in this volume is the Keynote Address delivered at the
Workshop. In their thought-provoking paper, Alluisi and Moses discuss
another application area that has great need of human performance data: the
simulation of combat for force structuring and training purposes. They
argue that the skills of model developers are badly needed in these areas,
as well as in system design. The potential impact of breakthroughs in
combat modelling is significant indeed.

DI.CUSSION

The discussion period addressed four primary issues:

(1) Point design versus the screening of design options.
(2) Problems in the transition of models from developer to user.
(3) Cost-benefit of model use.
(4) The lack of representation of organizational and social factors.

There seemed tc be a consensus that users should not expect models to
provide detailed design solutions or final selection of the best design

option. Rather, potential users should think of models as tools to help
reduce a large number of design options to a manageable subset for
evaluation in mockups or experiments. Mr. Hamilton stated that they have
used models such as SAMMIE in this fashion, and were able to quickly discard
a number of "nonstarter" options and reduce mockup costs. Dr. Card
emphasized that, in his experience, the qualitative payoff from models is
more valuable than the quantitative result. As an example, he reiterated
the use of Fitts' Law in the design of a computer mouse. While the model
does make specific quantitative predictions, the primary benefit is the
identification of design parameters that matter versus those that do not.
This is a form of design screening, but at a different level. It appears,
however, that quantitative results are important when a designer is
defending human factors requirements to the design team. Unless the
concepts and benefits can be made quite specific, e.g. defended with
numbers, they tend to be ignored.
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Dr. Rouse initiated the discussion of the model transition topic with

the assertion that model developers typically are not particularly

interested in, or skilled at, putting an end product in the hands of users.

Dr. Baron disagreed and responded that lack of funding from sponsoring
agencies is the primary reason that many models are not completed as
finished products. In his experience, research organizations which fund

model-based analysis have specific research aims to satisfy, and are not
interested in product development. Several members of the panel felt that

model developers need to: (1) provide better information on the limits of
the tools that they provide, and (2) initiate and naintain mechanisms by
which users can contact them with problems and suggestions for improvements.

The third issue was opened by an audience member who felt that while

the cost of implementing and using models can usually be determined, it is
difficult for potential users to estimate the benefit. He voiced the need
for a "lessons learned" data base that users can access to get estimates of

model benefits. Dr. Card argued that cost should not be an overriding
issue. If it can be shown that a theory is "correct", the cost of not using
it can be tremendous. The ensuing discussion pointed out that the validity
of the theory underlying most models is not known, and as a result the cost-

benefit of using the theory in the form of a tool is a real issue.

The final topic was initiated with the question, "What is the relevance

of organizational and social psychology issues to design". Dr. Sanders

stated that these issues are major factors in the introduction and accep-

tance of new technology, but agreed with Dr. Baron that they are seldom

accounted for in human performance models. Dr. Card noted that a common

reason for the failure of office automation is that informal procedures, the

way things really work, are not taken into account. Dr. Card's point may be

related to the distinction between rule-based and knowledge-based behavior.
When attempting to model a man-machine system, it is difficult not to reduce

everything to rule-based constructs. As suggested by Dr. Card, this may

disregard a significant component of the operation of real systems.
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HUMAN PERFORMANCE MODELS AND SYSTEM DESIGN

A.F. Sanders

Department of Psychology
RWTH Aachen

Aachen, F.R.G

INTRODUCTION

The paper discusses aspects of modelling human performance with respect
to establishing human limits to be taken into account in system design. It
is noted that the term "model" is used in several ways, ranging from an
imprecise reference to an explanatory concept, to well defined and computer-
simulated general purpose process models. The simulations have the advan-
tage that they allow a full simulation of the complete system; validation
is their bottleneck, in particular since behavioural science is not charac-
terised by a variety of well established laws. The weaker models suggest
many heuristics for system design which lead to combinations of task
analysis and checklist techniques. In addition, dynamic task simulation
provides fruitful checks of the appropriateness of a system. The human
factor is more dependent on weak models as the system is more concerned
with higher cognitive activities, such as in C-3 systems. It is noted that
energetical and motivational human limits are often ignored although
systems are not exclusively meant for optimal circumstances.

ON COMMUNICATION GAPS

The task of writing on a topic as general as that mentioned in the

title of this paper is extremely hard. Within the limitations of the
allocated space, one could merely superficially touch on or enumerate a
number of models and systems and, hence, run the risk of being either
trivial or incomprehensible. As an illustration of my problem, I may refer
to the recently published two volumes of the Handbook of Perception and
Human Performance (Boff, Kaufman, and Thomas, 1986), to the Handbook of
Human Factors (Salvendy, 1987), and to the three volumes of the Engineering
Data Compendium: Human Per,;eption and Performance (Boff and Lincoln, 1988).
The first mentioned volumes provide 45 excellent reviews of selected topics
from the basic literature on perception and performance. They cannot be
recommended, however, to a non-expert because they require considerable
preknowledge. Even within the various areas of perception and performance
different types of expertise are required, making the literature hard to
read for someone who is not directly an insider. Some of the basic issues
return in the Human Factors volume, which then, of course, concentrates on
techniques ana applications in 1880 pages of highly condensed writing. I
think that, in fact, the huge number of "models" contained in these
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handbooks should in principle satisfy the various needs of designers, as
summarised in Rouse and Cody's (1989) introductory paper to this confer-

ence, yet they are ineffective in actual practice. Why is this so?

Despite the presence of the materials, one usually hears of a lack of
accessibility of human factors data to designers. Indeed, the texts do not
provide simple rules of thumb, but reflect a science in development with
many open ended questions. Perhaps, then, the inaccessibility is due to
the fact that human factors is a different discipline. Although one should
obviously try to improve on accessibility, it might be basically wrong to
think that the accumulated know!tdge of appliei experimental psychology can
be simply transferred to a designer. In the same way, nobody would claim
that the technical know-how of a designer can be easily transferred to an
engineering psychologist!

It might be better, therefore, to improve the communication between
designers and various breeds of human factors specialists, in order to make
the assumptions and computations of the models understandable and accept-
able. One of the obvious requirements is that the various groups involved
have some notion of each other's way of thinking, know-how, and interests.
There exist serious gaps, distrusts and misunderstandings, not only between
engineering and behavioural scientists (see Meister, 1987, for a discus-
sion), but even among various breeds of human factors specialists.

MODELS, MODELS .

A major misunderstanding arises with respect to the usage of the word
"model", and on this issue I will concentrate in this paper. Depending on
the background of the investigator, the word "model" has quite different
meanings, which may be said to vary from weak to strong (e.g., Pew and
Baron, 1983). At the extreme weak side, it is used in the loose sense of
"a set of concepts", qualitative in nature, and not properly specified,
which are thought to underlie certain empirical phenomena. A first step
toward a predictive and specified model is made when processes are formu-
lated which are thought to make up the functioning of the concepts and
their mutual relations. There is wide variation with respect to the
precision with which the relations are described. Again, they may be mere
qualitative statements, but the ultimate goal is to arrive at a quantita-
tive and mathematical description and at detailed rules enabling computer
simulation of the phenomena concerned. Most models in psychology are
qualitative in nature with, at best, initial attempts toward quantitative
descriptions of limited scope.

Indeed, once a quantitative statement is available the question arises
which range of phenomena the model can cover. If the range is sufficiently
wide and if there is sufficient precision, the model may be used to
"generate" behaviour in a larger scale simulation of a man-machine system
without actually measuring behaviour. I would like to make some remarks
about this strong type of model - of course from a psychologist's
perspective - and then devote the rest of the paper to the relevance of the
"weaker" models for system design.

A PRELIMINARY REMARK

As a preliminary remark valid to all human performance modelling, I
think it is evident that the research has the aim of establishing estimates
of human limits: limits of perception, of memory, of motor behaviour, of
selective attention, of sustained performance, of decision, of choice and,
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more generally, of strategical flpxibility, and finally, limits of
motivation and coping with stress. Elsewhere, (Sanders, 1984) I have
outlined a taxonomy of types of performance limits and suggested a number
of their distinguishing features. Thus, limits can be structural, such as
sensory limits and certain motor limits; they are functional when concerned
with cognition and reasoning in any form; they are energetical when
concerned with basic aspects of energetical supply to ongoing activities,
and finally, they are motivational when concerned with attitudes and
morale. The major problem in establishing these limits is that they are
often quite adaptive, variable, and contingent on small environmental
changes. Errors are bound to occur when performance limits are exceeded
and their prevention is the main aim of any performance modelling.

GENERAL SIMULATION MODELS

General simulation models which include the human are the obvious dream
of the designer, but there is the problem that validated quantitative des-
criptions of a sufficiently wide range of human behaviour are usually not
yet feasible, even if one limits oneself to operator control (e.g., Chubb,
Laughery and Pritsker, 1987). An often proposed alternative coull be to
start from an analytic point of view. Thus, there are attempts toward
larger scale modelling of human behaviour using some logic. Some of these
logics have the implicit claim of complete models of at least some portions
of human behaviour. Models of manual and supervisory control which have
their root in engineering rather than psychology are a case in point.
Other logics are largely interested in a description of activities and less
in the underlying dynamics of behaviour. Task-network analysis constitutes
an example. It attempts to subdivide the human task in subunits and
sequences, operational attributes of which are traced and programmed. One
may say that this approach is a modern combination of time line and task
analysis. In this sense, it lays only a network foundation for a more
general performance analysis which needs to be completed and weighed by
actual task elements, which as such are not part of the model. Although
the network approach attempts to refrain from assumptions about behaviour,
it is not completely successful. For example, a classical assumption in
time line analysis is strict single channel processing which excludes the
possibility of doing two things at once (Sanders, 1979). Although Pert
Charts are more flexible and allow for parallel activities, serial and
parallel relations must be fully specified prior to an application - and
that means the introduction of behavioural assumptions.

I think that at least at present, strong performance models are more
useful as they rely less on behavioural assumptions in view of the valida-
tion problem. As an illustration I will discuss in more detail the HOS
model developed by Lane and coworkers (Lane, Strieb, Glenn, and Wherry,
1981). This strong simulation model contains a significant amount of
explicit "psychology" including micromodels and the rules that pertain to
them, in addition to strategical principles of the dynamics of human
information processing.

VALIDITY OF SIMULATIONS: THE EXAMPLE OF HOS

The major problem for most engineering models is validation. To what
extent is human performance really simulated and does one obtain a realis-
tic and unbiased picture of the performance limits under investigation?
Even a first approximation might do to satisfy the needs of a designer. If
a model does not commit grave errors, the designer would still be satisfied.
After all, psychology is not their main concern.
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I am not convinced, however, that the absence of grave errorc i8

guaranteed in present-day performance modelling. Let me consider the
primary assumptions of the HOS model in some more detail. First, it
contains a single channel notion of human information processing. This was
once thought to constitute a general limit to attention (Welford, 1967), in
particular with respect to time sharing abilities. However, more recent
research has shown that single channel processing is certainly not a
general characteristic of human performance, but is limited to time sharing
of highly similar tasks (e.g., Wickens, 198 4 ). Even then, performance
appears to be highly adaptive in that human limits decrease as processing
becomes more automatic (e.g., Shiffrin and Schneider, 1977). Simple appli-
cation of a single channel principle will therefore usually underestimate
human attentional capabilities and draw too rigid a picture of human
performance. Yet, a single channel principle may still suffice as a first
approximation and not lead to gross errors in the sense of overestimating
human capabilities.

This cannot be said of the assumption of HOS that trained operators
rarely forget procedures or otherwise commit procedural errors. There are
numerous observations in accident analysis which demonstrate the occurrence
of procedural errors as a major source of human error. One of the most
famous examples is that one of the causes leading to the Three-Mile Island
near-accident was that the reserve feedwater supply system pipe had been
blocked off by maintenance personnel who forgot to reinstall the system
when going off duty. Human memory for automatic and self-evident actions
is quite unreliable. In car accidents, procedural errors are a dominant
factcr; not because procedures are forgotten, but because the driver has
the opinion that the situation permits violation. There are indications
that procedural errors in driving increase as a driver is more practiced.
It seems paradoxical, but our greater strategical flexibility has the side
effect of introducing limits in following standard procedures.

A further assumption of HOS is that human behaviour can be described as
evolving from a sequence of micro-events, such as information absorption,
recall of information, etc. It should be admitted that the model allows
for some flexibility and "top-down" processing in that, prior to an action,
a combination of functions is selected. The question arises - which are
the limits of strategical freedom? Again, it remains to be seen whether
the detailed models of the micro-events correspond to human information
processing in more than a highly limited range of actions, but this is open
to tests in traditional performance studies.

A final comment concerns the assumption of HOS that human behaviour is
predictable and goal-directed. As a general statement nobody will probably
deny this. Yet it does not mean that the human operator is noise-free; in
contrast, the variability of human performance is considerable. In
comparison to any physical system, the human is much more error-prone and,
in addition, he is quite sensitive to stress, emotions, and fatigue which
renders his behaviour relatively unstable. I referred to these aspects as
energetical and motivational limits. In HOS, they are only represented by
"relaxation", i.e., moments that the system is fully blocked. The
alternative, that there is a larger probability of ill-considered actions,
seems not to be in the model. It is noteworthy that most systems are
designed for normal conditions. Little attention is usually paid to
problems of anxiety and panic in emergency situations.

In conclusion, it can be said that models developed on the basis of the
HOS behaviour theory are liable to gross errors, particularly in less

clearly defined conditions.
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SMALL SCALE SIMULATION MODELS

A major shortcoming of general simulation models could be that they are
too general, i.e., that they cannot provide information about human func-
tioning at a somewhat more detailed level. Yet, this is not a basic issue
since more specialised satellite models may be added for serving special
aims, .at least as long as the basic axioms are not mutually exclusive.
Such more limited models are also separately applied. Examples are instru-
ment scanning (e.g., Senders, 1983, for a review), optimal control of the
human operator (Baron and Levison, 1980), and failure detection (Rasmussen
and Rouse, 1981), which were all developed with special purposes in mind.
Again, these models stem mainly from engineering, but, due to the very fact
that they address more specific situations, they are usually easier to test
than the large scale simulation models.

So far, the models have withstood experimental tests with a varying
degree of success. For instance, manual control models do quite well in
describing manual tracking behaviour (Poulton, 1981). In contrast, the
predictions of scanning models correspond poorly to what a human observer
does. This is true for Senders' classical reconstruction models of
scanning - which were never intuitively plausible - but still a fortiori
for the more recent conditional sampling models (Hannen, 1987). People not
only scan in a different way than prescribed by the model, they also do it
much less consistently and their strategy may depend on minor changes in
condition. The general result of research is that, as top-down elements
increase, the variability in performance increases.

The question is, of course, what is the value of the model if it fails
to pass critical tests? This is merely one step from the question of what
is the value of a model which, as yet, has not been validated or which is
too complex to be validated. I realise here that I have hit upon an area
of disagreement. On the one hand are engineers who feel that, despite a
lack of behavioral validity, a model can still be "quite useful" (Rouse,
1981). On the other side are psychologists who feel that an untested model
is at best speculation, and who are not impressed by the observation that
"it works" under certain conditions. On the one side is the engineer who
feels that in fact an engineering model is beyond discussion, since it
represents a tool that always works when the parameters have been properly
set. On the other side is the behavioural scientist who tends to be more
inductive and data oriented. And further, you have the engineer who wants
to design a system in which the human is just an element, and the
psychologist who is interested in mental functioning more than in the
system as such.

Not all simulation models stem from engineering. In fact, in basic
behavioural research, models have the advantage that they usually address a
considerable body of experimental data and, hence, are in close contact
with how people behave. Small scale simulations of mental processes are
rapidly expanding. Particularly in the area of memory, there are a number
of such models, the results of which are very promising (e.g., Anderson,
1981; Raaymakers and Shiffrin, 1981). In order to be properly testable,
they are usually characterised by a limited range, such as retention
following paired-associate learning and free recall. Again, not all small
scale behavioural simulations have been successful. Witness, for instance,
the normative Bayesian decision models which have hampered rather than
promoted progress in the field of how people arrive at decisions.

In summary, this section is not meant as a criticism of simulation
models of human nprformAnce. If properly validated, they are very useful
both as a theoretical tool in the study of performance and as a means of
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predicting human behaviour in a system. If model descriptions deviate from
actual behaviour, they may still be acceptable as long as they do not lead
to gross errors, or when they are somewhat conservative. The situation
becomes dangerous when the model promises more than can be expected from
the human, and indeed, if there are important factors about which the model
has nothing to say. Given the extreme complexity and time-varying character
of human performance, it is recommended to aim at small scale simulations
for fairly specific tasks rather than attempting to generate the general
purpose simulation. In addition, much attention should be devoted to
testing the validity of the axioms of a simulation. This is more than
parameter estimation and, indeed, concerns the applicability of a model's
basic concepts to the simulation of human behaviour. It is my contention
that application of simulations to system design without attempts toward
validation may lead to serious design errors.

WEAK PERFORMANCE MODELS AND DATA

As mentioned in an earlier section, the term "performance model" is
used in various ways, ranging from a simple qualitative reference to some
concept to a more precise mathematical formulation. There is a tendency in
circles of engineering performance modelling to underestimate the relevance
of the "weaker" models. Indeed, one might wonder whether the word "model"
is perhaps misused when used in too wide a sense. Yet, ignoring the empir-
ical data underlying the weak models would mean that bodies of relevant
evidence are disregarded for the simple reason that they are not in a
suitable format to be included in simulation models. The weak and strong
models complete rather than compete.

In fact, the weak performance models provide many answers - or at least
suggestions - to important questions in the prevention of subor+imal design.
For example, one should have avoided the 50 dBA v-ntilation noise on my new
Apple Macintosh SE computer, since it is known that continuous noise of
that intensity evokes aversive reactions in some proportion of people in
conditions where they are used to working in quiet (McCormick and Sanders,
1982). Again, one should have avoided in my 1987 Ford Escort a left turn
of the key in order to lock the doors, since many people have a bias to the
reverse. This concerns a violation of the well known principle of S-R
Compatibility in performance theory. Some standard programmes for text
processing require sheer paired-associate rote learning of relations
between codes and effects, and in addition, codes may have different
meanings under different conditions (e.g., Sanders, 1987). In the design
of such systems there is full neglect of the principles of S-R Compati-
bility and furthermore, of different resource capabilities which the human
is thought to have at his disposal (see Wickens, 1984). In other examples
complex 200 page handbooks must be studied for text processing, which fully
neglect principles of human knowledge acquisition, and probably are written
by an expert!

It would take little effort to continue this blacklist with further
examples; some will be provided at appropriate places in the rest of this
paper. The models underlying the effects of noise annoyance and of S-R
Compatibility are actually still very much a matter of debate in basic
research (e.g., van Duren and Sanders, in press), but this does not affect
the empirical validity of the phenomena. With respect to Rouse and Cody's
(1989) criteria, the above examples should not pose any problenms, since the
costs of not using the underlying principles may actually be quite high.
The consequences of human errors in nuclear power stations or in traffic
are a case in point, at least to the extent they could have been prevented
by better designs.
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In addition to formuliting heuristics, there is a trend toward
developing new technique- of measurement. The last decades have seen rapid
developments in areas such as scaling human judgement and choice, so that
subjective estimates have gradually obtained the status of serious data.
More recent are attempts to revive the classical techniques of introspec-
tion in the analysis of human knowledge with direct application to expert
systems.

Let me devote some comments to introspective techniques in knowledge
extraction. It should be realised that protocol analysis and thinking
aloud traditionally belong to the weakest methods in the analysis of
behaviour. One problem is that many, usually more overlearned and automa-
tised, types of human activity are little open to introspection and hence
such activities are liable to be absent in the protocol (e.g., Broadbent,
1977). The confounding of introspection and retrospection is also a
classical problem for protocol analysis. It is at least doubtful,
therefore, whether the present procedures used in extracting knowledge and
rules of operation from experts deliver a fair and sufficiently faithful
picture of their cognitive schemata. This is not to say that protocol
techniques are useless, but only that it is insufficiently known how and to
what extent the results are biased. It is, of course, not excluded that
the techniques succeed in obtaining the primary factors that account for
most of the variance. Much more research should be devoted to this
question, which obviously includes the extent to which one really wants to
simulate human behaviour in expert systems or the extent to which one wants
to improve upon it.

One of the main problems of the weak performance models is that their
status is less clear and that their realm of validity may be undefined. In
fact, the major problem of behavioural science is that small and seemingly
trivial changes in work environment often exert considerable and unexpected
effects on actual behaviour, thus preventing formulation of many general
and widely valid behavioural principles. If anything, behaviour is more
characterised by higher order interactions than by simple main effects.

This poses a problem for strong as well as for weak models. The conse-
quence for system design is that detailed forms of micro-task analysis are
required in order to detect possible sources of system failures due to
deficient man-machine communication. One of these techniques is described
in detail by Drury, Paramore, van Cott, Grey and Corlett (1987). A
description of a detailed example - aligning a lamp in the lampholder used
in a photocopying machine - is presented by Drury (1983). It consists
basically of a highly detailed description of all elementary actions, and a
listing of the requirements in the interaction between man and machine
elements involved in solving the task. In the case of the lampholder, this
is mainly a problem of how to design displays and controls to arrive at an
optimally efficient solution. It is probably fair to say that many
important principles of standard "knobs and dials" design are known and
ready to be applied.

Much of this knowledge is contained in the handbooks cited in the
introduction. Rather than attempting to summarise this knowledge i. large
scale performance models, I think that at least for standard cases, it is
better to work toward computerised checklists of performance limits - and
in particular, of higher order interactions between them - accompanied by
recommendations on how to proceed in specific circumstances. Yet, in my
own practice, I have seldom met a case in which the final outcome was
ideal, principally due to conflicting interests leading to the inevitable
compromise. I do not think, therefore, that checklists can be simply
handed over to the designer as a cookbook for application.
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It is quite feasible, though, to use the data on heuristics as input to
models of the network type in an attempt to provide the network contents to
act upon. Such developments are found in combination with larger scale
modelling, including supervisory control (e.g., Pew and Baron, 1983).

RAPID CHANGES IN APPLICATIONS

An important problem to all performance modelling is the rapid
development in the nature of the applications. Small scale models are
usually too rigid to be simply transferred to quite different conditions.
The main tools of the human factors analyst in addressing new applications
may be task analysis and a set of heuristics about the type of problem and,
perhaps, a network type framework. Let me briefly describe some examples.

Despite the abundant research on perceptual-motor limits of performance,
there are also continuously new types of developments mainly due to rapidly
developing computer technology. Thus, computer technology has created ample
possibilities for integrated and diagnostic displays which are gradually
replacing the classical arrays of dials in, for instance, the cockpit of an
aircraft. Similar developments in driving appear to open a fully new
research area known as "car electronics", with the idea of providing the
driver various types of new useful information, ranging from route informa-
tion to instructions about ongoing maneuvers. In all kinds of supervisory
systems, such as ship traffic control, new data processing systems are
being installed which include more 3ophisticated and automatic display of,
say, ship movements and ship berths. For the cockpit, the advantage of
integrated displays could be that more rapid answers are provided in diag-

nosing certain problems, given of course that there is a representation of
the problem at hand in the display system. On the other hand, not "every-
thing is available at the same time" so that totally relying on integrated
displays means that the computer does at least part of the "thinking".

The same can be said about problems of data presentation in the car.
Thus, electronic route guidance systems may eventually be helpful in pre-
venting uncertainties in maneuvering, yet they are also likely to create
problems when operated during driving due to possible failures of divided
attention. Research on dual task performance provides ample suggestions
for optimal solutions. Similarly, new displays of the occupancy of ship
berths face the problem that simple listings of ships are not satisfactory
in comparison with classical solutions with written strips, positioned on a
wide and very large sized display which mimics the harbour systems. The
problem is that the spatial code is no longer represented in the listing
and that, accordingly, the operators complain that they have lost the
"overview". Again, there is ample evidence about the relevance of comple-
mentary spatial and verbal codes in optimizing man-machine interaction. I
do not anticipate that the underlying principles can be either properly
summarised in simulated human performance models, or in cookbook types of
checklists ready for application in whatever condition. Very detailed task
analysis may guide discussions to proper evaluation of the performance
limits.

DYNAMIC SIMULATION

In addition, I would like to stress the possibilities of dynamic simu-
lation of complete tasks in situations where actual designs do not yet
exist. I am referring here to large scale simulators. Examples concern
maneuvering ships in narrow fairways, car driving, and flying; the simula-
tion of which has reached high levels of perfection and is well validated.
Thus, the possibility to actually maneuver a six element push barge in a
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simulator through a fairly narrow and curvy part of the Waal River on its
way from Rotterdam to the Ruhr area is an excellent way of finding an
answer to the problem of whether such traffic can be allowed or not. I do
not see how either analytical simulation, task analysis or a combination of
both, could at present replace such studies, at least not in more complex
task settings. At best, they might provide hypotheses and, hence, suggest
the most interesting conditions for testing in a dynamic simulation.

COMMAND, CONTROL AND COMMUNICATION

Dynamic simulation is also of interest for tasks, the requirements of
which go far beyond perceptual-motor functions and, which pose special
problems to modelling as well as measuring human performance. Higher order
information processing, reasoning, decision making, and problem solving are
the main elements in Command, Control and Communication (C-3) systems.
Moreover, such systems are usually characterised by cooperation between
several people. Their main input comes from display units, which usually
produce large amounts of information of varying reliability and diagnos-
ticity, constituting the data base for a C-3 system.

It is clear that perceptual-motor aspects are not absent in such
systems - for instance, in problems of radar and sonar interpretation - but
the demands on complex decision making are far beyond the perceptual and
motor aspects of performance. In addition, a C-3 system is not one task,
but constitutes a multi-man-machine interaction. Thus, a major set of
problems concerns, on the one hand, how to optimally divide the work among
machines, and on the other hand, among various persons. For instance, in
air-traffic control one may have a "planner" of the various operations and
another operator who controls and executes the actual commands. In mili-
tary command systems, one may have various operators who evaluate different
types of information and decide whether a bit of material is sufficiently
relevant to be forwarded to higher command. In that case, only a fraction

of the incoming data plays a role in the ultimate decision of how to act.
The criteria whether or not to forward and how much to forward constitute a
major problem.

Alternatively, the operator may weigh all the various bits of incoming
information with regard to a limited number of predefined dimensions and
merely forward status estimates of the dimensions to the higher level. It
is obvious that, in weighing, both utility and probability factors play a
role. It has the possible disadvantage that the higher levels do not "see"
actual data any more. As yet, the human factors involved in such systems
are little specified, and modelling is hampered by a lack of knowledge
about how to proceed.

However, the interest in C-3 systems has evoked much research on the
dynamics of human decision making with the result that a considerable
number of heuristics and biases have been described (e.g., Wright, 1985),
suggesting much stronger limits than previously anticipated. It is
astonishing to note the many deviations from rationality in human decision
making and the sensitivity of choice behaviour to seemingly small changes
in environment. I do not think that in this area the time is ripe for the
overall engineering type of performance models, including those concerned
with supervisory control. On the other hand, C-3 systems do certainly
benefit from computerized decision aiding techniques.

It is doubtful whether large scale dynamic simulation studies are
useful in complex C-3 environments, given the experiences of the past
(Parsons, 1972). The attempts of the fifties have been extremely costly
while delivering mainly trivial results. It is probable that computer
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technology has somewhat eased this situation, but in particular when
cooperation between people is involved, dynamic simulations become very
complex. In my view, experimentation and modelling should be limited to
manageable bits of systems in combination with small scale basic research
on elementary aspects related, first, to optimal channeling, formatting and
presentation of data, so as to avoid biased treatment of the various data;
second, on operational criteria with respect to the relevance of a datum;
and, third, on the side of the executive decision maker, the question of
what constitutes a "good" decision should receive more attention.

THE ENERGETICS OF PERFORMANCE

As usual in many discussions of performance modelling, I have not yet
devoted any attention to the question of energetical and motivational
limits. Their neglect could be due to the fact that such limits seem not
to be relevant to a design, yet nobody will deny that factors such as
noise, heat or cold, sleep-loss, boredom, and anxiety affect performance.
It is striking that most systems are designed for everyday circumstances
only. For instance, sonar equipment usually does much less well in opera-
tional conditions; and energetical factors related to boredom and sleep-
loss, are a major cause of accidents and human error in traffic. A
suboptimal design may normally remain unnoticed, but become critical in
stressful conditions.

There is relatively little research on issues of energy and motivation
(Hockey, Gaillard and Coles, 1986). Perhaps there is the dated notion that
the effects of energetical and motivational factors are aspecific and,
hence, occur irrespective of the design. There is now ample evidence that
this is not the case (Sanders, 1983), and the operational circumstances
should be heavily weighed. I was reminded of this when I once stayed in a
skyscraper type of hotel which had emergency cords in each room to allow
escape in case of fire. Attached was a user's manual that was so complex
that one may doubt its effectiveness when actually needed.

Under conditions of stress, people are over-aroused or activated; they
tend to resort to well practiced and available responses and to bypass
well-considered reasoning. The result is that many more errors are
committed than one may expect under normal circumstances. In contrast,
stress &rising from boring situations leads usually to sl'w responses or
even to omissions. Yet, this is a rough generalisation, a kind of first
approximation, which is strongly affected by a whole score of structural
and functional variables.

IN SUMMARY

In this paper, I have briefly discussed how I conceive of models in
establishing human performance limits in system design. As a psychologist,
my first interest is the study of human performance, not of system design.
To an engineer, probably the reverse applies. Hence, the discussion about
performance simulators is tuned by interest. In addition, the engineer
feels less at home with the weaker qualitative models of the psychologist
and with his research techniques and problems of measurement. Yet, the
engineer is interested in validation to the extent that false premises may
render his desi'& useless. In turn, psychologists have discovered that
simulation is a highly powerful tool in building explicit theory. I assume
that engineers will admit limits of general purpose performance models, and
accept preliminary heuristics about performance limits, as contained in the
weak models. I would like to end by expressing the hope that gradually the
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time will pass when the human factor is considered as "easy" and "trivial",
something the designer knows from intuition with a "little thinking",
although I am afraid that I still regularly meet this attitude in my own
contacts.
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INTRODUCTION

British Aerospace is the United Kingdom's major producer of military
and civil aircraft, of guided weapons, and of electronic and satellite
systems. Many of these are man/men-machine systems and consequently the
Company is very concerned with the optimisation of the human-system
relationship.

The process of designing any man-machine system raises a variety of
human factors issues. The human factors specialist on a system design
team will be asked to answer questions on such wide ranging topics as the
anthropometric suitability of the design, the quality of the visual inter-
face, and the functionality and semantic complexity of the cognitive
interface.

Human factors specialists have often argued strongly that they
should be involved in the design and evaluation of the man-machine system
right from its earliest conception. In order to realise this laudable
aspiration, he must be e uipped with the technology to enable him to
predict the performance consequences of the interface design in advance
of any prototype being available for empirical evaluation. Over the past
decade or so we have witnessed the emergence of a variety of engineering
models/modelling techniques for use in the evaluation of one or other
aspect of the man-machine interface. Some of these tools are on view at

this workshop.

Most of these systems allow the designer to simulate in some way the
physical and functional nature of the proposed design, and then to evalu-

ate it through the application of some appropriate database or empirical
model of performance. In this way it should be possible to identify
possible design problems before any irreversible engineering commitment
is made.

This paper reports on experiences gained in using, or in some cases
attempting to use, certain human engineering models. The techniques have
been classified according to the area of ergonomic assessment to which
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they are intended to contribute. In each case the usability of the tech-
nique is considered along with the quality of the assessment it provides.
Where appropriate, recommendations have been made for their improvement.

ANTHROPOMETRIC ASSESSMENT

SAMMIE

Experience and benefits. SAMMIE (System for Aiding Man-Machine
Interaction Evaluation) is a three-dimensional CAD workspace modelling
system which uses a 3-D model to evaluate the physical or anthropometric
aspects of a workspace design (Compeda Ltd.). The system was evaluated
by British Aerospace in 1981 to assess its potential usefulness as a tool
for evaluating jig designs (a jig is the structure which supports an
airframe while it is being built) - see Howson (1981).

The system's utility was demonstrated and it was shown to offer
potential benefits for reducing development costs. In jig design it is
not normally the policy to produce a mock-up but one was developed for
the purposes of comparing the design produced by this method with t'.t
produced using SAMMIE. It wis found that the cost of the evalu.2*on
using SAMMIE was approximately 25% of that for the mock-up. The
similarity of the final designs suggests that, in this case, nothing is
lost in terms of validity when using the model-based approach.

Problem and recommendation. The firm who market the SAMMIE system
was taken over by another company who had an interest in selling dedi-
cated har'..are with the system. Negotiations evertually failed when
British Aerospace was unable to purchase a system which could be run on
its existing computers.

This experience shows that a potentially useful tool can be rendered
impractical (not to mention made more expensive to acquire) simply
because it can only be run on a specific type of machine. It is
therefore recommended that, whenever possible, system variants for use on
different machine types should also be made available. The extra cost of
the development of the tool would soon be recovered due to the greater
sales potential.

The Crewstation Assessment of Reach Model (CAR)

Application experience. The Crewstation Assessment of Reach Model
(developed by Analytics Inc.' is a design tool for use in determining
whether or not a candidate population of operators can see the displays
and reach the controls within the constraints of a wor'station design.

In 1981 British Aerospace and McDonnell Douglas Aircraft Co. were
involved in the development of the Hawk VTXTS (a carrier-based navy

trainer aeroplane). This was an adaptetion of the RAF Hawk which has
been in sel ce since 1976. Although the cockpit geometry of both
aircraft types was essentially the same, a number of changes were planned
in order to make the aircraft more suitable for use by U.S. Navy
personnel. These added up to a rer ifinition of the layout of the cockpit

instrumentation and controls.

It was decided that the CAR II program should be applied to the
formal evaluation to decide the final configurat--n for the VTXTS
cockpit. However, the results from running CAR II on the Hawk cockpit
geometry gave only low aircrew accommodation levels for what was in fact
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a proven layout. Subsequently, the program was given the measurements of
a sample of Hawk pilots in the 90th plus percentile range. The reach
envelopes for these same individuals were already known to be acceptable.
In spite of this the program calculated that they should be unable to
reach the throttle and stick when these are in their forward positions.

Problem and recommendation. There followed a great deal of corrcs-
pondence between British Aerospace and Analytics as an explanation for
these discrepancies were sought. The ensuing investigation included an
examination of the data used by the model, such as the mapping of the
three-dimensional co-ordinate systems used in the aircraft design and
that used by CAR II, the validity of the Monte Carlo sample generation
and the original statistics from which it was produced, the measurement
statistics, and seat geometry. For a full report on these tests see
Johnson (1982).

Some of the results from this work suggested that there may have
been a problem with the way in which the program handled the links in the
operator's limbs (especially the shoulders) when the model is "moved".
At that time a recommendation was made to Analytics to look at this
further.

The main problem, however, was thought to be in the way CAR II had
defined the Hawk seat geometry and, specifically, the way in which it
related the operator to the seat reference point (SRP) and the design eye
point (DEP) before calculating accommodation levels. The program
appeared to define the SRP, not as the actual point of contact between
the operator and the seat, but as the point of intersection of the planes
formed by the seat pan and seat back. Clearly, the distance from the
operator's buttocks and the SRP, defined in this way, changes as a func-
tion of the seat pan/seat back angle. If the program does not compensate
for this it would have the effect of placing the operator "into" rather
than onto the seat. This effectively puts him lower down that he would
actually be. This in turn means that the program has to "adjust" the
seat up further than would actually be necessary for the operator to
acquire the cockpit DEP. This would place the controls out of reach for
many operators which might explain the low accommodation levels.

British Aerospace also noted that accommodation levels were being
affected by unrealistic assumptions about the operational use of some of

the controls. For example, "stick full forward and to the left" obtained
very low accommodation levels, but this position is, according to the
aircrew, never likely to be used.

British Aerospace can also cite a number of cases where - operator
has used a switch or control in a most unexpected fashion example,
because of the need to stabilise hand movements in a - vibration
environment such as the cockpit, many switches designed for use with the
index finger are in fact operated with the thumb while the palm is braced

against the adjacert panel.

In our view any further developments of CAR or similar systems
should be based on information from dynamic and more lifelike assess-
ments. Without this their utility may be limited only to identifying
gross incompatibilities.

Following this experience British Aerospace, in a subsequent cockpit
development programme, resorled to the more traditional method of
evaluation with an actual physical mock-up. It may be argued that having
identified some of the problems inherent in the model it would have been

489



better to have rectified them and persevered. However, by this stage
faith in the system was at a low ebb and it was felt that the effort
which would be required to improve the program could not be justified.
This is an example of how a potentially powerful tool can be left unused
be.~,ause of certain flaws which severely limit its validity.

VISUAL INTERFACE ASSESSMENT

Predictive Modelling of the Visual Interface

Models to predict visual performance at the man-display interface
have been under continuous development in British Aerospace for around 15
years.

This worK began during a surface-to-air missile system development
programme as an attempt to predict target detection probabilities as a
function of the design characteristics of optical sights (field of view
and magnification), and the nature of the image of the target (size,
range, contrast, etc.). The result was a mathematical model of threshold
detection performance called ORACLE - see Cooke (1984). Other sub-
programs have since been developed to calculate the image from various
electro-optical devices and this has enabled ORACLE to be applied to the
assessment of detection performance with these.

More recently, ORACLE has been developed to predict the visibility
of suprathreshold and coloured objects and this has enabled it to be
applied to predict visual performance at the man-display interface in the
cockpit. The full procedure for this has been described by Johnson (1987).
In brief, however, a physical model is applied to calculate how the
spectral output of a display is modified in both luminance and chroma-
ticity before reaching the eye. The model considers spectral attenuation
through filters, from around the cockpit, and the inclusion of ambient
illumination. The main outputs of this model are the spectra for the
display image and its background as seen at the eye. These may be input
to the ORACLE model (along with other parameters) which then calculates
suprathreshold visibility which is similar to the ratio of suprathreshold
contrast to threshold contrast. The output of this is a set of graphs
and tables of predicted visibility against peripheral angle.

This technique has been used to good effect by the British Aerospace
military aircraft division where there are a variety of problems
affecting the optimisation of displays in the cockpit. The designer must
satisfy the conflicting requirements for display legends to appear sharp
and legible and of the appropriate colour under conditions of very high
ambient illumination, and yet to be comfortably visible in low light
levels without adversely affecting the performance of night vision
goggles. Johnson (1987) reports that the models can be applied repeatedly
to evaluate the effects of different combinations of phosphors and
contrast enhancement filters. Because this assessment can be carried out
in the absence of any physical prototype, it has been possible to examine
a wide range of options very cheaply and quickly. Obviously, flight
trials are still necessary but Johnson argues that model-based evaluation
should increase the probability of getting the design right "first time".
Also she points out that with such a system it is po.sible to evaluate
more innovative ideas with the minimum of risk.

.roblems

The main drawback to the use of ORACLE is the fact that the program
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demands a certain amount of expertise on the part of the user. He must
be knowledgeable about vision and display design in order to simulate and
test only practicable engineering solutions. In addition to this the
program to run ORACLE is very "user unfriendly". The physical model must
be tailored to every application and at present this can only be achieved
by rewriting that aspect of the software. Consequently, ORACLE can only
be successfully operated by a limited group of experts who have been
involved in its development.

A further limitation to its itility is the lack of a database which
gives ranges of acceptable ORACLE visibilities for various tasks such as
symbol and character recognition and reading. This needs to be tackled
through the development of appropriate cognitive user rodels, such as a
model of recognition as a feature extraction process, and to introduce
workload and expectation factors into the assessment.

Future Developments

Presently, the program which allows ORACLE to be applied In this way
has been configured in a modular design and has been programmed in Pascal
to run on an IBM PC. It is a state-of-the-art model and is undergoing
continual development and validation. Work is currently under way to
validate the colour and suprathreshold predictions of the OFACLE model.
Preliminary results from this work are very encouraging. Other work is
being conducted to develop an extension to ORACLE to consider the effect
of night vision goggles on observer performance. Work is also needed to
extend the physical model to cover a wider range of display types as
currently it is limited to emissive displays. Also, the model is
specific to one aircraft type, the Tornado, although in principle, it
could be adapted to any.

COGNITIVE INTERFACE ASSESSMENT

The optimisation of the cognitive (or man-machine information) inter-

face involves the consideration of the following:

i) the effect of the coding and organisation of the information
displayed on information assimilation by the operator;

ii) the effect of the design of the controls and displays on task
performance time and operator workload; and,

iii) the compatibilit- of the semantic qualities of the interface

design with the operator's understanding of the task and the system.

These three areas will now be addressed in turn.

Early Assessment of Assimilation Performance

Display design has traditionally been approached by developing a
prototype of the system's display formats and then showing these to
potential operators. The assessment is usually based on subjective data
gathered through asking "Can you understand this?" Alternatively,
although rarely, the assessment has been performed in the manner of a
behavioural experiment designed to observe assimilation behaviours such
as eye-movements and fixations, search, and reading. Either way, there
are two important restrictions on this. Firstly, the evaluation has to
be delayed until a prototype is available. The major disadvantage of
this is that, after prototyping, it may then be difficult to effect any
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substantial changes to the overall design concept - this is particularly
true in the development of aircraft systems. What is needed are rapid
prototyping tools which enable the designer to simulate the information
displays without the need for the system software to drive them.
Secondly, empirical assessment can be somewhat problematic with the
results often being too subjective and altogether inconclusive. The
designer needs a more objective means of evaluating assimilation perform-
ance, preferably one which can be applied in advance of the prototype
stage of depign. Both rapid prototyping techniques and assessment based
on human performance models will be discussed in this Section.

REGENCY. REGENCY (Regency Systems Inc.) is a microcomputer based
system derived from the PLATO computer-aided classroom training aids
programme. The current REGENCY R2-C system is a twin floppy disc machine
with a two-colour touch sensitive CRT display. It is programmed using
its own high-level language called USE, and claims to combine a simple
programming technique with a powerful graphics capability.

The system was designed to enable instructors, or any other non-
programmer, quickly to input simple simulations for use in testing the
level of a student's understanding of the task and system. The potential
advantage of such a system for early evaluation of cockpit displays soon
became apparent.

In use in this way the system has proved itself to be an invaluable
aid. In advance of the construction of any mock-ups, and before there is
any commitment to specific hardware or software, control panels and multi-
function displays can be simulated. Consequently, the dialogue between
operators and the designers can begin at the earliest possible date.

REGENCY has been used successfully by British Aerospace. In less
than 10 weeks it was used to mimic a set of cockpit display formats. This
enabled the designers to work out the switching philosophy for mode
changing with sufficient precision to be able to place detailed require-
ments on the equipment suppliers.

We believe that the reason for its successful use is the fact that it
requires little expertise in programming to create interactive control
panels and display formats.

The potential benefits of systems like REGENCY are most clearly in
evidence from the fact that a large number of format generation packages
are now marketed, or have been developed in-house by those concerned with
the design of information displays. One limitation, however, is the fact
that we found it difficult to extract a programme specification which
could be applied directly in programming the displays. A development of
the system to facilitate the translation of the USE programme intu Lite
implementation language for the final system would be a valuable
improvement.

Model-based evaluation. Using a sample of operators to assess the
adequacy of display format designs can be problematic. In the first
instance it may be difficult to gain sufficient access to a representa-
tive group of aircrew, either because they are otherwise occupied or
because it is a novel application for which there are no operators with
relevant experience. Secondly, subjective assessment by any individual
will be strongly biased by his personal experience.

A possible solutica to this problem is to devise some way of predict-
ing the operator's assimilation performance from a specification of the

492



features of the format design. This necessitates having available a set
of empirical models to predict performance as a function of display
design. Ideally this would be configured as an evaluative software
package which is driven directly from the format prototyping tool.

Thomas Tullis (1985) has developed a PC compatible display analysis
package which is not unlike this. His package accepts as input an ASCII
file containing a literal example of the screen to be analysed. The
program then assesses the format with respect to six characteristics:

i) overall character density;

ii) local density of characters around each individual character;

iii) the number of distinct character groups;

iv) the average visual angle subtended by those groups;

v) the number of distinct labels or data items; and,

vi) the average uncertainty of the positions of items on the screen.

At the time of writing, British Aerospace was in the process of acquiring
this package.

Performance Time and Workload

British Aerospace has come into contact with three techniques for the
prediction of operator performance time and workload. These are SAINT,
MicroSAINT, and GOMS. Experiences with each of these are described below.

Systems Analysis of Integrated Networks of Tasks (SAINT). SAINT is
not itself a model, it is a task simulation package which enables an
analyst to model the operator's task as a network of elements (Wortman,
Duket, Seifert, Hann and Chubb, 1978). The elements are individual steps
or actions which have to be performed to accomplish the task goals. The
elements form nodes which are connected so as to represent the sequential
nature of the task.

In 1983, British Aerospace acquired SAINT for the purpose of exploring
the impact on pilot performance of a variety of interface designs for
advanced cockpit systems. A programme of work was proposed to validate
the utility of SAINT in this respect. This involved the development of a
SAINT simulation of a bombing mission, and the comparison of performance
predictions from this with real data from simulator runs o2 an identical
mission profile.

A number of difficulties were encountered in using SAINT. To start
with the human factors specialists called in to input the task analysis
and performance data found that significant software support was required
just to construct the network. Secondly, the manuals, and in particular
the worked example, fell a long way short of providing the sort of back-up
which one might expect. For example, eleven statistical distributions
were offered without a really adequate description of what they were or
what aspects of behaviour they were appropriate for. Furthermore, it
seemed that the creation of the network models was very complex requiring
a great amount of detail to be provided from the outset.

The result of all these difficulties was that the assessment was
never carried out. This is an example of a potentially useful simulation
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tool being rendered completely useless by poor user interface and
instruction manual design.

MicroSAINT. MicroSAINT kficro Analysis and Design Inc.) is a revamp
of the SAINT software to run on any IBM PC compatible machine. British
Aerospace recently acquired this package for use in a study of perform-
ance modelling techniques in the design of cockpit systems.

We have found MicroSAINT to be a very usable system. The model
development is quite straightforward, and the user support documentation
is almost a step by step guide. Overall, the system appears to provide
an excellent tool to support the performance of the sort of task analysis
which we consider to be essential in the early phases of system develop-
ment.

The MicroSAINT system also claims to provide a means of assessing
the mental workload experienced on the task (Laughery, Drews and Archer,
1986). Workload assessment is based on subjective estimates (given by
the modeller) of demand on the various subcomponents of the human infor-
mation processing system. This is not supported by any reliable theory
or guidelines by which it is possible to gauge the severity of these
loadings. Consequently, it is, in our view, too crude to be of much
practical value in optimising the design in order to balance the loads
imposed on the respective information processing subsystems.

The last point represents just one aspect of the principal weakness
of both SAINT and MicroSAINT. That is, they are not associated with an
appropriate model of human information processing and performance capa-
bilities. This means that the user of this software has to rely on
actual empirical observation in order to derive estimates of performance
time for the individual elements of the task. Consequently, the
applicability of SAINT/MicroSAINT will be limited to tasks and behaviours
for which the user already has a performance time database.

This severely restricts its application to new systems, since the
performance time estimates for all-new task elements would hardly be
reliable enough. Thus, the greatest potential benefit of the SAINT/
MicroSAINT models, performance time prediction, is impossible to attain.

A possible solution to this limitation would be to construct a model
of human performance capabilities which could be applied to the task
model in order to derive estimated task performance times. The task
description would have to specify fundamental behaviours which could be
referred directly to the performance model. In turn, this performance
model would have to specify precisely how the execution times for these
fundamental behaviours would be affected by the design of the interface.
While this would obviously be a large undertaking it is by no means
beyond the capacity of modern applied behavioural science, and the
rewards in terms of a marketable product would be enormous. The Human
Operator Simulator (HOS - Strieb, Glenn and Wherry, 1978) is an example
of a task simulation environment which is supported by a model (or a
series of models) of human performance capabilities. At the time of
writing British Aerospace had been trying for some time, and without
success, to acquire a copy of HOS. Because of this we turned our
attention to an alternative, and more readily available, performance
modelling technique - GOMS. Our experience with this technique is
described in the next Section.

GOMS. Card, Moran and Newell (1983) developed the GOMS (Goals,
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Operators, Methods and Selection rules) task analysis technique out of
the established theories of human problem solving, and skilled cognitive

behaviour. It was intended for use in the analysis of tasks performed at
the human-computer interface and its application is supported by a model
of the human information processing system which can be used to supply
data for the calculation of performance times for simple keyboard tasks.
We believe that it is also possible to augment this model for use in

determining the information processing demand which the task design

imposes on the various subcompnents of the operator's cognitive system.

In a research project, British Aerospace set out to establish the
validity of the GOMS analysis framework for the description of routine

cockpit tasks. The results of this work are anticipated to be available
after March 1988, however, initial impressions are that the analysis
technique can be adapted successfully to this domain of tasks.

At the same time we realised that the GOMS information processing
model was inadequate in certain respects. For example, it would be
incapable of predicting the variance in performance times for certain
simple information processing behaviours as a consequence of the
presentation of information. Also, it does not represent the mainstream
thinking on parallel processing and limitations in attention. Because of
this we established a programme of experimental work to extend the
predictive power of the science base.

From the work completed so far it would seem that GOMS is a
relatively simple performance modelling technique which is capable of
being generalised to tasks other than word processing. It also has an
associated cognitive science base which, although basic, could be
extended to meet an analyst's particular requirements. Its major
drawback is that it is, as yet, uncomputerised. Both the development of
the task model and the calculation of performance times have to be done
"by hand". This is very laborious and time-consuming.

If GOMS does prove to be useful for the description of cockpit tasks
it is anticipated that the information processing model could be
computerised. This would be programmed in such a way as to accept as
input a GOMS type task analysis for a given interface (which ideally
would be generated automatically), and to provide as output calculated
performance times and demands on cognitive subsystems for task components
such as: assimilation, central processing, and keying behaviours. A 3 to
5 year programme of work is planned for the development of this
evaluation tool.

Summary and recommendation. British Aerospace found MicroSAINT to
be a very usable tool. Unfortunately, like SAINT before it its applica-

bility is limited to tasks for which performance data is already
available. HOS represents an important addition to this class of tools
as the performance predictions are derived from a set of human
performance models. British Aerospace has had difficulty in obtaining
this package and so we have resorted to trying to develop our own similar
system based on the GOMS analysis technique. So far the GOMS analysis
technique itself appears to be valid for the tasks with which British
Aerospace is concerned but the human information processing model
associated with it is rather underdeveloped.

Due to the importance of this form of assessment in design, there is
a genuine market for tools like HOS and for computerised versions of
GOMS. Tools of this kind now need to be developed and actively marketed.
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Optimising Semantic Compatibility

Theory and techniques. The problem here can be thought of as
attempting to predict what knowledge the operators will need in order to
use the system, and whether or not they will be likely to comprehend the
information which is presented to them and the way in which the system
will work.

It can be argued that people operate a system on the basis of a
mental model of the task they want to perform and of how the system
works. These internal models determine how operators will interact with
the system and how they will attempt to solve problems and accomplish
their task goals. The internal models also determine what expectations
the operators will have about the system's behaviour under all the
circumstances within the scope of their experience.

Many techniques have emerged which are intended to externalise and
formally represent these mental or user models. Some of these techniques
are intended to represent the operator's conceptions of the task domain
for which the system is being developed (e.g. CLG - Moran, 1981; TAKD -
Johnson, Diaper and Long, 1985; PAD - Keane and Johnson, 1987). If this
can be achieved it should be possible for the system programmer to design
the task directed aspects of the system interface around the features of
the operator's concept of the task domain. For example, the operator's
understanding of the objects in the task space (e.g. target, label,
weapon, etc.), and of the functions which may be performed with them
(e.g. initial, move, arm, etc.), could be applied to the development of
an appropriate command language or key set. Models of this type have
already been used successfully in the development of a menu of word
processing functions (McDonald, Stone, Liebelt and Karat, 1982), and in
the development of an interface for a transport timetabling system
(Sharratt, 1987).

A further application of user models is in the formal representatio-
of the man-machine interaction. Models of this type have been used to
explore the mapping of the internal (mental) tasks performed by the
operator, to the external task which is defined and constrained by the
design of the interface - see Moran (1983). By externalising the
operator's concept of the system (obviously this could only be attempted
after initial experience with at least a prototype) the designer could
see his misconceptions or confusions about the system's functioning, and
on the basis of this he could modify the dialogue or documentation so as
to rectify this. At this stage user models of the system and its
behaviour can be used to measure the apparent complexity of the system to
the operator (Kieras and Polson, 1985). Such measures may also be used
to anticipate training re, uirements, and to predict learning time.

Problems in applying user models to interface design. British
Aerospace is interested in applying user models to the design of the
cognitive interface of computer systems which are intended to support
complex problem solving and planning tasks, such as in the command and
control of military systems. Unlike task procedural knowledge, however,
the type of knowledge represented by user models is thought to be held by
the operator in long-term-memory in a declarative format (i.e. knowledge
is held as rules which probably have an IF<condition>THEN<action>
structure) - see Anderson (1983). According to Sticha (1987), network
type models (such as SAINT/MicroSAINT) are of limited utility for
representing declarative type knowledge, and he claims that it can be
encoded more conveniently using a production system representation.
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The problems for the application of user models to the design

process are threefold:

i) knowledge elicitation;

ii) complexity of the computing languages; and,

iii) mapping of the features of the models into system design
requirements/specifications.

The first of these problems concerns the process of obtaining the
knowledge to be modelled. The particular techniques used for this depend
on whether or not the knowledge has to be acquired from a human or from
an alternative source such as the interface specification. This can be
regarded as a separate area of study which it will not be possible to
discuss here.

The second is a problem of relevant expertise. Few human factors
specialists have the necessary knowledge of production system languages
to be able to programme their user models. This means that, although
models are often developed they are not formalised in a way that can be
communicated and reasoned with.

The third problem is closely related to the second. The ergonomist
has to be able to highlight the features of the model which are relevant
to design. The programmer then has to translate these into elements of a
design plan. All too often the ergonomist and the programmer speak two
different technical languages and the mapping of requirements into a
design specification is never achieved (Pew, Sidner and Vittal, 1980).
A potential solutiot to both the second and third problems, and one which
is a logical development of a suggestion made by Pew et al., would be the
development of modelling tools or shells. The shell would support the
development of user models by the ergonomist, much in the way that an
expert system shell supports the 4evelopment of a knowledge base by a
non-programmer. Once developrd . model could be communicated to the
programmer as a formal descripL~ld of the task. This description could
then be interpreted by the designer (or an appropriate interpreter
system) into an initial specification of the interface program.

It is the absence of these tools, more than anything else, which is
restricting the application of user models to the design of the semantic
aspects of the man-machine interface.

CONCLUSIONS

This review has examined a range of modelling tools and techniques
which are intended to help the designer contribute as early as possible
to the design of the man-machine system Three principal areas of design
optimisation have been addressed and in each case the availability,
validity and usability of relevant engineering models has been considered.
At each stage specific views and recommendations have been forwarded based
on British Aerospace's experiences with particular commercial tools or
theoretical techniques. To conclude we will attempt to draw these points
together in order to identify .nore general recommendations. These will be
ptesented as development goals for tool builders.

GOAL 1: Maintain an Awareness of the Requirement for Tools

Tool builders should consider what problems interface designers have
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to address and whether or not the tools to support them in respect of
these are available. For example, in the area of performance time and
workload assessment the behavioural theory necessary for this kind of
assessment is already emerging (see Section on GOMS), but the tools to
support its application to design are not yet available.

Similarly, the optimisation of the semantic compatibility of an
interface can, in principle, be addressed through the application of
production rule models of the user's knowledge. These can be employed to
define the requirements for the interface dialogue, to identify areas of
operator difficulty, and to anticipate training requirements and training
time. Unfortunately, their application in practice suffers from a lack
of tools to support the development of the models by non-programmers,
which, in turn, impedes the translation of the features of the models
into requirements for the design.

GOAL 2: Ensure that the Tool Satisfies the Analyst's Objectives
in Applying it

Tool builders should consider the role which the tool will play.
For example, is it a rapid prototyping toc! or an evaluation tool? The
products required from each of these, although not entirely independent,
are quite different.

Rapid prototyping tools should ideally provide the designer with a
product which can be a direct input into the design process. For example,
in the area of display software design it should be possible to use the
software for the prototype to develop the implementation program. Since
most tools will use a higher-level language than would be employed for
system design this will necessitate the creation of some kind of software
translation package. Systems of this type are already emerging and will
undoubtedly be an important aid to the interdisciplinary communication
process.

Evaluation tools on the other hand, operate in parallel to the
mainstream design activity and provide an indirect input to it. The
primary concerns here are for completeness and validity. Firstly, the
tool should have everything needed to fulfil its role. SAINT and
MicroSAINT are examples of incomplete tools which rely on the analyst to
supply the most crucial part of the task model, the execution times for
the individual actions. Secondly, if the tool already has some kind of
science base this must contain reliable and valid data. The problems
which British Aerospace experienced with CAR II appeared to have been due
to validity problems in the way the program handled certain reach
calculations and in the way it related the operator to his workstation.

As an alternative to human simulation, rapid prototyping techniques
offer the possibility of interface simulation which is simple and
cost-effective. The use of such interface simulations for empirical
evaluation is considered by some to represent a sufficient approach to
interface evaluation; especially in the area of semantic compatibility
where user modelling techniques are not yet fully proven. While this is
true to some extent it cannot be considered to be a complete approach.
For example, it does not overcome the problems of aircrew availability
and subjectivity which were mentioned previously. The ideal solution
would appear to be a rapid prototyping tool which also has built-in
evaluation functions.
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GOAL 3: Ensure Usability

It cannot be overstressed that it is essential that tool builders
consider the usability of their product by the targeted user group.
Clearly, usability will be affected by both person and machine
constraints. A tool's usability may be severely restricted by the fact
that it is machine specific; this was the case with SAMMIE. Developer.
should anticipate the machines and languages available to their targeted
users and tailor the systems accordingly.

With respect to usability by the end user, developers should avoid
forcing the analyst to relive the agonies suffered during the development
of the model itself. ORACLE is a case in point here: the physical model
has to be tailored to every application and this has to be performed at
the level of rewriting the aspects of the program which relate to it.
Consequently, this is a task which can only be performed by a few experts.
The program also demands that the user understands the ORACLE equations
and is familiar with the engineering constraints relevant to display
design. These factors severely limit the usability of the model.

SAINT also demands that the user has an appropriate level of
programming expertise. Developers are encouraged to remember that for
many potential users this expectation is often unrealistic and could
result in the tool remaining unused. Developers should design tools so
as to be less demanding of their users. Extensive use should be made of
on-line help facilities and, where appropriate, developers should
capitalise on new interactive techniques such as adaptive interfaces.

GOAL 4: Provide After Sales Service

Even when the previous three goals have been achieved there is no
guarantee that the tool will function free of problems. This is
especially true with these kinds of scientific applications where the
user may need the program to be customised to his particular
requirements. At the very least users need to have a hot-line to the
developers with a sympathetic ear at the other end. In addition to this,
however, the tool builders should make every effort to produce a complete
and fully tested user guide.
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THEORY-DRIVEN DESIGN RESEARCH

Stuart K. Card

Xerox Palo Alto Research Center
Palo Alto, California

INTRODUCTION

In the computer industry, it is commonly assumed that breakthroughs
in interface design are, and will be, largely a matter of intuition, possibly
aided by some loose empirical observations in the manner of rapid
prototyping. ("Many of the great breakthroughs of science and invention
were the result of intuitive leaps," Tagnazzini in Herot, 1987). In this view,
there is not much useful that cognitive scientists can do for advancing the
development of the technology--the most that can be hoped for is some
evaluation of other peoples' designs.

Yet, if it can be said that many of the breakthroughs of technology were
the results of intuitive leaps, it can equally be said that many were not. The
question is not whether intuitive design will play a role in the progress of
interface design--of course, it will. The question is, rather, can we ever do
better than just pure intuitive design for human-machine interaction? Is that
all that is possible? For the moment, let us group with intuitive design not
only "seat-of-the-pants" design, but also pure empirical testing as in rapid
prototyping.

This question is really a version of the broader and older issue
concerning the relative effectiveness for technological progress of cut-and-tryengineering vs. science. It might be thought that by this time the history of

technology itself would provide strong patterns that would settle the matter.
The problem is that the history of technology provides many patterns. Almost
all interactions are found in one history or another (Ziman, 1976).

Take, for example, the bicycle. There is some rather subtle physics in
the bicycle. If the front fork is bent slightly up, as in almost all modern
bicycles, then the bicycle is stable. If, however, it is bent the other way, then
the bicycle is unridable. But the bicycle evolved to its mature form almost
exclusively by cut-and-try engineering. Science, even though demonstrably
relevant, was not an important driver of technological progress. On the other
hand, one would never have gotten the transister with only cut-and-try
engineering.
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So, as a sort of intellectual first-aid until the historian arrives, consider
the following: Science is likely to pace technological progress when:

1. Technology gets stuck, or
2. Science can identify leverage points or key constraints--places where

modest effort suddenly unlocks progress, or
3. Science provides tools for thought, either conceptually or mechanically.

That is, science can be effective when it helps us see a new way for
conceptualizing the design space or it allows us to make inventions that
themselves aid intuitive design.

THE THEORY-DRIVEN DESIGN RESEARCH PARADIGM

To take thc next step in this argument, it is important to distinguish
research from product development. Research is about advancing the
state-of-the art. Development is about making things economically that
satisfy some goal. The important thing to understand is that techniques too
expensive to be used directly in product development can nevertheless be
successfully used in research--and can lead to commercially successful
products.

An example is the Xerox "TypeRight (TM)" system that goes into a
typewriter and squeezes 100,000 English words, more or less, plus all the code
for the algorithms to check spelling into 64K bytes--more than twice as
compressed as any other system. The system was done by Ronald Kaplan, a
psychologist, and is based on both theoretical linguistics and theoretical
computer science. One would not want to be the hapless engineer stuck with
the task of trying to reverse engineer this device without knowing the theory.

TypeRight is an example of how science, cognitive science even, can
contribute to the march of technological progress. In this case, there is a
cognitive science theory that provides a leverage point. It would normally be
impractical to develop this theory and technology directly as part of the
critical path to a product. But once in hand, the theory makes it possible to zip
out products faster than cut-and-try engineering because one can skip a lot of
the cuts and the tries. There are now versions of the TypeRight technology
that work with popular word processing programs, a version that connects
directly to a PC keyboard, and a pocket version with a sleek case that can be
purchased out of airline in-flight catalogues. Furthermore, TypeRight was
developed in 6 months, from idea to product shipment, demonstrating that far
from being a leisurely luxury, theory can be even quicker than "quick and
dirty" engineering methods.

The example of TypeRight is an example of a sort of paradigm for using
science to advance systems technology. This paradigm was first suggested by
John Seely Brown and has been used with some success. In this paradigm, we
try to get a combination of four things:

1. a well-definedproblem,
2. a theory that gives insight into the problem,
3. an artifact that embeds the theory in the service of the problem, and
4. a reuse of the theory or technology for solving other problems.

This last part, reuse, is especially important for focusing on the
leverage points of science for technology (and, incidently, helping to
validate that the theory really is a substantial insight into nature). For
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shorthand, let us refer to this paradigm as the theory-drven design
research paradigm. It is primarily a way of organizing human-machine
systems research. But a frequent side benefit is a prototype for product
development. Examples of the use of this paradigm show how research and
theory can augment intuitive design for advancing interface technology.

Example 1: The Mouse

A first example is the mouse. The problem is to make a device that
allows reference to parts of the interface by pointing. The theory of pointing in
this case is just Fitts's Law, which tells us the time to point with the hand is a
simple log function of the ratio of the distance to the target diameter:

Movement-time = constant + ID log 2 (DIS + 0.5).

The artifact is the mouse. The discovery that pointing with the mouse is also
governed by Fitts's Law and with approximately the same slope parameter ID,

tells us that the limitations on pointing speed are in the human information
processing, not in the mouse device (Card, Moran, & Newell, 1983). Hence
there are not dramatic gains to be made in pointing time by other devices.
This argument was, in fact, used directly in deciding on the commercial
introduction of the mouse. The theory can be reused to tell us how to do rapid
testing of mice and other pointing devices as well as how to make devices
superior to the mouse.

Here science has been used to reconceptualize the design space: a
winning device should have a lower curve on the Fitts's Law slope than the
mouse, or be the same but be cheaper, lower error rate, etc., or be able to beat
the mouse on some other task, such as fine drawing.

Example 2: The Rooms Window Manager System

Another example is the design of the Rooms system (Henderson & Card,
1987). Here the problem is overhead in using windows. The theory is a
version of the Denning virtual memory working set theory and successors. In
terms of the theory, the reason there is so much overhead, especially with
overlapped windows, is an intense resource contention brought on by the
small size of the screen. This resource content-'r causes "window
faulting"--scrolling, popping overlapped windows to .ae top, moving, or
resizing windows in order to see wanted information , - s not currently
showing. But windows exhibit "locality of reference" like mtimory locations in
a computer program (that is, most user references are to just a few recently
referenced windows). Furthermore, references tend to come in clusters,
organized around some task like reading mail. Switching to another task
changes the set of windows likely to be referenced. This analysis suggests an
artifact, the "Rooms" system, that exploits locality of reference by analogy
with techniques used in virtual memory operating systems to reduce average
access time.

Rooms is a window manager system that extends the desktop metaphor.
Each Room is a cluster of windows on the screen at the same time. Each Room
tends to be identified with some task the user does, such as read his mail or
write a particular paper or work on a particular program. Actually, Rooms is
a window analogue of a virtual memory preloading policy, accomp!ishing the
inevitable window faults automatically more rapidly than a user could
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manually by expanding or shrinking icons on demand. The theory can be
reused to analyze user task switching. Studies of users show that they shift
frequently among different tasks (Bannon et al, 1983), behavior not well
supported in most workstation environments. The same basic theory can be
reused to show that the Rooms system provides an excellent basis for
supporting task-switching (Card & Henderson, 1987). Here theory has
provided the conceptual tools of thought that make the invention of a novel
artifact and its extension relatively straightforward.

Example 3: Mackinlay's Thesis--APT

A last example is Jock Mackinlay's PhD thesis (Mackinlay, 1986). The
problem is to construct an interface that automatically presents data. The
theory is a formal mathematical model of the form and semantics of a
graphical data presentation: Consider a set of data, such as car fuel mileage
as a function of car price. There are a large number of ways these same data
may be presented: scatter plots, bar graphs, pie charts, etc. Each of these can
be thought of as a sentence in a graphical language. Mackinlay's theory
formalizes two important notions: (1) what it means for a graphical
presentation to express some meaning, and (2) what it means for a graphical
presentation to be effective doing it. For example, the meaning of the points
and axes of a scatter graph of car price against mileage would be formally
described in terms of relations between dataset and graphical elements in the
expression like the following:

Encodes (s, {Price (Accord, 5799), Mileage (Accord, 25)}) iff
Point(s, Pnt) AND
Axis(s, HorizAxis) AND
Axis(s VertAxis) AND
Encodes(Pnt, Domain(Accord)) AND
Encodes(HorizAxis, Domain(5799)) AND
Encodes( VertAxis, Domain(25)) AND
Encodes(Position(Pnt, HorizAxis), Price(Accord, 5799)) AND
Encodes(Position (pnt, VertAxis), Mileage(Accord, 25)).

A presentation is said to expresses an intention if and only if the graph
encodes all the relations intended and none that are not. One of Mackinlay's
insights was to note that graphical design is hard because while it may not be
difficult to encode an intended meaning in a graphical representation, it often
is very difficult to prevent the graphics from conveying additional meanings
not intended.

Even if the intended meaning and only the intended meaning is
conveyed, graphical presentations will still differ, according to Mackinlay,
depending on how "effective" they are. Using psychophysical data, he derived
tables of relative effectiveness for different encodings of the data. For
example, length is relatively effective for showing quantitative data, but
relatively ineffective for ordinal data. The reverse is true for color hue.

Mackinlay's formalism allows him to develop a composition algebra for
combining the elements of a graph based on his formal semantics and his
tables of relative effectiveness. That is, this theory structures the design
space for graphical presentations and even makes it possible to generate
figures of merit for the points in the design space.

The artifact that the theory enables is a system called APT (for A
Presentation Tool) that automatically generates reasonable presentations of
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data for users. Reuse of this theory looks promising for other aspects of
interface design. Here again, we have a case where theory can be used to
structure the design space, this time giving enough structure actually to
permit automatic design.

In the examples above, it was possible to improve upon intuitive design
by using science to get ins' ht into the structure of the problem or design
space. In each of the examples, it was possible to point to an artifact that if
not already a product is readily made into one. To make the argument that it
is possible to do more than just intuitive design, it is not necessary to argue
that this is possible every time, only that it is some times and that these get
more frequent as the science matures.

COMPUTATIONAL ERGONOMICS

In the cases above, theory was used during research to advance the state
of the art. It was then used analytically at design time for product
development. Mackinlay's thesis suggests the possibility of using theory
more directly, computationally, in workstations for computer-aided
engineering. Making this a reality is very demanding of theory to the point
of interacting with the development of theory itself: Theory-driven design
often benefits from design-driven theory.

In many disciplines, computers are making a fundamental difference in
the way science is done and in the relationship between science and
application. In fact, it has been suggested that a whole new paradigm of
computational science is evolving, enabling discoveries through computation
in contrast to theoretical and experimental science (Bell, 1988). This new
paradigm is reflected in new, computationally-oriented branches of old
disciplines. Thus we have computational chemistry and computational
linguistics. We have as well at least the possibility of computational
ergonomics.

Of course, there have been attempts to use computers to simulate
human performance in the service of designing human-machine systems for
many years now. SAINT and other network models, the various dialects of
time-line analysis, and HOS are .-xamples. But, the rapid development of
computing technology and increased scientific understanding in the human
sciences mean that it may become feasible to build much better, and much
more widely accessible, tools as part of engineering workstations. The most
recent attempt is the A31 project pursued jointly by NASA and the Army for
designing helicopter cockpits. An estimated 70% of the lifecycle cost of a
helicopter is determined in the conceptual design phase, well before it is
possible to build prototypes or do much in the way of human testing. Most of
the important part of the design is therefore unreachable by the classical
prototype and test paradigm. NASA is trying to build a CAD/CAM
workstation in which embedded human performance models would allow
information about human performance to be predicted at conceptual design
time, leading to better designed systems and filtering the things that have to
be tested with simulation. The idea is to try to see if it is possible to do more of
the human engineering up front by doing computational ergonomics.

To help choose the human performance models for this workstation,
NASA sponsored a study (ongoing at the time of writing) by the Committee on
Human Factors of the National Research Council, the operating arm of the
National Academy of Sciences. This is one step towards a computational
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ergonomics. The task is not an easy one. Classes of models considered, for
example, include the following:

Motion detection Surface quality from shading
Temporal detection Shape from shading
Spatial detection Object recognition
Spatial coding Work load
Optical flow Learning
Occlusion contours Decision making
Reflectance contours Knowledge representation
Edge detection Errors

Working on such studies gives one a chance to assess the promises and
difficulties of computational ergonomics as a method of theory-driven design.
From this vantage point, three difficulties suggest themselves: (1) we need a
better understanding of design, (2) many theories will never be useful for
design, and (3) transfer of theoretical knowledge to practice is hard for most
engineering disciplines.

1. We Need a Better Understanding of Design

The tacit assumption in the modeling world has always been that
science and modeling is hard, but that if one can get some results the design,
while a little scruffy, is relatively easy. In fact, one of the greatest difficulties
in this National Research Council study has been in figuring out what
designers could use models for and what is a reasonable design methodology
that would incorporate models. Theorists have been observed to undergo
severe culture shock when required to extract from their model or theory
some piece of information necessary to answer some design question. Systems
builders have been observed to ask for models without a clear idea for what or
how they would use them, not realizing that the details of use are what
determine which idealizations in the models are viable or impractical. But
the needs of design determine tradeoffs in models and somewhat vice versa.
Furthermore, the process of design and even the structure of a design in terms
of its rationales are not well understood. Even if human performance models
were demonstrably useful in design, CAD/CAM workstations containing
computational ergonomics might be beyond reach because of lack of
knowledge for how to make it a practical part of the design process. There is
no possibility of a viable computational ergonomics without a better
understanding of design.

A confusion is that there are at least two related understandings of
design that are ultimately needed: (1) understanding of design in the small
and (2) understanding of design in the large. Design in the small refers to
design techniques at the engineering analysis level. Design in the large
refers to the organizational and social issues of organizing the design
activities of large groups of people. These two are easily confused because an
engineering artifact may serve roles in both areas simultaneously. For
example, an engineering diagram serves as both the external memory to keep
track of details for an analysis and also as the means of communicating the
design and its constraints around an organization. Both are important, but
the notion of theory-driven design in this paper is concerned principally with
the former, where the direct impact of models and theories would be expected
to be felt.
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2. Many Theories Will Never Be Useful for Design

One view of the relationship between science and application is that
science is like a fruit tree. The fruit on the various branches eventually will
ripen. If a human performance model is not very useful yet, just water the
tree, give it sunshine and be patient; eventually the fruit will fall into one's
hands. Unfortunately, a look at what is available in various models against
what is needed to do engineering suggest this view is not accurate, and for five
reasons:

(1). Content validity. The problem with many psychological theories is,
as Andries Sanders has pointed out (Sanders, 1983), content validity.
Small-scale laboratory experiments do not necessarily produce true theories
that brick by brick build the house of knowledge. And unfortunately,
ecologically valid observations and simulations are often so hopelessly
confounded that it is impossible to determine what led to what. Sanders
prescription of back-to-back experiments--a controlled experiment, an
ecological experiment, and a formal argument for their relations--is still an
excellent idea. Otherwise, the chances are that some small laboratory effect
will be swamped by other effects in the real environment or be artifactual. Of
course, lack of content validity can have highly visible consequences during
design. Theory-driven design is one tactic for going after content validity of
psychological theory.

(2). Conflicting idealizations. Engineering use and scientific
theory-building sometimes have different aims resulting in conflicting
idealizations. Engineering uses often require broad coverage of phenomena,
whereas scientific models are often aimed at uncovering the mechanisms
behind narrow phenomena. Woods et al (1986) have noted the

... tradeoff between the formal, applicable, and scope
dimensions of models. In general for the behavioral
sciences, the more formal a model, the narrower the
coverage of and applicability to real world tasks.
(Woods, Roth, and Hanes, 198 6 , p. 2 9 ).

The use of idealizations means simplifying a phenomena so that inference
about it is tractable. The simplification is achieved by dropping out details
that will have little effect on the outcome. But which details will have an
effect may depend on whether one is interested in broad coverage or in subtle
mechanisms. The theory-driven design research paradigm is a heuristic for
keeping in the idealizations of the theory those details that will matter for
some class of design.

(3). Model integration. Isolated human performance models cannot
necessarily be integrated together to give a larger model. Trying to match up
the miscellaneous hodge-podge of inputs and outputs into an integrated whole
is one of the chief problems in trying to build a computational ergonomics out
of isolated models from the literature. This is the real advantages of global
models that attempt to explain multiple phenomena.

(4). Lack of formalization. Verbally stated models have their use, but
that use is not in computational ergonomics.
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(5). Lack of use pressure. It is rather unsettling that even the authors of
many psychological models seem to assume no one will ever actually use their
models for anything. This would seem to be a departure from most sciences.
Since the models are not used, there have not been the iterative refinements
to make them usable easily. In fact, there are extreme circumstances where
one suspects the real knowledge may be less in the model and more in the
unexplicated skill of the modeler.

The above are really, as much as anything else, matters of attitudes on
the part of the theorist/modeler. One implication is that the way to get
human performance theories that are usable for design is specifically to fund
theoretical activities that are designed for engineering use: design-driven
theory. This is not an argument that all theory should be of this sort, only
that some should be. Actually, the history of cognitive psychology has shown
that research on applied problems has been one of the most effective ways of
advancing the basic science.

3. Transfer of Theoretical Knowledge to Practice is Hard for Most
Engineering Disciplines

Rouse and Cody (1989) have shown that the route from basic research to
engineering use of human performance research in the aerospace industry is
lengthy and uncertain. Among other things, most design practitioners are
not technically able to read the academic journals. Most design questions are
answered not from the literature, but from colleagues with nearby offices.
Notions of computational ergonomics or theory-driven design need to take
into account the realities of actual design practice. While Rouse and Cody's
study was of aerospace human engineering, in fact it would be surprising if
the situation were not somewhat similar in other engineering disciplines as
well. This fact suggests particular attention to the method in which
theoretical knowledge for a supporting science is packaged for the practicing
engineer.

Incremental, cut-and-try intuitive design is an important part of human
interface design development, but it is not the only way to make progress.
Theory-driven design research is also part of the engine of technological
progress, and we now have instances of it as a successful method. In fact, both
approaches can be used together. What theory-driven design research can do
is to help the designer reconceptualize the design space, it can change the very
way he or she thinks about the problem, it can show the designer where the
points of leverage are or how to overcome difficulties insurmountable by
cut-and-try techniques alone, it can show the designer how things work. In
this way each cut-and-try can be a bigger step with higher likelihood of
hitting the sweet spot in the design space. Theories also have potential for
being embedded in design tools directly as part of a sort of computational
ergonomics. Three difficulties currently arise in attempting to do this: (1) we
need a better understanding of of design, (2) many theories will never be
useful for design, and (3) transfer of theoretical knowledge to practice is hard
for most engineering disciplines. All are matters that would reward targeted
research.
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HUMAN PERFORMANCE MODELS

William J. Cody and William B. Rouse

Search Technology, Inc.
4725 Peachtree Comers Circle, #200
Norcross, Georgia 30092

INTRODUCTION

Earlier in this volume, Rouse & Cody (1989) discussed the nature of complex
system design and designers' use of human performance models. We noted that in our
experiences designers show little interest ih using the types of analytical model that were
the subject of the present workshop. These impressions are based on interviews that we
conducted with over 60 crew system designers in field studies of the aerospace system
design process (Cody, 1988; Rouse & Cod:. 1988). We hypothesized that designers apply
seven specific criteria when evaluating infurmation sources, and that models are generally
perceived to be weak along these criteria relative to their alternatives.

The present paper is a companion report that has three purposes. First, we sought to
test Rouse and Cody's hypotheses about the criteria that designers apply when choosing
sources of human performance information. Second, we wanted to explore the
characteristics of present and potential model users. Third, we hoped to provide feedback to
model developers on how they might increase the attractiveness of their products to
designers.

Background

To reiterate briefly the basis for the earlier paper, our interview studies
demonstrated to us the enormous variety of technical information, including information
about human performance, that aerospace designers access during the course of producing a
crew system. Designers said they acquire human performance information from three
principal sources: human judgment, the archives and models. Human Judgment refers to the
designer's own experience and recollections as well as the opinions of colleagues, domain
experts and system users. The archives include past designs, standards, practices,
regulations, and the scientific, technical and trade literatures. Models include both
empirical studies and analytical tools. In empirical studies, the system is simulated with
more or less fidelity but the system operator or maintainer is a human subject who is "in-
the-loop." In contrast, analytical models refer to computer-based simulations in which both
the system and human components are represented computationally or symbolically.

Designers also claimed that they do not access these three sources equally often for
human performance information. Rather, human judgment is by far the most frequently
accessed source followed by the archives with models a distant third. Within models,
empirical studies are used more often than analytical models to produce human
performance information.I
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Table 1. Criteria that Designers Apply to Select Information Sources (Rouse & Cody, 1989).

Applicability: Does the source produce information that is directly relevant to the
problem?

Credibility: Do co-workers ,id customers perceive information from the source to
be valid?

Availabijity: Is the source commercially accessible (versus in an experimental state
or proprietary)?

Cost: Is the financial cost of obtaining and using the source acceptable?

Interpretability: Are outputs from the source directly usable or easily transformed for
the purpose at hand?

Leamability: Can one become proficient in producing information with the source
in an acceptable period of time?

Usability: Once mastered, is the source easy to configure and use?

Why do analytical models not compete well with these other sources? In Rouse &
Cody (1989), we suggested that designers' information seeking behavior might be
understood from the perspective of consumer psychology (cf. Bettman, 1979, 1986).
Consumers have been shown to trade off the expected benefits and costs of seeking
information to support purchase decisions (e.g., Meyer, 1982). Furthermore, the likelihood
that consumers will access a particular source has been shown to vary with source attributes
(Meyer, 1981). As information consumers, designers' reluctance to use models, therefore,
suggests that these sources are perceived to compare poorly with other sources in terms of a
cost-benefit relationship.

In Rouse & Cody (1989), we hypothesized that this relationship is composed of the
seven criteria defined in Table 1. Moreover, we suggested that system developers apply
these criteria as a series of gates in roughly the seqaence given. That is, if an information
source fails to exceed some threshold value along a criterion, further consideration along
the remaining criteria is suspended and an alternative information source is then sought.

The present workshop appeared to offer an excellent opportunity to test these
claims. We assumed that workshop speakers were primarily model developers who were
interested in having their tools and techniques applied in system development efforts. We
also assumed that the audience for the most part would consist of system developers who
were seeking models and methods to apply in their design work. As the data will show, our
assumptions were not fully met; about half of the workshop attendees described themselves
as researchers, not system developers. While not conclusive for this reason, the study did
suggest factors that govern the use of models in system applications.

To take advantage of this opportunity, we developed a questiimnaire for attendees to
complete as they listened to the papers presented during the workshop. Due to time
constraints, neither the speakers nor the audience had seen the questionnaire in advance. In
addition to requesting background data, the questionnaire contained an evaluation form
constructed around the seven criteria. Respondents were asked to evaluate each model and
method along the seven criteria, e.g, "how applicable is this model to your needs?" We used
the data from this exercise to explore five primary issues.

Study Objectives

First, we were interested in whether designers agree with the assertion that they
select information sources based on the seven criteria. We established this by asking them

512



to rate the importance of each criterion to their selection of information sources as part of
their work. As discussed further below, their agreement does not guarantee that designers
in fact apply these criteria. The psychological literature in judgment, decision making (e.g.,
Dawes, 1979; Nisbett, Krantz, Jepson, & Kunda, 1983) and self-report (e.g., Nisbett &
Wilson, 1977) is replete with findings that show individuals' behavior and their
explanations for their behavior often conflict. However, if respondents roundly disagreed
with our notions of what motivates their information seeking behavior, less confidence
would attach to any advice we could offer model developers.

Second, based on attendees' ratings, how did the models fair along the seven
criteria? Arguably, the papers and demonstrations presented at this workshop represented
the state of the art in human performance modeling. Moreover, having invested the
resources to attend this workshop, the members of the audience should represent the
population most likely to apply this technology if they perceive it to be worthwhile. Hence,
ratings assigned to the models by this group merit close attention by model developers.

Third, we were interested in how respondents' backgrounds affected ratings.
Therefore, we explored the relationships between ratings and educational discipline, current
job role, level of model use, and pre-workshop familiarity with models. Model developers
should find such information useful for tailoring presentations of a model to audience
characteristics. For example, empirical results from consumer research show information
seeking and product selection are related to familiarity with a product category (Kiel &
Layton, 1981; Punj & Staelin, 1983; Reilly & Conover, 1983) and uncertainty about
product attribute values (Meyer, 1981).

Fourth, of special interest was whether workshop attendees were likely to act on the
basis of information provided by the speakers. More specifically, for each paper we asked
respondents to judge how likely it was that they would: a) request more information about
the model that was discussed; b) advocate its use to others; and c) personally use the model.
These three types of behavior represented increasing levels of commitment on the part of
the respondent. Our interest in these behavioral expectations was twofold.

The behavioral ratings would indicate the extent to which the workshop stimulated
interest in human performance modeling. Without a follow-up study to determine whether
attendees did, in fact, act as they said they would, we cannot verify their claims. However,
the behavioral ratings should provide some insight into the workshop's impact.

We also sought to determine how well the ratings people assign to the models
predict how they expect to behave. For example, if an individual gives a model high marks
for applicability and credibility, but poor marks on the remaining criteria, will he request
more information about the model or not? This analysis tested our notion that designers'
apply the seven criteria sequentially. More importantly, however, the analysis detected
discrepancies between what the respondents said were important criteria and which criteria
they would actually use to act. Hence, this particular issue has psychological significance
beyond the results of the workshop.

Under the fifth issue, we were concerned with how to stimulate wider adoption and
use of human performance modeling technology. On which criteria should model
developers concentrate? Which criteria are most highly related to behavioral expectations?
Which criteria tend to be positively and which negatively associated with a model or
technique?

METHOD

Questionnaire Design

The 5-part questionnaire solicited the following information. Numbers of questions
and ratings per part are shown in parentheses:

I. Background data (20 questions).
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2. Extent to which the Rouse & Cody criteria were perceived to be important in
selecting information sources (7 ratings). These ratings were subsequently used in
statistical models to weight respondents' ratings of workshop papers.

3. Ratings of individual models along the seven criteria and ratings of the likelihoods
of three types of behavior (29 papers X 10 ratings = 290 ratings). Figure 1 shows a
section of the evaluation form.

4. Ratings of model groups that were discussed in each session (6 sessions X 7 ratings

= 42 ratings).

5. Workshop review and critique (6 ratings).

For present purposes, analyses are reported for the first four parts. Hence, a
completed questionnaire contained 359 items of interest. The form also contained a "service
card" that attendees could fill out to request more information about particular models and
demonstrations.

Where ratings were requested, a 5-point scale was used throughout the
questionnaire. End-point values differed as a function of the question (e.g., never-often;
unimportant-very important; poor-excellent).

SESSION I
WORKSPACE DESIGN - ANTHROPOMETRIC AND BIOMECHANICAL APPROACHES

(1) (2) (3) (4) (5)
unimport..--->Very Important

1 2 3 4 5 12. How Important are the human systemj an Isusthat have motivated ae
development of this group ot models and techniques?

13. How doe the model or technique discussed by each presenter In this session rate on each of the criteria
proposed by Bill Rouse? (Write your ratings In the appropriate cells of the matrix.)

(1) (2) (3) (4) (5)
Poor ------...............---> Excellent

PRESENTERS

CRITERION Bonney Irocmer Radler Rothwell Evans

Applicabty

Credibility

Availability

Cost to Access

Interpretability

Learnability

Usability

Rased oa what you have heard I ne IMpresentation, how likely do you consider each of the following behaviors?

(1) (2) (3) (4) (5)
U n lik e ly ............ . . . . . . ..- > V e ry L ik e ly

Likelihood you wul request
more inlormation on this
model or technique

Likelihood you will advocate
the use of this model or
technique to your colleagues

Likelihood you will use the

model or technique yourself

Figure 1. Example of the evaluation form
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Data Collection Procedures

Attendees learned of the evaluation task at the introductory session of the workshop.
Moreover, although workshop speakers were informed that an evaluation of current
modeling technology would be conducted, they did not know beforehand the criteria
definitions nor that the evaluation would be conducted in the manner that it was. Papers
and talks were not prepared specifically to address the criteria and, therefore, may not have
contained all of the information that the audience members felt they required to formulate a
judgment.

The Rouse & Cody (1989) presentation discussed the criteria as well as the rationale
for the evaluation task. The questionnaire was then distributed and specific instructions
provided for its completion. We emphasized to the audience that they should respond to the
questions and ratings from the perspective of their personal interests and needs, and not as
they thought designers in general might respond. Also, if a speaker presented insufficient
information to make a judgment along a criterion, respondents were instructed to leave the
rating blank. Respondent anonymity was protected through a coding scheme.

After the instructions, the audience completed the background data and rated the
importance of the seven criteria to their source selection behavior. The remainder of the
evaluation form was then filled in over the course of the workshop. The procedure was to
record judgments for each of the 29 papers/models immediately following its presentation.
At the end of each of the six sessions, respondents rated the models as a group. Review and
critique items were answered at the close of the workshop. Reminders to complete the
evaluation form were provided at regular intervals.

Data Reduction and Analysis

Our primary thrust was to provide the model development community with insights
on how to effect more model use by designers. Therefore, we examined the data from two
different perspectives. On the one hand, increasing the use of models might require
enhancements to existing techniques or entirely new types of model. Overall ratings of the
models and ratings of behavioral expectations were examined to investigate this possibility.

On the other hand, model use might also be increased by "packaging" existing
technology in different ways to enhance the perceived value to people who are not already
using models. We explored this possibility in two ways. First, we dichotomized respondents
along four dimensions to explore the relationship between opinions about modeling and
subject factors. These dimensions were: 1) disciplinary background (behavioral sciences
vs. engineering); 2) job role (researchers vs. system developers); 3) expertise with modeling
(model users vs. non-users); and 4) pre-workshop familiarity with particular models
(familiar vs. unfamiliar). For these comparisons, we computed t tests on the group mean
rankings. This practice acknowledges that an interval scale is not a prerequisite to making
a statistical inference based on a parametric test (cf. Anderson, 1961; Boneau, 1960).
Second, we developed statistical models of the respondents' expected behavior as a
function of their ratings along the evaluation criteria. Our interest was in the relative
importance of the seven criteria to respondents' expected behavior. Differential importance
would suggest on which dimensions the modeling community should concentrate.

* RESULTS

Questionnaire Retm Rate and Missing Data

Ninety three questionnaires were returned from the 139 workshop attendees, for a
66% return rate. Four were discarded for providing background information but no ratings.
Across the 89 usable questionnaires, only 14 contained responses to all 359 items of
interest. Response rates for each group of questions were as follows:

I. Background information 97%
2. Ratings of Rouse & Cody criteria 90%
3. Ratings of individual models 68%
4. Ratings of model groups 76%
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Table 2. Percentages of Ratings Provided For Each Criterion and Behavior on Partially and
Wholly Answered Questions.

Criterion/Behavior Individual Papers Sessions

Applicability 98 100
Credibility 97 99
Availability 90 96
Cost 80 88
Interpretability 93 99
Learnability 91 97
Usability 92 97

Request More Information 96 --
Advocate Use 93
Personally Use 94 --

As these data suggest, response rates for ratings of individual models and model
groups were comparatively low. Respondents may have failed to rate a paper or group for
either of two types of reason. On the one hand, they may have skipped a paper or session,
forgotten to bring the form, become tired of the rating task, and so on. On the other hand,
respondents may not have received enough information from a speaker or session to form a
judgment. For our purposes, if the respondent filled out none of the ratings for a given
paper or session, we assumed the first type of reason. If he or she filled out some but not
all of the ratings for a particular paper or session, we assumed the second reason. This
distinction was important because, for some analyses, we included partial responses in
overall average ratings. Thus, average ratings on the criteria and expected behaviors were
sometimes based on unequal sample sizes within a paper or session.

The pattern of missing data was informative in its own right. Table 2 shows the
percentages of ratings given per criterion and behavior for both individual papers and
groups for partial and wholly answered questions. All questions on which individuals
recorded none of the ratings were removed from the denominators of these percentages.

For individual papers, three groups of response rates emerged. The top group
consisted of judgments of applicability and credibility drew rates in excess of 97%. Hence,
respondents received sufficient information from the presentations to judge models along
these dimensions. In contrast, cost judgments drew an 80% response rate, suggesting that
presentations offered less information to estimate this dimension. The remaining criteria
clustered around a 92% rate. Table 2 shows that the cost information deficit appeared in the
session ratings as well.

This finding about cost judgments is not surprising in light of the fact that presenters
had not been instructed to provide specific information along each of the seven dimensions.
It may also suggest that cost to potential users was not a concern to presenters. Perhaps
more interesting, however, the data suggest that the audience did judge the cost
characteristics of models in the majority (80%) of cases even though specific cost numbers
were not given. Hence, it appears that the audience often "filled in" missing information
about models, a finding that corroborates results from consumer behavior research (cf.
Bettman, 1986; Meyer, 1981).

Background Information on Respondents

Figure 2 shows the distribution of educational backgrounds of the workshop
attendees. Approximately 82% of the respondents were trained in engineering, behavioral
and cognitive science, or human factors engineering. For subsequent analyses, respondents
were divided into two groups according to educational background. The Behavioral
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Science group was composed of behavioral/cognitive scientists, human factors engineers
and those with degrees in education (n=47). The Engineering group combined engineering,
computer science, physical science, mathematics, and biology (n=39).

Figure 3 presents respondents' current employment. The majority (76%) were
employed in business and industry or in the Department or Ministry of Defense.
Academicians accounted for about 15% of the respondents. Non-defense governmental
positions (e.g., NASA, FAA) accounted for 5%. For our purnoses, this distribution was
encouraging under the assumption that the business and military communities are
motivated to use modeling technology toward improved products and not solely to develop
models for scientific and theoretical ends. Combined with the disciplinary profile of
attendees, these data indicated that workshop attendees would represent a promising mix of
potential model users interested in applications to system design.

30

Eng Engineering
-- B/CS Behavior and Cognitive Science

>. HFE Human Factors Engineering
U Phy/Ma Physical Science and Mathematics
W CS Computer Science.p 15-

Educ Education
Bio Biology

10

Eng B/CS HFE Phy/Ma Other CS Educ Bio No Resp
DISCIPLINE

Figure 2. Disciplinary specialties of workshop attendees

The data shown in Figure 4, however, initially reduced our expectations. Over half
of the respondents identified research and technology development (R&D) as their primaryI job role whereas only 15% identified system design (DSG) as primary. These data
introduced two types of uncertainty. First, the information selection criteria that we
developed from interviews with crew system designers may not be relevant to this group.
Second, workshop attendees may not represent the design practitioners that model
developers would be most interested in reaching to increase model use in system design.
Thus, the selection criteria and model preferences shown by workshop attendees may
contain little advice for model developers.

517 P



40

30 ---

Bus/Ind Business and Industry
DoD Department/Ministry of Defense
Govt Non-Defense Government

z
: 20 - -
0*
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Bus/Ind DoD Academia Govt Other No Resp
EMPLOYER

Figure 3. Current employment of attendees

50

40- R&D Research and Technology Development _
RQT Requirements Analysis
MML Manning, Maintenance, Logistics Analysis

35- SSA System Specification and Acquisition -

DSG System Design
>- 30- ------ - P/M Production and Manufacturing -

z SI System Integration
25- ------ - T&E System Test and Evaluation

o" S&T Personnel Selection and Training

0 -- - -----

20.6
0.

R&D RQT MML SSA DSG P/M SI T&E S&T Other NoRsp
JOB ROLE

Figure 4. Primary job roles of attendees
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Table 3. For Each of Three Questions, Mean Ratings and Mean Rating Differences for Three
Pairs of Subject Classifications: Behavioral Scientists vs. Engineers; Researchers vs.
System Developers; Model Users vs. Non-users.

Rating Differences

Mean Behav Resrch User
Question N Rating -Engr -Syst -NonU

1. Information Sources? (1=Never 5=Often)

Own Experience 88 4.23 .25 .49** .09
Technical Literature 88 4.18 .21 .43* .42*
Colleagues 88 3.69 .14 .26 .36
System Users 87 3.41 .46* -. 24 .10
Analytical Tools 88 3.09 .46* .61** (2.30)
Empirical Methods 88 2.99 .34 .64** .23

2. Reason for Attending? (l=Unimportant 5=Very Important)

Receive Overview 88 4.55 .09 -. 11 -. 17
Learn Specific Tools 88 4.28 -.37 -. 25 -. 12
Determine Cost 88 2.83 .04 -. 14 -. 51"
Give Feedback 86 2.56 -. 10 -. 11 -. 23

3. Pre-Workshop Familiarity? (l=Unfamiliar 5=Very Familiar)

Anthro & Biomech 88 3.07 .34 -. 15 .53*
Workload & Task Alloc. 87 3.37 .44 .62** .64***
Individual Tasks 86 2.98 .42 .74** .85***
Multi-Task Situations 85 2.79 .34 .88** .82***
Crew Performance 86 2.92 .45 .73** 1.12***
Training 86 2.47 .87** .18 .35

p <. 05

** p<. 0 1

*** p <. 0 0 1

From a different and more positive perspective, however, Figure 4 also shows that
46% of the respondents identified their primary job roles as something other than R&D. In
addition to design in particular, the non-R&D jobs that were listed constitute the standard
elements of systems engineering (cf. Blanchard & Fabrycky, 1981). These include
requirements analysis, manpower and logistics analysis, maintenance analysis, system
specification, system integration, production, test and evaluation, personnel selection and
training. If one expands the potential user population from system designers to system
developers, then Figure 4 shows that nearly half of the respondents could be considered
potential model users for system applications. To explore the effect of this distinction in
subsequent analyses, we split the respondents into two groups: Researchers (n=48) and
Systems Developers (n=40). The latter group included all job roles other than R&D.

Table 3 summarizes respondents' answers to questions about where they typically
obtain human performance information, why they attended the workshop, and how familiar
they were with models prior to the workshop. Values under the "Mean Rating" column are
averages across all respondents. Values in the remainder of the table show the differences
in mean ratings between members of each of three dichotomies. For example, behavioral
scientists rated the frequency with which they rely on their own experience for human
performance information at 4.36 on a 5-point scale; engineers rated this source at 4.11. The
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rating difference (4.36-4.11 = .25) is shown under the Behav-Engr column associated with
"Own Experience." Statistical significance of differences was established with t tests.

The Behavioral Science vs. Engineering and Researchers vs. System Developers
dichotomies were described above. A third dichotomy shown in Table 3 distinguishes
between Model Users and Non-Users. This classification was based on respondents'
ratings of how frequently they use analytical tools including human performance models in
the course of their work. Model Users (n=35) gave a frequency rating of 4 or 5 to
analytical tools; Non-Users (n=53) gave a 1, 2 or 3 rating to this question. As can be seen in
Table 3, the rating difference between Users and Non-Users on analytical tools was 2.30.

The top portion of Table 3 shows judgments of how frequently respondents access
human performance information from each of six sources. Mean ratings indicate that
personal experience and the technical literature are used most often and with equal
frequency. This finding contrasts with other reports (cf. Allen, 1977; Rouse & Cody, 1988)
that suggest designers rarely seek information from the technical literature. Colleagues and
system users were judged the next most frequently accessed sources. Analytical tools
including human performance models and empirical methods (e.g., manned simulation)
were fifth and sixth overall, respectively.

Regarding the three dichotomies, only the Researcher vs. System Developer
dimension seemed to have a fairly regular effect on information source selection.
Researchers claimed more frequent use of personal experience, technical literature,
analytical and empirical sources for human performance information than did System
Developers. Although not significant, System Developers access system users more
frequently than Researchers access this source, a trend that is sensible given the contrasting
goals of the two communities.

The middle section of Table 3 deals with reasons for attending the workshop.
Receiving an overview of modeling technology and learning about specific tools that might
be applied in their work were most important to attendees. Determining the cost associated
with using models and providing feedback to model developers about specific application
needs were less important overall. Regarding the dichotomies, the only significant
difference emerged between Model Users and Non-Users. Determining the cost of using
models was a more important reason for attendance to Non-Users than to Users. Finally,
seven respondents added that presenting a paper or poster and receiving feedback from
potential users were important reasons for attending the workshop.

The bottom portion of Table 3 summarizes ratings of pre-workshop familiarity with
each of the six classes of model that were discussed. Overall familiarity ratings were mid-
scale, ranging from 3.37 for Workload and Task Allocation methods to 2.47 for Training
and Skill Retention methods. Rating differences show that Researchers and Model Users
rated themselves more familiar with most model classes than their dichotomy counterparts.

Answers to the third question in Table 3 also defined a fourth respondent
dichotomy. We grouped respondents into Familiar (ratings of 4 or 5) and Unfamiliar
(ratings of 1, 2 or 3) categories for each class of model. The numbers of respondents in the
Familiar and Unfamiliar groups for each model class were as follows:

Model Class Familiar Unfamiliar

Anthropometric/Biomechanical 32 56

Workload & Task Allocation 41 46
Individual Tasks 28 58

Multi-Task Situations 24 61
Crew Performance 26 60
Training & Skill Retention 13 73
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Ratings of Rouse & Cody Criteria

Figure 5 shows how respondents judged the importance of the seven criteria for
selecting an information source. In general, they gave strong endorsements to these
criteria. Except for cost, importance ratings averaged above 4 on the 5-point scale for all
criteria. Applicability of an information source was a slightly more important dimension
than the others. In subsequent analyses, we found no differences in importance ratings as a
function of the four respondent dichotomies.

Informal comments from workshop attendees suggested that our definition of cost
may not have captured the most meaningful aspect of this criterion, and hence, the
somewhat depressed importance rating on this criterion. They suggested that the
cost/benefit relationship, not the absolute dollar cost, of a source is what is important.

Twenty-two respondents added criteria that were not among the seven we offered.
Eight people listed validity in one form or another. (However, note in Table 1 that our
definition of credibility is perceived validity.) Responses that were classified as validity
included these variations: "proof of correctness;" "extent to which model outputs match
human behavior;" and "realness of the data with respect to human behavior." Four
respondents mentioned compatibility with other tools as an important information selection
criterion. Other suggestions included adaptability, expandability, flexibility,
maintainability and sensitivity. Respondents who offered additional criteria did not provide
definitions of them.

Ratings of Model Groups

Figure 6 shows how each group of models was rated along each criterion. Several
findings of interest to model developers emerged from these data.

Applicability: All model classes were rated above mid-scale in terms of
applicability to respondents' work. The average applicability rating across model groups
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Figure 5. Mean importance ratings of the seven criteria for selecting information sources
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was 3.81 on the 5-point scale. Models of Multi-task Situations and Workload methods
were judged most applicable; their mean ratings exceeded 4.0. This is of particular interest
because the tools discussed under these classes included modeling languages and
frameworks (e.g., MicroSAINT, timeline analysis, W/INDEX), and not just specific
models. This suggests that respondents may find tools for creating their own context-
specific models more attractive than off-the-shelf models that require modification to
produce information of direct relevance.

Credibility: Respondents generally found the outputs of all model classes to be
credible. The mean rating on this dimension was above mid-scale at 3.63. No significant
differences emerged across models classes.

Interpretability: The mean rating on this criterion was 3.30. Models of Individual
Tasks were rated significantly lower than the other five classes on this dimension. There
are at least two plausible explanations. First, understanding the outputs from tools in this
class requires greater mathematical sophistication (e.g., optimal control theory) than for
tools in other classes. For example, methods for Multi-task Situations and Workload
Analysis, which were rated most easily interpreted, require little more than knowledge of
arithmetic and rudimentary probability theory. Alternatively, people may understand the
outputs from Individual Task methods but not know what to do with them in system design
which is an inherently multi-task domain. Unfortunately, the present data do not permit our
distinguishing between these explanations.

Availability: Models averaged 3.24 in terms of their availability. Multi-task
methods, which included commercially accessible software products, were rated more
available than the mean. Anthropometric tools were rated less available. This may reflect a
perception that the latter class of tools requires more sophisticated computing resources
than most other model classes.

Learnability: The mean learnability rating was 3.00. Two groups of model classes
emerged along this criterion. Workload Analysis, Multi-task Situations, and Training
models
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Figure 6. Average ratings of model classes along each criterion
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were rated easier to learn than Anthropometric, Individual Task and Crew Performance
methods. As suggested under interpretability, this difference may reflect the different
levels of mathematical ability required to understand outputs from the two groups of
models. The split may also reflect a perceived difference in domain knowledge that is
required to become proficient in tool use. For example, workshop speakers (e.g., Rothwell)
noted this as a specific requirement for present Anthropometric tools.

Usability: The mean usability rating was 3.00, and the pattern of ratings across
model classes was similar to that for learnability. Hence, if tools were judged to be
relatively difficult to learn, they were also perceived to be difficult to use even after
mastery.

Cost: The average cost rating across all model classes was 2.98. Models for
conducting Anthropometric Analyses were judged more costly than the remaining model
classes. Indeed, this group included techniques and models that currently rely on advanced
graphics workstations and mini-computer levels of computer power. In contrast, most tools
in the other model classes were available to PC users.

We also examined the model group ratings as a function of each of the four
dichotomies. Out of 168 comparisons (7 criteria X 6 model classes X 4 dichotomies), only
15 comparisons exceeded a .05 probability level of significance. This number falls within
an expected margin for spurious significant comparisons and, therefore, suggests that the
subject variables captured in the dichotomies had little or no effect on model class ratings.

Turning to respondents' judgments of their own behavior, Figure 7 shows the mean
likelihood ratings associated with each of three behaviors per model class. The behaviors
we asked respondents to estimate were 1) requesting more information about a model, 2)
advocating the use of a model or technique to colleagues, and 3) making the investment to
personally use the model or technique. Our assumption was that these behaviors fall on a
rough scale of increasing commitment to a model. Recall that we asked respondents to
make these behavioral judgments for each individual paper/model, not according to groups
of models. Thus, the data shown in Figure 7 are averages computed from the mean ratings
across the papers in a session for each respondent.
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Figure 7. Judged likelihood of three types of behavior with respect to each class of human
performance model
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Table 4. Mean Likelihood Ratings and Mean Rating Differences for Four Pairs of Subject
Classifications: Behavioral Scientists vs. Engineers; Researchers vs. System Developers;
Model Users vs. Non-users; People Familiar vs. Unfamiliar with Specific Classes of
Model.

Rating Differences

Mean Behav Resrch User Famil.
Expected Behavior Rating -Engr -Syst -NonU -Unfam

Request More Information

Anthropometry 2.81 0.25 0.28 0.03 0.74**
Workload 3.37 0.08 0.39* 0.21 0.12
Individual Tasks 2.60 0.17 0.16 0.38* 0.56*
Multi-Task 3.15 0.01 0.30 0.21 0.03
Crew Performance 2.77 0.08 0.18 0.20 0.18
Training 2.80 0.34 0.25 0.25 0.61**

Advocate Model Use

Anthropometry 2.70 0.23 0.31 0.28 0.60**
Workload 3.00 0.23 0.16 0.39* 0.14
Individual Tasks 2.63 0.05 0.07 0.39* 0.62**
Multi-Task 2.96 0.21 0.34 0.24 0.23
Crew Performance 2.52 0.18 0.36 0.08 0.01
Training 2.66 0.34 0.40* 0.13 0.50*

Personally Use Model

Anthropometry 2.03 0.35 0.18 0.13 0.78**
Workload 2.58 0.37 0.24 0.13 0.12
Individual Tasks 2.21 0.03 0.04 0.48* 0.15
Multi-Task 2.61 0.29 0.38 0.38* 0.09
Crew Performance 2.15 0.22 0.16 0.13 0.10
Training 2.12 0.37* 0.35 0.35 0.62*

* p <.05
** p <.01

** p <.001

Figure 7 suggests that the likelihood of respondents accessing and using models
based on the workshop presentations is moderate at best. Mean likelihood values were
2.82, 2.68, and 2.21 for requesting more information, advocating model use, and personally
using a method, respectively. The only likelihood ratings that exceeded mid-scale were
requesting additional information about Workload Analysis methods and models of Multi-
task Situations. These same model classes instigated slightly higher ratings on the other
behaviors as well.

Table 4 lists comparisons of the three behavioral ratings for each of the four
dichotomies as well as the overall mean ratings per model class. As can be seen, relatively
few significant effects emerged. Familiarity with models prior to the workshop seemed to
have the only consistent effect. Individuals who were already familiar with Anthropometric
methods and Training models appeared more likely to act than people who were less

-
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familiar with these tools. However, in general, one is more struck by the absence of effects
from these dichotomies than by the few differences that did emerge.

On the one hand, these data seem at odds with the relatively higher ratings of model
classes along the seven criteria. Although we cannot assume that the different scales are
directly comparable, respondents appeared to show more enthusiasm in their criteria ratings
than their behavioral ratings would lead one to suspect. On the one hand, this might be
because respondents already knew about, would advocate, or are personally using models.
Hence, their behavioral ratings might merely reflect their desire to avoid redundant
behaviors. However, the demographic information discussed earlier shows this is not the
case. Respondents said that they make little use of models and knew relatively little about
them before the workshop (see Table 3). Thus, there seems to be a disconnect between
people's opinions about the models and whether these opinions reflect how they will
subsequently act. The lesson for the model developer is that expressions of enthusiasm by
a potential user do not indicate a definite "sale."

In summary, three important points emerged from ratings of the model classes.
First, if a mid-scale rating can be taken to mean "good," then respondents were generally
positive about models presented at the workshop. In particular, applicability and credibility
ratings tended to be above mid-scale. Ratings that fell below mid-scale might prompt
model developers to examine their products along specific dimensions. For example,
perceptions of models of Individuals Tasks might be more favorable if ways to increase the
interpretability of their outputs and leamability of model configuration could be developed.
Second, subject variables that one might assume play an important role in model use (e.g.,
disciplinary background, job role, etc.), had minor effects on judgments. Third, there
appears to be a disconnect between respondents' evaluations of models and the actions that
they will take.

Statistical Analyses of Behavioral Expectations

In light of these results, we took an alternative tack to exploring which dimensions
are likely to govern model use in system design. The thrust was to determine how people's
ratings of individual papers/models along the seven criteria predicted judgments of their
own behavior. We accomplished this with two types of analyses.

First, we conducted three multiple regression analyses for each of the 29
papers/models, one analysis per type of behavior. These analyses took the following form:

Behavioral Ratingi = constant + I (aj x Ratingj),

where:

i the class of behavior (i.e., requesting more information, advocating
model use, personally using).

j = criterion (i.e., applicability, etc.).

aj the respondent's weighting of the criterion in general
(see Figure 5).

Ratingj rating respondent assigned to the paper/model on criterionj

Figure 8 shows the key finding from this analysis. It plots the minimum, average
and maximum values of the multiple correlation coefficient (R2 ) across all 29 statistical
analyses per behavior. As can be seen, the simple linear analysis was fairly robust in
accounting for the variance in respondents' behavioral ratings.

The second approach examined the relationship between criteria and behavioral 4
ratings more directly. We performed a discriminant analysis to determine the coefficients . ,
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of a linear combination of the criteria ratings that maximally distinguished high from low
behavioral ratings. For each respondent, we separated the papers/models into those the
respondent assigned his highest behavioral rating (4 or 5) and those he assigned his lowest
behavioral ratings (1 or 2). This was done independently for each of the three behaviors.
We then averaged criteria ratings across models for each criterion to yield 14 means per
respondent per behavior, 7 associated with high likelihood behavior and 7 associated with
low likelihood behavior. Canonical coefficients for the discriminant functions were then
computed using the data from half of the respondents drawn at random. Finally, we tested
the reliability of the discriminant functions using them to predict behaviors both for
respondents' who were used to compute the discriminant functions and for those whose
data were not used in the computation.

Table 5 lists the canonical coefficients associated with each criterion for each type
of behavior and also the multiple correlation coefficients of the discriminant functions.
Looking first at the R2 values, the functions were robust, accounting for approximately
85% of the variance in the behavioral judgments. Put simply, this means that given a
respondent's ratings along the seven criteria, these functions should accurately predict what
the respondent will say when asked if he or she is likely to request more information,
advocate the use or personally use the model.

The results presented in Table 6 verify this. These data are the frequencies with
which respondents' behavioral judgments were accurately classified by the discriminant
functions. The "Training" column shows the frequencies for respondents tsed to compute
the functions. The "New" column shows the data from remaining subjects, and the
"Combined" column shows their cumulation. For all behaviors, the discriminant functions
led to very accurate behavioral predictions.

For example, consider the matrix of four cells under the Training column in the first
row. These frequencies show that for the 33 respondents whose data were used to compute
the discriminant function in Table 5, only 4 cases were classified incorrectly. Using the
function, one would predict that four respondents were very likely to request more
information based on their criteria ratings when in fact the respondents claimed the
opposite. Similar levels of predictive accuracy can be seen down the remaining rows under
the Training column.
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Figure 8. Means and ranges of variance accounted for in behavioral judgment by linear
regression.
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Table 5. Canonical Coefficients of Criteria and R-Square Values for Discriminant Analyses, One
Per Type of Expected Behavior. (Each Analysis Based on Half of the Respondents
Selected at Random.)

Request More Advocate Personally
Information Model Use Use

Criterion (n=33) (n=32) (n=29)

Applicability 0.887 0.777 0.746
Credibility 0.090 - 0.071 - 0.205
Interpretability - 0.161 0.339 0.281
Availability 0.615 0.326 0.467
Learnability 0,199 - 0.336 - 0.314
Usability - 0.016 0.158 0.381
Cost - 0.432 0.005 - 0.012

R-Square 0.845 0.845 0.865

Table 6. Split-Half Reliability of Discriminant Functions: Frequencies of Actual and Predicted
Responses to Three Types of Behavior for Half of Respondents Used to Compute
Disciiminant Functions ("Training"), Remaining Half (New), and All Respondents
(Combined).

"Training" New Combined

Predicted: Low High Low High Low High
Behavioral
Rating Actual

Likelihood of Low 29 4 28 5 57 9
Requesting More
Information High 0 33 2 31 2 64

Likelihood of Low 30 2 29 3 59 5
Advocating
Model Use High 2 30 2 30 4 60

Likelihood of Low 27 2 27 1 54 3
Personally
Using Model High 0 29 3 25 3 54

As the New column in Table 6 shows, behavioral predictions were nearly as
accurate for the randomly selected respondents whose data were not included in the
discriminant analysis. Very few misclassifications occurred. This split-half reliability
confirms the predictive validity of the discriminant functions and, therefore, lends
confidence to the values of the canonical coefficients. We now return to Table 5 to consider
these values.
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Canonical coefficients are standardized scores. Hence, their magnitudes are directly
comparable. Moreover, the magnitude and sign indicate, respectively, the strength and
direction of the relationship between criteria and behavioral ratings. Hence, scores near
zero indicate no relationship. For instance, coefficients associated with requesting more
information suggest that applicability (.887) was positively related to this behavior and was
the most important dimension for discriminating high from low behavioral ratings.
Furthermore, applicability was approximately 1.4 times "more important" than availability
(.615), the second most important dimension. Note, since the three discriminant functions
were computed on different samples of respondents, comparisons of coefficients across
behavioral categories are not meaningful. However, within each behavior, these data help
to answer two questions of interest to this report.

First, in contrast with what respondents said about the importance of the seven
criteria for selecting information sources (see Figure 5), the discriminant coefficients show
that only a few dimensions controlled behavioral ratings. If one selects coefficients closer
to zero than +.30 as reflecting dimensions that were relatively unimportant to respondents,
then each behavior can be predicted with only three or four values.

Requesting more information was positively related to applicability and
availability, and negatively related to cost (-.432). Thus, respondents felt that they would
be very likely to probe further into a model if they perceived it was relevant to their work,
easy to obtain, and relatively expensive. The cost relationship is an unusual one and
difficult to explain. Interestingly, the credibility, interpretability, learnability and usability
of models appear less important to respondents who wanted more information.

To advocate its use to others, respondents had to perceive a model as applicable
(.777), yield outputs that could be easily interpreted (.339), be somewhat difficult to learn
(-.336), and be easy to obtain (.326). Except for the learnability dimension, the other
relationship seem reasonable. Perhaps respondents felt that anything worthwhile should
require some investment to learn and understand.

Finally, to say they would actually use a model or technique, respondents had to
perceive it as applicable to their work (.746), readily available (.467), easy to use day to day
(.381), but relatively difficult to learn (-.314).

Values of these coefficients lend themselves to a variety of interpretations, some
more plausible than others. For our purposes, the first conservative conclusion is that all
criteria were not equally important to governing respondents' stated intentions. Moreover,
different behaviors were related to different subsets of the seven criteria. Hence, model
developers who hope to influence the behavior of potential users can use these data to tailor
presentations of their material.

The second question concerns the hypothesis that information seekers in general
apply the seven criteria sequentially in the order presented in Table 1, i.e., applicability
followed by credibility followed by availability, etc. The patterns of canonical coefficients
partially supported this hypothesis. Values suggest that respondents did judge applicability
first, but thereafter applied the criteria in no uniform order. Complete support for the
hypothesis would have required the absolute values of the coefficients to scale with the
order of the criteria.

DISCUSSION

The discussion focuses on three aspects of these findings: 1) potential criticisms and
caveats, 2) implications of the data for tool needs, and 3) implications of the results for
"marketing" modeling technology to prospective users.

Criticisms and Caveats

Any interpretation of these findings must acknowledge two potential criticisms with
the data. First, there were many missing data for individual papers and sessions. We were
gratified that the rating task, an unusual request to levy on attendees of a workshop, could

528



be accomplished and may have enhanced the workshop for some. Nonetheless, the many
missing responses per questionnaire require that conclusions about audience opinions, both
positive and negative, toward modeling technology be treated as tentative and subject to
further verification.

Second, based on the demographic data, one could argue that audience members did
not represent the community of human-system designers that Rouse and Cody (1989)
described and for whom the questionnaire was designed. Attendees claimed to be
researchers and, thus, could not be characterized as design decision makers in actual
systems. This may be a legitimate criticism but one that need not diminish the value of the
present results to model developers. Respondents also said that a very important reason for
attending the workshop was to find specific tools that they could apply in their work (Table
3). Although they may not perfectly match our original image of the system designer,
attendees were bonafide "information buyers" whose opinions merit the attention of model
developers who wish to have their products used. Moreover, one could argue that if the
present audience reacted negatively to modeling technology, then designers who did not
attend would be even less disposed to accept and use this technology. Given these caveats,
the data provide several insights.

Implications of Results for New Tools

The results suggest that potential users believe that there is room for improving
present-day modeling technology. Reactions to models presented at the workshop were, for
the most part, lukewarm. Average ratings along the seven dimensions were mid- scale
(Figure 6) and behavioral ratings (Figure 7) were even lower. Given that attendees
represent the best prospects for using models, the data offer insights for model developers
on what to provide. Two findings are most pertinent.

First, the results demonstrate unequivocally that potential users must be convinced
of the applicability of a tool even to seek more information about it, let alone use it. The
importance ratings of criteria (Figure 5) and discriminant functions (Table 5) support this
claim. Second, although we did not report the ratings of individual papers in detail, there
were some exceptions to the lukewarm reaction. Wickens' multiple resource theory,
North's W/INDEX, and Laughery's MicroSAINT generated very positive reactions. Each
of these tools is a conceptual framework or a means for building models rather than a
specific model.

These results suggest a mismatch between potential users' perceived needs and
available modeling products. Workshop attendees may have been seeking context-specific
tools, a reasonable conclusion given the high weighting assigned to applicability. Two
general types of tool were offered: context-specific tools and frameworks. Our hypothesis
is that the context-specific tools that were presented either did not match users' contexts or
else were not perceived to generalize across contexts. Hence, users turned to frameworks,
perhaps not as their first choice, but because no directly applicable tools exist.

For example, suppose that the user wishes to model supervisory control in a specific
process control plant under particular conditions. In this case, he will judge as irrelevant
any model that does not contain the details peculiar to the process control system,
disturbance conditions and human characteristics specific to his system application. Our
hypothesis is that most workshop attendees perceived their needs from just such a
perspective. This perception places rather stringent demands on the model developer that
are difficult to meet without intimate knowledge of the user's applied problem. Very
specific models had little chance to match more than a few people's circumstances.
Frameworks and model-building tools were perceived to involve some work, but ultimately
offered the flexibility to create context-specific models.

If this explanation is correct, it suggests two strategies for model developers who
seek to have their prod-ucts accessed and used. First, developers can improve existing
frameworks and tnodel-building environments. Their flexibility gives these tools broad
appeal. Second, developers can increase use of existing models by demonstrating their
relevance in the user's specific context. This latter strategy is easy to state but may not be
adopted for at least two reasons.
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First, when a model has some generality across domains, example applications that
developers concoct still may require many domain specific features to convince users via
face validity of the tool's relevance. Unfortunately, acquiring sufficient domain knowledge
to succeed may involve more effort than the tool developer is willing to invest.

The second reason stems from a deeper problem. Tool developers, especially in the
human factors community, have been criticized for producing data and instruments that
have little practical value to system developers (cf. Boff, 1988; Rouse, 1987). This may be
because tool developers simply do not know or care to know what system developers need.
Indeed, some model developers hold that the goal of modeling is foremost to produce better
theoretical explanations of human behavior. These explanations may have utility for other
endeavors, including system design. However, for these individuals, this utility is a by-
product and not the primary motivation for their efforts. We excluded these individuals
from the above strategies by emphasizing the motive to have products used by practitioners.
If the model developer shares this goal, then he or she must better understand what system
developers perceive to be their needs.

Implications of Results for Tool "Marketing"

Several findings reveal aspects of the consumer psychology of potential model
users. Considering these issues should help developers package their products in ways that
promote greater user interest and recognition of value.

Respondents rated the Rouse & Cody (1989) criteria as important determinants of
their information selection habits, but their own behavioral expectations contradict this
solidarity. Comparing the criteria importance ratings (Figure 5) with the discriminant
functions (Table 5) reveals large and regular discrepancies between what respondents said
mattered to them and perceived characteristics that would actually govern their behavior. If
we trust people to act as they say they will (which itself is not clear), then the mismatch
between opinion and action in these data corroborates findings from the decision making
literature in general (Dawes, 1979) and consumer behavior research in particular (Bettman,
1986). The lesson for model developers is to focus on dimensions that control (expected)
behavior rather than on what people say are important product characteristics.

Results also show that potential users fill in information about models that
presenters do not overtly provide. The best example of this phenomenon emerged along the
cost dimension. Very few presenters made any explicit statements about cost, yet 80% of
opportunities to judge cost were completed by respondents. Similar findings have been
reported in the consumer psychology literature (e.g., Huber & McCann, 1982; Meyer,
1981).

The present results do not indicate what specific values respondents assigned to
attributes that presenters failed to fill in for them. Hence, model developers should not
conclude that the best strategy is always to provide exhaustive information along all
attributes without first establishing how potential users fill in missing values. Indeed, the
consumer literature shows that people fill in missing values according to multidimensional
internal rules. These rules include past experiences with similar products as well as the
values that are presented on accompanying attributes (cf. Bettman, 1979; Meyer, 1981).
The main point is that model developers who are interested in having their products applied
should make an effort to understand this phenomenon about consumers.

As a final observation, this exercise showed that the rating task could be performed
and may have affected how people usually attend to presentations at workshops. Based on
the informal comments from workshop attendees, the task appears to have increased their
vigilance for the information needed to judge models along the seven criteria. From most
comments, attendees found this organizing structure to be an aid despite the inconvenience
of the task itself.
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WARGAMING: APPLICATIONS OF HUMAN PERFORMANCE MODELS TO

SYSTEM DESIGN AND MILITARY TRAINING
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Behavioral and Social Sciences

There is increasing recognition of a need -- a need that
can be met with the help of the community represented by the
participants at this workshop. The need is for valid, data-
based, computer-aided, adaptive, human-performance models that
can be inserted into wargaming simulations. The need is to
increase the validity and utility of such simulations, espe-
cially if the current and future technological capabilities
are to be exploited to provide realistic battle-management
aiding and training for military leaders, their staffs, and
those they command.

WHAT IS WARGAMING?

A wargame is a siriulation of a military operation, involving
opposing forces, using information designed to depict actual
or real-life situations.

Some wargames are fully automated; i.e., they are computer
simulations that do not involve human intervention while run-
ning. Other wargames are interactive; they involve man-in-the-
loop simulations. Interactive wargames differ in the degree of
human intervention permitted or required.

Wargaming simulations have been constructed, demonstrated,
and used to represent a broad range of situations. Some rep-
resent very large global and theater-level conflicts. Others
represent smaller sectors of larger conflicts, such as a naval
battle group or an army corps air-land battle zone. Still
others, especially designed for training, represent smaller
collective battle elements such as an army tank battalion,
company, or platoon, or even individual battle elements such
as a single aircraft, ship, or army tank.

There is increasing interest in the networking of wargaming
and simulations to provide for the interactive, and potentially
quite realistic, training of collectives (crews, groups, teams,
and units, or CGTUs) as well as individuals.
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USES OF WARGAMING

There are four primary uses to which wargames have been put:

(1) They have been used for the analysis and evaluation of
proposed new weapon systems. The typical application is to
employ a fully automated simulation with changed parameters
representing the new or changed capabilities of the proposed
system. The outcome (and the way the outcome is achieved) is
analyzed and evaluated further, and inferences are drawn
regarding the effectiveness or likely benefits of the new
system either as an addition to, or a replacement for, an
existing capability. A weakness in the typical application is
the relatively static representation of the doctrine, or actions
of the military commander, which admittedly is likely to change
in light of the new capability that the proposed system would
provide.

(2) Wargaming has been used in the development of doctrine
and tactics, and in the planning of operations. The typical
application for these purposes is to use an interactive game
with the "players" being the commanders, or decision-makers,
and at least parts of their senior staff. The weakness here
is the "ironhorse" or non-interactive, doctrinaire representa-
tion of the enemy commander and his actions and forces.

(3) A third use of wargaming is for military education and
training. The former is meant to provide a broadening experi-
ence that replaces ignorance with knowledge of doctrine and
procedures. It is rightly the province of the services' senior
schools and colleges. The purpose of training, however, is to
provide for the acquisition, refinement, and maintenance of
battle-winning skills. Combat training, in all services, is
regarded as the province of the operational commander. Educa-
tional experiences may be as infrequent as a once or twice-in-a-
lifetime event, but training experiences have to be sufficiently
frequent to support not only the initial acquisition, but also
the further refinement and high-level maintenance of the skill.
Until recent years, wargaming has been used relatively effec-
tively for education, but nearly not at all for training. High
cost and limited availability have been limiting factors that
technological advances are beginning to overcome.

(4) Finally, with these same advances in technology, primar-
ily in computer technology, the uses of wargaming in battle-
management aiding and training is increasing. The prediction is
that this will be the fastest growth area in future wargaming
development, with an increasingly "fuzzy" distinction between
"aiding" and "training," and a growing realization that it
provides potentially a most cost-effective contribution to
"readiness" and should be regarded as providing a real force-
multiplier effect.

POTENTIALS OF WARGAMING AND TRAINING

Is there evidence that the provision of wargaming simula-
tions for training would produce beneficial results? There is
evidence in the open literature. Some of it is direct, but
much is indirect. For example, during 1987, U.S. Army tank
platoons stationed in Europe were trained with a network of
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tank simulators. The skills they gained in the simulator
training transferred positively to the NATO-exercise range, and
the U.S. Army tankers took first prize in the annual competition.
This was the first U.S.A. win in ten years.

That there are vast differences in the battle-effectiveness
of commanders and their units is a widely recognized fact among
both warriors and military historians. Naval commanders and
historians know of "good ships" and "bad ships," often identical
hardware in ships of the same class. Army commanders and histo-
rians know of "good divisions" and "bad divisions," identically
equipped and often fighting side-by-side. Data are not impossi-
ble to find. For example, one NATO-sponsored study of WW-II
German U-boat commanders found that 32.9% failed to engage any
targets, and 13.1% failed to hit any targets they found. Thus,
46% were ineffective. On the other hand, the best 10% of the
commanders sank 45% of the allied ships sunk. Such differences
are usually explained with reference to some combination of the
"human factors," e.g., selection and training, both of which
can be impacted by wargaming and training.

A third and final example is drawn from the WW-II air-battle
experiences of the German and American forces in the European
theater. This is shown by the air combat loss rates represented
in a non-classified form in Figure 1. The German pilots experi-
enced near 40% first-mission losses, whereas the American first-
mission loss rate was half that, or 20%. Essentially, the
figure shows a five-mission advantage for the Americans relative
to the Germans. This advantage has been attributed fully to
the differences in training. The Germans were short of fuel,
and although they trained their pilots well to fly the aircraft,
they did not have fuel "to waste" on the training of air-combat
maneuvering skills. The Americans did and the results are
obvious. Evidence obtained with the Advanced Simulator for
Pilot Training (ASPT) at the Operations Training Division of
Air Force Human Resources Laboratory has more than suggested
that similar advantages can be gained by augmenting flying
training with air-combat simulator training.

There is sufficient evidence, in theory as well as fact,
to indicate that combat experience is the best trainer of
combat skills. Combat veterans have out-performed "green"
troops in every recorded engagement. The technological capa-
bility is now present to be combined in training systems that
can produce combat veterans and aces in peacetime! Can that
capability be prudently ignored? If not, how can the tech-
nology be applied to the training of combat-relevant skills?

TRAINING APPLICATIONS OF WARGAMING

A few of the better-known wargaming simulations used by the
U.S. military services, and the Joint Chiefs of Staff (JCS), are
listed in Table 1. They cover a range of applications in mili-
tary education or training. Typically, these simulations
address the owning service's requirements, sometimes with a
second service at least represented, but seldom with a third or
fourth. On the other hand, the JSC-sponsored simulations are
movi.ng more and more towards representations of combined land,
sea, and air forces as they would be represented under the
actual conditions of conflict.
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Figure 1. Representation of air combat loss rates experienced
by German and American pilots during World War II
in the European theater of operations. The German
pilots were given very little pre-combat training,
relative to the Americans, in air combat
maneuvering.
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Table 1. Some better-known wargaming simulations used by the
U.S. Services and the Organization of the Joint
Chiefs of Staff.

ARMY NAVY

* CORPS BATTLE SIMULATIONS * ENWGS
• CONEWAGO WARGAME . GLOBAL WARGAME
SArmy Training Battle . Joint Land, Aerospace &

Sim. System (ARTBASS) Sea Simulation (JLASS)

AIR FORCE JCS

* BLUE FLAG • JESS
* BIG STICK/FAST STICK . JTLS
* COMMAND READINESS * STATE-OF-THE-ART

EXERCISE SYSTEM (CRES) CONTINGENCY ANALYSIS
(SOTACA)

The three columns of Table 2 list, generally, who is trained
in the first column, the techniques used in wargaming and train-
ing in the middle column, and in the third column, what technol-
ogies are available for use in the construction of training
systems based upon these capabilities. Some interesting obser-
vations can be made from the listing.

Table 2. Representation of what technologies are applied
(right-most column), in what ways (center column),
and who is trained (left-most column) in computer
applications to training and wargaming.

WHO TRAINED HOW APPLIED WHAT TECHNOLOGIES

CINCS & STAFFs PROCESSORS/MEMORIES

COMPONENT SIMULATIONS DISKS
COMMANDERS

GRAPHICS/DISPLAYS
LOWER-ECHELON

COMMANDERS WARGAMES COMMUNICATIONS

UNITS DATABASES

CREWS/TEAMS CPXS OPERATING SYSTEMS

OTHER GROUPS INTERFACES

INDIVIDUALS EXERCISES PROGRAM LANGUAGES

-- - EXPERT SYSTEMS

SIMULATIONS
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WhoTrained

Those to be trained range from the global or theater-level
commanders-in-chief (CINCs) and their staffs, through their com-
ponent and lower-level commanders (and staffs), CGTUs, and indi-
viduals. Nearly all, and certainly the greater majority of all,
training and training technology has been devoted to the lower
end of the column (individual trainin4), with very little
devoted to the upper levels.

The situation is changing, however, and a recent report of
the Defense Science Board Task Force on Computer Applications to
Training and Wargaming has recommended to the Chairman of the
Joint Chiefs of Staff that major efforts be taken now to employ
current capabilities and, by judicious networking and rapid pro-
totyping, to develop additional capabilities to address the
training of joint commanders and their staffs and component
commanders.

What Technologies

The right-most column of Table 2 lists the enabling technol-
ogies for wargaming and training. Those at and near the top are
generally the hardware-based technologies about which most is
known, risk is lowest, and progress is greatest (in terms of
increasing capability and reducing costs). These are truly the
enabling technologies.

On the other hand, those at and near the bottom are gener-
ally the "cognitive-based" technologies about which least is
known, risk is highest, and progress is qu. tionable, at best.
These are truly the limiting technologies. And these are the
very technologies to which the conference participants can
contribute most!

How Appliedl

The computer technologies are applied to training through
simulations, wargames, command post exercises (CPXS), and field
(or sea) exercises, with increasing costs from the first to the
last named. Effectiveness is another matter! There are few, if
any, public and well-documented studies of the effectiveness of
military training. That is still another area in which the
conference participants could contribute!

THE OPPORTUNITY

Military "readiness" depends on the training of the command-
ers, staffs, and troops -- both as collectives (CGTUs) and indi-
viduals. Simulation-based training is effective, and provides
cost-effective augmentation to field and sea training. The
opportunities for applications of relevant research and develop-
ment of training and wargaming are uniquely high at the present

* time: (1) the services are ready to accept and use it, and will
be even more so in an era of reducing budgets, (2) the tech-

. nology is here and coming, driven by a vast civilian market,
(3) affordable wargaming/simulation networking is the key, and
(4) credible data on effectiveness and cost are crucial.

4
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CHALLENGES AND ISSUES

What can research and development contribute to establish
how best to use the technologies -- computers, models, wargames,
simulations, networks, etc.. (1) to analyze and evaluate pro-
posed new systems, (2) to develop tactics and doctrine, and plan
operations, (3) to educate wartime leaders and train warriors,
and (4) to aid and train commanders to win battles? What can
the future research and development of the conference partici-
pants contribute?

What can research and development contribute to establish a
testbed, a rapid-prototyping program, (1) to develop timely pro-
totypes, (2) to monitor and harness technological advances, (3)
to provide new simulation and training techniques, (4) to ensure
user involvement, utility, and use, and (5) to coordinate the
emerging networks (SIMNET, AIRNET, JETNET, CATTS, WARNET, and
"JOINTNET")?
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Earl Hartzell

560



INDEX

A3 , model, 266 Biomechanical models, 327, 331, 343,
Acquisition-transfer prediction, 460 353, 394
Airborne sonar, 151 dynamic, 328, 354
ALFIE (Auxiliary Logistics for Body segment representation, 368

Industrial Engineers), 350 BOEMAN model, 336
Algorithmic model, 170 Branching, 307
Animation, 225, 375, 390, 394 conditional, 307
Anthropometric assessment, 488 deterministic, 307
Anthropometrical model, 327, 331 probabilistic, 307
Anthropometry data, 332, 380 BUBBLE people, 379
Armor procedures model, 437
Artificial intelligence, 212, 276, CAD (Computer-Aided Design), 327,

285 355, 365, 376
HIRES expert system shell, 383 CAPE (Computerized Accommodated

ASAS (All Source Analysis System), Percentage Evaluation) model,
285 328, 336

performance assessment model, 286 CAR (Crew Assessment of Reach) model,
ASTAR (Automated Simulator Test and 328, 336, 488

Assessment Routine), 400, 443 CC (Control Systems Analysis)
applications of, 448 program, 169
comparing design alternatives, 444 C3 (Command, Control, Communication),
as indicator of learning transfer, system 299, 483

446 Closed-loop performance, 186
predicting skill acquisition and Cockpit geometry evaluation, 488

proficiency, 445 Cognitive interface assessment, 491
ATB (Articulated Total Body) model, Cognitive micromodel, 275

336 Combat model, 293
Attention, 189 COMBIMAN (COMputerized BIomechanical
Attentional demand, 68, 227, 471 MAN) model, 336
Auditory filter, 153 Computer animation, 375
Auditory filter bank model, 166 Conceptual model, 244
Auditory model, 153 Conflict matrix, 82, 267
Auditory threshold Conscious, 206

calculated, 155 Context-specific models versus
masked, 151 model-building tools, 529
measured, 155 Continuous simulation, 219, 236, 249

Auditory warning signals, 166 Control
Automated landing approach model, 243 automatic, 232
Automatic control, 232 longitudinal, 169

manual, 108, 169, 185
Battlefield scenario, 317 supervisory, 117, 123
Bayesian likelihood functions, 288 vehicle, 170
Behavior voice, 144

knowledge-based, 108, 473 Control system

rule-based, 108, 243, 473 acceleration, 138
skill-based, 108 position, 136
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Control system (continued) Display legend visibility, prediction
velocity, 138 of, 490

Control tasks, 232 Dive bombing model, 432

Control theory, 203 Dynamic biomechanical models, 328,
model, 127 354

CRAWL (Computerized Rapid Analysis of Dynamic decision-making model, 207
Workload), 30 Pattipati, 131

Crew models, 285 Tulga, 130
Crew performance, 313 Dynamic simulation, 482
Crossover frequency, 174 Dynamic systems analysis, 169
Crossover model, 112, 138, 173, 260
C-SAINT, 310 EDGE (Ergonomic Design Using Graphic

Evaluation), 357
DDM (Dynamic Decision-Making) model, Electronic warfare, 151

207 Elimination by aspect heuristic, 214
Pattipati, 131 Enfleshment, 359, 369

Decision-making, 123, 483 Equivalent rectangular bandwidth
Bayesian rule, 128, 479 (ERB), 153
classification of tasks, 128 Ergonomic design, 331, 357, 365
dependent, 124 Ergonomics, computational, 505
dynamic, 124 difficulties of, 506
independent, 124 Estimation, 186
model, 207 Estimation theory, 203

Pattipati, 131 Eye movements, 125
Tulga, 130 eye movement link values, 124

sequential rule, 128 eye transitions, 124
speed/accuracy, 124

Decisions Failure detection, 124
knowledge-based, 214 model, Gai and Curry, 128
rule-based, 214, 276 Fatigue micromodel, 277
skill-based, 214 Fidelity optimization module, 463

DEFT (Device Effectiveness Fitt's Law, 136, 503
Forecasting Technique), 445 in computer mouse design, 503

DEMON (DEcision MONitoring and Front-end analysis, 465
Control) model, 131, 208 Function allocation, 17, 88, 275

Describing function, 138, 193 Functional decomposition, 296
model, 110 Fuzzy set theory, 118

Descriptive model, 455
parsimony of, 460 Goals for model builders, 497
validity of, 460 after sales service, 499

Design, 487 awareness of requirements, 497
aids, 327 satisfying analyst's objectives,
assessment, 375 498
computer-aided, 327, 355, 365, 376 usability, 499
ergonomic, 331, 357, 365 GOMS (Goals, Operators, Methods and
information seeking in, 7 Selection Rules), 494
interface, 496, 501 description of cockpit tasks, 495
methodology, 506 Graphical data presentation model,
point versus screening of options, 504

472
sources of human performance Helicopter noise, 151

information for, 10, 511 Hierarchical decomposition, 296
theory-driven, 472, 501 HOS (Human Operator Simulator), 36,
uses of information in, 8 202, 266, 275, 477, 494
workspace, 353, 365 Human engineering

Design systems analysis, 169, 183 design, 243
Device complexity score, 57 research, 231
Difficulty insensitivity, 263 Human factors analyst, tools of, 482
Discrete event simulation, 219, 236, Human limits

249 checklists of, 481
energetical and motivational, 484
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Human limits (continued) LSMP (Linear System Modeling
types of, 476 Program), 169

Human-machine systems simulation, 428
Human movement, 375 Man-machine system, 169
Human performance model, 108, 127, Manual control model, 25

169, 203 Markov renewal theory, 283, 285
in wargaming, 535 Masking

auditory, 151
IDEAL (Integrated Design Evaluation direct, 153

and Analysis Language), 283, downward, 153
295 upward, 153

IDEF o (ICAM Definition Language), 295 McCracken-Aldrich model, 30, 227, 266
ILS-approach, 245 Memory models, 479
Index of difficulty, 136 Memory representations, 420
Individual differences in Mental rehearsal, 421

anthropometry, 365 METACREW model, 283, 313
Information Micromodel, 275
flow requirements, 256 cognitive, 275

presentation, 232 fatigue, 277
theoretic concepts, 137 perceptual, 275

Information theory models, 26, 57 psychomotor, 275
Instructional feature selection MicroSAINT, 35, 201, 219, 266, 400,

module, 463 429, 522
Instructional technology, 455 performance data requirement, 494
Instrument monitoring model, Mission/task/workload data base, 66

Smallwood, 126 Mockup, 329
Instrument scanning models, 479 Modil(s)

Intelligence system model, 285 A 1, 266
Interactive displays, 256 algorithmic, 170
Interface, 276 anthropometrical, 327, 331
human-machine, 107 applicability ratings of, 521
man-machine, 17, 332 applications to military training,
models, 327, 331 535

Interface/activity matrix, 82 armor procedures, 437
Internal model, 108, 127, 185, 496 ASAS (All Source Analysis System)
of monitoring, 127 performance assessment, 286

Internal representation, 108 ATB (Articulated Total Body), 36
auditory, 153

Jackson network theory, 283, 285 auditory filter bank, 166
Joint STARS (Surveillance Target automated landing approach, 243

Attack Radar System), 283, availability ratings of, 522
313 benefits of using, 12

biomechanical, 327, 331, 343, 353,
Kinematics, 381 394

dynamic, 328, 354
Linear system, 185 BOEMAN, 336
Learning curves, 399, 403 CAPE (Computerized Accommodated

exponential (time-constant) model, Percentage Evaluation), 328,
406 336

fitting, 405 CAR (Crew Assessment of Reach),
for forecasting purposes, 408 328, 336, 488
higher order models, 409 combat, 293

Learning model, 435 COMBIMAN (COMputerized
learning curve, 403 BIomechanical MAN), 336

effect of plateaus, 414 conceptual, 244
and errors, 407 context-specific versus frameworks,

selection of, 4113 529
learning and performance of control theory, 127

military tasks, 428 cost ratings of, 523
LHX helicopter model, 226 cost-benefit of, 472
LHX helicopter workload, 226

553

w n ~ m~mmm mm mm mmmm ' lmmmmmmmmm m4



Model(s) (continued) Model(s) (continued)
CRAWL (Computerized Rapid Analysis METACREW, 283, 313

of Workload), 30 monitoring and decision-making

credibility ratings of, 522 Levison, 128
crew, 285 Wewerinke, 128
criteria for selecting, 4, 7, 511 multiple resource, 265
Crossover, 112, 138, 173, 260 multitask performance, 260
DDM (Dynamic Decision-Making), 207 network, 24, 92, 220, 231, 250,

Pattipati, 131 296, 477
decision making, 207 normative, 456

Pattipati, 131 training design problems, 457
Tulga, 130 Observer Controller Decision, 118

DEMON (DEcision MONitoring and OCM (Optimal Control Model), 25,
Control), 131, 208 115, 127, 171, 185, 205, 264

describing function, 110 ORACLE visibility, 490
descriptive, 455 OSBATS (Optimization of Simala-

parsimony of, 460 tion-Based Training Systems),
validity of, 460 400, 455

development, 232, 244 OWL (Operator Workload) matching,
dive bombing, 432 41
dynamic biomechanical, 328, 354 parallel allocation, 263
dynamic decision making, 207 PLAID-TEMPUS, 337

Pattipati, 131 PROCRU (Procedure-Oriented Crew),
Tulga, 130 26, 118, 131, 201, 203, 261

errors in, 478 queuing, Carbonell, 127
evaluation, 267 queuing theory, 27
failure detection, Gai and Curry, resource allocation, 259

128 SAFEWORK, 328, 389
graphical data presentation, 504 SAM (Surface-to-Air Missile), 298
hierarchy for training, 429 SAMMIE (System for Aiding Man-
HOS (Human Operator Simulator), 36, Machine Interaction Evalua-

202, 266, 275, 477, 494 tion), 327, 337, 341
human performance, 108, 127, 169, for evaluating jig designs, 488

203 Siegel-Wolf, 34, 261
in wargaming, 535 skill retention, 423

implementation, 237, 244 Smallwood, instrument monitoring,
information theory, 26, 57 126
instrument monitoring, Smallwood, strength, 354, 380

126 strengths of, 471
instrument scanning, 479 structural, 170
intelligence system, 285 submarine procedures, 231

integration, 400, 507 surface-to-air missile, 298
internal, 108, 127, 185, 496 task-characteristic, 438

of monitoring, 127 task-performance, 430
interpretability ratings of, 522 task-training, 430
learnability ratings of, 521 TEMPUS, 328, 363, 376
learning, 435 three-dimensional, 342, 356, 375

learning curve, 403 time-constant, 406
effect of plateaus, 414 and industrial dynamics, 405
and errors, 407 and industry learning, 407
exponential (time-constant), 406 and performance monitoring, 415
higher order, 409 predicting errors, 407

selection of, 413 utility of, 406
learning and performance of time delayed, 413

military tasks, 428 training system
LHX helicopter, 226 ASTAR (Automated Simulator Test

man-machine interface, 327, 331 and Assessment Routine), 400,
manual control, 25 443
marketing of, 530 OSBATS (Optimization of Simula-
McCracken-Aldrich, 30, 227, 266 tion-Based Training Systems),
memory, 479 400, 455
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Model(s) (continued) Observations (continued)
transfer function, 412 non-sequential, 124
transition to users, 472 sequential, 124
usability ratings of, 522 Observer Controller Decision model,
user, in interface design, 496 118
user opinions about, 472 OCM (Optimal Control Model), 25, 115,
validation, 75, 96, 117, 155, 254, 127, 171, 185, 205, 264

265, 309, 319, 327, 338, 432, ORACLE visibility model, 490
437, 465, 479 OSBATS (Optimization of Simulation-

visual sampling, Senders, 125 Based Training Systems), 400,
WAM (Workload Assessment Model), 29 455
weak versus strong, 476, 480 data requirements, 465
weaknesses of, 471 model components, 463

Model Human Processor, 37 validations of, 465
Modeling and simulation, 427 OWL (Operator Workload), 21

and complex perceptual-motor matching model, 41
skills, 427

learning and performance of Parallel allocation models, 263
military tasks, 428 Parallel processing, 262

part-task training, 427 Parameter optimization, 174
task analysis, 427 Part-task training, 400, 427
training design, 427 and attention, 400, 435

Monitoring, 123 PEABODY data base, 379
tasks, 232 Perception, 185
tolerance-band, 124 Perceptual micromodel, 275

Monitoring and decision-making model Performance resource function, 264
Levison, 128 Petri-nets, 296
Wewerinke, 128 Phase margin, 171

Monte Carlo approach, 237 Pilot/vehicle dynamics, 174
Motion dynamics, 383 PLAID-TEMPUS model, 337
Motion playback, 380 Posture, 328, 344, 350, 359
Motivation effects, 338 Problem solving methods, 212
Movements Procedural selection, 214

arm, 137 Procedural skill retention, 420
ballistic, 137 Procedure complexity, 57
finger, 137 PROCRU (Procedure-Oriented Crew)
foot, 137 model, 26, 118, 131, 201,
hand, 137 203, 261
head, 137 Production systems, 93, 231, 247
wrist, 137 Psychomotor micromodel, 275

Movement time, 136
MTM (Methods-Time Measurement), 36, Queue-servicing, 313

93, 293, 342, 357 Queuing model, Carbonell, 127
Multi-attribute utility method, 215 Queuing theory, 260
Multiple resource model, 265 concepts, 127
Multiple resources, 84, 96, 264 models, 27
Multitask performance model, 260 Questionnaire, model evaluation, 4,

512
NASA-TLX workload metric, 18, 58, 268
Network, 250 Reach assessment, 376
Network models, 24, 92, 220, 231, Reach contours, 345

250, 296, 477 Reaction time, 136
Network modeling languages, 429 REGENCY system simulation tool, 492

" Network of responses, 52 Remnant, 170
NIOSH Work Practices Guide for Manual Resource allocation

Lifting, 329, 356 model, 259
Normative modeling, 456 module, 463

training design problems, 457 Retention loss, 422
prediction of, 422

Object-oriented representation, 213 ROEX (ROunded EXponential) filter,
Observations, 124 154
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SADT (Structured Analysis and Design Stability augmentation, 169
Technique), 283, 295 Statistical decision, 203

SAFEWORK, 328, 389 Stimulus-response compatibility, 135
SAINT (Systems Analysis of Integrated Strength

Networks of Tasks), 35, 89, assessment, 377
201, 219, 232, 261, 283, 295, data base, 357
400, 428 model, 354, 380

difficulties in use, 493 muscle, 354
SAM (Surface-to-Air Missile) model, Stress

298 effects, 338
SAMMIE (System for Aiding Man-Machine lower back, 353

Interaction Evaluation), 327, Structural alteration effects, 262
337, 341 Structural model, 170

for evaluating jig designs, 488 Submarine procedures, 231
Schmidt's Law, 145 model, 231
Secondary task performance, 58 Surface-to-air missile model, 298
Semantic compatibility, 496 SWAS (Sequiter's Workload Analysis
Sensor data processing system, 313 System), 36, 92
Serial allocation, 260 SWAT (Subjective Workload Assessment
Sequential procedures, 236 Technique), 18, 58, 268
Siegel-Wolf model, 34, 261 System concept, 258
Simulation System dynamics, 171

computer, 33, 313
continuous, 219, 236, 249 Tactical data system, 313
discrete event, 219, 236, 249 Target
dynamic, 375, 482 acquisition, 135
DYSPAM system, 383 detection, 490
human machine systems, 428 moving, 143
language, 219, 237, 243, 296 stationary, 136
object-oriented, 212 width, 136
program, 237, 244 TASCO (Time Based Analysis of
study, 243 Significant Coordinated
system behavior, 244 Operations), 29

Simulation configuration module, 463 Task
SIMWAM (Simulation for Workload allocation, 17, 54

Assessment and Manning), 35 analysis, 28
Situational awareness, 19, 49 cognitive, 32
Skill deterioration, 419 categories, 245
Skill retention, 400, 419 duration distribution, 306

and forgetting, 421 load, 187, 377
fundamental principles, 420 priorities, 245
and individual differences, 421 team, 314
and oemory representation, 420 timeline, 82, 254, 319
model, 423 Task-characteristic model, 438
and original learning, 420 Task-element analysis, 438
and over-learning, 420 Task-performance model, 430
and task characteristics, 421 Task-training model, 430
validation, 432, 437, 465 Templating, 287

SLAM (Simulation Language for TEMPUS model, 328, 363, 376
Alternative Modeling), 201, Theory
243 control, 203

Solid modeling, 343 estimation, 203
Somatotyping, 343, 390 fuzzy set, 118
Sonar information, 137

airborne, 151 Jackson network, 285
signals, 151 Markov renewal, 285
systems, 151 queuing, 127

Speed-accuracy tradeoffs, 135 THERBLIG, 363
S-R compatibility, 480 Three-dimensional modeling, 342, 356,
SSOCM (Steady-State Optimal Control 375

Model) Program, 185 data base, 333
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Three-dimensional modeling (continued) Visual fixation (continued)

postures, 356 point of, 125
Time constant, 112, 136 Visual sampling, 125
Time-constant model, 406 model, 125

and industrial dynamics, 405 strategies, 126
and industry learning, 407 Visual scanning, 260
and performance monitoring, 415
predicting errors, 407 WAM (Workload Assessment Model), 29
utility of, 406 Wargaming, 535

Time delay, 112, 140, 171, 185 benefits of, 537
Time delayed model, 413 human performance models in, 535
Timeline analysis, 18, 29, 50 training applications of, 538
Timesharing costs, 83 training of teams with, 535
TLAP (Timeline Analysis and Predic- uses of, 536

tion), 48 W.C. Fielde (Workload Consultant for
Tracking, 135, 298 Field Evaluation), 41
Training, 455 Weapons effects, 310

effectiveness, 455
of simulators, 457 W/INDEX (Workload/Index), 18, 30, 81,

efficiency, 463 267, 522
institutional and unit, 456 Workload, 185, 285, 310
weapon-system operation and assessment techniques, 23

maintenance, 456 cognitive, 48, 54, 68
Training devices, 458 crew, 285, 313

classes of, 458 OWL (Operator WorkLoad), 21
fidelity of, 459 prediction, 21, 47, 65, 81, 267

instructional features of, 459 psychomotor, 68, 377
selection of, 458 sensory, 68

Training device selection module, 463 subjective, 18, 58, 268

Training systems, 443 Workshop attendee demographics, 516

cost effectiveness of, 455 Workspace design, 353, 365

design and acquisition of, 443
design of, 455

aid for, 455
forecasting effectiveness of, 443
models

ASTAR (Automated Simulator Test

and Assessment Routine), 400,
443

OSBATS (Optimization of Simula-
tion-Based Training Systems),
400, 455

training effectiveness of, 444
Transfer function model, 412

User decision aid, 424
User models, in interface design, 496

Validation, 57, 75, 96, 117, 155,
254, 265, 309, 319, 327, 338,

432, 437, 465, 479
Validity

content, 507
event, 254
face, 254
internal, 254

View assessment, 343, 376
Visibility plots, 343
Visual fixation, 125, 260

duration, 125

frequency, 126
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