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PREFACE

The human factors profession is currently attempting to take a more
proactive role in the design of man-machine systems than has been character-
istic of its past. Realizing that human engineering contributions are
needed well before the experimental evaluation of prototypes or operational
systems, there is a concerted effort to develop tools that predict how
humans will interact with proposed designs. This volume provides an over-
view of one category of such tools: mathematical models of human performance.
It represents a collection of invited papers from a 1988 NATO Workshop.

The Workshop was conceived and organized by NATO Research Study Group 9
(RSG.9) on "Modelling of Human Operator Behaviour in Weapon Systems". It
represented the culmination of over five years of effort, and was attended
by 139 persons from Burope, Canada, and the United States. RSG.9 was®

established in 1982 by Panel 8 of the Defence Research Group to accomplish
the following objectives:

¥ Determine the utility and state of the art of human performance
modelling.

* FEncourage international research and the exchange of ideas.

* Foster the practical application of modelling research.

*¥ Provide a bridge between the models and approaches adqpted by
engineers and behavioral scientists.

*

Present the findings in an international symposium.

Both the Workshop and this volume were designed to acquaint potential
users with a broad range of models that may be used to predict aspects of
human performance during the system development process. This objective is
addressed by overview papers, papers on specific model applications, and
papers which provide details on modelling tools that are currently
available, The members of RSG.9 sincerely hope that this volume will
encourage interested users to try some of these tools in their own work. It 5
is essential that these users give feedback to model developers on the ;
strengths and weaknesses of the models that they try. Only by establishing 3
such dialogue can the state of the art be truly advanced.

While the members of RSG.9 seek to foster the development and use of
human performance models, we must state that inclusion of specific models or

tools in this volume should not be construed as an endorsement by RSG.9. by
NATO, or by any agency of its member nations.

?

As Chairman of RSG.9, I am indebted to many groups and individuals who
played key roles in this endeavor. First, I must thank the members of RSG.9

Vil 1 0 S SE sk

\
b




who worked to develop the program, prepared papers, served as session
chairman and co-editors, and have become good friends. The authors must be
recognized for their efforts to produce a first-rate volume. I want to
thenk the members of NATO Panel 8 who patiently supported our efforts to
accomplish our goals. The Workshop could not have been held without the
funding provided by the U.S. Armed Services., 1 sincerely appreciate the
support of the Aerospace Medical Panel of the Advisory Group for Aerospace
Research and Development (AGARD), who made it possible for several European
speakers to attend the Workshop. Ms. Rita Landis of Total Events and
Meetings, Inc. is to be complimented on her excellent management of the
administrative affairs of the Workshop. I especially want to thank Lt. Col.
Allan Dickson and Mr. Charles Bates, Jr. for their consistent encouragement
and the time to work on this project, and Ms. Laura Mulford who assisted in
innumerable ways with the Workshop and the preparation of this volume.

Grant R, McMillan

Wright-Patterson Air Force Base, OH, USA
February 1989
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OBJECTIVES AND ORGANIZATION OF THE WORKSHOP

A
Grant R. McMillan

Armstrong Aerospace Medical Research Laboratory
Wright-Patterson Air Force Base, OH
USA

}

LA

Human factors engineers are seeking the opportunity to have an early
impact on the design of man-machine systems; to Le involved from concept
development onward. With this opportunity comes a responsibility. We must
provide tools that allow the design team to predict human performance in the
same manner that hardware and software performance is predicted.
Mathematical models of human performance constitute one - perhaps the most
intellectual - category of methods for addressing this requirement. -—. 4, .

L

As the papers in this volume demonstrate, models have been developed M
for a broad range of human behaviors. Nevertheless, the available models
have not fulfilled their potential as aids to system designers. In response
to this shortcoming, Panel 8 of the NATO Defence Research Group established
a Research Study Group (RSG.9) to investigate the issue and to foster the
practical application of human performance models. While the definition of
what constitutes a human performance model is subject to some controversy,
RSG.9 focused on techniques that permit computer-based simulation of humans
functioning in systems, as opposed to verbal-analytic or conceptual models.

In May of 1988, we orgenized a Technology Demonstration Workshop to
provide potential model users with an overview and specific examples of
tools that are available. This volume contains the technical papers that
were presented there. The Workshop was attended by 139 individuals from
Europe, Canada, and the United States (See Appendix A). The demographics of
the attendees are discussed in a paper by Cody and Rouse in the Review and
Critique section of this volume.

This volume is organized around six modelling areas (sections) which
are described below. Each of these sections includes three types of
prese .‘~tions:

(1) Introductory papers by the Workshop session chairmen which
summarize the technical papers and the discussion period that
followed.

(2) Technical papers which present overviews or model applications.

(3) Technical papers on modelling software demonstrated at the
Workshop.




The Workshop also had poster presentations, which could not be included in
this volume. These presentations are listed in Appendix B. Because of the
broad range of models addressed, the coverage in any one area is not
exhaustive. Rather, there is an attempt to concentrate on the more
developed, available, and promising technologies.

The first section, Task Allocation and Workload Analysis, focuses on
techniques for estimating human workload when various tasks are assigned to
the man or machine. This area has received much attention in recent years,
and the activity is demonstrated by the ongoing developments discussed in
the papers. The close tie between theoreticians developing multiple-
resource theories of human task sharing and the developers of workload
estimation software is both gratifying and promising.

The section on Models of Individual Tasks provides a sample of the
techniques which represent the performance of a single operator performing a
single task. This is perhaps the oldest area of human performance modelling
and includes many truly "mathematical" models. This situation reflects the
fact that we have sufficient understanding of human performance in some of
these areas to attempt mathematical descriptions of the performance
mechanisms.

Models of Multi-Task Situations -rimarily address a single operator
performing multiple tasks. The techniques discussed here tend not to
represent the mechanisms of human performance, but simulate instead the
time, accuracy, and workload results using task network modelling tools such
as SAINT (Systems Analysis of Integrated Networks of Tasks). This approach
is required because the tasks make fewer constraints on human performance
strategies, and because we do not have a good understanding of the
performance mechanisms. Fortunately, many of the model applications in this
area do not require a mechanistic level of analysis to provide the required
answers.

This trend is seen even more strongly in the Crew Performance Models
which represent multiple operators performing multiple tasks. These models
tend to be an important tool for decision makers who are addressing issues
of crew size and the effects of operational stressors such as fatigue and
overload. The models have many characteristics in common with operations
research simulations, but with much more emphasis on capturing the contribu-
tion of the human to system performance.

The section on Workspace Dzsign - Anthropometrical and Biomechanical
Approaches reviews models that address human performance at a rather basic
level. They attempt to predict an operator's ability to see and reach
controls and displays, to perform materials handling tasks without hazard,
and to fit into and get out of workspaces. Although this is a very
different level of analysis from the other models reviewed in this volume,
one should not underestimate the importance of having reliable tools for
studying such tasks.

Models of Training and Skill Retention represent techniques to aid in
the design and utilization of training systems. The grain of analysis is
relatively fine when attempting to model learning curves or to predict the
gzquisition and retention of specific skills. Other techniques provide a
high level analysis of the expected benefit from specific training devices,
or training device features.

The opening session of the Workshop set the stage for an evaluation
process to be accomplished by the attendees. Criteria were proposed that
research indicates designers use when selecting sources of information about
human performance. The attendees were pirovided with a questionnaire, based
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upon these criteria, for evaluation of the modelling tools presented at the
Workshop. This questionnaire was designed to generate feedback on the
perceived utility of the models, on barriers to their use, and on the tech-

nologies judged to be most promising. The analysis results are presented by
Cody and Rouse in the Review and Critique section.

The questionnaire was only one source of evaluation conducted at the
Workshop. Current modelling technology suffers from many limitations when
applied to real-world problems. Many of these shoricomings, as well as

suggestions to remedy them, are also presented in the Review and Critique
section.

The Workshop and this volume represent an initiative that we hope to
continue in the future. If human performance models are evcr to fulfill
their potential as design aids, dialogue focused on applications must
continue between model developers and model users. We trust that this
endeavor is a step in that direction.
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DESIGNERS' CRITERIA FOR

CHOOSING HUMAN PERFORMANCE MODELS

William B. Rouse and William J. Cody

Search Technology, Inc.
4725 Peachtree Corners Circle
Norcross, Georgia 30092

INTRODUCTION

There are many reasons for developing human performance
models. It is an intellectually satisfying and enriching
experience to develop and experiment with models of human
performance, chemical reactions, economic behavior, and so on.
Such models help us to understand complex phenomena while also
providing the means to communicate this understanding.

Although we have little doubt that the developers of
models find joy and benefit from the process of modeling, we
are less sanguine about the benefits that may accrue to
potential users of the product of modeling =-- the equations
and/or routines typically embodied in a software package.
This paper is concerned with human performance models as

products, and with system designers as potential consumers of
these products.

It is often argued that the availability and use of human
performance models will enhance system design and result in
more effective systems. This assertion is difficult to
support in any conclusive manner. A more fundamental concern,
however, is the apparent lack of use of many available human
performance models. Why is it that modelers are so enthralled
with models, while designers show little apparent interest?
In this paper, we argue that this lack of success is due to
modelers having ignored many of the criteria by which
designers judge models in particular, and information sources
in general. To support this premise, we first provide an
overall perspective of system design.

INFORMATION SEEKING IN SYSTEM DESIGN

our studies of designers in the aerospace industry have
led us to conclude that: Designers spend most of their time in the insular
environment bounded by project co-workers and personal experience. Their information
requirements span an enormous range, some of which can be satisfied only from project
sources and others which can be satisfied in a variety of ways. Designers satisfy those

Taaden T

L




requirements that can be met in more than one way by accessing sources with the
least overhead in terms of their effort.  These sources are social contact with co-
workers and definitely not formally printed materials (Rouse and Cody, 1988).

From this perspective, design can be viewed as an
information transformation process. On one level, this
process involves seeking, managing, and disseminating
information. On another 1level, this process involves sub-
processes for formulating, representing, associating,
manipulating, and evaluating information as it is transformed
and eventually manifested in a designed artifact (Rouse and
Boff, 1987). Within this framework, it is useful to think of
human performance models as information sources.

Figure 1 shows the scope of information needs for which
human performance models might be useful. The rows of this
figure are designated by the phases of the "standard" systen
acquisition process, while the columns denote the topics
covered by the six technical sessions of this NATO Workshop on
Applications of Human Performance Models to System Design.
Clearly, there is a wide-spectrum of needs for human
performance information that models might be able to help
satisfy.

To motivate our later assertions regarding criteria for
selecting information sources, it is useful to characterize
the process of seeking information in design -- see Rouse
(1986a, b) for reviews related to this topic. The process
begins with the recognition of one or more information needs,
potentially in terms of one or more elements of the stream of

needs characterized in Figure 1. The next steps are
identification of alternative information sources and
selection among these sources. While this sounds very

analytical, more often it is very intuitive with emphasis on
"tried and true" sources.

Selection among information sources is also heavily
influenced by "downstream" factors concerning how the
information will be used -- selection, in itself, is only a
minor component of design decision making, albeit the
component which this paper addresses. Typical downstream
concerns include whether or not use of the information will
require learning new jargon, methods, etc.:; the usability of
the source in terms of ease of access and manipulation; and
the interpretability of information from this source relative
to the nature of the need motivating the search. Another
concern is how information from this source can be used as a
basis for advocating and defending design decisions.

USES OF INFORMATION

Beyond the above general concerns, identification of
information sources and selection among these sources also
depend on the specific uses intended for the information
sought. Within the context of system design, it seems to us
that there are five types of uses of information:

o Specifying and clarifying design objectives and
evaluation criteria (e.g., elaborating speed vs.
accuracy tradeoffs).
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Fig. 1. Information Needs in System Design

© Projecting outcomes or impacts of independent
variables (e.g., analyzing sensitivity of performance
to parameter variations).

2 o Identifying and determining timing and location of
events (e.g., analyzing mission to identify
bottlenecks).

o Identifying and determining attributes of things and
events (e.g., choosing design parameters).

o Understanding causes of outcomes and deficiencies
(e.g., diagnosing performance shortfalls).

As shown in Figure 2, these five types of use are often
integrated within an archetypical "what if" question concerned
with achieving or not achieving design objectives as a
function of internal and/or external choices. From this
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Fig. 2. Archetypical Question in System Design

perspective, the information seeker's questions may reflect a
much richer context than the apparent simplicity of cquestions
might lead one to perceive. The appropriateness of an
information source may, therefore, depend on the relative
importance of the relationships depicted in Figure 2.

The archetypical question depicted in Figure 2 occurs
repeatedly as the elements of the matrix shown in Figure 1.
External choices made by users, customers, or, in effect, the
environment, as well as internal choices made by the
individual designer, the design team, or management, motivate
"what if" questions relative to outcomes satisfying criteria
and achieving objectives. In addition, "why" questions are
asked relative to the rationale and necessity of particular
objectives and criteria, as well as explanations of outcome
deficiencies.

IDENTIFICATION OF INFORMATION SOURCES

If one accepts the notion that design is predominantly an
information transformation process, than it would seem that
information seeking should be ubiquitous which, in turn, would
suggest that identification of information sources and
selection among these sources should be central. This set of
related hypothesis has been explored by several investigators,
e.g., Allen (1977), Cody (1988), and Rouse and Cody (1988),
who have found a single class of information sources to be
predominant. This class is human judgement. '

Designers have many information needs and ask many
questions. Not surprisingly, they answer many gquestions
themselves. The next most likely source of information is
colleagues. Other sources of human judgement include subject
matter experts who may be incumbent system users (e.g., former
aircraft pilots) or disciplinary experts.

Human judgement is the primary information source because
the cost of access is low and the quality of the information
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received is perceived to be good, or at least adequate. An
additional and important characteristic of this information
source is that colleagues and subject matter experts often
understand the context in which questions are asked =~- that
is, they have a contextually-based understanding of the
relationships shown in Figure 2. In fact, humans often will
not answer dquestions without first asking several
contextually-clarifying questions themselves.

A second class of information sources is archives. Fact
sheets, handbooks, textbooks, and journals are occasionally
accessed to satisfy information needs -- “occasionally" is an
important qualifier (Allen, 1977; Rouse and Cody, 1988).
These sources of information often suffer from being difficult
to identify, access, and interpret, with the possible
exception of particular items with which the seeker is already
familiar (e.g., the well-worn textbook or favorite journal).
The possibility of pretty much ignoring the archives is an
option that is much more tenable for designers than it is for
researchers -- this never ceases to amaze researchers!

A third class of information sources is models. There
are two subclasses: empirical and analytical. Empirical
models include market surveys, user studies with mockups,
experimental investigations with simulators, etc. These
sources of information are models in the sense that the
conditions and humans studied are, in effect, assumed to model
the eventual actual conditions and real users of the system
being designed. Analytical models primarily differ from
empirical models in the sense that the human anthropometry,
information processing, etc. of interest is modeled
computationally rather than by other humans. This difference,
of course, leads to analytical models being "packaged" rather
differently than empirical models. The packaging of
analytical models often presents difficulties for potential
consumers of these models.

SELECTION AMONG INFORMATION SOURCES

The foregoing discussion of information seeking in system
design and alternative information sources leads us to suggest
a structured set of seven criteria that we believe strongly
influence choices among information sources. This set of
attributes is structured in the sense that it is weakly rank-
ordered, e.g., failure to satisfy the first criterion results
in rejection of an information source regardless of the
potential of this source relative to subsequent criteria.
The sequel to this paper (Cody and Rouse, 1989) will present
the results of testing this model of "consumer behavior" in
the context of selecting among human performance models.

The first criterion is applicability. Information
seekers will tend to select sources that they perceive will
provide information that is applicable to their question.
More specifically, sources will be sought that will provide
information relevant to one or more of the aspects of Figure 2
within the context of interest.

Information seekers are also concerned with credjbjility.

It is of little value to base a line of reasoning on an
information source that is not credible within the
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organization making the decisions of interest. For this
reason, if analytical models, for example, are disdained
organizationally they will seldom be a viable information
source.

The next two criteria are availability and cost. These
criteria are rather obvious. If the source is unavailable or
the financial cost to acquire and use the model is
prohibitive, the source is unlikely to be used. It is useful
to note that acceptable levels of cost (i.e., financial
expenditure) may interact with perceived credibility.

If an information source is feasible relative to the
above criteria, three additional concerns are likely to be
addressed. The first is jinterpretability. Does the nature of
the answers provided by the information source directly
satisfy the nature of the information need underlying the
question? For example, if answers to a manual control
question are needed in the frequency domain with 95%
confidence intervals, does the source provide this type of
answer or will some transformation/interpretation be
necessary?

The next criterion is learnability. What will it take to
understand the jargon, assumptions, processing, etc.
associated with a particular source to the degree necessary to
use the source effectively? This criterion presents little
difficulty when utilizing human judgement, occasional
difficulty for archival sources (assuming that they have
satisfied the other selection criteria), and sometimes great
difficulty when accessing models. It often can require a
great deal of effort to truly understand an analytical model.

The seventh and final criterion for selecting among
information sources is usability. This includes the ease with
which inputs (questions) can be prepared, outputs (answers)
accessed, and relevant operations performed. Obviously, human
judgement typically scores fairly well relative to this
criterion. Various data bases help to improve usability of
archival sources, although not to the extent of sources of
human judgement. Computer-based models have the potential to
be very usable, but this potential is rarely realized.

ADDITIONAL ISSUES FOR ANALYTICAL MODELS

In light of the fact that the focus of this workshop is
human performance models, the remainder of our comments will
be premised on the assumption that one or more models have
been chosen as an appropriate information source. In other
words, we are assuming that one or more analytical models have
passed the seven criteria hurdles outlined in the previous
section.

Before discussing the use of analytical models in more
detail, it is important to note that there are additional
benefits to using models beyond the seven criteria elaborated
earlier. One of these benefits is the natural tendency of a
modeling effort to force complete and consistent formulations

of the problem of concern. Assumptions and approximations
must be explicitly chosen in order to develop a computational
model. Other types of information source do not force this
rigor.

12
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The resulting model usually provides a framework for
managing information. As knowledge is gained about the
problem of interest, it often can, in effect, be encoded in
the model or at least tabulated and classified in the context
of the model. The model also can substantially influence what
additional knowledge is sought or not sought ~- in this way,
empirical "fishing expeditions" can be avoided.

Models also provide rather unique ways of defending
positions. In most design organizations, numbers and plots
carry more weight than pure words. In the absence of
empirical data (e.g., from market surveys or simulator
studies), model-based analyses can provide powerful leverage.
This possibility depends, of course, on the aforementioned
credibility aspects of using models.

Criteria and benefits aside, we now want to consider a
few detailed issues that may affect perceptions of human
performance models in particular, if not information sources
in general. We will pose these issues as a set of questions:

o Formulating/structuring problems: How easy is it to choose
variables and structure relationships among variables? 1Is
the range of available alternatives adequate?

o Estimating parameters: How easy is it to collect the input
data necessary for the model? Are methods provided for

choosing parameter values that provide appropriate fits to
the data?

o Exercising model: How easy is it to perform the
calculations/simulations necessary to producing the
model's outputs? How does the computational time/cost
increase as the size of the problem increases?

o Sensitivity analysig: How easy is it to test the effects
of parametric and structural variations? Are methods

provided for systematically assessing the effects of these
variations?

These are not the types of question that one can usually
answer just by hearing a presentation on how somebody else has
used the model of interest. Answering these questions
requires much more probing. Unfortunately, all too frequently
one finds that developers of human performance models have not
yet reached the point of providing these types of
functionality to users. As a result, a model or modeling

approach may be great in principle but awkward and cumbersome
in practice.

CONCLUSIONS

This paper has described our "market analysis” of the
criteria that system designers are likely to employ in
choosing human performance models. In the sequel to this
paper (Cody and Rouse, 1989), we discuss the results of
testing our notions using the participants in this workshop.
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Defence and Civil Institute of Environmental Medicine
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Canada

OVERVIEW OF THE PAPERS

Decisions made or assumed early in system development define the functions and
tasks for which each operator will be responsible. Those decisions are generally referred
to as "function allocation” or "allocation of functions” (North et al. 1982, Kantowitz and
Sorkin 1987). Function allocation decisions define the task "load” imposed on the opera-
tor, and hence require verification in terms of the operator’s ability to perform the
assigned tasks. In this context the concept of "workload"” is aimed at the question of
whether or not the operator can sustain the "load” applied by the combination of task
demands and the characteristics of the man:machine interface. This concept of workload
is, in general, related to psychomotor and mental task demands, not to the physical task
demands which are addressed by the anthropometrical and biomechanical models
reviewed elsewhere in these proceedings.

As shown in the first paper by Linton et al., workload is a highly contentious topic.
Whole symposia and publications have been devoted to it, (AGARD 1978, Fiedler
1987, Moray 1979, Roscoe 1987) but there is, as yet, no universally accepted definition.
The Workshop organizers were aware of this problem, but considered that a Session
should be devoted to models of workload. This reflected the importance of including
human factors considerations in the early stages of system design, when decisions are
being made about who or what hardware and software should perform specific system
functions.

The ideal workload model, therefore, should permit task demands to be modelled
early in the system development cycle before specific details of the man:machine inter-
face have been determined. It should also permit iteration and refinement throughout
the project development cycle, and be compatible with the workload metrics used during
system test and evaluation. As noted by Linton et al, there are many potential
approaches to such models several of which are covered elsewhere in these proceed-
ings.

Due to the emphasis on application in the early design stages, the models reviewed
in this Session fall into Linton et al's categories of “task analysis” and "computer simula-
tion" techniques. One of the most well establicshed tcchniques is to compare the time
required by the operator to perform the assigned tasks with the time available. This
approach has its roots in the principles of scientific management developed by F.W. Tay-
lor, although the aim is somewhat different from the establishment of a "definite time
and a definite manner” for each task. The time-based approach to human engineering
operator tasks dates from at least 1959, as noted by Parks in a paper to an earlier NATO
Advanced Study Institute (Parks 1979). The current paper by Parks and Boucek
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continues on from that review of the state of the art in time-line analysis of workload.

Given the trend towards more cognitive tasks, rather than behaviouristic or
psychomotor tasks (Merriman 1984) it is not surprising that practitioners are seeking
models that represent mental workload in other than time-based terms. Two workload
metrics, the Subjective Workload Assessment Technique (SWAT) and the NASA-TLX,
include both "time stress” and "mental effort load” as dimensions (see Fiedler 1987).
Although SWAT has been used to predict workload during system development (Kuper-
man 1985) the two metrics have not been widely adopted to model workload in the
early stages of design. They fall into Linton et al’s category of empirical models, and
appear more suited to the test and evaluation phases of a project.

One line of model development which does incorpcrate mental load in early design
activities is based on the concept of mental resources (Wickens 1984). The third paper,
by Aldrich et al. describes one such approach. It is a reflection of the need for such a
technique that this model, which was originally developed to meet a pressing deadline
on a major project, has been adopted by several other organizations and is in the process
of refinement and development, as indicated in their paper.

A related approach, which deals somewhat differently with the summation of con-
current demands on mental resources, was demonstrated at the workshop by North and
is reported as the fourth paper. The Workload Index { W/INDEX) treats shared mental
resources as moderators of time-sharing behaviour. A demonstration of Sequiter’s
Workload Analysis System (SWAS) was also available to attendees.

Readers should also refer to the paper by Wickens in these proceedings which
reports an attempt to correlate the results of these modelling approaches with operator
workload ratings and performance.

DISCUSSION

Several issues arose from the discussions of the individual papers and demonstra-
tions. Chiel of these, and the one which provoked most debate, was the question of
whether such normative models properly predict operator workload. Although this
question applies to most of the models reviewed in the Workshop, it seemed to be par-
ticularly relevant to this class of models. This may have been due to the obvious link
between predictions of workload and overall systems effectiveness, and the equally obvi-
ous link between workload and other performance factors such as motivation and stress.

Several human performance specialists pointed out that it is what operators actually
do that determines workload, and what they actually do is moderated by factors such as
boredom, emotional stress, and motivation as weil as time-stress. Such factors are not
well represented by the models reviewed here. Few workload models include a stress
factor, and most represent a determined sequence of tasks, rather than reflecting the
load-shedding and fluidity of task sequencing observed in practice.

The discussion highlighted some important differences between some of these fac-
tors. Motivation was seen to be a two-edged factor. It is desirable because it can
improve performance quite dramatically, but it is undesirable because designers cannot
confidently control it. They have to assume some baseline performance which might be
improved by motivation. In contrast there was a sense that stress must be considered in
systems design because it frequently worsens performance. In this context there was
seen to be some merit in models which may underestimate an operator’s abilities. The
debate concluded with the argument that workload is already a difficult enough concept
to manipulate without the addition of several other poorly defined and understood con-
cepts such as motivation, stress and boredom.

The validity and reliability of the models is obviously dependent on both the data
they use and on the task sequences which they represent. While the models have the
merit of being logical progressions from the Function Flow Analyses and Task Analyses
which are the stock in trade of human engineers, ideally they should reflect the Ruidity
of task sequencing mentioned above. To some extent such behaviour can be dealt with
by successive iterations of normative models. For example, if the tim:-line approach
used by Parks showed the operator to be occupied either significantly more or less than
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his criterion for acceptable load, then the task sequence or allocation of functions could
be revised and the model run again. Aldrich et al. reported just such an approach.
North refers to an interesting development of W/INDEX which will automatically
change the task sequences as a result of the workload calculations. Linton et al review
other approaches under the heading of "simulation” models, one of which is SWAS.

The task sequences analysed obviously should also include reversionary mode
operations, or failure mode operation if the operator will be required to perform in such
situations. The whole question of manual and automatic operation must be looked at
carefully, because, as North pointed out, the prudent operator will devote resources to
monitoring the operation of supposedly automatic systems.

Linton’s presentation on approaches to workload mentioned the topic of "Situa-
tional Awareness" and how such models might incorporate it; Parks and Boucek's
presentation also referred to it in the context of the “explosion” of information manage-
ment problems facing operators. Discussion on this ranged {from the definition of Situa-
tional Awareness to whether or not it should be included in such models or treated
separately. Some saw it as an integral factor in cognitive workload which should not be
treated separately; others saw it as a distinct factor in an operator’s ability to perform a
task. Again the debate suffered from the lack of clearly agreed upon definitions.

A variety of other capabilities and limitations of workload models were discussed.
Potential users were cautioned that the models, particularly the attentional demand type
of model, can encourage users to make simplifying assumptions about the operability of
the man:machine interface. They were also cautioned on the need for an in-house bank
of task times {for time-line models) or attentional demand ratings, for compiling the
models. The presentations also made it clear that the user’s skill and experience are
important factors in the successful use of a model. Experienced users not only have
their own data banks, they know when and how to supplement the models with other
techniques such as limited man-in-the-loop simulations.

On the positive side the models were seen as useful advances over previous
approaches, particularly in their support of iterative development of the design concept.
Although the models can be criticized on a number of grounds, they do have theoretical
bases and do include empirical data. The speakers acknowledged the limitations which
had been identified: nevertheless it was felt that available models can h2lp the user a
long way toward a design solution. They have the merit of being straightforward to use
(even if they require a significant amount of task analysis}, and they facilitate early
identification of potential problems in the allocation of functions between human and
machine. As with most other models they require some skill of the user. and they
require further development and validation, and refinement of the underlying concepts
on which they are based.
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INTRODUCTION

The purpose of this paper is threefold. Initially, we take the
liberty of introducing the subject of workload: what it means and why we as
engineers and behavioral scientists are interested in it. We assume that
practically all engineers involved in the design of new weapon systems are,
by now, at least aware of the importance of operator workload (OWL).
Indeed, the widely endorsed, yet poorly addressed, initiative to reduce
operator workload is partly responsible for the seemingly mad rush to
provide ever greater levels of automation in the cockpit, at the helm, or
at the workstation. Those of us who practice the Human Factors Engineering
profession realize the folly of providing automation simply because it is
technologically feasible .. but that philosophical argument must remain the
subject for another day. In any event, a brief discussion of workload is
necessary to set the stage. The second purpose of this paper is to
identify specific workload prediction and assessment models which we have
reviewed in our research program, and present summary opinions as to the
utility of these techniques. Lastly, we will suggest some top level
questions, strategies, and issues which we all must confront when the time
comes to actually select and apply a technique.

The research project on which we are reporting has involved a review
and assessment of all common workload prediction and measurement
techniques; subjective, analytic, and physiological. Insofar as the
subject of this workshop is modeling, with the emphasis on practicality, we
will generally limit our remarks to analytical techniques, specifically
mathematical models, task analytic, and computer simulations. We cannot go
into exhaustive detail on specific models as space does not permit. More
to the point, many of the techniques we identify are ably represented at
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this workshop by their developers, who are far more qualified than
ourselves to present them. Our intent here is to provide a broad context
for review and evaluation.

BACKGROUND
Workload

The simple fact of the matter is that nobody seems to know what
workload is. Numerous definitions have been proposed, and many of them
seem complete and intuitively "right". Nevertheless, current definitions
of workload all fail to stand the test of widespread acceptance or
quantitative validation.

Diseussions over possible underlying concepts of workload are
fascinating, and provide an enjoyable intellectual exercise. Over the
course of our program, we devoted a considerable amount of time and energy
to just such philosophical considerations and discussions. In fact,
approximately two dozen pages of our Task 3 report are devoted to
presentation of what factors constitute workload, and the relationship
between workload and performance. It would have been beneficial to extract
the salient points from those discussions and reproduce them here, but time
and space do not allow such a possibility. However, for the sake of
completeness, and to assist in setting the stage for the remainder of this
paper, we here present our four basic tenants of workload:

I. Workload reflects relative, rather than absolute individual
states. It depends on both the external demands and the internmal
capabilities of the individual. This relativity exists
qualitatively as well .as in dimensions of quantity and time.

IT. Workload is not the same as the individual’s performance in
the face of work or tasks, nor is it synonymous with our way of
measuring performance.

ITI. Workload involves the depletion of internal resources to

accomplish the work. High workload depletes these resources faster
than low workload.

IV. Individuals differ qualitatively and quantitatively in their
response to workload. There are several different kinds of task
demands and corresponding internal capabilities and capacities to
handle these demands. Persons differ in the amount of these

capabilities which they possess, and their strategies for employing
them.

Having at least acknowledged the hypothetical construct and
multi-dimensional nature of workload, this paper will henceforth ignore the
problem of definition. Our focus at this workshop is clearly on modeling;
methodologies which can predict and measure workload are of interest here,
and not a universally acceptable definition of their application domain.

We will simply agree that workload is incompletely defined, certainly
multi-faceted, and has a direct bearing upon an operator’s ability to
maintain or reach a desired performance level.
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Operator Workload (OWL.) Assessment Program for the Army

A strong argument can be made that the weakest link in the system
effectiveness chain today is the operator's ability to understand and
employ his system under battlefield conditions where stress, sheer number
of required tasks, and enemy threats are at a maximum. The fact that
workload can neither be completely defined nor adequately measured
underscores the difficulty of developing valid predictive and measurement
techniques, but the need for such techniques is so great that workload R&D
in the past few years has actually been intensifying in the face of a
seemingly intractable problem.

System integrators and design engineers have come to appreciate and
advocate an intelligently designed operator interface as a keystone of
overall system effectiveness. Such an interface is characterized by (1) a
natural and consistent exchange of information between the operator and the
system; (2) a workload which does not overburden the human with annoying,
repetitive, or confusing tasks; (3) providing sufficient supervisory
management, cognitive, and psychomotor tasks to maintain an active
participation in the tactical situation. There is a growing awareness that
high levels of hardware and software sophistication alone, and the
automation which they promise, do not guarantee the technological edge to
counter the enemy’s vastly superior number of conventional forces and
weapons. Technological capability will likely be under-utilized, and thus
cost ineffective when not applied within an overall man-machine-mission
context.

Against such a background, the Army Research Institute initiated a
research project in October of 1986 to "develop and validate comprehensive
methods for estimating and evaluating operator workload at different
decision points in the systems acquisition process.” Products of this
program were envisioned to include a set of guidebooks which would provide
Army personnel with selected methodologies for making decisions on operator
workload during system acquisition.

There was no intent in this program to develop new or unique
prediction or measurement methodologies. Rather, the program was directed
at an examination of the state-of-the-art in workload techniques, a
critical evaluation, and development of a formalized structure of applying
appropriate techniques at appropriate key points within the material
acquisition process. From the very beginning the emphasis was on
practicality. Our concern was not whether any one of the dozens of
existing techniques was "better” or "more valid" than the others. Our
concern was suggesting the best way to utilize existing workload assessment
technology to provide guidance on workload determination. Our programmatic
goal was to aid Army managers tasked with developing and fielding the best
system possible within defined time and budget constraints.

ANALYTIC WORKLOAD ASSESSMENT TECHNIQUES

Taxonomy

For the purposes of our work, we were comfortable in classifying
workload techniques into analytical and empirical classes. Analytic
techniques, the first of these, are those which can be used to estimate
workload without a human operator in the loop. Empirical, the second
class, include those techniques which gather data, either subjective
opinion, physiological, or performance, from human operators. The intent
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of this arbitrary definition is only to differentiate between techniques

which require that an operator interact with a system from those that do

not. Obviously this workshop is principally concerned with the analytic

class of techniques as this is the class which comprises various modeling
methodologies. '

We further subdivided the domain of analytic (no operator-in-the-loop)
techniques into five descriptive categories. These categories include (1)
Comparison, (2) Mathematical Models, (3) Expert Opinion, (4) Task Analysis,
and (5) Computer Simulation. Of these five techniques, Comparison and
Expert Opinion don’t merit serious consideration within the context of this
workshop, or at least how we perceive the purpose of the workshop. They
can be valid methodologies and of definite value when properly applied, but
they are outside the most generous definition of "model”. Comparison and
Expert Opinion are grounded in the elicitation of subjective opinions from
operators and designers who have direct experience with either the
equipment under investigation or equipment very similar. These techniques
use "expert opinion" to project data from comparable systems, or estimate
task difficulty based upon prior experience.

Benefit

Behavioral scientists and system designers should be concerned with
utilizing analytic workload prediction techniques in the material
acquisition process for a very simple reason. Military systems, along with
their associated menpower, personnel, and mission requirements are defined
very early .. in most cases before any hardware is available with which to
apply empirical workload analysis. While analytic workload assessment can
and should be exercised throughout a system’s development cycle, it is
especially important at early, pre-hardware stages. Good predictive
techniques are hard to come by, and those that do exist have limitations.
Nevertheless, the tremendous value of recognizing and diagnosing problems
early on makes the use of these techniques imperative. Unfortunately,
empirical evaluation of workload is frequently of value only to confirm a
proper design, or to discover man-machine deficiencies. In either case,
the cost-benefit tradeoff of empirical techniques is far less than that of
a properly executed analytic technique applied in the concept formulation
or exploratory development stage. Indeed, the ability to influence a
design is a monotonically decreasing function with time, while the cost of
a change is a monotonically increasing function with time. The analytic
techniques, consequently, offer a potentially huge return on investment
seldom, if ever, realized by the empirical techniques.

MATHEMATICAL MODELS

One of the more ambitious goals of early workload researchers was the
development of a rigorous mathematical model which would predict operator
and system performance. In principle, such a model would identify relevant
variables and combine them appropriately so that workload-associated
effects on performance could be accurately and reliably estimated. The
major steps were as in all attempts to model human performance:

¥ Identify variables that influence workload either directly or
indirectly;

¥ Determine the lawful relationships by which these variables interact;

* Establish how the resultant workload predictions drive predictions of
performance.
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To date, no fully comprehensive mathematical models have been
developed, although several investigators have taken existing models from
engineering application domains and extended them to some aspect(s) of
workload-related operator performance. Of these models, the most prominent
are manual control, information theory, and queuing theory techniques.

Each model is proposed to contain some parameter or component that reflects
the operator’s load or effort under specified conditions. Some models
contain specific parameters that are proposed to be an index of load;
others presume loading by defining the environmental input characteristics
that are assumed to affect workload and performance. The assumption in
either case is that these mathematical models will predict workload-related
drivers and resulting performance.

Many of the models described below are aimed at continuous control
tasks or monitoring tasks which have information presented on separate
displays. In part, this is because these tasks have been, and still are,
important in complex system control. More importantly, the associated
performance characteristics are definable and thus amenable to this realm
of mathematical modeling. Today, with greater use of automated control
systems and multifunction information displays, manual control task
characteristics appear to be becoming relatively less important. The
implication is that mathematical models need to be developed that reflect
the current set of increasingly cognitive tasks.

Manual Control Models

The manual control models fall into two general categories; classical
control theory and the more recently developed state-space estimation
methods. Both were developed within the context of continuocus manual
control tasks, such as piloting a vehicle.

Classical Control Theory - Classical control theory utilizes
closed-loop stability analysis to generate describing functions of the
human operator engaged in a continuous control task. In essence, the human
is considered to be a servomechanism attempting to eliminate feedback
errors. Error, such as deviation from a flight path, is the input to the
model, and operator response via some manipulator device is the output.
Classical control theory provides a continuous prediction of operator
output over time. In workload estimation applications, a baseline operator
describing function is initially developed. To this, external perturbations
(loading factors) are then applied which change the characteristics of the
model in a manner believed to be indicative of workload. For example,
system response lags to operator control inputs can be varied. Changes
ascribed to increased loading may be used to predict OWL to the extent that
the conditions under which the describing function was developed are
generalizable.

Optimal Control Model - Modern control theory uses a system of
differential equations containing state variables and control variables to
describe the controlled system. The optimal control model (OCM), when
given a process to control, does so by; (a) observing the state variables
to the degree of accuracy possible, and (b) generating a control response
to these variables while minimizing a scalar performance criterion or cost
function. The criteria are usually defined as a function of error, control
effort, or time. The OCM assumes that a well-trained human operator will
behave as an optimal controller. This implies that the operator will be
aware of his own and the system dynamics. That is, the operator has
knowledge of human response capability, the disturbances affecting the
system, and the criterion which defines optimal control. Variables such as
observation noise and motor noise are used to introduce error and can be
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related to attentional scanning which is one variable considered to reflect
difficulty, and hence workload. OCMs of the human operator have performed
reasonably well in matching observed behavior, and are capable of handling
complex multivariable systems (Baron, 1979). Within the appropriate
context, the predictive validity of these models makes them very useful,
although their mathematical complexity makes them inaccessible to many
investigators. An excellent treatment of the applications of OCM to
workload estimation may be found in Levison (1979). 1In this report,
Levison traces the development of the model, defines the basic workload
model, cites a number of validation studies, and suggests issues for
further development. Additional examples of the model’'s application can be
found in Rickard and Levison (1981) for the prediction of pilot ratings of
different aircraft handling quality configurations, and in Wewerinke (1874)
and Smit and Wewerinke (1978), The formulation predicts a workload index
based on control effort which is developed in terms of OCM parameters.
Levison (1970) defines an OCM model containing an attention parameter which
influences the observation noise within the state variable estimator. This
parameter can be used to determine the attention allocated to a display
variable and hence its relative importance in a control task . The OCM
model has also been used for display design evaluation (Baron & Levison,
1977; Gainer, 1979).

A recent development of the OCM approach is the Procedure-Oriented
Crew (PROCRU) Model (Baron, Zacharias, Muralidharan, & Lancraft, 1980).
PROCRU provides a framework for dealing with both discrete and continuous
tasks. The OCM has considerable breadth and most of the studies have
corresponding validation data. OCM is clearly a performance model with
parameters which represent workload manipulations. These manipulations are
of the form of amplitude, frequency, or phase lags in the equations. As a
result, workload definitions are as varied as the manipulations employed.

Information Theory Models

Classic information theory is actually a mathematical formulation; it
provides a metric of the transmissi-n of information through an imperfect
communications network. Information theory as applied to models of human
activity achieved its height of popularity during the 1960’s, and an
excellent treatment of information theory can be found in Sheridan and
Ferrell (1974).

Early applications of information theory in psychology can be found in
Attneave (1959) and Garner (1962) while one of the first applications to
the workload domain was that of Senders (1964). In this application, a
model was used to describe the division of attention by an operator while
monitoring information displays. It agsumed that an operator, with a
limited input channel capacity, sampled each information display at a
frequency necessary to reconstruct the signal being presented on that
display within specific error tolerances. The amount of time spent
sampling each instrument is summed over all instruments to determine the
fraction of the operator’s time that must be spent observing. This time
fraction is used as a measure of visual workload imposed by the information
displays.

The use of information theory in the analysis and estimation of
workload has been limited. Despite some efforts (e.g.,Crawford, 1979;
Rault, 1976), applications in realistically complex environments are
difficult to achieve due to the necessity to a priori establish all of the
relevant simple and conditional stimulus and response probabilities.

Bc ause information theory provides output with respect to steady-state
si-uations, it is not well suited for representing dynamic changes in
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workload. Nevertheless, the impact of information theory is strongly felt
through the adoption of its concepts such as limited channel capacity,
information transmission, and redundancy now contained in information
processing approaches to behavior (Garner, 1974).

Queuing Theory Models

Queuing theory models of man-machine interaction characterize the
operator as a single-channel processor sharing attentional resources
serially among a variety of tasks. The human is conceptualized as a
"server” processing multiple tasks and "server utilization" or "business”
is used as a measure of workload. These models generally apply to
situations in which performance times are critical. Within queing theory,
performance times include both the time it takes to execute various tasks,
as well as the time that tasks must wait before being performed. Rouse
(1980) provides a good discussion of queuing theory and its application to
man-machine modeling.

The emphasis in queuing models is more on when tasks are performed
rather than how they are performed. As indicated by Rouse, these models
are most appropriate in multitask situations in which the operator must
cope with task priorities and performance requirements that vary among the
tasks. Using Jahns' (1973) categorization of workload, these models are
concerned primarily with the input load to the operator.

The queuing theory approach to workload estimation is generally
associated with Senders’ research on monitoring tasks (e.g., Senders,
Elkind, Grignetti, & Smallwood, 1966; Senders & Posner, 1976). However,
others such as Schmidt (1978), who analyzed the workload of air traffic
controllers, also have applied queuing theory models. Walden and Rouse
(1978), modeling pilot decision behavior, have also successfully applied
this approach.

Summary

The application of manual control theory to workload estimation and
prediction is generally restricted to environments involving continuous
controlling tasks. During that period when workload was practically
synonymous with vehicular control, manual control models were easily the
most interesting and promising class of techniques providing predictions to
system designers. In the present day, these models may be adapted to
estimate measures generally associated with OWL, but the mathematical
sophistication required to develop or even understand the models limits
their applicability. Detailed system parameters must also be provided to
exercise these models fully; these parameters are frequently not available
during early concept development. Consequently, manual control models are
generally not viable for most conceptual system evaluations.

The popularity of mathematical models seems to have waned.
Information theory was most popular in the 1960’s and manual control theory
and queueing theory predominated during the 1970’s. Although many of these
models have experienced considerable success within the domain for which
they were intended, they seem to have been supplanted in the 1980’s by
computerized task analysis and simulation models. A major problem with
mathematical modeling is the absence of explicitly defined workload
parameters. Thus while model outputs may identify and quantify
particularly busy periods within a given time slice, or particularly high
periods of information transfer, it is never quite clear how, or if, these
phenomena relate to high workload. This observation, it should be pointed
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out, is not restricted to mathematical models alone and probably has
relevance to most analytic techniques and methodologies.

There 1s always a place for a useful mathematical model, even if it is
not as broad as one would like. An obvious and hopetul evolution would be
that certain of these mathematical models, especially the optimal control
model which can cover aspects of queuing theory, might be incorporated into
the simulation models. It would certainly seem feasible to bring such
models into simulations in a form which more people could use. The user
will have to be careful, however, to define what is meant by workload as
this determines the diagnosticity of the results.

TASK ANALYSIS METHODS

Task analysis techniques are the most commonly used of all analytic
tools for estimating workload in the preliminary design process. Their
frequent use probably springs from three reasons. In the first place they
are relatively easy to understand and undertake. No extraordinary
mathematical or simulation expertise is required to execute a task
analysis. Relatively sophisticated task analyses can be completed with
only an intimate knowledge of the hardware system being studied, a
realistic and detailed mission scenario, and the willingness of the analyst
to iterate and persevere. Secondly, military specification MIL-H-46855B
requires a task analysis to be performed during all major system
development efforts. It is a natural extension to move from this
requirement to development. of operator workload estimates based upon the
results of the analysis. Lastly and simply, task analyses are useful for
the analyst. Even if workload predictions are never derived, the wealth of
knowledge gained from the task decomposition exercise educates the analyst
and prepares him or her to provide future contributions.

Workload oriented task analytic methods generally examine operator
performance requirements as a function of time within the context of a very
specific mission scenario. The basic task analytic process begins with the
definition of the mission scenario or profile. Next, general or top level
mission requirements are systematically decomposed into operator tasks and
these in turn are decomposed intc more detailed sub-tasks or task
elements. These task elements can then be translated into specific
operator actions which are completely gpecified when placed within the
context of the hardware system under consideration (i.e. cockpit, tactical
operator station, work station etc.). Thus, the timing and sequencing of
operator control activity will depend on the nature and layout of controls
and displays. The result of the analysis is an operator activity profile
as a function of mission time and phase, essentially a time-based analysis
of required operator actions leading to successful mission completion.

Other approaches are more detailed in the analysis, and divide tasks
into components based on sensory channel or body part (e.g., eyes, hand,
foot, etc.). Recent methods have included a still more detailed analysis
structure in an attempt to try to identify cognitive loads applied to the
operator. However, these more detailed approaches typically contain time
stress as a major contributor in the estimation of workload. Nevertheless,
diagnosticity improves by virtue of identification of specific components
that may be overloaded. There are many variations on the basic task
analytic structure. The differences will be clarified in the discussions
of each of the methods. The discussions presented here are intended to be
illustrative of the types of information that can be integrated into the
models and the nature of the results that can be obtained from them. A
review of many task analytic techniques may be found in Meister (1985).
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Timeline Task Analysis

The natural consequence of time-based task analysis is to define OWL
as time stress. This is expressed as a ratio of Time required (Tr) to
perform a task over the Time available (Ta), yielding Tr/Ta. In timeline
task analysis, the situations of concern are those which cause the operator
to approach the edges of the performance envelope, that is as Tr/Ta
approaches 1.0. A technique incorporating such a time based definition is
useful, but is probably best used as an initial coarse filter to identify
gross design deficiencies and for cases in which the time required for a
task is well defined. Diagnosticity, in the time-line approach, is limited
to identifying general structural limitations where demands on the operator
exceed his capacity to respond within some time frame.

A classic application of the timeline analysis technique employing the
{Tr/Ta) metric is that described in Stone, Gulick and Gabriel (1987). They
used this technique to identify workload encountered in overall aircraft
operations, and with respect to specific body channels. The latter scheme
was based on that developed in WAM (see below). Validation efforts are
reported by the authors, with the results indicating that the procedure
"...provides a reasonably accurate index for predicting the time required
to complete observable tasks within the constraints of an actual mission."

Workload Assessment Model {(WAM)

The Workload Assessment Model was first introduced in the 1970's as
part of a more comprehensive man-machine system design aid: Computer Aided
Function-Allocation Evaluation System (CAFES). While the overall success
of CAFES was limited, its workload assessment module (WAM) was fully
developed and performed admirably on several applications. In WAM, a
mission timeline description is developed which indicates what tasks are
performed during the mission and in what sequence they are performed. The
individual sensory-motor channels (e.g., eyes, hands, feet, etc.) that are
involved in the execution of each task are identified. WAM computes the
channel utilization percentage, including the amount of time that each
channel is occupied within a specific time segment. Percentages over a
specified threshold level are considered excessive, and may be indicative
of both function allocation and design inadequacies. A variant of WAM, the
Statistical Workload Assessment Model (SWAM), allows time shifting of
excessive workload tasks in an attempt to reduce the peak workload level.
This, effectively, is a rescheduling of tasks to reduce time stress.

Linton, Jahns, and Chatelier (1977) report one application of SWAM.
They examined a conceptual VF/VA-V/STOL aircraft in an attempt to determine
whether a single pilot could manage the aircraft and systems in defined
mission phases. The results indicated the potential single-pilot
operability for the aircraft, but did not establish any validity measures
for the assessment technique.

Time Based Analysis of Significant Coordinated Operations (TASCO)

TASCO analyzes cockpit workload during tactical missions using the
standard time-based approach (Roberts & Crites, 1985; Ellison & Roberts,
1985). Two types of analysis are performed in TASCO. The first is
crewstation task analysis, which is a design evaluation performed by a
subject matter expert using a 5 point rating scale to judge design elements
that are especially crucial to mission performance. The second is a Busy
Rate Index analysis, which is essentially a Tr/Ta estimate over a set time
interval.
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The basic analytic component of the method is the Evaluation,
Decigion, Action, and Monitoring (EDAM) loop. Recognizing the cognitive
aspects of today’s cockpit design, the Evaluation part of EDAM accounts for
the impact of information display design. The Decision part of the EDAM
loop is made by a pilot based on training, experience, tactical doctrine
and situational awareness. The decision results in an Action via the
cockpit controls which is then Monitored to evaluate the outcome of the
action. How the above mentioned EDAM loops are integrated into these
analyses is unclear, as is the current state of development of the TASCO
model. Early papers describing this technigue appeared promising, however,
and the technique probably merits further consideration.

Computerized Rapid Analysis of Workload (CRAWL)

CRAWL involves expert opinion superimposed upon a task analytic
background with two basic sets of inputs (Bateman & Thompson, 1986;
Thompson & Bateman, 1986). The first set of inputs includes task
descriptions generated by subject matter experts (SMEs) on the proposed
system under study, along with SME-generated workload ratings for four
separate channels - visual, auditory, cognitive and psychomotor.
Additionally, the average time for task completion is included. The second
set of inputs contain timing information, including the starting time, for
each occurrence of each task executed during the mission segment. Overall
workload for each time segment is computed by summing the workload ratings
for the four channels. In an effort to validate CRAWL, workload estimates,
obtained while operators flew a single seat simulator, were compared to
CRAWL predictions of workioad for six combat mission scenarios. Overall,
the authors report an average corre® tion of 0.74 between the predicted
workload levels and subjective pilot workload ratings obtained during the
simulation study.

Workload Index (W/INDEX)

W/INDEX combines mission, task, and timeline analyses with theories of
attention and human performance to predict attentional demands in a
crewstation (North, 1986). It differs from other task analytic techniques
by providing estimates of the effect of time-sharing loads imposed by
concurrent task demands. The model estimates workload demands for
one-second segments based on individual task difficulty and time-sharing
deficits. W/INDEX operates on the following da*a:

¥ Crewstation interface channels;
* Human activity list;

¥ Attention involvement levels;

¥ Interface conflict matrix; and
* Operator activity timelines

This technique has been applied to three different conceptual cockpit

designs and was demonstrated to be sensitive to design changes, but
apparently has not been validated against empirical studies.

The McCracken-Aldrich Approach

McCracken, Aldrich, and their associates have recently developed a
task analysis approach that does not rely solely on the time-based
definition of workload (McCracken & Aldrich, 1984; Aldrich, Craddock &
McCracken, 1984; Aldrich & Szabo, 1986). These authors attempted to improve
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the diagnosticity of workload predictions by identifying behavioral !
dimensions which contribute to overall workload levels. They were also

among the first to attempt to explicitly identify cognitive workload

demands. This approach has impacted other task analytic and simulation

methods, including CRAWL and Micro SAINT (Laughery, Drews, Archer, &

Kramme, 1986 - see below).

The McCracken-Aldrich methodology involves performing mission and task
analyses that generate a rough timeline of tasks which are divided into
three categories: flight control, support, and mission. It is assumed
that tasks within each category would be performed sequentially, but tasks
across categories could be performed concurrently. It is also assumed that
a flight control task would be performed at all times. These tasks are
sub~divided into performance elements which, based on system
characteristics, are used to generate workload estimates on five behavioral
dimensions comprising cognitive, visual, auditory, kinesthetic, and
psychomotor (Szabo et al. 1987).

Workload assessments are made by assigning numerical ratings for each
of the five dimensions of the task. These ratings represent difficulty or
effort. It is in the ratings that this technique differs most from other
task analyses. The ratings are generated by comparing verbal descriptors
of the task components with the verbal anchors identified with each scale
value. The five workload dimensions are assigned scale values of one
through seven. The scale and verbal anchors for the cognitive component
are presented for illustrative purposes in Table 1., Similar tables exist
for the other behavioral dimensions.

Table 1

Scale Value Descriptors

Automatic, simple association
Sign/signal recognition
Alternative selection
Encoding/decoding, recall
Formulation of plans

Evaluation, judgement

Estimation, calculation, conversion

IO W N

Cognitive workload component scale (McCracken & Aldrich, 1984)

Estimates of the duration of each task element are developed to the
nearest one-half second after assigning numerical ratings. These durations
are used to construct a strict task timeline using 10-second segments.
Total workload is estimated by summing across concurrent entries for each
workload dimension, visual, auditory, kinesthetic, cognitive, and
psychomotor, during each 10-second interval. If this sum exceeds a
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threshold value, e.g., 7 on visual, then the operator is assumed to be
overloaded. Computer automation allows workload estimates to be derived
for each one-half-second interval. The frequency of overload segments can
then be determined and the causative workload dimension identified.

Sikorsky Aircraft’s Hamilton and Harper (1984) proposed a modification
of the McCracken-Aldrich technique. Their variant replaces the summation
method of workload estimation with an interference matrix approach for
detailed workload analysis. This matrix defines acceptable, marginal, and
unacceptable workload levels for each of the four dimension comparisons. A
series of decision rules are then employed to define whether or not entire
segments have acceptable, marginal, or unacceptable workload levels. This
technique alleviates certain interpretive problems arising, for example,
from having a total segment rating of 10 on visual tasks, with a scale
range of only one to seven. Validation efforts with this technique
indicated that it was sensitive to task differences and reflected pilot
opinion ratings obtained in simulation studies. It was also found to
predict slightly higher workload ratings than those obtained by the actual
rating; this bias is certainly acceptable and even desirable for design

purposes.

Cognitive Task Analysis

The idea that a more detailed task analysis structure can provide
increased diagnosticity is an important one. This idea, combined with the
fact of increased influence of cognitive tasking, leads to the approach of
detailed decomposition of cognitive workload into component types. This
approach has been developed and applied to several airborne military
systems (Zachary, 1981). As in more traditional task analysis, operator
tasks are decomposed and are grouped into four primary categories:
cognitive, psychomotor, motor, and communicative/interactional. A mission
scenario is independently developed with a variable timeline grain
depending on mission phase (for example, an attack mission phase may be
decomposed to second by second events whereas a return-to-base phase may be
decomposed into five minute intervals). Operational personnel then work
with cognitive scientists to map operator tasks onto the scenario
timeline. Next, workload levels are assigned to each operator task as the
scenario unfolds. Workload ratings for the same task may vary depending on
the mission segment in which it is performed. Using this approach, the
workload analysis is based on a set of workload rating scales that describe
five distinct types of cognitive workload:

planning difficulty,

prediction difficulty,

calculation difficulty,

information processing complexity, and
information absorption complexity

P} M e I

In addition, eight other workload scales are utilized in the
categories of psychomotor (pointer movement and writing), motor
{button-pushing frequency and keyset entry frequency), and interactional
(interruption frequency, interruption magnitude, communication frequency,
and communication complexity). Applications of this methodology for each
time segment yield individual ratings on thirteen scales and averaged
ratings for the four categories (cognitive, motor, psychomotor, and
interactional), as well as an overall workload (average of 13 measures).
This promising methodology has been applied to two Naval operators, the
P-3C anti-submarine warfare tactical coordinator (Zaklad, Deimler,
Iavecchia, & Stokes, 1982) and the F/A-18 single-seat attack pilot
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{Zachary, Zaklad, & Davis, 1987). Little formal validation has as yet been
accomplished, although the effort is still ongoing. -

Task Analytical Model Summary

Tas!. analysis has demonstrated high utility. The definition of
workload within the various task analyses is not complete, but clearly the
stress imposed by the requirement to complete tasks within an allotted time
is an important part of OWL. Indeed, the criteria for most tactical
missions contain a temporal component in the measures of effectiveness
(MOE). It is also true if a task cannot be done within the time
requirements, of what importance is accuracy? For those situations in
which time required (Tr) is near or approaching the performance envelop
boundaries (Ta), additional evaluations can and should be performed.

COMPUTER SIMULATION MODELS

The application of simulation models to the workload estimation
problem is conceptually an extension of traditional operator-in-the-loop
simulation procedures. The major difference, of course, is that the
simulation effort is expanded to include a simulated operator. A simulated
operator is most valuable when an unbiased comparison of candidate hardware
systems is desired. In the best of all possible worlds, a valid and
reliable simulated operator would eliminate contamination of workload data
typically due to subjects’ individual differences and motivations.
Presumably, if a simulated operator were employed, differences in workload
data should be entirely due to variations in system configuration.
Naturally, no such human operator model presently exists, again due
primarily to the lack ot a workload definition and consequently its effect
upon operator performance. Meister (1985) and Chubb, Laughery and Pritsker
{1987) provide an expanded review of simulation models and their
applications.

Accurate and detailed descriptions of the operator, system, and
operational environment are prerequisites to a good simulation model.
Given these inputs, the problem shifts to defining an appropriate workload
index that can be used to compare differences across candidate system
configurations or operational uses. In most instances, a task loading
index such as time required/time available is used. Some simulation models
can predict both operator workload and system performance for comparison
with empirical measures of effectiveness (MOEs).

Simulation vs. Task Analysis

The distinction between the task analytic methods and the computer
simulation methods is not always clear. Most computer simulation models
employ a task analysis as part of the development effort, and most task
analytic methods are now computerized. Simulation models may be
characterized as elaborated task analytic methods which incorporate
consideration of the statistical nature of the task elements. The basic
distinction that is intended in our categorization is as follows:

Tash analysis methods produce operator performance requirements as a
function of fixed increments of time defined against a scenario
background. Simulation models, in contrast, attempt to represent
(simulate) operator behavior statistically for task and subtask execution
within the system under study and produce measures of effectiveness for
human-system performance.
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In other words, running a computerized task analysis twice would yield
identical answers. Running a simulation model twice would not necessarily
yield the same results due to consequences of branching statements,
statistical modification of task times and, where appropriate, performance
accuracies.

Siegel-Wolf Network Models

The majority of today's simulation models are derivatives of the
original network model developed by Siegel and Wolf in the mid-sixties.
The basic utility of the Siegel-Wolf model is in providing system
developers an indication of whether or not operators may be over-stressed
or under-stressed by a proposed design. The model predicts task completion
times and probabilities of successful task completion; it enters the realm
of workload assessment by determining "stress" imposed upon the operator.
Stress is caused by:

¥ Falling behind in time on task sequence performance;

¥ A realization that the operator’s partner is not performing
adequately; and

* The inability to successfully complete a task on the first
attempt with the possible need for repeated attempts, or the need
to wait for equipment reactions.

Input to the network model typically consists of 11 data items for
each subtask and operator and are presented in Table 2. Although there may
be several potential sources of the necessary data, including detailed task
analysis, the major source is direct questioning of subject matter
experts. Outputs from Siegel-Wolf models include a number of performance
measures such as number of runs, average run time, number and percent of
successful runs, average, peak, and final stress, and several others. The
primary uses for these models are for the noarse prediction of system
effectiveness and design analysis. Siegel-Wolf models are limited
typically to discrete task modeling.

Table 2

1, Decision subtasks,

2. Non-essential subtasks,

3. Subtasks which must be completed before it can be attempted by
another operator,

4, Time before which a subtask cannot be started,

5. The subtask that must be performed next,

6. Average task duration in seconds,

8. Average standard deviation of task duration,

9. Probability of being successful,

10. Time required for all remaining essential tasks, and

11. Time required for all remaining non-essential tasks.

The eleven data elements required for each subtask and operator
for Siegel-Wolf Models (from Meister, 1985.)
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SAINT/Micro SAINT

An important extension of the Siegel-Wolf model is called the System
Analysis of Integrated Networks of Tasks (SAINT). SAINT, along with its
microcomputer version Micro SAINT, is actually a task network simulation
language. It contains a number of process branching rules, multiple
distributions for modeling individual task operations, and a Monte Carlo
sampling procedure for determining task execution. SAINT’s underlying
approach to estimating workload is the same as the Siegel-Wolf models; it
defines stress as the ratio of time required to complete a task to the
time available (Tr/Ta). However, unlike the original Siegel-Wolf, it can
be used to model both discrete and continuous tasks. As a general purpose
simulation language, it provides a comprehensive framework, but contains
little implicit information toward a developed model. This means that the
operator(s), system, ard environmental characteristics must be entered by
the modeler. Micro SAINT provides a simple menu-driven interface to
facilitate this development effort.

Micro SAINT has been used in conjunction with other workload
estimation methodologies. Laughery et al. (1986) used Micro SAINT to
predict operator workload in four helicopter cockpit designs, utilizing a
model which incorporated characteristics of the operator, the helicopter
control and display layout, and the threat environment as task networks.
Workload was assessed during the Micro SAINT simulation by adapting the
McCracken-Aldrich (1984) technique. This task analytic methodology
requires the assignment of workload demands for each of four operator
dimensions, i.e. auditory, visual, cognitive, and psychomotor for each
operator activity. Thus, each task is characterized by its requirements
for each of the four dimensions. In the helicopter simulation, workload
was assessed at 2-second intervals, tracking it through the simulated
mission scenario. The results demonstrated that the methodology was
sensitive to variations among helicopter cockpit designs, and that specific
dimension overloads could be identified. The authors report that total
development and execution time was on the order of 10 weeks, although
subsequent development times may be substantially less. This integration
of network simulation with more robust and diagnostic workload prediction
methodologies is a promising development.

Simulation for Workioad Assessment and Manning (SIMWAM)

Another simulation methodology is called the Simulation for Workload
Assessment and Manning (SIMWAM) (Kirkpatrick, Malone & Andrews, 1984).
While it is based on both SAINT and the Workload Assessment Model (WAM)
(Edwards, Curnow, & Ostrand, 1977), it has been specifically developed to
make it particularly suitable for examining manpower issues in complex
multi-operator systems.

SIMWAM has been recently used to assess workload and manpower issues
for an aircraft carrier’s aircraft operations management system (Malone,
Kirkpatrick & Kopp, 1986). The application focused on the effects of
incorporating an automated status board (ASTAB) into the existing system.
The simulation scenario involved 35 shipboard operators engaged in a
launch/recovery cycle of 25 aircraft. Workload assessments were made on
the existing baseline system and the improved system incorporating the
ASTAB. Results of the analysis suggested that the introduction of ASTAB
could allow a reduction in the number of required personnel by four
operators. That conclusion was based on the workload having been reduced
to near zero for these four individuals, where workload was defined by
number of tasks performed and the amount of time that a particular operator
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was occupied with tasks. The number of operators who were heavily loaded

(i.e., busy at least 75% of the time) was also reduced by one-half with the
introduction of the ASTAB.

Sequiturs Workload Analysis System (SWAS)

Sequiturs Workload Analysis System is a hybrid model incorporating
features of both network and production system models (Holley & Parks,
1987). In contrast to network models which are general simulation tools,
this model has been developed specifically for workload analysis. The
definition of workload is the familiar time required over time available
(Tr/Ta); success is defined strictly in terms of the Tr/Ta ratio. SWAS
contains a structured helicopter task database, organized according to task
categories which in turn are broken into blocks containing sub-task
elements. Each task element in the database has ten attributes including
the mean time and standard deviation, and processing modes for discrete and
continuous tasks. It also has built in assumptions about the organization
and functioning of behavior, following the Wickens (1984) resource model.
This model plays a major role in the organization, sequencing, and resource
time-sharing for task elements as well as modification of performance
times. (See Navon [1984] for a critical review of the resource model.)
Additionally, SWAS contains a Methods Time Measurement (MIM) module which
is used to assist the user in producing mean performance times. Finally,
equations are built in to adjust for individual differences (on a scale
from 1 = good to 9 = bad). Both means and standard deviations are adjusted
in a multiplicative manner in the equations. The model has received
several validation studies at Bell Helicopter comparing the simulation
results with results from operator-in- the-loop studies in both simulation
and actual flight for a single pilot helicopter. Authors of these studies

report error rates predicted by SWAS differed from operator times by 1% to
8% (underestimate).

Human Operator Simulator (HOS)

The Human Operator Simulator (HOS) is a simulation model using a
distinctly different approach than the Siegel-Wolf models (Wherry, 1969;
Lane, Strieb, Glenn, & Wherry, 1981; Harris, Glenn, lavecchia, & Zaklad,
1986). The HOS approach is based on four assumptions:

¥ Human behavior is predictable and goal oriented, especially for
trained operators;

* Human behavior can be defined as a sequence of discrete micro-events,
which can be aggregated to explain task performance;

¥ Humans are single channel processors, but can time-share (switch)
among several concurrently executing tasks; and

¥ Fully trained operators rarely make errors or forget procedures

The implication of these assumptions is that HOS is deterministic: the
outcomes of operator actions are derived from functional relationships

formed as equations rather than by sampling from a probability
distribution.

Although conceptually sound, early HOS models had limitations which
restricted its usefulness to the research community at large., These
limitations included both technical characteristics, (e.g. single operator
only, deterministic vs. probabilistic) as well as transportability of the
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HOS model to different host computers. HOS-IV, the most recent version, is
implemented on a microcomputer, contains provisions for use of Monte Carlo
simulations, and addresses several earlier criticisms (Harris, Iavecchia,
Ross, & Shaffer, 1987). For example, the short and long-term memory
elements are probabilistic and thus yield stochastic results that are
expected of human operators. Provisions are currently being developed to
incorporate other probabilistic factors into the operator model in order to
deal with such aspects as incompletely trained or novice operators.

HOS-1IV is a general purpose simulation facility. It allows whole
system simulation, that is, simulation of the dynamic interactions of the
environment, the hardware/software system as well as the operator. The
HOS-IV user can build a model of the environment, hardware/software, or
operator to any level of detail desired using a top-down approach. For
example, task times can be crudely estimated and entered into the
simulation if a very gross analysis is desired. Alternatively, tasks can
be decomposed more finely such that subtasks are defined according to an
appropriate set of basic human performance micro-events., For example, a
visual detection could be modeled coarsely by merely specifying the overall
task time, or it could be analyzed into micro-events such as an eye
movement followed by a visual perception followed by a decision which
results in a motor response,

HOS-1IV contains a library of human performance models that can be used
to simulate the timing and accuracy of particular human behaviors. The
core set of micromodels, all of which are based on experimental literature,
includes: models for eye movements; visual perception; decision time;
short-term memory; listening and speaking; control manipulation; hand
movement; and walking. The micromodels of the operator are available to
the user so existing modules can be modified or replaced entirely with one
of the user’s creation. The microcomputer implementation of HOS contains
an enhanced user interface to assist in defining, executing, and analyzing
the simulation.

The result of the simulation is a detailed timeline of operator,
hardware, and environmental events and actions which can be summarized and
analyzed for a broad variety of purposes. Standard output analyses are
available which provide statistics associated with performing tasks,
subtasks, and basic behaviors. This includes the number of times a
micromodel is executed, the mean and standard deviation of the time to
complete a process, and the percent of simulation time spent on each
process. Additionally, the user can access information on system measures
of effectiveness.

Lane et al. (1981) identified a number of applications and validation
efforts over a wide range of systems. HOS allows a very detailed model to
be developed, providing a greater degree of diagnosticity than other
simulation models. It is probably most useful as a follow-on analysis
after less detailed analytic techniques have been used to refine the system
design.

Model Human Processor (MHP)

Card, Moran and Newell (1983, 1986) have developed a potentially
powerful collection of micromodels collectively called the Model Human
Processor (MHP). Via MHP, they have established a framework for presenting
data contained in the human performance literature in a manner which will
make it more accessible to those involved in the engineering design
process. They partition human behavior models according to their
application to the perceptual, cognitive, or motor systems, and focus on
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simpler, more widely applicable models that capture the predominant
characteristics of a problem. Models such as these can be used to define
limits of operator-system effectiveness to practically any degree

required. While the MHP micromodels are currently only described in the
literature, some have been directly incorporated into the HOS library and
are accessible to simulation modelers. Additionally, MHP has proven a
fruitful model for analysis of computer interfaces, an area not covered by
other models (Card, Moran & Newell, 1983). Further work in the development
and application of human performance models is required.

Computer Simulation Model Summary

In recent years a number of new simulation tools have been developed
which offer a unique opportunity to evaluate both time and accuracy of
performance. Thus, combined with the task analysis which most simulations
presume anyway, they are the best and most thorough of the analytic
techniques. There is a cost, however, for gaining this improved
capability, and that is the additional time and effort required for
developing the simulation. In the long run this may be a small price to
pay when contrasted against overall system development and life cycle
costs. In many instances user friendly versions of older simulations have
been developed in the last several years. As additional modules and
computer tools are developed and databases are built, simulation techniques
should move to the forefront of workload analytic techniques.

As with all the analytic workload tools surveyed, validation continues
to a major issue facing the computer simulation methodologies.

GUIDANCE

There are several guestions which must be considered when selecting an
appropriate workload model for application. First and foremost, it is
important to keep in mind both the nature of the workload issue being
examined, and how the results are intended to be used. That is to say, the
real needs of the user have to be clearly defined. It is costly and
inefficient to implement workload analyses providing levels of detail which
are neither appropriate nor wanted. It is a primary responsibility of the
workload analyst to make these decisions in concert with the agency
requesting the analysis.

In determining the needs of the user the following questions, at a
minimum, will always be pertinent:

¥ What type of acquisition process describes the system under
development? Is the program a formal full scale development effort,
a product improvement program, non-developmental item, accelerated
system acquisition program, etc.?

¥ Has a mission scenario been developed for the system in question?
Does a clear understanding exist concerning how the system will be
employed, what the nature and intensity of the projected threat will
be, and where the operator(s) are expected to experience difficulty in

employing the system?
¥ Has any operator workload analysis been done on predecessor or

similar systems? There is no benefit in repeating past work. If

subjective opinion of operators who have used similar systems is

available, it may be the most valuable data possible.
.‘;!
3
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¥ What is the stage of system development? 1s the system closer to
concept exploration and exist primarily on paper, or have prototypes
been built and evaluated and the system is moving nearer to
operational evaluation?

¥ Has any operator workload analysis been done on this system at an
earlier stage of development?

The last question to be posed here is clearly the most important:
although it is last on this list it must, in fact, be the first question
asked by the workload researcher whern considering the applicability of
techniques to a particular situation. The question is, "What are the
real-world constraints on the analysis about to be_undertaken?” It is
necessary to acknowledge that we don’t operate in a perfect world. The
type of information we can provide to system engineers and the design

decisions we can influence are more often than not determined by such
issues as:

¥ How much time is available to conduct our study?

¥ What are the levels of manpower and expertise available?
¥ What access will we have to field personnel?

* How much money has been allocated to our study?

x What computer facilities may be available for data collection and
analysis?

This list of questions is by no means inclusive, but the point has
been made. It is our opinion that any workload model, regardless of its
reliability, sophistication, or validity, is utterly useless unless it can
and will be used as a practical tool which provides a timely answer.
Providing assistance to the system developer is the bottom line. Far more
important than any model’s attributes, and our critique of it, is the
determination of whether it will be used to influence design. A usable
model that influences design in a positive way can be considered
successful .

We stated in the opening of this paper that one of our objectives was
to provide guidance on which procedures are best suited to a given set of
resources and measurement goals, Table 3 provides such guidance in an
overview of the techniques and a consensual judgement of the authors about
the data requirements, costs, diagnosticity, and subjectivity of each
technique. The potential user may consult this table as a jumping off
point; he or she is encouraged to investigate more fully those techniques
which appear to be appropriate.

Resources

The questions posed above are certainly germane, but the issue of
selecting a particular technique still remains even when all the answers
are known. What would be most welcome would be some guidelines, or perhaps
a computer assisted technique, to advance the beleaguered analyst from
knowing "where he or she is" to knowing "where he or she has to go."” To
that end we will briefly mention three practical aids.
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Table 3
Data Cost/Eftort*
Technique Requirements Requirements Dlagnosticity Subjectivity
Comparison System level Low cost/ Low High
low effort
Math Models Detailed task Low cost/ Low-Moderate Low
high effort
Expert
Opinion Task level Low cost/ Low-Moderate High
low eftort
Task Analysis
Time Based Task lavel Low cost/ Low-Moderate Low
Moderate effort
McCracken- Task levei Low cost/ Low-Moderate Moderate
Aldrich Moderate effort
Simulation
Siegel-Wolt Task level Moderate cost/ Low Moderate
High effort
SAINT Task level Moderate cosv/ Low-Moderate Moderate
High effort
Micro SAINT Task level Low cost/ Low-Moderate Moderate
Moderate effort
SIMWAM Task level Moderate cost/ Low Moderate
Moderate etfort
SWAS Task element High cost/ Low Moderate
level Moderate effort
HOS Task element Low cost/ Moderate-High Low
level High Effort
*  Cost refers to acquisition costs in doilars. Effort includes number of personnel and
develo nt time/effort.




o

e

e

i

FagR LD

-

R,

gt

The first of these is Workload Consultant for Field Evaluation (W.C.
Fielde), an expert system developed by the Human Factors Division of the
NASA Ames Research Center. (Casper, Shively, & Hart. 1987) W.C. Fielde is
a microcomputer based decision support system which guides naive users to a
selection of workload measures appropriate to his or her evaluation. The
program is extremely simple to use and all rules involved in the decision
process are made available to the user for review.. W.C. Fielde recommends
several assessment methodologies in decreasing order of appropriateness,
and provides additional information on each measure at the end of the
program in the form of text files. We have been favorably impressed with
tlie practicality of thir program and highly recommend .t. This aid is
currently available from NASA.

The second and third aids are not yet available, but comprise part of
our present research effort and will be available upon the completion of
our work. One of these aids will be an extension of W.C. Fielde and is a
similar rule based expert system to help the inexperienced analyst select
the appropriate technique given the status of his program as described in
the previous section. We call this expert system the OWL Matching Model.
The last source of practical gui