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VOICE PREPROCESSOR FOR DIGITAL
VOICE APPLICATIONS

INTRODUCTION

For many years, digital voice processors have been used to transmit speech information at low
bit rates in secure voice applications. Digital voice processors are increasingly being used for recog-
nizing speech or speakers to facilitate human-computer interaction (Fig. 1). In any of these applica-
tions. an indispensable part of the process is the characterization of the speech spectrum. Recently.
numerous digital speech processing techniques have been developed for this purpose with the linear
predictive coding (LPC) being the most widely used technique. We have also investigated LPC
analysis/synthesis for improving low-bit-rate voice encoding [1.2].

Digital Speech Processor
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Fig. 1 — Digitai voice processors for secure voice and human-computer interactive applicattons.  The specch preprocessor
(indicated by a thick-Tined box) conditions the speech signal for subsequent speech analysis for various applicanions.  The
quality of the speech preprocessor significantly atfects the overall system performance. During the early doys ot 2400-bs
voice encoder development, retinement of the front-end analog circuits glone improved the speech intelligibihty by as much
as five points, which demonstrates the importance of the input audio processor.
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Strangely, no comprehensive investigation has been related to the requirements of a speech
preprocessor (often known as the front-end nrocessor or speech 1/O), which 1s the critical link
between humans and computers. Over the years. we have designed audio circuits based on somewhat
lax performance specifications because severely distorted speech can sull provide acceptable speech
quality. For example, the severe distortion in the speech waveform from a carbon microphone is due
to the random modulation of the electrical resistance caused by the movement of the carbon granules.
But the quality of the telephone speech 1s deemed acceptable to a majority of 1ts users. Because our
ears are *olerant to speech distortions, speech input circuits have often been haphazardly designed.

Rut the sneech analyzer in the digital voice processor is not a human ear. A speech waveform
anomaly not objectionable to the human ears (viz., peak clipping of the speech waveform) can cause a
significant deterioration in the estimated speech spectrum. The speech waveform has a wide dynamic
range (60 dB or more), and it is difficult to maintain a correct speech level. An improper speech level
is one of the reasons why a voice processor optimized in the laboratory by the use of carefully
prerecorded speech often fails in the field because of the varying levels of live speech.

The speech preprocessor presented in this report is more than a conventional front-end speech
[/0 device comprised of an amplifier, an antialiasing filter, and an analog-to-digital (A/D) converter.
Our preprocessor self-adjusts the speech level and equalizes the microphone frequency response and
the spectral tilt of voices: it also removes various interferences detrimental to speech analysis. such as
distorted microphone response. breath noise from the microphone, digital noise in the analog channel,
60 Hz hum, unintentional DC bias from the A/D converter. and external ambient noise. In other
words, the speech preprocessor conditions the speech signal to produce the best speech analysis result
for the intended applications (i.e., speech encoding, speech recognition, or speaker recognition®.

Note that many preprocessing operations will be digita! rather than analog because of the follow-
ing advantages:

® Miniaturization—Elaborate analog circuits are a hindrance to miniaturizing voice processors.
Over the years. weight and power consumption of digital voice processors have declined
steadily (Fig. 2). and this trend will continue. Our approach to specch preprocessing lends
itself to future hardware miniaturization.

® No Aging Problem—The performance will not degrade because of aging components in the
analog circuits.

@ Elexibility and Power— Digital processing has more flexibility. For example. filter charac-
teristics of a digital filter can achieve more ideal filtering characteristics (i.e.. steeper cutoff
rate and linear phase response). and they can be altered more conveniently by changing
weights. If needed. filter weights can adaptively be changed based on whether the speech sig-
nal is voiced (which needs sharp cutoff) or unvoiced (which does not need sharp cutoff to
bring out-of-band speech energies into the passband).

The topics included in this report have come to our attention while working with various voice
processors over the past 15 years. We hope that our thoughts and experience will guide the designers
of tuture secure voice and human-computer interactive voice systems.
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Fig. 2 — Power consumption and weight of low-bit-rate digital voice processors. This figure shows
how the advancement of digital component technology has contributed to the reduction of both
weight and power consumption. Sig Sally was packaged in a dozen 6 ft racks; KY-9 was contained
in seven 19-in. racks (weighing 500 1b). In our preprocessor, the operations heretofore carried out
by analog circuits are relegated to digital signal processing. Reduction of analog processing has
been an influential factor in the miniaturization of voice processors.

BACKGROUND DISCUSSIONS

Wide Dynamic Range

Speech is a difficult signal to iaterface with a signal processor because speech has a wide
Jynamic range. Peak amplitudes of vowels are often 40 dB greater than peak amplitudes of fricatives
(Fig. 3). In addition, a 20 dB difference in loudness exists from one speaker to another. Therefore, a
front-end processor must have a dynamic range of at least 60 dB. Otherwise, vowel waveforms will
be clipped frequently, or weak fricatives will be lost. If any of these occur, the performance of the
voice processor will be degraded.
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Fig. 3 — Speech waveform of “‘help.”” The peak amplitude of speech varies as much as 40 dB within a fraction of a
second, as noted from the fricative /h/ to the vowel /e/ in this example. A wide dynamic range is a-notable characteristic of
the speech waveform.  An improper front-end gain will distort the spezch waveform. One critical function of the proces-
sor is 1o maintain a proper input speech level.
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Perceptual Tolerance to Speech Distortion

But distorted speech s not oo objectionable to the human car. It has been long known that so-
called “peak-clipping™ ¢ speech has Little perceptual eftect on mteibigbility and nechgible eftect on
quality, even if 10 1o 12 dB of the highest voice peaks cre chminated. During World War o the ULS.
Army Signal Corps Engineering Laboratones tasked the Psycno-Acoustre ' wboratory of Harvard
University to anvestigate the maximum degree of amphtude distortuon tolersble in i communication
system (Lo, analog communication systems such as the telephone). It was found that 1t speech were
ditferentiated prior to clipping. even infinite chipping retained 90 o 95% o1 the ongmal mtelligibil-
ity of nonsense monosylables (2] For two reasons, human cars are msenaiinve o amplitude distor-
tons:

® Hurmonic Structure of Voiced Speech Spectrum—VYowced speech (vowel soundsy s generated
by periodic ringing of the vocal tract by the glottis. Theretore, the voiced speech waveforn s
periodic at the pich rate (Fig, 41 its spectrum s concentrated at pich harmonios (Frg. 4.
Note that amplitude distortions of voiced speech do not create cross products of frequencies
that fall between pitch harmonies (or inharmonic soundsy. Hence distorted speech 18 not too
objectionable to our cars.
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& Vuriability of Unvoiced Speech Spectrum—Unvoiced speech is created by turbulent air through
a constriction somewhere in the vocal tract. Since the time wavetorm s random. its spectrum
is also random (Fig. 5). For u given unvoiced speech. ity spectrum varies widely trom
speaker to speaker because each has different lip, tongue. and teeth clearances. Distorted
unvoiced speech of one speaker can sound like undistorted unvoiced speech of another person.
This is why we do not percetve distorted unvoiced speech as being objectionable.
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Fig. S Speech wavetorm of unvowced speech soand s irequencs spectrum. Unlike the
votced speech spectrum, the unvoweed speech spectrum s random. A distorted unsoieed
spectrum of one person may be simdar o an undistorted umvorced spectrum of another per-
son. That 1s why distortions of unvorced speech are not objectionable to our cars

Perceptual Tolerance to Stationary Phase Shift

In addition. our perception is insensitive to certain Kinds of phase distortions. For example. a
stationary phase shift of the speech spectrum is not discernible to us. To illustrate this phenomenon,
the speech wavetorm is passed through an all-pass tilter whose amplitude response 1s flat.

10ty = 1. 1
and phase response is a quadratic tfunction of frequency (e.. the group delay 1s a linear tunction ot
frequency ).

olf ) = 6x(f/4000)° radians. (2)

where f1s n hertz, and halt the sampling trequency s 3000 Hzo Although the ainput and output
speech wavetorms Jook different (Fig. 6). they sound exactly abke. They must be heard o be
believed!
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Fig. 6 — Input and output speech wavetorns for the ali-pass filter. As noted. the output speech wavetorm s dis-
torted. but both the input and output speech wavetorms sound exactly alike. Our hearing is blind to time-invariant
phase shift.

Effects of Speech Distortion on Spectral Estimation

It is significant to point out, however, that what > acceptable to human perception is very dif-
ferent from what is acceptable to the digital speech processor, which tries to estimate the speech spec-
trum by a limited number of parameters. For example, peak clipping of speech is highly detrimental
to speech analysis, such as the LPC analysis.

The LPC analysis is based on the assumption that a given speech sample x, is predicted by a
weighted sum of past samples,

10
Y= Y apx o t e (3
k=1
in which a set of weighting factors «; is estimated by minimizing the mean-square prediction errors.
The prediction principle does not hold well when the speech waveform is clipped. As a resuit. the
estimated speech spectrum becomes erroneous. Figure 7 illustrates the effect of way etorm chipping on
the LPC spectrum.

CRITICAL DESIGN ISSUES
The critical issues related to the design of a voice preprocessor include microphone frequency
response equalization, input coupling. automatic gain adjustment. digital implementaticn of  the

antialiasing filter. and reduction of various forms of interference (Fig. 8). Each item is discussed 1n a
subseguent section.

1. Microphone
Noise-cancelling microphones are used in all military plattorms. The nowse-cancelling micro-
phone attenuates undesirable background acoustic noise. and 1t also attenuates umntentional intorma-

tion (including human voices in the background) leaking into the microphone.

6




Amplitude Spectrum (dB)

Amplitude Spectrum (dB)

fag

20

20

page

-

- Frequency

NRI

REPORT 4206

{(kHZz)

tar Wiathout speech wavetorm chpping

Frequency (kHz)

thy With speech wasetorm clipping

Frtect of speech wavetorm chippig on estimated speech spectrum by LPC analy sis
As bustrated. o small amount ot chipping (1190 alters the two upper formant trequencies by

approximately 10 dB




KANG. FRANSEN, AND MORAN

-~ Analog Processor - - e Dngital Processor o B

Gan Cortol Sgna
i

y 2 .4A- _ T
AD oo b ARz 2o Audio /m
Converter F=® .. |[—® Down- | N | Vouce
: Filter Processor Procasen:
RN A K sampler ocesse!

Gan

o, f Asden2 n U TDgal

Section 5. Speech Cerdtoning

+ NC bas Removal

A .
Antiarasing
S + 60-Hz Suppression

Fiter - .
Joce e’ 1o Digetal Noise Reduction
s o : o w8 Ambient Noise Reduct.on

Seoed Spoken Vooe ot . Secton 1 Mecrgphone  } i+ AGC Cortrol Signal Generation )

. . Fr,zquer‘(cy Respoﬂse : It o
.« Mouth-to-Mic Sensttivity
.« Breath Noise Control

B L L LT L T -
Fig. 8 A preprocessor for voree processing applications. The preprocessor automatically adjusts the speech level, removes

speech wnterterence. and digitizes the speech sigaad with a acarly ideal antaliasing filter. The topics of discussions are indi-
cated 1in shaded boxes

The noise-cancelling microphones currently in use are the first-order gradient microphones that
were developed in the 1930s by Harry Olson {3]. The output of this type of noise-cancelling micro-
phone is proportional to the pressure ditference between two closely spaced elements. The output of a
noise-cancelling microphone caused by a sinusoidal source is expressed by

sin (¢ — r) N 2w cos (2wAi(ct — 1)

AP =P, n
r- A r

D cos 6. (4)

where 7 is the distance to the sound source, P, is a proportional constant, D is the scparation of the
two microphone clements, A is the waveform length of the sound source. ¢ is the speed of sound. and
4 15 the signal arrival angle measured from the axial direction [3].

The near-field response (which has 7 in the denominator in Eq. (4)) is for speech, and it is
independent of frequency. The far-field response (which has r in the denominator) is for noise, and it
is directly proportional to frequency: the frequency response has a —6 dB/octave attenuation charac-
teristic toward low frequencies. This ideal frequency response, however. is seldom attained in practice
hecause of the complex mechanical structure around microphone elements. and no two microphones
from differing manufacturers have similar frequency responses.

fn certain operating environments, the speech signal may come from existing intercommunica-
tion systems or audio chains. In this case, voice processors (cither voice encoders, speecht recogniz-
ers. or speaker recognizersy must work with the existing microphone. Thus it is worthwhile to review
some of the better known noise-cancelling microphones to assess the amount ot frequency equalization

_



MUY REPORYT w206

we need to equalize cach microphone. We show typical mouth-to-microphone sensitivities to indicate
the degree of speech level fluctuations expected it the microphone s not held properly . We point out
also that the putt sereen is essential for noise-cancetling microphones because they tend to distort the
onscts of plosives.

1.1 Frequeney Response Equalization

NRL has survesed the existing microphones. audio systems, and ambient norse characteristics in
various tactical plattorms [34]. This program was talored to assess how the Advanced Nuarrowband
Digital Voice Terminal (ANDVTY would perform with acoustic noise at the input and stress, vibra-
tion, and acceleration applied to the talker. To do this. both trained and “walk on™ speakers read
Diagnostic Rhyre Test tDRTY words and Diggnostic Acceptabitity Measures (DAM) sentences from
mihtary platforms while engaging 1n realistic mancuvers. Through this program. a vast amount ot
data related to microphones and audio systems was collected.

Most of the presently deploved nowse-cancelling microphones were originally designed tor analog
voice communication systems where a tlat frequency response was not essential. In dignal voice pro-
cessors, however, the presence of nucrophone response peiks atffects adversely the estimation ot the
speech spectrum. Not all presently deployed noise-cancelling microphones have a tlat trequency
response. as shown in Fig. 9. They must be equalized to have a flat response

Microphones tor tracked vehicles (ep.. the M-87 and M-138) were onginally  designed to
attenuate low frequencies to filter out mechameal rumbles. For speech analysis, however. a fack of
fow frequencies is detnimental: {a) pitch tracking aad voicing decision become less rehuble. and (b)
recognition of nasals (‘me, ‘a7 or ‘ng ) become difficult because they have mainly low-trequency com-
ponents. Thus our recommendations are:

® The frequency response should be restored o the ideat tlat response between 15010 3800 He.
® A more ceftective digital preprocessing should be used o eliminate noise.

In Scction S we present a noise suppression miethod  that equalizes microphone  frequency
response. In this method. the noise suppression s carried an the trequency domam. Theretore, the
microphone response equalization can be cftected conveniently as an integral part of the noise
suppression at a small computational cost.

1.2 Mowh-1o-Microphone Sensitiviny

The induced speech level of a norse-cancelling nucrophone s significantly dependent on the
mouth-to-microphone distance. An improperly held nucrophone 18 a major cause ot speech-levet tlue-
tuations that are highly detrimentad to speech analvas. Figure 10 shows the amount of speech attenui-
tion expected when the microphone is moved 14 to s tfrom the mouth. The average magnitude of
speech attenuation s somiewhere around 12 dB. which s rather signiticant, considering that the
microphone could be casily moved by 3.1 even while trving to hold the nucrophone steadily . Our
recommendation s that the preprocessor shall have a sett-udjasting amplitier gan. In Secnon 3 we
present an effective sottware-controlled sutomatie gain control (AGC) mechanism.

4
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Fig. 9 Frequeney response of the TA-840 The TA-840 handset s widely deployed for naval communication in ship-
board environments. Several different notse-cancelling microphone elements hase been developed for the TA-X30. This par-
ticular microphone element produces bass-heavy and not-teoantelhgible speech sounds In addinon, bass-boosted speech can
generate acoustic feedback between the microphone and intercom <peaker As noted. the trequencs response 1s tar trom flat.
it should be equalized betore pertorming digital speech processing. The method of equahzing the trequency response s
given in Section S,
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Frg 9chy Frequency response of the M-XT nowe-cancelling microphone The M-87 1< a boom macrophone that bas been
widehy used by the Navy and Air Force i wirborne and tracked vehicles Low trequencies are severely rolled oft (o - 3 dB
gam at approximately SO0 Hzy to attenuate: mechanical rumbhing According o tests. the M-R7 outpertormed the TA X400
when used as an LPC front-end microphone. As i the TA-R400 the trequencs response of the M 87 should be equalized
prior to speech processing
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used interchangeabls with the M-87. Since the speech waveform will be filtered at 4 kH7. a peak around 4.4 kHz 1 inconse-
quential to the performance of the voice processor. The M-138 has a betier frequency response than either the M-87 or TA-
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Fag. 9udy Frequency response of the M-92 noise-cancething microphone The M-92 18 a handheld microphone often used
i the PIC platform The frequency response below 2 kH7z s nearhy adeal. A 7 dB peak near 3 5 kHz should be equalized
Accordimg o tests. the M-92 was one ot the better microphones tor the 1.PC tront end
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1.3 Breath Noise

The leading edge of a sound wave is often spattered on impact at the surface of the microphone,
creating a burst of noise at the speech onset, particularly at onsets of plosives such as 'p’. This
phenomenon is more pronounced with the noise-cancelling microphone because. as discussed in con-
nection with Eq. (3). the far-field frequency is similar to a high-pass filter (i.e.. a differentiatory. The
spectrum of /p/ normally has predominanty low-frequency components, but it spreads noticeably atter
spattering (Fig. 11). The resultant spectrum resembles the spectrum ot v

pee po pu poe po pu

E 6
x
s
>
e 4
c
o
2 3
> 3
2
o 2

2

(a) Microphone with shield (by Microphone without shield
Pigo 11— Onset spectra of poowath and without putt screen. Plosive sounds

without a putt screen in the mucrophoae tend to sound Tike o

The narrowband LPC tends to accentuate these distorted plosive sounds. Thev are trequently
heard as pops. and the voicing decision tends to be ““voiced™ rather than “unvoiced™ as it should be.
Not only is the intelligibility of the plosive sound itselt reduced. but contlicting burst and vowel tran-
sttion information (such as a /t/-like burst followed by formant movements typical ot py can be
contusing to the listener. For the same reasons. the speech recognizer will be confused.

We recommend that a puft screen be used in all noise-canceling microphones. According to our
measurenient, the use of a putt screen does not alter frequency response characteristies, although the
speech level could be reduced by 1 or 2 dB across the entire passband.

2. Input Coupling

Oftten. the audio is routed from a subscriber terminal in a2 communication center through a cable
to the voice processor, otten through a switchboard. These cireuits typieally are balanced 600-Q audio
lines (usually grounded center tap) although in some installations they may be unbalanced tone side
groundedy. Theretore. the 1'O should be designed to satisty both cases to prevent hum pickup. low
level, and loss of low frequencies.

To avord improper input coupling, many syvstems have a floating input provided by an input
transtormer (fur more protective from transients and RFE than a differential input operational amplifieny
thut works cqually well tor both balanced and unbalanced inputs. If the transformer coupling 15 used.
there 1s no need to turther attenaate low trequencies by the antialiasing tilter because the transtormer
inherently attenuates fow frequencies.

13
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An important specitication o the input transformer is the Jow-frequency cutoff because the
transtormer stze iy more or less determined by the lowest frequency o be transmitted at maximum
level. We recommend a low-tfrequeney cutott of 150 Hzo A number ot different off-the-shelt

transtormers are marketed for use with multitone MODEMS und are aceeptable tor vowce apphica-
tions.

3. Automatic Gain Contro!

A most ditficult rege rement tor the audio input processor is to madntain a proper spcech level
prior to the digital voice rocessor. As discussed in the Background section, @ small amount of peak
chipping of the speech wasetorm, caused by a mismatched gain. can cause serious consequences to the
estimated speech spectrum.

Good reasons for using a reliable gain control mechanism for voice processors operating in tact-
val environments are:

o [mproper handling of microphone—In tactical platforms, notse-cancelling microphones are
routinely used to reduce background noise. As discussed previously, the speech level ot a
noise-cancelling nucrophone is highly dependent on the mouth-to-microphone distance. An
optimum mouth-to-microphone distance 1s 1°4 in.. but when it s increased to only 1 in. by
careless handling. the speech level decreases anvwhere from 11 to 14 dB (Fig. 10).

® Shouting—In military environments. shouting is not unusual because of excessive background
noise or tense operating conditians, The speech level castly jumps 10 to 20 dB by shouting.

® Operating with existing audio systems—In certain operation environments, the voice pracessor
may be connected to existing intercom or audio systems. They may have different gain levels
from one platform to another. An cexternal gain mismatch could be a serious problem for
achieving a proper input level.

The audio front end could be equipped with a manual gain control 10 compensate for the exter-
nal gain mismatch. Manual gain controls have reportedly not worked well, however, because the
operators i the field ofen did not know how to adjust them properly. Thus it 1y destrable (o have an
AGC at the front end to selt-adjust the gain in accordance with the input speech fevel.

Not all AGC devices, however, are suitable for digital voice processors. For examiple. a tast-
attack-and-slow -release AGC is not appropriate for the frame-by-tframe spectral analvasis used in the
digital vorce processor. Amplitude varnations within the analysis trame caused by the AGC induce
crrors in the estimated spectrum.

2.1 Recommended AGE

In our approach, the necessary gain s estimated by digital computations. The estimated gain s
then ted back to the analog amplitier of the tront end ot the digital voice processor. The gain s incre-
mented or decremented dependimg on the error signals - the difference between the reference level and
the quantity derised trom the speech (which will be detined shortivy, We update the gamn durmg
umvorced or stfent periods ondv T this wiy the speech amphitude s not altered during vorced speech
seaments. Brgure 12 shows the gaim estimation processor.
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Fig. 12 — Software-controlled AGC. The low-band energy is processed from voiced speech (whose
amplitude is as much as 40 dB greater than unvoiced speech). The first-moment of the lowband energy
{M,) is compared with the reference level. The reference level is so chosen that when M, equals this
level, there will be no amplitude clipping. The front-end gain (g,) is updated during unvoiced or silent
periods.

The choice of input variable is critical to the AGC performance. We chose the low-band energy
contained below 1 kHz as the input variable (i.c.. the first formant amplitude) because 1t is relatively
independent of the nature of speech. Although low-band energy is being averaged over a short time
period (20 ms). it has some fluctuations caused by leakage of higher formant trequency components
and/or acoustic background noise. Thus we further smoothed the low-band energy through statistical
averaging. Time averaging, while simpler. is not as good as ensemble averaging because the ampli-
tude of low-band energy is nc' . niformly distributed (if so, time averaging would be equivalent to sta-
tistical averaging).

To facilitate computations, the incoming low-band speech energy is quantized to onc of 25
values, approximately +20 dB around the reference level (Table 1). We chose a fixed step size of
1.75 dB because we can discern a loudness change of that magnitude. Thus the quantized low-band
speech energy is

v, = Fix). (5)

15
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where x; and y; are low-band speech energies betore and after quantization respectively. and F(-)
denotes the quantization rule listed in Table 1.

Table I — Quantization of Speech Low-Band Energy Based on 12-bit
Representation of the Speech Wavetorm. The quantization step size is
1.75 dB. The reference level is 250 or Step 13.

Low-Band Quantized |
Speech Low-Bund Low-Band Quantized
Energy Energy Speech Low-Band
(X)) ) Encrgy Energy
22 or less ! b (y) (v)
27 2 306 14
33 3 374 15
41 4 458 16
50 5 560 17
61 6 685 18
75 7 837 19
92 8 1024 20
112 9 1253 21
137 10 1534 22
167 11 1870 23
205 12 22098 24
L 250 (Reference) | 13 2813 or more : 25 J

To compute ihe probability density function of the quantized low-band energy. one register is
assigned 1o cach quantization level. When the guantized low-band energy is equal to a particular
counter index, the content of that register is incremented by one. The contents of all registers are then
short-term averaged by a single-pole filter with a feedback constant of 1/32. Thus,

CaYy=C Yy + A4 = C (Y)]/32. (6)

where C(Y) is the content of the register associated with quantization level during the i th voiced
trame. The incremental content A4, (Y ) is expressed by

by =Y ;
Ay =y 0. otherwisc. )

In Eq. (6). the feedbuck constant ot 1:32 defines the wadth of an exponentially decaying window
for the register. According to tests with a real-time simulator using a variety of speech samples (noisy
as well as quiet), a teedback constant of 1732 18 4 suitable choice in terms of fast gain setthing without
introducing undesirable hunting in the steady state. Note that the feedback constant 32 does not
directly control the gaimn update rate: the gam update rate is anncremental gain Ag, . which appears in
Eq. (1.

With updated register counts, the probabihity density tunction of the low-band speech energy s
computed by

16
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’ GoY)
PY = T— {8)
Yoo
Yo

The error 1s detined as the dittference between the reference level (REF) and the mean value of
the low-band energy. Thus,

¢, = REF — }: YP(Y). (9

—~

As indicated in Table 1. the reterence level is 13 (which corresponds to a low-band energy level of
250 units 1 a 12-bit A/D conversion). When the mean value of low-band energy equals the reference
tevel, there is no amphitude clipping oi any vowels.

The tront-end analog amplifier gain in decibels, as denoted by g, 1s incrementally adjusted by

g =g o+ Ag,. (1

where the Lcicmental gain Ag, in decibels is nortinearly related to the error:

0. iie, | <2,
¢, + 2
Ay, = - e, < —2. ()
—¢, t 2
5
IR ite >

The transtorm characteristic has i dead zone near the reterence level and is lincar elbsewhere. Thus. 1f
the estimated mean ot the low-band energy is within two quantization levels (3.5 dB) of the reference
level, no gain adjustment i made. There 15 4 broad range of acceptable update factors. We chose the
fuctor 1432 after experimenting with various tvpes ot speech input, including noisy speech and lengthy
two-way casual conversations over a real-ime processor. Our decision was based on both transient
and steady-state pertormances., in particular on the gain settfing time from an initial gain mismatch as
large as —28 dB.

3.2 Protonvpe Performance

The AGC tunction described 1n Section 3.1 has been tested 10 the NRL-owned programmable
voice processor and achieved the following results.

e The AGC established the necessary gan based on past speech statisties. Theretore no addi-
tional frame delay was introduced.

e With the use of assembly fanguage. the computation time was (055 my tor voieed trames and

0.015 ms for unvorced frames tone trame is 22.5 ms or 180 speech-sampling time intervals).

17
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e With an external gain mismatch from 0 to —28 dB. intelhigibility was virtuatly unaltered.

® When the input gain was mismatched by as much as —28 dB mitially. the steady-state gain
was reached within 2 s after the imtial onset of voiced speech.

® Once the steady state was reached. there was no noticeable hunting. This condition was based
on a 30-min recording of two-way conversations of various speakers.

® No gain pumping was observed in the presence of severe background noise (heheopter noise).

This AGC unit was field tested by using ANDVT over HF channels (Fig. 13). The received
speech was recorded at 500 mi away. Transcriptions of recorded voice indicate that the AGC worked
satisfactorily for various voices casually speaking in conversational and text-reading modes. Figure 14
is a segment of the speech spectrum of a live message recorded at the receiver.

4. Analog-to-Digital Conversion

In the conventional front-end processor. the analog speech signal is passed through an analog
antialiasing filter that sharply attenuates frequencies above 4 kHz (Fig. 15). and the filtered output is
digitized at a rate of 8 kHz. In our approach. however, the speech signal is sampled at a rate of 16
kHz. and the necessary filtering is carried out digitally (Fig. 15). According to our experience. there
is no need for an 8 kHz low-pass filter prior to A/D conversion because no significant speech energy
exists beyond 8 kHz.

lonosphere

PR
- .

e

Shore
Station

500 miles

Pacific Ocean

Fig. 13 — HF test of AGC with a secure voree terminal. The AGC was installed in the ANDVT. The
2400-bis speech was transmitted over the upper sideband of an HE channel trom a U.S. Navy ship to
a shore station SO0 mi away. At the same time, another vaice ternunal with o manual gan control
transmitted the same voice over the fower sideband of the same HE channel. Transcriptions o bath
speeches at the receiver indicate that the ANDVT with the AGC provided a conststently better matched
speech fevel than the voice terminal with a manual gam control. This v an example of where a manual
control 15 not useful because the operator in the tield does not know how o adjust st properly. The use
of an AGC at the preprocessor 18 recommended.
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(kHz)

Frequency

Fig. 14 — Speech spectrum ot speech received by an HE channel at a distance of 500 mi from the transmitter. The AGC
algorithm provided a perfectly matched speech level for ANDVT. This is a remarkably clear spectrogram of speech
encoded at 2300 bfs and transmitted over a live HF channel. The presence of sharp speech onsets and clear formant struc-
ture implies that speech has been property amplified by the AGC mechanism discussed m this section

819 Digital -
: To
-Pas AD
Speech ———p LO“"F)_l”g —- o —— Vowce
F.lter ) cnvener
Processor

e

8 hHz clock

(a) Conventional approach

g Analeg Digital
; Tc
Speech—’ . AD“( Lo:jrwpdz;? _»[ SC‘\’,:,)» —» Voo
orvene g et FTH e Processor

?

15 wH 2z ciock

thy Our approach

Fig. 15 Old and new approachies to A1 conversion. In our approach. the necessary tiltering 1~
effected by digal computations. which can more readily attain ideal filtering charactenstics, such
as a sharp cutoft rate and a lincar phase response over the entire passhand. than canan analog
filter (see Fig. 16)
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4.1 Digital Antialiasing Filter

A typical antialiasing tilter has a cutoft characteristic on the order of — 180 dB per octave. For
cexample. a 4 kHz antialiasing filter has roll-oft characteristics of: 0dB at 3.6 kHz, - 20 dB a4t 4 kHz.
—40 dB atr 4.4 kHz. ... 0 =180 dB at 7.2 kHz. The impulse response of an antiaftasing filter may be
obtained from the tollowing Hamming-windowed Fourter series:

RE S

‘G ’jo.m = 0.46 cos | 05+ ¥ con ! oS der0 ==

hiiy = o =, .
s N
‘ (12)

0. otherwise

where the factor G makes the sum of the impulse response unity (e a DC gain of unityv)y. The guan-
tity [ 1s the total number of impulse response samples and is refated to the attenuat,on rate bevond the
cutott trequency. The quantity N s related to the cutoft trequency for a given value of [0 The impulse
response 1~ symmetric with respect to the nudpoint. Thus the phase response is hineur.

A 4 kHz low-pass tiltier with o trequency roll-off rate ot approximately 180 dB per octave
may be realized by letung [ = 33 and N - 220 By, (120 On the other hand. 4 6 kHZz low-pass
filter with a sinilar trequency roll-oft characteristic may be realized by leting 7 = 43 and vV = 33
The impulse responses ot these filters are Tisted in Table 20 and ther treguencey responses are shown

in g, 16,
42 [)un'n‘»dl)l/’ﬁ'l'

It a4 KH7 antialiasing fitter s wsed. the fildter output s down-sampled by g tactor of two to one
Thus ¢very other sample s skipped

On the other hand, ot a6 KHz antiahiasing filier s used, the filter output s down-sampled by
tactor ot tour to three In other wordse every tour vonsecutive samples produces three consecutive
samples. These three consecutive samples are obtaied by interpolation. Thus

vih vl - b ifue v
Vi) 2y s ) Bifued v R
RS Ve

where vel v v and vedy are tour cansecutive iput sampless and vl v e2rs and vy are

three consecutive output samples from the doswnsampler
5. Speech Signal Conditioning

Four types ot mput mterferences are otten cncountered in the speech wavetorm Thes are an
amintentional DO has generated by the A D converter. 60 He hum. digital nose picked ap by the

anog crcut, and ambient acoustic nose . We discuss mcthods for suppressing these mterterences
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Table 2 — Impulse Responses of 4 and 6 kHz
Antialiasing Filters. The 4 kHz filter is tor speech
encoding: the 6 kHz filter s for - peech or speaker
recognition.

} Impulse Response b))

I

“' Index (/) | T . J
S L KH/ cutoff | 6 KHZ cutoff |
[ 1 =43 N =22 | /=43 N=233
T landd3 | 0.00103 | -0.00005 |
| 2and 42 0.00112 | -0.00112 |
CXand 4l —0.00171 0.00219 ’
| dand 40 0 —0.00174 1 -0.00232 |
 Sand 39 0.00314 0.00068 |
" 6and 38 | 0.00270 | 0.00271 ]
D 7and 37 1 -0.00557 1 -0.00629 |
| 8 and 36 ’ ~0.00396 | 0.00727
| Yand 35 0.00030 | - 0.00329 (
10 and 34 0.00538 ' -0.00540 |
Clland 33 0 001459 | 0.01482
[ 12and 320 000687 1 -0.01846 |
3and 31 0.02282 0.01079 |
' 14 and 30 0.00829 | 0.00831 |
1Sand29 | -0.03505 | -0.03119 |
Teand 28 000954 0.04397 |
17 and 27 0.05581 | —0.03242 |
D18 and 26 | 0.01082 ! ~-0.01054 !
C19and 25 ~0.10113 | 0.07938 !
20and 24 -001113 1 —0.15601 |
2 and 23 031603 | 0.21606 W
22 i 051046 0.76181 |
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Frequency {(kHz)

. I I i
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| T Proquency response o8 3 and 6 KHZ antiahasing tilters realized by diral filterme Advantages of

X N \
usiniy diinal antiabas g lers are cbyan band tregquency rinples are neghigbly small dess than 0 03 dByL o2y
trequency roli ot fates are steep steeper than B0 AB octaver, 031 there are nooreturn gains such as o otten
observed i anatos e amd 41 phase tesponses are hinear unchions of freguenoy o ¢ Jitterental group

[ R R A SR

S DC Bray Removal

DC bras s often generated withim the A D converter because of component deterioration in the
output halance cirewt. Table 3 ists the A D comverted output of our recently acquired signal proces-
sor The magnitude of DC Bras s abaonngty Targe. We cannot agnore the DC offset in the 12-bit A D
vonverter when s magnitude s as darge as four bits (Table 36y, DC hias 18 probably venerated atter
cquipment has heen deploved and people notiee the degraded voice processor performance. Thus the
Voiee preprocessor must be capable of removing DC buas,

In the LPC analvsas. o speech sample s represented by a werghted sum ot past samples isee kg,
L3I0 mastniy notation. Byl o3 may be represented by

NNy Lk (14

The sofution tor A cprediction cocticientsy that nunamzes the mean- square errors s

R N WA ARY
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Table 3 -- 12-Bit A'D Converter Output Samples ewith the input yrounded).
() without DC suppression. by with DC suppression

) 9 19 19 -1y 19 19 0 0 0 0 000
) - 19 -1 -19 -1Y - 14 1Y 1Y O 0 0 0 v 0 0 0
19 19 -19 -19 1Y - 1Y -9 IC] ) 0 (1 (1 ti ( 0 0

- 149 - 1Y 1Y 19 -1 — 19 19 19 noo0 000 0 0
-19 - 19 19 -9 -19 - 19 19 19 O 0 0 0o 0 0 9 o un

i - 19 - 19 - 19 ] -19 -1y 19 19 1 I | | ] | 1 ]
| ~19 19 S I L S ] 19 —19 -9 000 0 0 0 0 0
S Y 19 9 Sy 19 -9 g g 0 a0 00w
I [V 19 L RN 1* R [ S BN N O N ) NS (N VR SR 1
-1 -9 -4 -19 - 19 - 19 - 1Y 19 0 0 0 () ) 0 3] 0
19 - 19 - 14 -19  —19 19 =19 -19 00 0 0 0 U 00

(a) thy

where (X7 X) is the autocorrelation matrix of the input speech samples. When speech amplitude is fow
and the DC buas 1y large. the autocorrelation matrix in Eq. ¢15) tends to have row elements with simi-
lar numerical values, making inversion of the matrix impossible. (The situation is similar to finding
intersections of paraliel fines.)y Such an event creates a number of undesirable etfects:

® The initial consonant intelligibility is reduced. particularly for /b’ ‘d-. and n., which are dif-
ficult to characterize even when DC bias s absent.,

e The speech synthesizer tends to generate annoying pops or flutters when speech is absent.
The DC offset present in the A’D converter output may be removed by a simple DC-suppression

filter made of a pole at - = 1 and @ z¢cro at £ = . where « < | (Fig. 17). Thus the transfer tunc-
tion of the DC suppression tilter 1s expressed by

I+ L-z !
Hyc) = == = (16)
~ 1 - «z

where tuctor o 1s related to the 3 dB cutott frequency (Table 4. The factor (1 + /2 in Eq. (16) 15
to make the passband gain unity (el Hotoy = Latz = — 1), Since this tactor is nearly unitv, 1t
may be replaced with 1.0 to save the computation tme: the consequence is that the speech amplitude
becomes a fraction of a dectbel lower. Figure 18 shows the trequency response of this DC-
suppression filter.

5260 H- Hum Reduction

Often. faulty snput coupling causes 60 Hz hum pickup. The presence of 60 Hz noise could be
seriaus problem for the digital voice processor. The design of a DC suppression filter is sumili the
DC suppression presented i the preceding section. The zero and pole ot the 60 Hz suppression filter
have an argument that corresponds to £60 Hy (e £ 760 d00) = £0.0157 radianv. as allus-
trated in Fig. 190 Thus the transter tunction ot the 60 Hz suppression filter s

o I PR T RN R PO .
Fivizy = G s S (7

. BN o )HI;T ]
N I PR I BT PR Voo
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2 nHs N
v S
¢
”I,': - J;
-t SEIvY
- hH
-t 5
¢
=2 AH

Fig. 17 — Zero and pole ot the DC suppression filter. The zero
located at 1 = 1 is indicated by @ the pole located at 2 = a («
< 1) is indicated by M. The magmitude of « controls the cutoft fre-
quency (see Table 4). Compare this hgure with Fig. 19 (60 Hz
suppression filtery,

Table 4 — Cutetf Frequency in Terms of Filter
Parameter ««. Any « values between
0.875 and 0.925 are acceptable

ﬁ:iltcr Parameter o ~3 dB Cutoft Frequency J
[ 0.855 300 Hz 1
! 0865 3 185 j
| 0.875 E 170 }
! 0 885 } 156 !
i 0.895 | 142 |
; 0.905 i 128 !
i 0.915 | t4 |
| 0.925 ; {00 N
24
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18 — Frequency response i the DC suppressor. The response rises smoothly trom 0

Hz. and no in-band frequency ripples occur that could be detrimental 1o the LPC analywis

This figure s piotted for « = 0.885, and the -3 dB cutoft frequency & 156 Hy
(see Tabie .
2R
T
L
I 1<~
R & ATV
e - iy,
N
¢ ‘ i
Fig 19 - Zero and pole of the 60 Hz suppression filter. The zero s indicated by @,

the pole s indicated by 8. Compare this figure with Fig. 17 (DC suppression tilter)
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where « is the parameter that controls the notch bandwidth around 60 He. and G is & gain factor that
makes the passband gain unity (te.. H-(2) = Tatz = — 1.

Equation (17) may be simplified as

-1.9 988 - ! 4+ -1
H-z:) =G 1 977798 ~ . (18)

1 — 2a(0 9988899)- ' + oz 7

(1 + o) + 2a(0.9988899)
G = . (19)
3.99777988

Although the DC suppression filter has a wide range of acceptable values of a (see Table 4). the
60 Hz suppression filter has only a limited range of values of « because the trequency response must
rise sharply beyond 60 Hz. We recommend « = 0.94: and the transfer function of the 60 Hz
suppression filter becomes

I — 1.99777988 - ' + - -

H-(2) = 0.9409005 - .
1 —1.877913 - ' + 8836 - -

20

Figure 20 shows the frequency response of this 60 Hz suppression filter.

Frequency (kHz)

(et}

2 3 4

Gain (dB)

1
[a9]

SR —

Fig 20 - Frequeney response of g simple 60 Hz noteh filter. Often. a taulty anput coupling
mntroduces 60 Hz nose. As noted. this 60 Hz suppression fifter abso removes the DO component
by 17.23 JdB. Thus this 60 H/ suppression filier can be used us g general-purpose. low
trequency cutott hler
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5.3 Digital Noise Reduction

The presence of noise {such as digital notse pickup by the analog circuttsy fimits the available
dynamic range. The digital noise pickup can be controlled by isolating the analog circuits trom the
digital cireuts and by filtering power lines it a4 common power supply 15 used. We recommend that
the magmitude of digital noise be within one or two least significant bits for the [2-bit A’D convertei
output. This criterion is not ditficult to meet. We recommend that all analog circuits be placed in a
separate copper can to mininuze digital noise pickup.

5.4 Ambient Noise Reduction

When speech s transmitted digitally at low bit rates. speech intelligibility is degraded by s
much as 15 to 25 points because of pitch and voicing errors and the inability of the tilter coefticients
to describe accurately the complex spectra of noisy speech. Likewise, a voice recognizer score that is
82% accurate at 85 dB sound pressure level (SPL) (el office environments) scores only 139 in 115
dB SPL (i.c.. helicopter platforms) {4]. Since voice processors often operate in nowsy military plat-
torms. reduction of ambicent noise s a stgntticant ohjective of preprocessing.

Spectral Noise Subtraction Method

We tested a spectral subtraction method that is g family of frequency-domain noise-reduction
techniques: it subtracts the estimated short-term amplitude spectrum of noise from the short term
amphitude spectrum of noisy speech. The resultant spectrum is converted to the speech signal by using
the original input phase spectrum timplying that no steps are taken to refine the phase spectrumy. This
icchnique has been investigated extensively by Lim [S]. Berouti et al. [6]. Boll [7]. Weiss et al. [8].
and others. They all pereeived that the output speech was improved by incorporating 4 number of
artifacts. including the oversubtraction of spectra and the amplitude transtormation of the individual
spectrum. Thus the estimated speech spectrum s otten denoted by the general form

Sty * = Yikyi' - 5 No!r, k=012 . .. 127. 120
where - N (k) is the estimated kth amplitude spectral component of noise that must be updated during
the absence of speech. - (A1 is the k&th amplitude spectral component of the noise suppressor input;
and Sk is the esumated Ath amplitude spectral component of speech (e, noise suppressor out-
put). In Eq. 2. ¢ = | and 3 2 1. Berouti, Schwartz, and Makhoul {6} used p = 2 with an
adjustable 3: Boll {7] used 4 = 1 and g = 10 and Weiss et al, [8] used. in eftect. 4 = 1 with an

adjustable o We used @ set of parameters (e o~ = Land g = 2y Thus,

Sy T = Yk Ny k= 0.1, 2. ... .127. (22)

Equalization of Microphone Response

We introduced cqualization of the nucrophone frequency response in Eq. 122) by weighting the
speech spectrum by the differential gain between the actual nucrophone response and the ideal tlat
response. The speech spectrum with equalized nicrophone response is expressed by

Stk Y= Wikl Yok o= ING T A - o020 127 (23)
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where W(k) 15 the Ath differential gain (in power ratio. not in decibels) between the actual micro-
phone response and the ideal flat response for the &th trequency. Note that the index & is incremented
by a frequency step of (4000:128) = 31.25 Hz. We need not compensate the microphone response
outside 150 and 3800 Hz. Thus, Wik) = 1 itk <Sand & > 122.

Additional Factors

Even if the values of goand 5 are fixed (e, g = | and 4 = 2), the noise-suppression perfor-
maie is depeadent on otaer salient factors not cxplicitly shewp in Eg 23y Thevs factors are:

L. Spectral analvsis—The 180 speech samples of the current frame were overlapped with the
76 tratling samples of the previous trame through trapezoidal windowing. We chose a
frame of 76 samples because the resulting 256 samples permit the use of a standard FFT
for the time-to-frequency transtormation.

2. Minimum spectral floor—It the subtracted spectrum in Eq. (23) (i.e.. the left-hand
member) was less than zero, it was replaced with zero because the amplitude spectrum
cannot be negative. But. as noted by Berouti, Schwartz. and Makhoul [8], a small amount
of spectral floor improved the output speech quality. They used a minimum spectral floor
of somewhere between —20 and —46 dB with respect to the estimated noise spectrum. In
our DAM tests (where ¢ = 2). we used a fixed value of —34 dB. Thus

PSS = 0.02INKYIE, k=012 ... 127 (24)

3. Noise spectrum updaring period—In the noise-suppression technigue that makes use of a
single microphone. the noise spectrum is available only when speech is absent. Therefore,
the noise spectrum should be updated only in the absence of both voiced speech and
unvorced speech. In high-noise environments. however, unvoiced speech 1s difficult to
detect because ambient noise is often much louder. Voiced speech has considerable energy
at the first formant frequency. and most platform noises do not have strong resonant
frequencies in the first formant region. As illustrated in Fig. 21, the histogram of {ow-band
energy swings between larger values (when voiced speech 1s present) to smaller values
{when voiced speech is absent). During each frame. we obtained the low-band energy of
the current frame by simply summing the first 32 spectral power densities available for
spectral subtraction. The past history of low-band energy was scanned to determine the
maximum (MAX) and minimum (MIN) values. We updated the noise spectrum when the
current low-band energy (P) was below a threshold set at one-ecighth of the distance from
MIN 1o MAX

P < MIN + (MAX — MINy/& 25

Although we updated the noise spectrum during unvoiced frames. the ettect was not too adverse
because unvoiced speech was generally briet in comparison to the silent periods between phrases.

4. Noise spectrum adapration—The first-order low-pass filtering given by
INK) [T = GINKLT + (1 = Gyl Y k=001 0127 (26)
28
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Fig. 21 — Histogram of speech energy below 1 kHz contained in the trapezoidally amphitude-

weighted 256 samples (i.e.. short-term averaged. low-band energy). The two sentences were
spoken at a hehcopter plattorm where the noise level was as high as 115 dB. When voiced
speech 1y absent, the level of [ow-band energy is close to the minimum vatue (MIN) observed in
the past 10-v hustary. The notse spectrum is updated when the low-band energy of the present
frame (P is below the threshold level that is indicated by the heavy line. As noted. the noise
spectrum is updated during long gaps between sentences and briet gaps (a few trames) between
words.

is adequate for updating the noise spectrum. In Eq. (26). G is a feedback factor that is nor-
mally G = 15/16. Quicker update is preferred when the input spectral density is less than
the estimated noise spectral density. In this case, we used G = 3/4. This noise-spectrum
adaptation method proved adequate. We observed that a suddenly appearing interfering
tone during speech was etfectively cancelled within a quarter of a second.

Prototype Performance

We selected 11 different types of noisy speech samples actually recorded at military platforms
and an office. Figure 22 is an example of spectrograms before and after noise reduction when we
used the speech samples recorded at a P3C cruising at a high altitude (the noise level is 105§ dB). The
noise suppressor reduced noise by 15 dB, and the output spectrum is remarkably free of ambient
noise.

We also evaluated the prototype noise suppressor through the 2.4-kb/s speech encoder. The per-
forimance was evaluated by the standardized speech quality test, the Diagnostic Acceptability Measure
(DAM). It evaluates the amount of speech distortion in terms of hissing. buzzing, rumbling, babbling.
fluttering. muffled, nasal. unnatural, cracking. thin, and harsh. Hence the test would indicate the
eftectiveness of noise suppression when the voice processor is tested with and without noise suppres-
sion. The following is a summary of test results:

29
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Fig. 22 - Spectrograms of noisy speech recorded at a P3C platform. The turboprop noise generated by the P3C 1
rather stationary with two prominent resonant {frequencies. The noise suppressor removed most of the prop noise.

1. Average quality score improvement—The voice quality improved for every speech material
we tested. The average score improved 6 points, which is substantial. In the shipboard
environment where the noise level was only 76 dB, the score was improved by only 2.6

points (see Fig. 23).

to

No adverse effects with noise-free speech—Spectral subtraction did not degrade the quality
of noise-free speech. contrary to some of the previously tested noise-suppression tech-
miques. In fact. spectral subtraction removed even the background hiss produced by the ori-
ginal analog tape. As a result. speech quality improved tfrom 50.2 to 52.7.

. Least improvement with nonstationary noise—As expected, a noise-subtraction method
making use of a single microphone did not perform well with nonstationary noise (such as
the fluttering wind noise encountered in a moving jeep) because a slowly updated noise
spectrum cannot compensate effectively for the rapidly changing inconiing noise spectrum.

4. Dramatic improvement with relatively stationary noise—1f the noise is relatively stationary
as s the P3C noisc. the performance of the spectral subtraction method is remarkable. The
score improved from 32.0 to 45.2 . which 1s comparable to the quality improvement in a
noise-free environment when random bit errors are reduced from 5% to 0.5%.
6. Spoken Voice
The spectral characterization of speech improves if the talker pronounces words slowly and dis-

tinctly. The use of a delayed sidetone s an effective way to induce the talker to articulate more
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F.g. 23 — Speech quality scores with and without the spectral subtraction method. Speech
quality was improved in all cases. and the speech quality was upgraded from *very poor™
to poor.” “‘poor’” to ‘“fair.” ete. These descriptive terms were devised by the Digital
Voice Processor Consortium, which has been testing voice processors since 1972.

slowly and conscientiously. Likewise, if the speech spectrum is balanced between low and upper fre-
quency bands, the result of speech analysis improves. We present a method of equalizing the speech
spectral envelope.

6.1 Sidetone Considerations

Sidetone i1s an acoustic feedback of the speaker’s own voice to the earphone of the handset used
for transmission. In the full-duplex telephone, sidetone is superimposed with the received signal from
the other end. including line noise and the speaker’s voice.

Sidetone at the speaker’s site performs many benefits. Richards [9] found that the relative loud-
ness of sidetone influences how loud a person talks. The absence of any sidetone indicates to the
talker that the line 1s dead. What is more important. the quality of sidetone gives the talkers some
idea of the quality of the connection. which influences their manner of talking. For example, a very
noisy line (as evidenced by a noisy sidetone) usually encourages the talker to speak louder. Likewise,
a line with echo may influence the talker to speak more slowly and distinctly.

Black {10] found that delayed auditory feedback causes a slowdown in the talking rate in propor-
tion to sidetone delays of up to 200 to 250 ms. Too much delay, however. causes articulation distur-
bances, which have been extensively studied and documented {11]. NRL also conducted delayed side-
tone experiments that confirmed the previous findings: namely, talking slows down with increasing
sidetone delays of up to 100 ms (Fig. 24y [12).
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Fag 24 Reading time s sidetone delays. In this expertment. a hist of 12 sentences and tour 24-word
fists tone Tist cach of one, two. three. and four-syllable words) were read while hearing one’s own vouce
delaved i the carphone of the handset [12]. The mean value of reading ume with no delay s 21 6 5, und
reading time increases linearly 1o 26 « with a delay of 100 ms.

Previously. NRL specified a delay of 30 ms for ANDVT, a tactical 243-b/s secure telephone
for tri-service use (mentioned in Section 3.2). A delay of 30 ms is relatively small, and 1t will not
affect communication. (The Bell System does not use echo suppression it echo delay 15 30 ms or
less ) The usetulness of sidetone 1in actual environments will be further evaluated by the user reactions
to ANDVT as they are deployed in quantity in the near future.

6.2 Speech Spectral Tilt Equalization

For a given speech sound. the amount of speech spectral tilt varies significantly from person to
person (Fig. 25). A clear ringing voice has more high-frequency energies (Fig. 25(a)) because of the
tolowing tuvorable characteristics of the glottis and vocal tract: (a) glotus closes instanty (1.e.. wide-
band excitation), (b glottis closes completely (i.e.. a good “on-and-oft” contrast). (¢) vocal tract 15
not lossy (ie., no speech leakage from the nasal passages). Other voices have weak upper bands (Fig.
25¢byy because their glottis and vocal characteristics are opposite of these. A speaker recognition pro-
cess directly or indirectly exploits the spectral ult to identity or verity speakers.

For other speech applications, however. a wide variation in the spectral tilt results in speaker-
dependent pertormance because the LPC analvsis docs not work well with those speech signals having
weak upper frequency components. Therefore, LPC analysis is often preceded by preemphasis thigh-
frequency boost). Usually, a fixed preemphasis is used. Since the magnitude of the spectral tilt is dit-
ferent trom person to person. a preferred preemphasis would be an adaptive preemphasis whereby the
amount of high-trequency boost is setf-controtled by the amount of spectral tilt ot the input speech.

Adaptive preemphasis 1y accomplished by a single-zero tilter with an adaptive filter weight:

Vviiy = xiiy — 3~ . (27

where s the adaptive preemphasis factor, and vy and vy are the input and output speech sam-
ples. We chose 3 to be the coetficient of the first-order lincar predictor because it approximates the
speech envelope by a single variable, and this varuble contains mainly information regarding the
spectral tlt. Thus,
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g = Elxtont = DI 10 < <05 (28)
O.SIER @] + Elca — D

where E [] signifies the running average of the past history, which 1s on the order of I s. The
theoretical range of 3 is —1.0 and 1.0. We, however, intentionafly hmit its lower range to 0.5
because if 3 is less than 0.5, the speech signal has strong high-frequency components (i.e.. unvoiced
fricatives /s/. /sh/, /ch/, etc.). hence, no turther preemphasis is needed. Figure 26 is the frequency
response of the adaptive preemphasizer for various values of preemphasis factors Since the quantity 3
is derived through long-term averaging. it is more dependent on the speaker’s vocal timbre than the
spoken words (which has been smudged by long-term averaging).

15 - L

10 - AR

Frequency Respornse (dB)
O
1

Frequency (kHz)

Fig. 26 — Adaptive preemphases filter responses for various preemphasis factors () from
0.5 t0 09 at an increment ot 0.1, For comparison purposes, ail the trequency responses
are normalized to have a unity gamn at 1000 Hz. A voice with strong high-trequency com-
poneats (Fig. 25ta)) achieves a smaller 3 value of 0774 therefore high frequencies are not
boosted as much  On the other hand, a voice without strong high-frequency components
(Fig. 25(by attains a large 3 value of 0.9%7; therefore high frequencies are boosted more
than for the other voice  Thus both speech samples have more balanced lower and upper
band spectral distributions

CONCLUSIONS

In this report, we discuss how to preprocess the speech signal in such a way that the subsequent
digital voice processing algorithm can function at its best. The approach presented here is applicable
to speech coding. speech recognition, speaker recognition. or any other processor used to extract ver-
bal or nonverbal information from speech.
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A preprocessor s no longer a fixed-gain amplifier with an antidiasing filter It s an adaptive
system that can selt-adjust the speech level and remove any nterterence noe. DC higs, 60 Hz hum.
digital noise. ambient noise) it present. It can equalize a nontlat microphone response. The preproces-
sor also has an antialiasing filter that has an excellent roll-ott characieristic © - 180 dB per octave)
with difterential group delavs of zero anywhere within the passbund. The preprocessor even equalices
wide variations ot speech spectral tilt to improve the quaiity of the extracted speech parameters. More
importantly, the only analog circuit we use is a variable-gain amplitier at the front end and the A D
converter. Since no elaborate analog cireuits are involved. the preprocessor is not a hindrance to
hardware miniaturization.

This report is tite result of our continuing effort to make voice processors more reliable and to
operate successtully in ditficult real-world environments.
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