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INTRODUCTION TO VOLUME 4

In the carly days of the Internet, the management of names for hosts and other resources was carried out using a
master host table, called the Internet Host Table, maintained by the Network Information Center (NIC) at SRI
International. All sites in the Internet periodically received updated copies of this table. As the Internet grew in size,
this centralized approach becamne unacceptable. To solve this problem, the domain name system (DNS) was
introduced int the Internet. The DNS consists of the syntax 1o specify the names of entities in the Internet in a
hicrarchical manner, the rules used for delegating authority over names, and the system implementation that actually
maps names to Internet addresses.

Volume Four of the Internet Protocol Handbook constitutes the most comprehensive source of information on the
DNS 1o date. This volume is organized in two parts. Section 1 contains articles and Requests for Comments (RFCs)
that iatroduce the main philosophy, concepts, and facilities of the DNS; describe in detail the DNS protocol
standards and implementation; discuss the requirements that an Internet domain server must meet and the current
organization of domains in the Internet; provide guidelines for establishing domains and for operating a domain
name server; detail the changes to the Tnternet mail system related to domains; and describe how 1o obtain additional
information about the DNS through electronic mail and points of contact in the Internet. Section 2 of this volume
contains background reading that is useful in understanding the transition from the Internet Host Table to the DNS
A glossary of DNS acronyms is provided at the end of this volume.,

Each section of this volume provides a brief description of its overall contents and a summary of each of the articles
and RFCs it includes. All of the reprints that appear in this volume bear their original page numbering; we have
included the page numbering for the Handbook below the footer line.
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1. THE DOMAIN NAME SYSTEM

Section 1 contains articles and RFCs that describe the design, standards, and implementztion of the DNS; the
administration and operation of domains; and how to obtain more information about the DNS.

The first article, by Paul Mockapetris, one of the main designers of the DINS, provides a brief authoritative
introduction to the design philosophy of the DNS.

RFC 1034 introduces the domain-style names, how such names are used for Internet mail and host address support,
and the protocols and servers used to implement domain name facilities. After providing an introduction to the
history of the DNS and its design goals, it des cribes DNS clements, usage assumptions, and facets of the domain
name space specificauons and Resource Records (RRs). Details are provided regarding the functions of name
servers and resolvers. An example scenario guides the reader through several sample querics and responses. This
RFC is updated by RFC 1101, which is included in this volume, and obsoletes RFC 973, RFC 882, and RFC 883,

RFC 1035 provides details of the DNS and protocol. It first introduces the DNS and discusses common system
configurations and conventions. It then covers the domain name space and Resource Record (RR) definitions,
including a list of standard RRs. The RFC describes the format for communication within the domain protocol, the
master files used to define zones, and implementations for a name server and resolver. RFC 1035 aiso includes
some thoughts on mail support. This RFC is updated by RFC 1101, which is included in this volume, and obsoletes
RFC 973, RFC 882, and RFC 883.

RFC 1101 presents two extensions to the current DNS. The first extension is a proposed restructuring of network
names, addresses, and subnets w be compatible with expanded host name support systems. The second 1s a general
suggestion that would allow mapping between given network numbers and network names. The role of the DDN
NIC in allocating network names and numbers is briefly discussed. This RFC updates RFC 1034 and RFC 1035.

RFC 920 describes the requirements for establishing a new domain in the Internet. In addition, this RFC reviews the
purpose of domuains, gives examples of domains, introduces the set of top-level domains, and advises hosts on how
to choose a domain.

RFC 1032 explains the roles and responsibulitics of the Domain Administrator (DA) and the domain technical and
zone contact, and discusses the different domain levels, the domain names, and DDN NIC policics cegarding
choosing both. This RFC also presents the exact procedures for registering a domain with the DDN NIC and
provides a sample domain registration form and references to further information.

RFC 1033 provides specific guidelines for domain administrators, explaining how to operate a domain server and
how to maintain their part of the hicrarchical domain database. This RFC explains what a domain server needs to get
started, how it figures out the zones it should pay attention to, and how it finds the root servers. It discusses RRs and
explains the fields within RRs. It provides instructions for adding or deleting subdomains, hosts, and gateways, as
well as for handling complaints. It also includes example domain-server database files.
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REC 974 deseribes how mailers route messages that are addressed o0 a domain name. This REC first describes what
domain servers know and general routing guidelines, then explains how mailers determine where to send a message.
This determination s made by issuing a query for the Mail Exchange (MX) RRs for a destination host, and by
mrerpretng the histof MNXRRs received. This process is discussed and examples of message routing are given.

The last part ot Section 1 by Jose Gurcia-Luna and Mary Swhl, deseribes a number of different ways 1o obin
additional mtormation about the DNS| including DNS tmunlementations.
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1.1. Domains
Domains

History

In any large internet, the task of orgar’ .ng and managing names for users, host. and other objects be-
comes increasingly im- - rtant as the internet grows in size. The DARPA Internet started out with a system
inherited from the ARPANET, in which the SRI Network Information Cenier (NIC) mainiained a file
called HOSTS.TXT listing all of the hosts, networks, and gateways, together with the corresponding ad-
dresses. The file was maintained by the NIC staff and distributed to all hosts via direct and indirect file
transfer. As workstations and local networks came to dominate the internet population, the size, central-
ized maintenance and universal distribution of HOSTS.TXT became impractical. To solve this problem, a
distributed service called the Domain Name System (DNS) was defined in 1983, and has been mod: ied
and extended since then.

The HOSTS TXT file is still maintained, but contains an ever—-decreasing subset of the information avail-
able from the DNS. HOSTS.TXT currently has on the order of 6,000 entries while the DNS has over
100.000.

What is the basic scheme?

The basic idea behind the DNS is that name crez*ion, control, and maintenance must be distributed,
along with the ability to associate information with the names. The names created in this system are called
domain names, and the information associated with them is called resource reccrds (RRs).

To get the distribution of control while keeping administrators off of each other’s toes, domain names use
a hierarchical or tree structure. It’s not too far off to think of this as creating a distributed "org chant™ for
all of the organizations, hosts, etc. in the Internet. The idea is that each administrator gets authority over
a section of the total tree and is free to cut or add at and below that point. Of course, it's a bit more
complicated than that, since an administrator can create and delegate conuol for a subsection of his
subtree, and so on. Technically speaking. a domain is a full subtree in the name space (usually delegated
10 a particular organization), and a zone is a domain less subdomains which have been delegated away.

In the DNS tree structure, each node gets a label that must distinguish it from its brothers. The absolute
name of any node is a list of its label together with the labels of all of its ancestors, all the way back to the
root of the tree. When we type these unique names, we separate labels with dots. A sample tree might be:

ARPA EDU COM
SRI-NIC UTEXAS ISI MIT

/I\

A Poneria B

(Note that this is a quite skimpy example; the real name space has over 100,000 names, and typical
names have 4 or five levels. The root of the tree has a special, reserved, null label.)
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The typical user doesn’t see a graphical tree structure but instead sees names derived from the structure.
In this tree, the bottom node, with the label "Poneria” has an absolute name of "Poneria.ISI.EDU".
Note that since the requirement for uniqueness is only between brother nodes, we could create another
"Poneria” under ARPA or any other node which does not already have one. The DNS doesn’t restrict
the use of interior nodes, so ISI.EDU is also a domain name.

Domain names, in themselves, don't define hosts, organizations, or any other object (although they are
most often used for hosts). Instead, they provide "places” where this information may be kept. The
informaton takes the form of a set of RRs; the set of RRs associated with a name may be empty, in which
case the name is merely a placeholder or it may hold the Internet address, mail exchange, or a variety of
other types of data. Thus you can tell that a name denotes a host by seeing if it has host information
stored 1n it, rather than asking its type. In the case of a host, the name will have one address RR for each
IP address the host has, and might also have a HINFO RR describing the host OS and CPU.

How does this affect the average user?

.

Side effects of distribution

The major effect that the average user sees is a lot of names with dots in them. Sometimes this is useful,
since the parent domains will usually describe a geographical location or type of organization, although it
sometimes means more typing. Users should be aware that just because a name has dots in it, and may
ever: have hierarchical components, doesn’t mean that the name is registered with the DNS. For exam-
ple, ".UUCP" is a frequent top-level pseudo~domain, although it is not registered in the DNS.

The distribution of the database means that you can usually add hosts, change the name of your host,
reconfigure IP addresses, or other database updates as a purely local matter (once you get control of a
domain). All you need 10 do is get your local administrator to make the changes.

The price paid for the distributed control is that you will occasionally have 1o wait while information is
retrieved from a distant source. The DNS eliminates much, but not all of this delay through a comprehen-
sive caching strategy In cases where the Internet is partitioned by routing problems or the like, it may be
impossible to get information about a name until connectivity is restored.

Names aren’t just for hosts anymore

While the DNS was created to replace HOSTS.TXT, it has also been used to store new types of informa-
tion. The prime example is a new class of information called Mail Exchange or MX information. MX
allows an organization to channe! mail for all of its users to mail service machines, rather than individual
user's workstations. In addition to providing redundant backups to speed mail delivery, it also allows
organizations to have domain names without being directly connected to the DARPA Internet; they just
use MX to direct their mail to the appropriate mail gateway.

What are the active components?

DNS services are provided by two new pieces of software: name servers and resolvers.

Name servers are repositories of information. They are usually independent server processes. Name
servers load the information prepared by the local administrators and make it available via UDP queries.
Name servers also have a zone transfer protocol that allows multiple name servers to automatically acquire

redundant copies of zone data. This means that even if one of the name servers for a particular domain
crashes, the other redundant ones will still answer queries for the domain.

~2-
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Domains by Paul Mockapetris

Resolvers are programs which take nicar -eguests and seek out the proper name server to answer the
request. Resolvers may be autonomous processes or may be code linked into user programs. Since name
servers typicaily only know about a small part of the whole name space, and since server crashes and
network problems make retries and use of alternate name servers necessary, this important role insulates
the user from the realities of the Internet.

This division is often Jogical, rather than actual. The DNS allows for most of the resolver functions to be
included 1n special local name servers. This technique is used in BIND, the BSD name server.

How have domains been organized?

The DNS is a technical method for describing a large hierarchy in a distributed manner. As you might
imagine, the reservation of familiar names, and issues related to who controls what generate a lot of
discussion. The important point here is that technically, almost any organization is possible, and differert
styles may prevail in different parts of the name space.

The top levels of the name space were organized some time ago in RFC 920. An excerpt (there are over
30 domains under the root, and over 1000 delegated zones overall) of the top-level organization 1s shown

below:
M ARPA DE
AF ARMY 18I MIT UTEXAS 3M BM IN-ADDR SRI-NIC
Three types of names appear immediately below the r . The first type is the so-called "generic” do-

mains such as EDU (Educational), COM (Commercial;. These were defined in RFC 920, and are meant
1o divide by organization type. The main ones are shown below:

Pomain Purpose Examples

MIL US Military ARMY . MIL, NAVY MIL
GOV Other US government NASA GOV

EDU Educational ISL.LEDU, MIT.EDU
COM Commercial 3M.COM, SUN.COM
NET NICs and NOCs Nyser NET

ORG Non-profit organizations MITRE.ORG

Al of these are at present administered by the SRI-NIC. The EDU and COM domains are the most
popular, with several hundred subdomains delegated to various universities and companies The MIL
domain is in the midst of a reorganization mandated by DDN 42, which will give it a more substructure
Note that although the MIL and GOV domains are restricted to US use, the NIC has and will register
non-US names in COM, EDU, etc.

The second type of top level domain is the ARPA domain. This was used to bootstrap old HOSTS. TXT

-3-
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names into the DNS world, and new registrations are strongly discouraged. Indeed, a2l MILNET hosts are
being reorganized into the MIL domain.

The last type of domain is allocated by country. Every country has its 1SO 3166 standard 2-letter acro-
nym reserved for it, whether it has been claimed or not. The policies of these domains are as varied as
the countries themselves.

The US domain

The country top—-ievel doma‘:. for the United States is controlled by Jon Postel (Postel@!S1.EDU), who
sets its policy and administered by Ann Westine (Westine@ISI EDU). At present, the US domain is
organized geographically; states occur directly under US, cities under states, and individual names under
cities. Although registration in the US domain does not imply authorization to connect to the DARPA
Internet, small companies and individuals can register in the US domain, so long as they are not registered
elsewhere. Since the US domain will accept MX-only entries, registration is independent of direct con-
nection to the Internet.

At present, about 100 organizations are registered in the US domain. An example name is
"fernwood.mpk.ca.us”, which is the "fernwood” host in Menlo Park, California. States and cities may be
delegated to local administrators in the future.

How do I find out more?

The philosophy and inner workings of the DNS are described in RFCs 1034 and 1035. RFC 920 de-
scribes the rationale for the design of the top levels of the name space. The NAMEDROPPERS@SRI-
NIC.ARPA mailing list discusses general DNS issues, while questions more specific to BIND are discussed
in BIND@UCBARPA .Berkeley. EDU. RFC 1101 describes a plan to extend domain names for network
(and subnetwork) information, along with some discussion about possible future uses of the DNS for a
variety of other information.
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Domain Names - Concepts and Facilities RFC 1034

1.2. Domain Names - Concepts and Facilities [RFC1034]

Network Working Group P. Mockapetris
Request for Comments: 1034 ISI
Obsoletes: RFCs 882, 883, 973 November 1987

DOMAIN NAMES - CONCEPTS AND FACILITIES

1. STATUS OF THIS MEMO

This RFC is an introduction to the Domain Name System (DNS), and omits
many details which can be found in a companion RFC, "Domain Names -
Implementation and Specification™ [RFC-1035]). That RFC assumes that the
reader is familiar with the concepts discussed in this memo.

A subset of DNS functions and data types constitute an official
protocol. The official protocol includes standard queries and their
responses and most of the Internet class data formats (e.g., host
addresses) .

However, the domain system is Intentionally extensible. Researchers are
continuously proposing, implementing and experimenting with new data
types, query types, classes, functions, etc. Thus while the components
of the official protocol are expected to stay essentially unchanged and
operate as a production service, experimental behavior should always be
expected in extensions beyond the cfficial protocol. Experimental or
obsolete features are clearly marked in these RFCs, and such information
should be used with caution.

The reader is especially cautioned not to depend on the values which
appear in examples to be current or complete, since their purpose is
primarily pedagogical. Distribution of this memo is unlimited.

2. IWTRODUCTION

This RFC introduces domain style names, their use for Internet mail and
host address support, and the protocols and servers used to implement
domain name facilities.

2.1. The history of domain names

The impetus for the development of the domain system was growth in the
Internet:

- Host name to address mappings were maintained by the Network

Information Center (NIC) in a single file (HOSTS.TXT) which
was FTPed by all hosts [RFC-952, RFC-953]. The total network

Mockapetris {Page 1]
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bandwidth consumed in distributing a new version by this
scheme is proportional to the square of the number of hosts in
the network, and even when multiple levels of FTP are used,
the outgoing FTP load on the NIC host is considerable.
Explosive growth in the number of hosts didn’t bode well for
the future.

- The network population was also changing in character. The
timeshared hostes that made up the original ARPANET were being
replaced with local networks of workstations. Local

organizations vere administering their own names and
addresses, but had to wait for the NIC to change HOSTS.TXT to
make changes v.sible to the Internet at large. Organizations
also wanted some local structure on the name space.

- The applications on the Internet were getting more
sophisticated and creating a need for general purpose name
service.

The result was several ideas about name spaces and their management
{IEN-116, RFC-799, RFC-819, RFC-830]. The proposals varied, but a
common thread vas the idea of a hierarchical name space, with the
hierarchy roughly corresponding to organizational structure, and names
u3ing "." a3 the character to mark the boundary between hierarchy
levels. A design using a distributed database and generalized resources
was described in [RFC-882, RFC-883]. Based on experience with several
implementations, the system evolved into the scheme described in this
memo .

The terms "domain" cr "domain name" are used in many contexts beyond the
DNS described here. Very often, the term domain name is used to refer
tc a name with structure indicated by dots, but no relation to the DNS.
This is particularly true in mail addressing [Quarterman 86].

2.2. DNS design goals
The design goals of the DNS influence its structure. They are:

- The primary goal is a consistent name space which will be used
for referring to resources. In order to avoid the problems
caused by ad hoc encodings, names should not be required to
contain network identifiers, addresses, routes, or similar
information as part of the name.

- The sheer size of the database and frequency of updates

suggest that it must be maintained in a distributed manner,
with local caching to improve performance. Approaches that

Mockapetris [Page 2]
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attempt to collect a consistent copy of the entire database
will become more and more expensive and difficult, and hence
should be avoided. The same principle holds for the structure
cf the name space, and in particular mechanisms for creating
and deleting names: these should also be distributed.

- Where there tradeoffs between the cost of acquiring data, the
speed of updates, and the accuracy of caches, the source of
the data should control the tradeoff.

- The costs of implementing such a facility dictate that it be
generally useful, and not restricted to a single application.
We should be able to use names to retrieve host addresses,
mailbox data, and other as yet undetermined information. All
data associated with a2 name is taaged with a type, and gueries
can be limited to a single type.

- Because we want the name space to be useful in dissimilar
networks and applications, we provide the ability to use the
same name space with different protocol families or
management. For example, host address formats differ between
protocols, though all protocols have the notion of address.
The DNS tags all data with a class as well as the type, so
that we can allow parallel use of different formats for data
of type address.

- We want name server transactions to be independent of the
communications system that carries them. Some systems may
wish to use datagrams for queries and responses, and only
establish virtual circuits for transactions that need the
reliability (e.g., database updates, long transactions); other
systems will use virtual circuits exclusively.

- The system should be useful across a wide spectrum of host

capabilities. Both personal computers and large timeshared

hosts should be able to use the system, though perhaps in

different ways.
2.3. Assumptions about usage
The organization of the domain system derives from some assumptions
about the needs and usage patterns of its user community and is designed
to avoid many of the the complicated problems found in general purpose
database systems.
The assumptions are:

- The size of the cotal database will initially be proportional

Mockapetris (Page 3]
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to the number of hosts using the system, but will eventually
grow to be proportional to the number of users on those hosts
as mailboxes and other information are added to the domain
system.

- Mcst of the data in the system will change very slowly (e.g.,
mailbox bindings, host addresses), but that the system should
be able to deal with subsets that change more rapidly (on the
order of seconds or minutes).

- The administrative boundaries used to discribute
responsibility for the database will usually correspond to
organizations that have one or more hosts. Each organization
that has responsibility for a particular set of domains will
provide redundant name servers, either on the organization’s
own hosts or other hosts that the organizaticn arranges to
use.

- Clients of the domain system should be able to identify
trusted name servers they prefer to use before accepting
referrals to name servers outside of this "trusted" set.

- Access to information is more critical than instantaneous
updates or guarantees of consistency. Hence the update
process allows updates to percolate out through the users of
the domain system rather than guaranteeing that all copies are
simultaneously updated. When updates are unavailable due to
network or host failure, the usual course is to believe old
information while continuing efforts to update it. The
general model is that copies are distributed with timesuts ror
refreshing. The distributor sets the timecut value and the
recipient of the distribution ig responsible for performing
the refresh. In special situations, very short intervals can
be cspecitied, or the owner can prohibit copies.

- In any system that has a distributed database, a particular
name server may be presented with a query that can only be
answered by some other server. The two general approaches to
dealing with this problem are "recursive", in which the first
server pursues the query for the client at another server, and
"iterative", in which the server refers the client to another
server and lets the client pursue the query. Both approaches
have advantages and disadvantages, but the iterative approach
is preferred for the datagram style of access. The domain
system requires implementation of the iterative approach, but
allows the recursive approach as an option.

Mockapetris [Page 4]
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he domain system assumes that all data originates in master files
cattered through the hosts that use the domain system. These master
iles are updated by local system administrators. Master files are text
files that are read by a local name server, and hence become available
through the name servers to users of the domain system. The user
programs access name servers through standard programs called resolvers.

+ U ]

The standard format of master files allows them to be exchanged between
hosts (via FTP, mail, or some other mechanism); this facility is useful
when an organization wants a domain, but doesn’t want to support a name
server. The organization can maintain the master files locally using a
text editor, transfer them to a foreign host which runs a name server,
and then arrange with the system administrator of the name server to get
the files loaded.

Each host’s name servers and resolvers are configured by a local system
administrator [RFC-1033)]. For a name server, this configuration data
includes the identity of local master files and instructions on which
non-iocal master files are to be loaded from foreign servers. The name
server uses the master files or copies to locad its zones. For
resolvers, the configuration data identifies the name servers which
should be the primary sources of information.
The domain system defines procedures for accessing the data and for
referrals to other name servers. The domain system also defines
procedures for caching retrieved data and for periodic refreshing of
data Jeiined by the system administrator.
The system administrators provide:

- The definition of zone boundaries.

- Master files of data.

- Updates to master files.

- Statements of the refresh policies desired.
The domain system provides:

- Standard formats for resource data.

- Standard methods for querying the database.

- Standard methods for name servers to refresh local data from
foreign name servers.
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2.4. Elements of the DNS
Trhe CNS has three major components:

~ The DCMAIN NAME SPACE and RESOURCE RECORDS, which are
specifications for a tree structured name space and daca
asscociated with the names. Conceptually, each node and leaf
of the domain name space tree names a set of information, and
gquery operaticns are attempts to extract specific types of
information from a particular set. A query names the domain
name of interest and describes the type of resource
information that is desired. For example, the Internet
uses some of its domain names to identify hosts; queries for
address resources return Internet host addresses.

- NAME SERVERS are server programs which hold information about
the domain tree’s structure and set information. A name
server may cache structure or set information abkout any part
of the domain tree, but in general a particular name server
has complete information about a subset of the domain space,
and pointers to other name servers that can be used to lead to
information from any part of the domain tree. Name servers
know the parts of the domain tree for which they have complete
information; a name server 1is said to be an AUTHORITY for
th.se parts of the name space. Authoritative information is
organized into units called 2Z0NEs, and these zones can be
automatically distributed to the name servers which provide
redundant service for the data in a zone.

- RESOLVERS are programs that extract information from name
servers in response to client requests. Resolvers must be
able to access at least one name server and use that name
server’s information to answer a query directly, or pursue the
query using referrals to other name servers. A resolver will
typically be a system routine that is directly accessible to
user programs; hence no protocol is necessary between the
resolver and the user program.

Thesz three components roughly correspond to the three layers or views
of the domain system:

- From the user’s point of view, the domain system is accessed
through a simple procedure or 0S call to a local resolver.
The domain space consists of a single tree and the user can
request information from any section of the tree.

- From the resolver’s point of view, the domain system is
composed of an unknown number of name servers. Each name
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server has one or more pieces of the whole domain tree’s data,
but the resolver views each of these databases as essentially
static.

~ From a name server's point of view, the domain system consists
of separate sets of local information called zones. The name
server has local copies of some of the zones. The name server
must periodically refresh its zones from master copies in
local files or foreign name servers. The name server must
concurrently process queries that arrive from resolvers.

In the interests of performance, implementations may couple these
functions. For example, a resolver on the same machine as a name server
might share a database consisting of the the zones managed by the name
server and the cache managed by the resolver.

3. DOMAIN NAME SPACE and RESOURCE RECORDS
3.1. Name space specifications and terminology

The domain name space is a tree structure. Each node and leaf on the
tree corresponds to a resource set (which may be empty). The domain
system makes no distinctions between the uses of the interior nodes and
leaves, and this memo uses the term "node" to refer to both.

Each node has a label, which is zero to 63 cctets in length. Brother
ncdes may not have the same label, although the same label can be used
for nodes which are not brothers. One label 1is reserved, and that is
the null (i.e., zero length) label used for the root.

The domain name of a node is the list of the labels on the path from the
node to the root of the tree. By conventicn, the labels that compose a
domain name are printed or read left to right, from the most specific
(lowest, farthest from the root) to the least specific (highest, closest
to the root).

Internally, programs that manipulate domain names should represent them
as sequences of labels, where each label is a length octet followed by
an octet string. Becavse all domain names end at the root, which has a
null string for a label, these internal representations can use a length
byte of zero to terminate a domain name.

By convention, domain names can be stored with arbitrary case, but
domain name comparisons for all present domain functions are done in a
case-insensitive manner, assuming an ASCII character set, and a high

order zero bit. This means that you are free to create a node with

label "A" or a node with label "a", but not both as brothers; you could

refer to either using "a" or "A". When you receive a domain name or
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lakrel, you should preserve its case. The raticnale for this choice is
“Mat we may scmeday need to add full binary domain names for new
services; existing services wculd not be changed.

when a user needs to type a domain name, the length of each label is

smitted and the labels are separated by dots ("."). Since a complete

irmain narme ends with the root label, this leads to a printed form which
: dot . We use this property to distinguish between:

aracter string which represents a complete dcmain name
ten cailed "absolute"). For example, "poneria.ISI.EDU.™

- a character string that represents the starting labels of a
demain name which is incomplete, and should be completed by
local software using knowledge of the local demain (often
called "relative"). For example, "poneria" used in the
ISI.EDU domain.

Relative nrnames are either taken relative to a well known origin, or to a
List of domains used as a search list. Relative names appear mostly at
~he user interface, where their interpretation varies from
implementation to implementation, and in master files, where they are
relative to a single origin domain name. The most common interpretation
sses the root "." as either the single origin or as one of the members
3£ the search list, so a multi-label relative name is often one where
rhe trailing dot has been omitted to save typing.

T osimplify irmplementations, the total number cof octets that represent a
i.main name (i.e., the sum of all label octets and label lengths) is
Limived ©o 255

A duvraln is identified by a domain name, and consists of that part of
“rw dermalin rame space that is at or below the domain name which
irexifies the -domain A domain is a subdomain of another domain if it
13 z2ontained within that domain. This relationship can be tested by
eeing 1f the subdomain’s name ends with the containing domain’s name.
¥r example, A.B.C.0 is a subdomain of B.C.D, C.D, D, and " ™.

3.2. Administrative guidelines cn use

Az a matter of policy, the DNS technical specifications do not mandate a
particular tree structure or rules for selecting labels; its goal is to
te as general as possible, so that it can be used to build arbitrary

applications. In particular, the system was designed so that the name
spacte did not have to be organized along the lines of network
Lourdaries, name servers, etc. The ratiocnale for this is not that the

narme space should have no implied semantics, but rather that the choice
~f implied semantics should be left open to be used for the problem at
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hand, and that different parts of the tree c2n have different implied
semantics. For example, the IN-ADDR.ARPA domain is organized and
distributed by network and host address because 1ts role is to translate
from network or host numbers to names; NetBIOS doma.ns [RFC~1001, RFC-
10021 are flat because that is appropriate for that application.

However, there are somz guidelines that apply to the "normal" parts of
the name space used for hists, mailboxes, etc., that will make the name
space mcre uniform, provide for growth, and minimize problem= as
scftware is converted from the older host teb>le. The political
decisions about the top levels c¢of the tree originated in RFC-920.
Current policy for the top levels is discuissec in [RFC-1032]. MILNET
conversion is<ues are covered in [RFC-1031}.

L>wer domains which will eventually be breken into multiple zones should
provide branching at the top of the domain so that the eventual
deccmposicion can be done without renaming. Node labels which use
special characters, leading digits, etc., are likely to break clder
scfzware which depends c¢cn more restrictive choices.

3.3. Technical guidelines on use

Before the DNS can be used to hold naming information for some kind cf
coject, twce needs must be met:

- A convention for mapping between object names and domain
names. This describes how information about an object 1is
accessed.

- RR types and data formats for describing the object.

These rules can be quite simple or fairly complex. Very often, the
designer must take into account existing formats and plan for upward
compatibility for existing usage. Multiple mappings or levels of
mapplng may be required.

1
tcgether with KR formats for describing host addresses, etc. Because we
ed a reliable inverse mapping from address to host name, a speciail
ping for addresses into the IN-ADDR.ARPA domain is also definead.

For mailboxes, the mapping is slightly more complex. The usual mail
address <local-part>@<mail-domain> is mapped into a domain name by
converting <local-part> into a single label (regardles of dots it
contains), converting <mail-domain> into a dom~in name using the usual
text format for domain names (dots denote label breaks), and
concatenating the two to form a single domain name. Thus the mailkox
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HOSTMASTER@SRI-NIC.ARPA is represented as a domain name by
HOSTMASTER.SRI-NIC.ARPA. An appreciation for the reasons behind this
design also must take into account the scheme for mail exchanges (RFC-
3747 .

The typical user is not concerned with defining these rules, but should
znderstand that they usually are the result of numerous compromises
tween desires for upward compatibility with old usage, interactions
tween different object definitions, and the inevitable urge to add new
atures when defining the rules. The way the DNS is used to support

e object 1s often more crucial than the restrictions inherent in the

)
1%
i~

£

.4. Example name space

Tre following figure shows a part of the current domain name space, and
is used in many examples in this RFC. Note that the tree is a very
small subset of the actual name space.

o e o e +
| ! |
MIL EDU ARPA
j | |
| | |
- R + ] o —— R +o———- +
i | J J I I
BRL NCSC DARPA | IN-ADDR SRI-NIC ACC
|
bom et o fmmmm———— +
i | ! | !
UCI MIT ] UDEL YALE
| IST
| i
etk TS f
| i [
LCS ACHILLES +--+----- o Fmmmmm e +
f I ) ! I
XX A C VAXA VENERA Mockapetris

n nhis example, the root drmain has three immediate subdomains: MIL,
o, and ARPA. The LCS.MIT.ZDU domain has one immediate subdomain named
(X.LCS5.MIT.EDU. All of the leaves are also domains.

T o

3.5. Preferred name syntax

The DNS specifications attempt to be as general as possible in the rules
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for constructing domain names. The idea is that the name of any
existing object can be expressed as a domain name with minimal changes.
However, when assigning a domain name for an object, the prudent user
will select a name which satisfies both the rules of the domain system
and any existing rules for the object, whether these rules are published
or implied by existing programs.

For example, when naming a mail domain, the user should satisfy both the
rules of this memo and those in RFC-822. When creating a new host name,
the o0ld rules for HOSTS.TXT should be followed. This avoids problems
when old software 1s converted to use domain names.

The following syntax will result in fewer problems with many
applications that use domain names (e.g., mail, TELNET).

<domain> ::= <subdomain> | " "

<subdomain> ::= <label> | <subdomain> "." <label>

<label> ::= <letter> [ [ <ldh-str> ] <let-~dig> ]

<ldh-str> ::= <let-dig-hyp> | <let-dig-hyp> <ldh-str>

<let-dig~hyp> ::= <let-dig> | "-"

<let-dig> ::= <letter> | <digit>

<letter> ::= any one of the 52 alphabetic characters A through 2 in

upper case and a through z in lower case

<digit> ::= any one of the ten digits 0 through 9

Note that while upper and lower case letters are allowed in domain
names, no significance is attached to the case. That is, two names with
the same spelling but different case are to be treated as if identical.
The labels must follow the rules for ARPANET host names. They must
start with a letter, end with a letter or digit, and have as interior
characters only letters, digits, and hyphen. There are also some
restrictions on the length. Labels must be 63 characters or less.

For example, the following strings identify hosts in the Internet:
A.IST.EDU XX.LCS.MIT.EDU SRI-NIC.ARPA

3.6. Resource Records

A domain name identifies a node. Each node has a set of resource
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rmaticon, which may be ewpty. The set of resource information
scriated with a particular name is compeosed of separate resource
c>rds (RRs) The order of RRs in a set is not significant, and need
t e preserved by name servers, resolvers, or cther parts of the DNS.

When we talk about a specific RR, we assume it has the following:
TwWner which 1s the domain name where the RR is found.
e which is an encoded

,
2f the resource in th
abstract rescurces.

€ bit value that specifies the type
is resource record. Types refer to

This memo uses the following types:

A a host address

CNAME identifies the canonical name of an
alias

HTNFO identifies the CPU and 0S used by a host

MX identifies a mail exchange for the

domain. See [RFC-974 for details.

NS
the authoritative name server for the domain

PTR
a pointer to another part of the domain name space

SOA
identifies the start of a zone of authority]

class which is an encoded 16 bit value which identifies a
protocol family or instance o¢of a protocol.

This memo uses the following classes:
IN the Internet system
CH the Chaos system
TTL which 1is the time to live of the RR. This field is a 32
bit integer in units of seconds, an is primarily used by

resolvers when they cuche RRs. The TTL descrilLes how
long a RR can be cached before it should be discarded.
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RDATA which is the type and sometimes class dependent data

which describes the resource:
A For the IN class, a 32 bit IP address

For the CH class, a domain name followed
by a 16 bit octal Chaos address.

CNAME a domain name.
MX a 16 bit preference value (lower is

better) followed by a host name willing
to act as a mail exchange for the owner

domain.
NS a host name.
PTR a domain name.
SOA several fields.

The owner name is often implicit, ~acher than forming an integral part
of the RR. For example, many name servers internally form tree or hash
structures for the name srice, and chain RRs off nodes. The remaining
RR parts are the fixed header (type, class, TTL) which is consistent for
all RRs, and a vrx.able part (RDATA) that fits the needs of the resource
being describeu.

The meaning of the TTL field is a time limit on how long an RR can be
kept in a cache. This limit does not apply to authoritative data in
zones: it is also timed out, but by the refreshing policies for the
zone. The TTL is assigned by the administrator for the zone where the
data originates. While short TTLs can be used to minimize caching, and
a zero TTL prohikits caching, the realities of Internet performance
suggest that these times should be on the order of days for the typical
host. If a change can be anticipated, the TTL can be reduced prior to
the change to minimize inconsistency during the change, and then
irncreased back to its former value following the change.

The data in the RDATA section of RRs is carried as a combination of
binary strings and domain names. The domain names are frequently used
as "pointers" to other data in the DNS.

3.6.1. Textual expression of RRs

RRs are represented in binary form in the packets of the DNS protocol,

and are usually represented in highly encoded form when stored in a name
server or resolver. In this memo, we adopt a style similar to that used

Mcckapetris [Page 13]

4-23




INTERNET PROTOCOL HANDBOOK - Volume Four 1989
RFC 1034 Domain Concepts and Facilities November 1987
ir. master files in order to show the contents of RRs. In this format,

most KRs are shown on a single line, although continuation lines are
ssible using parentheses.

The start of the line gives the owner of the RR. If a line begins with
a blank, then the owner is assumed to be the same as that of the
previous RR. Blank lines are often included for readability.

Fcllowing the owner, we list the TTL, type, and class of the RR. Class
and type use the mnemonics defined above, and TTL is an integer before
L. Uyoe tieia. In order to aveia ampigulily +ua pa-3iag, Y2 and ~lass
mriemonics are disjoint, TTLs are integers, and the type mnemonic is
always last. The IN class and TTL values are often omitted from examples
in the interests of clarity.

The resource data or RDATA section of the RR are given using knowledge
of the typical representation for the data.

For example, we might show the RRs carried in a message as:
P g

ISI.EDU. MX 10 VENERA.ISI.EDU.

MX 10 VAXA.ISI.EDU.
VENERA.ISI.EDU. A 128.9.0.32

A 10.1.0.52
VAXA.ISI.EDU. A 10.2.0.27

A 128.9.0.33

The MX RRs have an RDATA section which consists of a 16 bit number
followed by a domain name. The address RRs use a standard IP address
format to contain a 32 bit internet address.

This example shows six RRs, with two RRs at each of three domain names.
Similarly we might see:

XX.LCS.MIT.EDU. IN A 10.0.0.44
CH A MIT.EDU. 2420

This example shows two addresses for XX.LCS.MIT.EDU, each of a different
class.

3.6.2. Aliases and canonical names

In existing systems, hosts and other resources often have several names
that identify the same resource. For example, the names C.ISI.EDU and
USC-ISIC.ARPA both identify the same host., Similarly, in the case of
mailboxes, many organizations provide many names that actually go to the
same mailbox; for example Mockapetris@C.ISI.EDU, Mockapetris@B.ISI.EDU,
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and PVMRISI.EDU all go to the same mailbox (although the mechanism
behind this is somewhat complicated).

Most of these systems have a notion that one of the equivalent set of
names is the canonical or primary name and all others are aliases.

The domain system provides such a feature using the canonical name
(CNAME) RR. A CNAME RR identifies its owner name as an alias, and
specifies the corresponding canonical name in the RDATA section of the
RR. If a CNAME PR is present at a node, no other data should be
present; this ensures that the data for a canonical name and its aliases

Cainive oo usfforgnt. This rnle alsn insnres that a cached CMNAME -on Lo

[PRODOERPOIGH

used without check.ing with an authoritative server for other RR types.

CNAME RRs cause special action in DNS software. When a name server
fails to find a desired RR in the resource set associated with the
domain name, it checks to see if the resource set consists of a CNAME
record with a matching class. If so, the name server includes the CNAME
record in the response and restarts the query at the domain name
specified in the data field of the CNAME record. The one exception to
this rule is that queries which match the CNAME type are not restarted.

For example, suppose a name server was processing a query with for USC-
ISIC.ARPA, asking for type A information, and had the following resource

records:
USC-ISIC.ARPA IN CNAME C.ISI.EDU
C.ISI.EDU IN A 10.0.0.52

Both of these RRs would be returned in the response to the type A query,
winile a type CNAME or * query should return just the CNAME.

Domain names in RRs which point at ancther name should always point at
the primary name and not the alias. This avoids extra indirections in
accessing information. For example, the address to name RR for the
above host should be:

52.0.0.10.IN~-ADDR.ARPA 1IN PTR C.ISI.EDU
rather than pointing 2t USC-ISIC.ARPA. Of course, by the robustness
principle, domain software should not fail when presented with CNAME
chains or icops; CNAME chains should be followed and CNAME lcops
signalled as an error.
3.7. Queries

Queries are messages which may be scnt tc a name server to provoke a
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response. In the Internet, queries are carried in UDP datagrams or over
TCP connections. The response by the name server either answers the
question posed in the query, refeis the reguester to another set of name
servers, or signals some error condition.

In general, the user dces not generate queries directly, but instead
makes a request to a resolver which in turn sends one or more queries to
name servers and deals with the error conditions and referrals that may
result. Of course, the possible questions which can be asked in a query
does shape the kind of service a resolver can provide.

DNS queries and responses are carried in a standard message format. The
message format has a header containing a number of fixed fields which
are always present, and four sections which carry query parameters and
RRs.

The most important field in the header is a four bit field called an
opcode which separates different queries. Of the possible 16 values,
one (standard query) is part of the official protocol, two (inverse
query and status query) are options, one (completion) is obsolete, and
the rest are unassigned.

The four sections are:

Question Carries the query name and other query parameters.
Answer Carries RRs which directly answer the query.
Authority Carries RRs which describe other authoritative servers.

May optionally carry the SOA RR for the authoritative
data in the answer section.

Additional Carries RRs which may be helpful in using the RRs in the
other sections.

Note that the content, but not the format, of these sections varies with
header opcode.

3.7.1. Standard queries

A standard query specifies a target domain name (QNAME), query type
(QTYPE), and query class (QCLASS) and asks for RRs which match. This
type of query makes up such a vast majority of DNS queries that we use
the term "query” to mean standard query unless otherwise specified. The
QTYPE and QCLASS fields are each 16 bits long, and are a superset of
defincd Lygceo and classes.
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The QTYPE field may contain:

<any type> matches just that type. (e.g., A, PTR).

AXFR special zone transfer QTYPE.

MAILB matches all mail box related RRs (e.g. MB and MG).
* matches all RR types.

The QCLASS field may contain:
<any class> matches 3just that class (e.g., IN, CH).
* matches aLl RR classes.

Using the query domain name, QTYPE, and QCLASS, the name server looks
for matching RRs. In addition to relevant records, the name server may
return RRs that point toward a name server that has the desired
information or RRs that are expected to be useful in interpreting the
relevant RRs. For example, a name server that doesn’t have the
requested information may know a name server that does; a name server
that returns a domain name in a relevant RR may also return the RR that
binds that domain name to an address.

For example, a mailer tying to send mail to Mockapetris@ISI.EDU might
ask the resolver for mail information about ISI.EDU, resulting in a
query for QNAME=ISI.EDU, QTYPE=MX, QCLASS=IN. The response’s answer
section would be:

ISI.EDU. MX 10 VENERA.ISI.EDU.
MX 10 VAXA.ISI.EDU.

while the additional section might be:

VAXA.ISI.EDU. A 10.2.0.27
A 128.6.0.33

VENERA.ISI.EDU. A 10.1.0.52
A 128.9.0.32

Because the server assumes that if the requester wants mail exchange
information, it will probably want the addresses of the mail exchanges
soon afterward.

Note that the QCLASS=* construct requires special interpretation
regarding authority. Since a particular name server may not know all of
the classes available in the domain system, it can never know if it is
authoritative for all classes. Hence responses to QCLASS=* queries can
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never be authoritative.
3.7.2. Inverse queries (Optional)

Name servers may also support inverse queries that map a particular
resource to a domain name or domain names that have that resource. For
example, while a standard query might map a doma‘n name to a SCA RR, the
corresponding inverse query might map the SOA RR back to the domain
name.

Implemertation of this service 1is optional in a name server, but all
name servers must at ieasil be able to understand an inverse query
message and return a not-implemented crrnr response.

The domain system cannot guarantee the completeness or uaigueness of
inverse queries because the domain system is organized by domain name
rather than by host address or any cther resource type. Inverse queries
are primarily useful for debugging and database maintenance activities.

Inverse queries may not return the proper TTL, and do not indicate cases
where the identified RR is one of a set (for example, one address for a

host having multiple addresses). Therefore, the RRs returned in inverse
queries should never be cached.

Inverse queries are NOT an acceptable method for mapping host addresses
to host names; use the IN-ADDR.ARPA domain instead.

A detailed discussion of inverse queries is contained in [RFC-1035].
3.8. Status queries (Experimental)

To be defined.

3.9. Completion queries (Obsolete)

The optional completion services described in RFCs 882 and 883 have been
deleted. Redesigned services may become available in the future, or the
opcodes may be reclaimed for other use.

4. NAME SERVERS

4.1. Introduction

Name servers are the repositories of information that make up the domain
database. The database is divided up into sections called zones, which
are distributed among the name servers. While name servers can have

several optional functions and sources of data, the essential task of a
name server is to answer queries using data in its zones. By design,
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name servers can answer queries in a simple manner; the response can
always be generated using only local data, and either contains the
answer to the question or a referral to other name servers "closer™ to
the desired information.

A given zone will be available from several name servers to insure its
availability in spite of host or communication link failure. By
administrative fiat, we require every zone to be available on at least
two servers, and many zones have more redundancy than that.

A given name server will typically support one or more zones, but this
gives it authoritative information about only a small section of the
domain tree. It may also have some cached non-authoritative data about
cther parts of the tree. The name server marks its responses to gueries
so that the requester can tell whether the response comes from
authoritative data or not.

4.2. How the database is divided into zones

The domain database 1is partitioned in two ways: by class, and by "cuts"
made in the name space between nodes.

The class partition is simple. The database for auny class is organized,
delegated, and maintained separately from all other classes. Since, by
convention, the name spaces are the same for all classes, the separate
classes can be thought of as an array of parallel namespace trees. Note
that the data attached to nodes will be different for these different
parallel classes. The most common reasons for creating a new class are
the necessity for a new data format for existing types or a desire for a
separately managed version of the existing name space.

Within a class, "cuts" in the name space can be made between any two
adjacent nodes. After all cuts are made, each group of connected name
space is a separate zone. The zone is said to be authoritative for all
names in the connected region. Note that the "cuts" in the name space
may be in different places for different classes, the name servers may
be different, etc.

These rules mean that every zone has at least one node, and hence dorain
name, for which it 1s authoritative, and all of the nodes in a
particular zone are connected. Given, the tree structure, every zone

the zone. The name of this node is often used to identify the zone.
It would be possible, though not particularly useful, to partition the
name space so that each domain name was in a separate zone or so that

all nodes were in a single zone. Instead, the database is partitioned
at points where a particular organization wants to take over control of
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a subtree. Once an organization controls its own zone it can

unilaterally change the data in the zone, grow new tree sections
connected to the zone, delete existing ncdes, or delegate new subzones
under its zone.

f the organization has substructure, 1t may want to make further
nternal partitions to achieve nested delegations of name space control.
n some cases, such divisions are made purely to make database
ralntenance more convenient.

N
a
e
-

~

4.2.1. Technical considerations
The data that describes a zone has four major parts:
- Authoritative data for all nodes within the zone.

- Data that defines the top node of the zone (can be thought of
as part of the authoritative data).

- Data that describes delegated subzones, i.e., cuts around the
bottom of the zone.

- Data that allows access to name servers for subzones
(sometimes called "glue"™ data).

All of this data is expressed in the form of RRs, so a zone can be
completely described in terms of a set of RRs. Whole zones can be
transferred between name servers by transferring the RRs, either carried
in a series of messages or by FTPing a master file which is a textual
representation.

The authoritative data for a zone is simply all of the RRs attached to
all of the nodes from the top node of the zone down to leaf nodes or
nodes above cuts around the bottom edge of the zone.

Though logicalliy part of the authoritative data, the RRs that describe
the top node of the zone are especially important to the zone’s
management . These RRs are of two types: name server RRs that list, one
per RR, all of the servers for the zone, and a single SOA RR that
describes zone management parameters.

Tr.e RRs that describe cuts around the bottom of the zone are NS RRs that
name the servers for the subzones. Since the cuts are between nodes,
these RRs are NOT part of the authoritative data of the zone, and should
be exactly the same as the corresponding RRs in the top node of the
subzone. Since name servers are always associated with zone boundaries,
NS RRs are only found at nodes which are the top node of some zone. 1In
the data that makes up a zone, NS RRs are found at the top node of the
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zone (and are authcritative) and at cuts around the bottom of the zone
(where they are not authoritative), but never in between.

One of the goals of the zone structure 1s that any zone have all the
data required to set up communications with the name servers for any
subzones. That 1s, parent zones have all the information needed to
access servers for their children zones. The NS RRs that name the
sexvers for subzones are often not enough for this task since they name
the servers, but do not give their addresses. In particular, if the
name of the name server is itself in the subzone, we could be faced with
the situation where the NS RRs tell us that in order to learn za name
server’s address, we should contact the server using the address we wish
to learn. To fix this problem, a zone contains "glue"™ RRs which are not
part of the authoritative data, and are address RRs for the servers.
These RRs are only necessary 1f the name server’s name is "below™ the
cut, and are ornly used as part of a referral response.

4.2.2. Administrative considerations

When some organization wants to control its own domain, the first step
is to identify the proper parent zone, and get the parent zone's owners
to agree to the delegation of control. While there are no particular
technical constraints dealing with where in the tree this can be done,
there are some administrative groupings discussed in [RFC-1032] which
deal with top level organization, and middle level zones are free to
create their own rules. For example, one university might choose to use
a single zone, while another might choose to organize by subzones
dedicated to individual departments or schools. [RFC-1033] catalogs
available DNS software an discusses administration procedures.

Once the proper name for the new subzone is selected, the new owners
should be required to demonstrate redundant name server support. Note
that there is no requirement that the servers for a zone residr in a
host which has a name in that domain. 1In many cases, a zone wi.l be
more accessible to the internet at large if its servers are widely

.. stributed rather than being within the physical facilities controlled
by the same organization that manages the zone. For example, in the
current DNS, one of the name servers for the United Kingdom, or UK
domain, is found in the US. This allows US hosts to get UK data without
using limited transatlantic bandwidth.

As the last installation step, the delegation NS RRs and glue RRs
necessary to make the delegation effective should be added to the parent
zone. The administrators of both zones should insure that the NS and
glue RRs which mark both sides of the cut are consistent and remain so.

4.3. Name server internals
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u;S]. The query contalns a QTYPE, QCLASS,
e types and classes of desired information

name server answers the query depends upon whether it
recursive mode or not:

mode for the server 1s ncon-recursive, since it
ueries using only local information: the response
errxor, the answer, or a referral tc some other

e to the answer. All name servers must
n-recursive gqueries.

- The simplest mode for the client 1is recursive, since in this
mode the name server acts in the role of a resolver and
returns either an error or the answer, but never referrals.
This service is optional in a name server, and the name server
may also choose to restrict the clients which can use
recursive mode.

£}
D
e}

ursive service 1s helpful in several situations:

- a relatively simple requester that lacks the ability to use
anything other than a direct answer to the question.

- a request that needs to cross protocol or other boundaries and
can be sent to a server which can act as intermediary.

-~ a network where we want to concentrate the cache rather than
having a separate cache for each client.

Norni-recursive service 1s appropriate if the requester is capable of
cursuing referrals and interested in information which will aid future
requests.,

Trhe use of recursive mode 1is limited to cases where both the client and
~he name server agree to its use. The agreement 1is negotiated through
e use of two bits in query and response messages:

- The recursion available, or RA bit, is set or cleared by a
name server in all responses. The bit is true if the name
server 1s willing to provide recursive service for the client,
regardless of whether the client requested recursive service.
That 1s, FA signals availability rather than use.
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- Queries contain a bit called recursion desired or RD. This
bit specifies specifies whether the requester wants recursive
service for this query. Clients may request recursive service

from any name server, though they should depend upon receiving
it only from servers which have previously sent an RA, o1
servers which have agreed to provide service through private
agreement or some other means outside of the DNS protocol.

Tne recursive mode occurs when a query with RD set arrives at a server
which is willing to provide recursive service; the client can verify
that recursive mode was used by checking that both RA and RD are set in
the reply. Note that the name server should never perform recursive
service unless asked via RD, since this interferes with trouble shooting
cf name servers and their databases.

If recursive service 1s requested and available, the recursive response
to a query will be one of the following:

- The answer to the (uery, possibly preface by cone or more CNAME
RRs that specify aliases encountered on the way to an answer.

- A name error indicating that the neme does not exist. This
may include CNAME RRs that indicate that the original query
name was an alias for a name which does not exist.

- A temporary error indication.

1f recursive service is not requested or is not available, the non-
recursive response will be one of the following:

- An authoritative name error indicating that the name does not
exisctc.

- A temporary error indication.
- Some combination of:

RRs that answer the question, together with an indication
whether the data comes from a zone or is cached.

A referral to name servers which have zones which are closer
ancestors to the name than the server sendirjy the reply.

- RRs that the name server thinks will prove useful to the
requester.
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$.3.2. Algorithn

algorithm used by the name server will depend on the local GS
tructures used to store RRs. The following algorithm assumes
Rs are organized in several tree structures, one for each
arcther for the cache:

or clear the value of recursion available in the response
ending on whether the name server is willing to provide
ecursive service. If recursive service is available and
gquested via the RD bit in the query, go to step 5,
herwise step 2.

v
{2 G
4

1

[t
) O ot

A
[
L0

b

(

Search the available zones for the zone which is the nearest
ancestor to QNAME. If such a zone is found, go to step 3,
otherwise step 4.

[}

A
(€3]

art
tchi

~

matching down, label by label, in the zone. The
ng

.
ma process can terminate several ways:

3

£ the whole of QNAME is matched, we have found the
ode.

a.

3

If the data at the node is a CNAME, and QTYPE doesn’t
match CNAME, copy the CNAME RR into the answer sect.on
of the response, change QNAME to the canonical name in
the CNAME RR, and go back to step 1.

Otherwise, copy all RRs which match QTYPE into the
answer section and go to step 4.

b. If a match would take us out of the authoritative data,
we have a referral. This happens when we encounter a
node with NS RRs marking cuts along the bottom of a
zone.

Copy the NS RRs for the subzone into the authority
section of the reply. Put whatever addresses are
available into the additional section, using glue RRs
if the addresses are not available from authoritative
data or the cache. Go to step 4.

If at some label, a match is impossible (i.e., the
corresponding label does not exist), look to see if a
the "*" label exists.

9]

If the "*" label does not exist, check whether the name
we are looking for is the original QNAME in the query
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or a nawe we have followed due to a CNAME. If the name

is original, set an authoritative name error in the

response and exit. Otherwise just exit.

If the "*" label does exist, match RRs at taat node
against QTYPE. If any match, copy them into the answer
section, but set the owner of the RR to be 2MAMF  and
not the node with the "*" label. Go to step 6.

4. Start matching down in the cache. If QNAME is found in the
cache, copy all RRs attached to it that match QTYPE into the
answer section. If there was no delegation from
authoritative data, look for the best one from the cache, and
put it in the authority section. Go to step 6.

w

Using the local resolver or a copy of its algorithm (see
resclver section of this memo) to answer the query. Store
the results, including any intermediate CNAMEs, in the answer
section of the response.

6. Using local data only, attempt to add other RRs which may be
useful to the additional section of the query. Exit.

4.3.3. Wildcards

In the previous algorithm, special treatment was given to RRs with owner
names starting with the label "*". Such RRs are called wildcards.
Wildcard RRs can be thought of as instructions for synthesizing RRs.
When the appropriate conditions are met, the name server creates RRs
with an owner name equal to the query name and contents taken from the
wildcard RRs.

This facility is most often used to create a zone which will be used to
forward mail from the Internet to some other mail system. The general
idea is that any name in that zone which is presented to server in a
query will be assumed to exist, with certain properties, unless explicit
evidence exists to the contrary. Note that the use of the term zone
here, instead of domain, 1s intentional; such defaults do not propagate
across zone boundaries, although a subzone may choose to achieve that
appearance by setting up similar defaults.

The contents of the wildcard RRs follows the usual rules and formats for
BRRs. The wildcards in the zone have an owner name that controls the
gquery names they will match. The owner name of the wildcard RRs is of
rhe form "* . <anydomain>", where <anydomain> is any domain name.
<anydomain> should not contain other * labels, and should be in the
authoritative data of the zone. The wildcards potentially apply to
descendants of <anydomain>, but not to <anydomain> itself. Another way
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to look at this is that the "*" label always matches at least one whole
label and scmetimes more, but always whole labels.

Wildcard RRs do not apply:

- When the query is in another zone. That is, delegation cancels
the wildcard defaults.

- When the gquery name or a name between the wildcard domain and
the query name is know to exist. For example, if a wildcard
RR has an owner name cf "*,X", and the zone also contains RRs
attached to B.X, the wildcards would apply to gqueries for name
Z.X (presuming there is no explicit information for Z.X), but
not to B.X, A.B.X, or X.

A * label appearing in a query name has no special effect, but can be
used to test for wildcards in an authoritative zone; such a query is the
only way to get a response containing RRs with an owner name with * in
it. The result of such a query should not be cached.

Note that the contents of the wildcard RRs are not modified when used to
synthesize RRs.

To illustrate the use of wildcard RRs, suppose a large company with a
large, non-IP/TCP, network wanted to create a mail gateway. If the
company was called X.COM, and IP/TCP capable gateway machine was called
A.X.COM, the following RRs might be entered into the COM zone:

X.COM MX 10 A.X.COM
* . X.CoM MX 10 A.X.COM
A.X.COM A 1.2.3.4

A.X.COM MX 10 A.X.COM
* A.X.COM MX 10 A.X.COM

This would cause any MX query for any domain name ending in X.COM to
return an MX RR pointing at A.X.COM. Two wildcard RRs are required
since the effect of the wildcard at *.X.COM is inhibited in the A.X.COM
subtree by the explicit data for A.X.COM. Note also that the explicit
MX data at X.COM and A.X.COM is required, and that ncone of the RRs above
would match a query name of XX.COM.

4.3.4. Negative response caching (Optional)

The DNS provides an optional service which allows name servers to
distribute, and resolvers to cache, negative results with TTLs. For
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example, a name server can distribute a TTL along with a name error
indication, and 2 -esolvcr receiving such information is allowed to
assume that the name does not exist during the TTL period without
consulting authoritative data. Similarly, a resclver can make a query
with a QTYPE which matches multiple types, and cache the fact that some
of the types are not present.

This feature can be particularly imp~~tant in a system which implements
naming shorthands that use search lists beacuse a popular shorthand,
which happens to require a suffix toward the end of the search lisi,
will generate multiple name errors whenever it is used.

The method is that a name server may add an SOA RR to the additional
section of a response when that response 1s authoritative. The SOA must
be that of the zone which was the source of the authoritative data in
the answer section, or name error if applicable. The MINIMUM field of
the SOA controls the length of time that the negative result may be
cached.

Note that in some circumstances, the answer section may contain multiple
owner names. In this case, the SOA mechanism should only be used for
the data which matches QNAME, which is the only authoritative data in
this section.

Name servers and resolvers should never attempt to add SOAs to the
additional section of a non-authoritative response, or attempt to infer
results which are not directly stated in an authoritative response.
There are several reasons for this, including: cached information isn’t
usually enough to match up RRs and their zone names, SOA RRs may be
cached due to direct SOA gueries, and name servers are not required to
output the SOAs in the authority section.

This feature is optional, although a refined version is expected to
become part of the standard protocol in the future. Name servers are
not required to add the SOA RRs in all authoritative responses, nor are
resolvers required to cache negative results. Both are recommended.
All resolvers and recursive name servers are required to at least be
able to ignore the SOA RR when it is present in a response.

Some experiments have also been proposed which will use this feature.
The idea is that if cached data is known to come from a particular zone,
and if an authoritative copy of the zone’s SOA is obtained, and if the
zone’s SERIAL has not changed since the data was cached, then the TTL of
the cached data can be reset to the zone MINIMUM value if it is smaller.
This usage is mentioned for planning purposes only, and is not
recommended as yet.
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4.3.5. Zone maintenance and transfers

Part of the job of a zone administrator is to maintain the zones at all
of the name servers which are authoritative for the zone. When the
inevitable changes are made, they must be distributed to all of the name
servers. While this distribution can be accomplished using FTP or some
other ad hoc procedure, the preferred method is the zone transfer part
of the DNS protocol.

The general model of automatic zone transfer or refreshing is that one

of the name servers is the master or primary for the zone. Changes are
coordinated at the primary, typically by editing a master file for the
zone. After editing, the administrator signals the master server to

load the new zone. The other non-master or secondary servers for the
zone periodically check for changes (at a selectable interval) and
obtain new zone copies when changes have been made.

To detect changes, secondaries just check the SERIAL field of the SOA
for the zone. In addition to whatever other changes are made, the
SERIAL field in the SOA of the zone is always advanced whenever any
change is made to the zone. The advancing can be a simple increment, or
could be based on the write date and time of the master file, etc. The
purpose is to make it possible to determine which of two copies of a
zone is more recent by comparing serial numbers. Serial number advances
and comparisons use sequence space arithmetic, so there is a theoretic
limit on how fast a zone can be updated, basically that old copies must
die out before the serial number covers half of its 32 bit range. 1In
practice, the only concern is that the compare operation deals properly
with comparisons around the boundary between the most positive and most
negative 32 bit numbers.

The periodic polling of the secondary servers is controlled by
parameters in the SOA RR for the zone, which set the minimum acceptable
polling intervals. The parameters are called REFRESH, RETRY, and
EXPIRE. Whenever a new zone is loaded in a secondary, the secondary
waits REFRESH seconds before checking with the primary for a new serial.
If this check cannct be completed, new checks are started every RETRY
seconds. The check is a simple query to the primary for the SOA RR of
the zone. If the serial field in the secondary’s zone copy is equal to
the serial returned by the primary, then no changes have occurred, and
the REFRESH interval wait is restarted. If the secondary finds it
impossible to perform a serial check for the EXPIRE interval, it must
assume that its copy of the zone is obsolete an discard it.

When the poll shows that the zone has chan-ed, then the secondary server
must request a zone transfer via an AXFR request for the zone. The AXFR
may cause an error, such as refused, but normally is answered by a

sequence of response messages. The first and last messages must contain
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the data for the top authoritative node of the zone. Intermediate
messages carry all of the other RRs from the zone, including both
authoritative and ncon-authoritative RRs. The stream of messages allows
the secondary to construct a copy of the zone. Because accuracy is
essential, TCP or some other reliable prctocol must be used for AXFR
requests.

Each secondary server is required to perform the following operations
against the master, but may also optionally perform these operations
against other secondary servers. This strateqgy can improve the transfer
process when the primary is unavailable due to host downtime or network
problems, or when a secondary server has better network access to an
"intermediate™ secondary than to the primary.

5. RESOLVERS
5.1. Introduction

Resolvers are programs that interface user programs to domain name

servers. In the simplest case, a resclver receives a request from a
user program (e.g., mail programs, TELNET, FTP) in the form of a
subroutine call, system call etc., and returns the desired information

in a form compatible with the local host’s data formats.

The resolver is located on the same machine as the program that requests
the resolver’s services, but it may need to consult name servers on
other hosts. Because a resolver may need to consult several name
servers, or may have the requested information in a local cache, the
amount of time that a resolver will take tc complete can vary quite a
bit, from milliseconds to several seconds.

A very important goal of the resolver is to eliminate network delay and
name server load from most requests by answering them from its cache of

prior results. It follows that caches which are shared by multiple
processes, users, machines, etc., are more efficient than non-shared
caches.

5.2. Client-resolver interface

5.2.1. Typical functions

The client interface to the resolver is influenced by the local host’s
conventions, but the typical resolver-client interface has three
functions:

1. Host name to host address translation.

This function is often defined to mimic a previous HOSTS.TXT
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based function. Given a character string, the caller wants
one or more 32 bit IP addresses. Under the DNS, it
translates into a request for type A RRs. Since the DNS does
not preserve the order of RRs, this function may choose to
sort the returned addresses or select the "best" address if
the service returns only one choice to the client. Note that
a multiple address return is recommended, but a single
address may be the only way to emulate prior HOSTS.TXT
services.

ro

Host address to host name translation

This function will often follow the form of previous

functions. Given a 32 bit IP address, the caller wants a
character string. The octets of the IP address are reversed,
used as name components, and suffixed with "IN-2DDR.ARPA". A

type PTR query 1is used to get the RR with the primary name of
the host. For example, a request for the host name
corresponding to IP address 1.2.3.4 looks for PTR RRs for
domain name "4.3.2.1.IN-ADDR.ARPA".

3. General lookup function
This function retrieves arbitrary information from the DNS,
and has no counterpart in previous systems. The caller
supplies a QNAME, QTYPE, and QCLASS, and wants all of the
matching RRs. This function will often use the DNS format
for all RR data instead of the local host’s, and returns all
RR contert (e.g., TTL) instead of a processed form with local
guoting conventions.

When the resolver performs the indicated function, it usually has one of
the following results to pass back to the client:

- One or more RRs giving the requested data.

In this case the resolver returns the answer in the
appropriate format.

- A name error (NE).

This happens when the referenced name does not exist. For
example, a user may have mistyped a host name.

- A data not found error.

This happens when the referenced name exists, but data of the
appropriate type does not. For example, a host address
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function applied to a mailbox name would return this error
since the name exists, but no address RR is present.

It is important to note that the functions for translating between host
names and addresses may combine the "name error" and "data not found"
error conditions into a sirgle type of error return, but the general
function should not. One reason for this is that applications may ask
first for one type of information about a name followed by a second
request to the same name for some other type of information; if the two
errors are combined, then useless queries may slow the application.

5.2.2. Aliases

While attempting to resolve a particular request, the resolver may find
that the name in questicn is an alias. For example, the resolver might
find that the name given for host name to address translation is an
alias when it finds the CNAME RR. If possible, the alias conditioun
should be signalled back from the resolver to the client.

In most cases a resolver simply restarts the query at the new name when
it encounters a CNAME. However, when performing the general function,
the resolver should not pursue aliases when the CNAME RR matches the
query type. This allows queries which ask whether an alias is present.
For example, if the query type is CNAME, the user is interested in the
CNAME RR itself, and not the RRs at the name it points to.

Several special conditions can occur with aliases. Multiple levels of
aliases should be avoided due to their lack of efficiency, but should

not be signalled as an error. Alias loops and aliases which point to

non-existent names should be caught and an error condition passed back
to the client.

5.2.3. Temporary failures

In a less than perfect world, all resolvers will occasionally be unable
to resolve a particular request. This condition can be caused by a
resolver which becomes separated from the rest of the network due to a
link failure or gateway problem, or less often by coincident failure or
unavailability of all servers for a particular domain.

It is essential that this sort of condition should not be signalled as a

name or data not present error to applications. This sort of behavior
is annoying to humans, and can wreak havoc when mail systems use the
DNS.

While in some cases it is possible to deal with such a temporary problem
by blocking the request indefinitely, this is usually not a good choice,
particularly when the client is a server process that could move on to
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other tasks. The recommended solution is to always have temporary

faiiure as one of the possible results of a resolver function, even
though this may make emulation of existing HOSTS.TXT functions more
difficulr.

.3. Resolver internals

n

Every resolver implementation uses slightly different algorithms, and
typically spends much more logic dealing with errors of wvarious sorts
than typical occurances. This section outlines a recommended basic
strategy for rescolver operation, but leaves details to (RFC-1035].

.3.1. Stub resclvers

w

One option for implementing a resolver is to move the resolution
function out of the local machine and into a name server which supports
recursive gqueries. This can provide an easy method of providing domain
service in a PC which lacks the resources to perform the resolver
function, or can centralize the cache for a whole local network or
organization.

All that the remaining stub needs is a list of name server addresses
that will perform the recursive requests. This type of resolver
presumably needs the information in a configuration file, since it
probably lacks the sophistication to locate it in the domain database.
The user also needs to verify that the listed servers will perform the
recursive service; a name server is free to refuse to perform recursive
services for any or all clients. The user should consult the local
system administrator to find name servers willing to perform the
service.

This type of service suffers from some drawbacks. Since the recursive
regquests may take an arbitrary amount of time to perform, the stub may
have difficulty optimizing retransmission intervals to deal with both
lost UDP packets and dead servers; the name server can be easily
overloaded by too zealous a stub if it interprets retransmissions as new
requests. Use of TCP may be an answer, but TCP may well place burdens
on the host’s capabilities which are similar to those of a real
resolver.

5.3.2. Resources

In addition to its own resources, the resolver may also have shared
access to zones maintained by a local name server. This gives the
resolver the advantage of more rapid access, but the resolver must be
careful to never let cached information override zone data. 1In this
discussion the term "local information™ is meant to mean the union of
the cache and such shared zones, with the understanding that
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authoritative data is always used in preference to cached data when both
are present.

The following resolver algorithm assumes that all functions have been
converted to a general lookup function, and uses the following data
structures to represent the state of a request in progress in the
resolver:

SNAME the domain name we are searching for.

STYPE the QTYPE of the search request.

SCLASS the QCLASS of the search request.

SLIST a structure which describes the name servers and the

zone which the resolver is currently trying to query.
This structure keeps track of the resolver’s current
best guess about which name servers hold the desired
information; it is updated when arriving information
changes the guess. This structure includes the
equivalent of a zone name, the known name servers for
the zone, the known addresses for the name servers, and
history information which can be used to suggest which
server is likely to be the best one to try next. The
zone name equivalent is a match count of the number of
labels from the root down which SNAME has in common with
the zone being queried; this is used as a measure of how
"close" the resolver is to SNAME.

SBELT a "safety belt" structure of the same form as SLIST,
which is initialized from a configuration file, and
lists servers which should be used when the resolver
doesn’t have any local information to guide name server
selection. The match count will be -1 to indicate that
no labels are known to match.

CACHE A structure which stores the results from previous
responses. Since resolvers are responsible for
discarding ¢ld RRs whose TTL has expired, most
implementations convert the interval specified in
arriving RRs to some sort of absolute time when the RR
is stored in the cache. 1Instead of counting the TTLs
down individually, the resolver just ignores or discards
0ld RRs when it runs across them in the course of a
search, or discards them during periodic sweeps to
reclaim the memory consumed by old RRs.
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5.3.3. Algorithm
The top level algorithm has four steps:

1. See if the answer is in local information, and if so return
it to the client.

Find the best servers to ask.

e}

3. Send them gueries until one returns a response.
4. Analyze the response, either:

a. if the response answers the question or contains a name
error, cache the data as well as returning it back to
the client.

b. if the response contains a better delegation to other
servers, cache the delegation information, and go to
step 2.

¢. if the response shows a CNAME and that is not the
answer itself, cache the CNAME, change the SNAME to the
canonical name in the CNAME RR and go to step 1.

d. i1f the response shows a servers failure or other
bizarre contents, delete the server from the SLIST and
go back to step 3.

Step 1 searches the cache for the desired data. If the data is in the
cache, it is assumed to be good enough for normal use. Some resolvers
Lhave an option at the user interface which will force the resolver to
ignore the cached data and consult with an authoritative server. This
is not recommended as the default. If the resolver has direct access to
a name server’s zones, it should check to see if the desired data is
present in authoritative form, and if so, use the authoritative data in
preference to cached data.

Step 2 looks for a name server to ask for the required data. The
general strateqgy is to look for locally-available name server RRs,
starting at SNAME, then the parent domain name of SNAME, the
grandparent, and so on toward the root. Thus if SNAME were
Mockapetris.ISI.EDU, this step would look for NS RRs for

Mockapetris.ISI.EDU, then ISI.EDU, then EDU, and then . (the root).
These NS RRs list the names of hosts for a zone at or above SNAME. Copy
the names into SLIST. Set up their addresses using local data. It may

be the case that the addresses are not available. The resolver has many
choices here; the best is to start parallel resolver processes looking
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for the addresses while continuing onward with the addresses which are
available. Obviously, the design choices and options are complicated
and a function of the local host’s capabilities. The recommended
priorities for the resolver designer are:

1. Bound the amount of work (packets sent, parallel processes
started) so that a request can’t get into an infinite loop or
start off a chain reaction of requests or queries with other
implementations EVEN IF SOMEONE HAS INCORRECTLY CONFIGURED
SOME DATA.

2. Get back an answer if at all possible.

3. Avoid unnecessary transmissions.

4. Get the answer as quickly as possible.
If the search for NS RRs fails, then the resolver initializes SLIST from
the safety belt SBELT. The basic idea is that when the resolver has no
idea what servers to ask, it should use information from a configuration

file that lists several servers which are expected to be helpful.
Although there are special situations, the usual choice is two of the

root servers and two of the servers for the host’s domain. The reason
for two of each is for redundancy. The root servers will provide
eventual access to all of the domain space. The two local servers will

allow the resolver to continue to resolve local names if the local
network becomes isolated from the internet due to gateway or link
failure.

In addition to the names and addiesses of the servers, the SLIST data
structure can be sorted to use the best servers first, and to insure
that all addresses of all servers are used in a round-robin manner. The
sorting can be a simple function of preferring addresses on the local
network over others, or may involve statistics from past events, such as
previous response times and batting averages.

Step 3 sends out queries until a response is received. The strategy is
tc cycle around all of the addresses for all of the servers with a
timeout between each transmission. In practice it is important to use
all addresses of a multihomed host, and too aggressive a retransmissiocn
policy actually slows response when used by multiple resolvers
contending for the same name server and even occasionally for a single
resolver. SLIST typically contains data values to control the timeouts
and keep track of previous transmissions.

Step 4 involves analyzing responses. The resolver should be highly

paranoid in its parsing of responses. It should also check that the
response matches the query it sent using the ID field in the response.
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3

ne ideal answer is one from a server authoritative for the query which
ither gives the regquired data or a name error. The data is passed back
> the user and entered in the cache for future use if its TTL is

reater than zero.

e
3

che response shows a delegation, the resoclver should check to see

£ the delegaticn is "closer"™ to the answer than the servers in SLIST
. This can be done by comparing the match count in SLiST with that
corputed from SNAME and the NS RRs in the delegation. If not, the reply
1s bcgus and should be ignored. If the delegaticn is valid the NS
delegation RRs and any address RRs for the servers should be cached.

The name servers are entered in the SLIST, and the search is restarted.

If the response contains a CNAME, the search i1s restarted at the CNAME
unless the response has the data for the canonical name or if the CNAME
is the answer itself.

Details and implementation hints can be found in [RFC-1035].

t. A SCENARIO

In our sample domain space, suppose we wanted separate administrative

control for the root, MIL, EDU, MIT.EDU and ISI.EDU zones. We might
allocate name servers as follows:

| (C.ISI.EDU, SRI-NIC.ARPA

| A.ISI.EDU)
R bttt T LR P fomm e +
I ! I
MIL EDU ARPA
| (SRI-NIC.ARPA, | (SRI-NIC.ARPA, |
| A.ISI.EDU | C.ISI.EDU) |
o Fm——— + | tmmm——— +m——m- R +
| I [ | | | I
BRL NOCSC DARPA | IN-ADDR SRI-NIC ACC
!
tommmm - o m e fom e pomm e +
I | | | I
UCI MIT | UDEL YALE
| (XX.LCS5.MIT.EDU, ISI
|ACHILLES .MIT.EDU) | (VAXA.ISI.EDU,VENERA.ISI.EDU,
b | A.ISI.EDU)
! [ |
LCS  ACHILLES +~-+----- tommmm e +
I b I ! I
XX A C VAXA VENERA Mockapetris
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Ir this example, the authoritative name server is shown in parentheses
at the point in the domain tree at which is assumes control.

hus the root name servers are on C.ISI.EDU, SRI-NIC.ARPA, and

.ISI.EDU. The MIL domain i1s served by SRI-NIC.ARPA and A.ISI.EDU. The

DU domain is served by SRTI-NIC.ARPA. and C.ISI.EDU. Note that servers

may have zones which are contiguous or disjoint. In this scenario,
.ISI.EDU has contiguous zones at the root and EDU domains. A.ISI.EDU

nas cecntiguous zones at the root and MIL domains, but also has a non-

cntiguous zone at ISI.EDU.

1 o4

Y ()

¢

)

[e)]
b

C.IST.EDU name server

.EZU is a name server for the root, MIL, and EDU domains of the IN
, and would have zones for these domains. The zone data for the
domain might be:

s Y (1

[ S

TST
4oL
ass
ot

IN SOA SRI-NIC.ARPA. HOSTMASTER.SRI-NIC.ARPA. ¢(
870611 ;serial
180¢C 'refresh every 30 min
300 ;retry every 5 min
604800 ;expire after a week
86400) ;minimum of a day
NS A.ISI.EDU.
NS C.ISI.EDU.
NS SRI-NIC.ARPA.
MIL. 86400 NS SRI-NIC.ARPA.
86400 NS A.ISI.EDU.
EDU. 86400 NS SRI-NIC.ARPA.
86400 NS C.ISI.EDU.
SRI~-NIC.ARPA. A 26.0.0.73
A 10.0.0.51
MX 0 SRI-NIC.ARPA.

HINFO DEC-2060 TOPS20

ACC.ARPA. A 26.6.0.65
HINFO PDP-11/70 UNIX
MX 10 ACC.ARPA.

USC-ISIC.ARPA. CNAME C.ISI.EDU.

73.0.0.26.IN-ADDR.ARPA. PTR SRI-NIC.ARPA.
65.0.6.26.IN-ADDR.ARFA, ETR ACC.ARPA.
51.0.0.10.IN-ADDR.ARPA. PTR SRI-NIC.ARPA.
52.0.0.10. IN-ADDR.ARPA. PTR C.ISI.EDU.
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123.0.3.26.IN-ADDR.ARPA. PTR A.ISI.EDU.
A.ISI.EDU. B6400 A 26 3.0.103
T.I5I.EDJ. B6400 A 10.0.0.52
This data is represented as it would be in a master file. Most RRs are
3ingyle lire entries; the scle exception hevre is zhe SOA RR, which uses
""" to start a multi-line RR and ")" to show the end of a multi-line RR.
2irnte the class of all RRs in a zone must pe the same, only the first RR
ir. a zone reed specify the class. When a name server loads a zone, it
frrzes the TTL of all authoritative RRs to be at least the MINIMUM field
ot ~he 3CA, here 86400 seconds, or one day. The NS RRs marking
iwlegavicn of the MIL and EDU domains, together with the glue RRs for
-2 servers nost addresses, are nct part of the authoritative data in
“re zone, and hence have ewxplicit TTLs.
T2ur RRs are attached toc the root node: the SOA wnhiich describes the root
ne and the 3 NS RRs which list the name servers for the root. The
iaza in t“he SCA RR describes the management of the zone. The zone data
raintained on host SRI-NIC.ARPA, and the responsible party for the
H: STER@SRI-NIC.ARPA. A key item in the SOA is the 86400

iimum TTL, which means that all authoritative data in the zone
that TTL, although higher values may be explicitly

ne NS RRs for the MIL and EDU domains mark the bcundary between the

zzne and the MIL and EDU zones. Note that in this example, the

snes happen to be supported by name servers which also support
z

The master fille for the EDU zone might be stated relative to the origin
E2U. The zone data for the EDU domain might be:

EDU. IMN SOA SRI-NIC.ARPA. HOSTMASTER.SRI-NIC.ARPA. (

870729 ;serial
1800 ;refresh every 30 minutes
300 ;retry every 5 minutes
604800 ;expire after a week
86400 ;minimum of a day
)

NS SRI-NIC.ARPA.

NS C.ISI.EDU.

UCIDOLT7280G0 NS ICS.UCI

172800 NS ROME.UCI
3 I 172800 A 192.5.19.1
ME.UCI 172800 A 182.5.19.31
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ISI 172800 NS VAXA.ISI

172800 NS A.ISI

172800 NS VENERA.ISI.EDU.
VAXA.ISI 172800 A 10.2.0.27

172800 A 128.9.0.33
VENERA.ISI.EDU. 172800 A 10.1.0.52

172800 A 128.9.0.32
A.ISI 172800 A 26.3.0.103

UDEL.EDU. 172800 NS LOUIE.UDEL.EDU.
172800 NS UMN-REI-UC.ARPA.
LOUTE.UDEL.EDU. 172800 A 10.0.0.96
172800 A 192.5.39.3

YALE.EDU. 172800 NS YALE.ARPA.
YALE.EDU. 172800 NS YALE-BULLDOG.ARPA.

MIT.EDU. 43200 NS XX.LCS.MIT.EDU.

43200 NS ACHILLES.MIT.EDU.
XX.LCS.MIT.EDU. 43200 A 10.0.0.44
ACHILLES.MIT.EDU. 43200 A 18.72.0.8

November 1987

Note the use of relative names here. The owner name for the ISI.EDU. 1is
stated using a relative name, as are two of the name server RR contents.
Relative and absolute -domain names may be freely intermixed in a master

6.2. Example standard queries

The following queries and responses illustrate name server behavior.
Unless otherwise noted, the queries do not have recursion desired (RD)
in the header. Note that the answers to non-recursive gqueries do depend
on the server being asked, but do not depend on the identity of the

requester.
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6.2.1. QNAME=SRI-NIC.ARPA, QTYPE=A

Tre query would look like:

T e LT e +
Header | OPCODE=SQUERY |

e +
Question | ONAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=A {

e +
Answer | <empty>

e e +
Authority | <empty>

o e +
Additional | <empty>

T e Tt +

o e +
Header | OPCODE=SQUERY, RESPONSE, AA 1
e +
Question | QNAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=A |
S +
Answer | SRI-NIC.ARPA. 86400 IN A 26.0.0.73 I
[ 86400 IN A 10.0.0.51 !
gy +
Authority | <empty> {
T T UL +
Additional | <empty> {
o +

The header of the response looks like the header of the query, except
that the RESPONSE bit is set, indicating that this message is a
response, not a query, and the Authoritative Answer (AA) bit is set
indicating that the address RRs in the answer section are from
authoritative data. The question section of the response matches the
question section of the query.

x

Moc

O

apetris [Page 40]

4-50




Domain Names - Concepts and Facilities RFC 1034

RFC 1034 Domain Concepts and Facilities November 1987

If the same guery was sent to some other server which was not
authoritative for SRI-NIC.ARPA, the response might be:

o e e +
Heaaer | OPCODE=SQUERY, RESPONSE I
it e it +
Question | QNAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=A |
o +
Answer [ SRI-NIC.ARPA. 1777 IN A 10.0.0.51 [
! 1777 IN A 26.0.0.73 |
ettt +
Authority | <empty>
o e - +
Additional | <empty> !
e +

This response is different from the previous one in two ways: the header
dces not have AA set, and the TTLs are different. The inference is that
the data did not come from a zone, but from a cache. The difference
between the authoritative TTL and the TTL here is due to aging of the
data in a cache. The difference in ordering of the RRs in the answer
section is not significant.

6.2.2. QNAME=SRI-NIC.ARPA, QTYPE=*

A guery similar to the previous one, but using a QTYPE of *, would
receive the following response from C.ISI.EDU:

o o e e +
Header | OPCCDE=SQUERY, RESPONSE, AA i

o +
Question | QNAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=* |

o +
Answer | SRI-NIC.ARPA. 86400 IN A 26.0.0.73 |

| A 10.0.0.51 |

| MX 0 SRI-NIC.ARPA. |

| HINFO DEC-2060 TOPS20 |

o e +
Authority | <empty>

o e +
Additional | <empty>

e e - +
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If a similar query was directed to two name servers wnich are not
authoritative for SRI-NIC.ARPA, the responses might be:

e e e e +
Header | OPCODE=SQUERY, RESPONSE |
o +
Question | ONAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=* I
e +
Answer | SRI-NIC.ARPA. 12345 IN A 26.0.0.73 I
{ A 10.0.0.51 {
e e +

Authority | <empty>
e i +

Additional | <empty>
- +

and

T D T PP +
Header } OPCODE=SQUERY, RESPONSE {
o e +
Question | QNAME=SRI~-NIC.ARPA., QCLASS=IN, QTYPE=* |
e +
Answer | SRI-NIC.ARPA. 1290 IN HINFO DEC-2060 TOPS20 {
e +
Authority | <empty> |
o e +
Additional | <empty> i
A - +

Neither of these answers have AA set, so neither response comes from
authoritative data. The different contents and different TTLs suggest
that the two servers cached data at different times, and that the first
server cached the response to a QTYPE=A guery and the second cached the
response to a HINFO query.
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6.2.3. QNAME=SRI-NIC.ARPA, QTYPE=MX

This type of query might be result from a mailer trying to look up
routing information for the mail destination HCSTMASTER@SRI-NIC.ARPA.
The response from C.ISI.EDU would be:

o e e - +
Header | OPCODE=SQUERY, RESPONSE, AA |
g +
Question | OQNAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=MX |
- +
Answer | SRI-NIC.ARPA. 86400 IN MX 0 SRI-NIC.ARPA.|
o e e — +
Authority | <empty> |
e e +
Additional | SRI-NIC.ARPA. 86400 IN A 26.0.0.73 i
[ A 10.0.0.51 |
B T T T T peuppE +

This response contains the MX RR in the answer section of the response.
The additional section contains the address RRs because the name server
at C.ISI.EDU guesses that the requester will need the addresses in order
to properly use the information carried by the MX.

6.2.4. QNAME=SRI-NIC.ARPA, QTYPE=NS

C.ISI.EDU would reply to :-his query with:

R et e TN +
Header | OPCODE=SQUERY, RESPONSE, AA |

F o - +
Question | QNAME=SRI-NIC.ARPA., QCLASS=IN, QTYPE=NS i

- +
Answer | <empty>

m - +
Authority | <empty> |

o - +
Additional | <empty> |

o e e +

The only difference between the response and the query is the AA and
RESPONSE bits in ciie neader. The interpretation of this response is
that the server is authoritative for the name, and the name exists, but
no RRs of type NS are present there.

6.2.5. QNAME=SIR-NIC.ARPA, QTYPE=A

If a user mistyped a host name, we might see this type of query.
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ONAME=SIR-NIC.ARPA., QCLASS=IN, QTYPE=A

SOA SRI-NIC.ARPA. HOSTMASTER.SRI-

870611 1800 300 604800 86400

This response states that the name does not exist.
signalled in the response code (RCODE) section of the header.

NIC.ARPA.

This condition is

The SOA RR in the authority section is the optional negative caching

information which allows the resolver using this response to assume that

the name will not exist for the SOA MINIMUM (864(00)

6.2.6. QNAME=BRL.MIL, QTYPE=A

If this query is

Header
Question
Answer

Authority

Additional

This response has an empty answer section,

seconds.

sent to C.ISI.EDU, the reply would be:

___________________________________________________ +
OPCODE=SQUERY, RESPONSE |
___________________________________________________ 4.
QONAME=BRL.MIL, QCLASS=IN, QTYPE=A |
___________________________________________________ +
<empty> |
___________________________________________________ +
MIL. 86400 IN NS SRI-NIC.ARPA. |
86400 NS A.ISI.EDU. |
___________________________________________________ +
A.ISI.EDU. A 26.3.0.103 |
SRI-NIC.ARPA. A 26.0.0.73 i
A 10.0.0.51 |
——————————————————————————————————————————————————— +

but 1is not authoritative, so

it is a referral. The name server on C.ISI.EDU, realizing that it is

not authoritative for the MIL domain,
servers on A.ISI.EDU and SRI-NIC.ARPA,

for the MIL domain.

Mockapetris
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6.2.7. QNAME=USC-ISIC.ARPA, QTYPE=A

The response to this query from A.ISI.EDU would be:

e e e - +
Header | OPCODE=SQUERY, RESPONSE, AA |
B e et +
Question | QNAME=USC-ISIC.ARPA., QCLASS=IN, QTYPE=A |
e +
Answer | USC-ISIC.ARPA. 86400 IN CNAME C.ISI.EDU. !
| C.ISI.EDU. 86400 IN A 10.0.0.52 ]
e +
Authority | <empty> |
o e - +
Additional | <empty>
o - +

Note that the AA bit in the header guarantees that the data matching
ONAME 1is authoritative, but does not say anything about whether the data
for C.IS1.EDU is authoritative. This complete reply is possible because
A.ISI.EDU happens to be authoritative for both the ARPA domain where
USC-ISIC.ARPA is found and the ISI.EDU domair where C.ISI.EDU data is
found.

If the same query was sent to C.ISI.EDU, its response might be the same
as shown above if it had its own address in its cache, but might also
be:
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e e e +
Header | OPCODE=SQUERY, RESPONSE, AA [
e +
Question ] ONAME=USC-ISIC.ARPA., QCLASS=IN, QTYPE=A }
o e e +
Answer | USC-ISIC.ARPA. 86400 IN CNAME C.ISI.EDU. [
A e +
Authority | ISI.EDU. 172800 IN NS VAXA.ISI.EDU. |
i NS A.ISI.EDU. |
J NS VENERA.ISI.EDU. |
e e e +
Additional | VAXA.ISI.EDU. 172800 A 10.2.0.27 I
{ 172800 A 128.9.0.33 !
j VENERA.ISI.EDU. 172800 A 10.1.0.52 !
| 172800 A 128.9.0.32 |
| A.ISI.EDU. 172800 A 26.3.0.103 {
e ettt i +

This reply contains an authoritative reply for the alias USC-ISIC.ARPA,
plus a referral to the name servers for ISI.EDU. This sort of reply
isn’t very likely given that the query is for the host name of the name
server being asked, but would be common for other aliases.

6.2.8. QNAME=USC-ISIC.ARPA, QTYPE=CNAME

If this query is sent to either A.ISI.EDU or C.ISI.EDU, the reply would
be:

o +

Header | OPCODE=SQUERY, RESPONSE, AA |
e +

Question | QNAME=USC-ISIC.ARPA., QCLASS=IN, QTYPE=A |
BT T et +

Answer | USC-ISIC.ARPA. 86400 IN CNAME C.ISI.EDU. |
e T Tt ittt +

Authority | <empty> |
T R it e P e +

Additional | <empty> |
: T it R ettt +

Because QTYPE=CNAME, the CNAME RR itself answers the query, and the name
server doesn’t attempt to look up anything for C.ISI.EDU. (Except
possibly for the additional section.)

6.3. Example resclution

The following examples illustrate the operations a resolver must perform
for its client. We assume that the resolver is starting without a
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cache, as might be the case after system boot. We further assume that
the system is not one of the hosts in the data and that the host is
located somewhere on net 26, and that its safety belt (SBELT) data
structure has the following information:

Match count = -1
SRI-NIC.ARPA. 25.0.0.73 10.0.0.51
A.ISI.EDU. 26.3.0.103

This information specifies servers to try, their addresses, and a match
count of -1, which says that the servers aren’t very close to the
target. Note that the -1 isn’t supposed to be an accurate closeness
measure, Jjust a value so that later stages of the algorithm will work.

The following examples illustrate the use of a cache, so each example
assumes that previous requests have completed.

6.3.1. Resolve MX for ISI.EDU.

Suppose the first request to the resolver comes from the local mailer,
which has mail for PVM@ISI.EDU. The mailer might then ask for type MX
RRs for the domain name ISI.EDU,

The resolver would look in its cache for MX RRs at ISI.EDU, but the
empty cache wouldn’t be helpfu... The resolver would recognize that it
needed to query foreign servers and try to determine the best servers to
query. This search would look for NS RRs for the domains ISI.EDU, EDU,
and the root. These searches of the cache would also fail. As a last
resort, the resolver would use the information from the SBELT, copying
it into its SLIST structure.

At this point the resolver would need to pick one of the three available
addresses to try. Given that the resolver is on net 26, it should
choose either 26.0.0.73 or 26.3.0.103 as its first choice. It would
then send off a query of the form:
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o - +
Header | OPCODE=SQUERY [
A +
Cuestion | QNAME=ISI.EDU., QCLASS=IN, QTYPE=MX |
B et T e +
Answer | <empty>
e +
Authority | <empty>
o e e +
Additional | <empty>
e +
The resolver would then wait for a response to its query or a timeout.
If the timeout occurs, it would try different servers, then different
addresses of the same servers, lastly retrying addresses already tried.
It might eventually receive a reply from SRI-NIC.ARPA:
A e e +
Header | OPCODE=SQUERY, RESPONSE |
T i e ettt +
Question | QNAME=ISI.EDU., QCLASS=IN, QTYPE=MX |
e et i et +
Answer | <empty>
ittt ittt ittt +
Authority | ISI.EDU. 172800 IN NS VAXA.ISI.EDU. |
| NS A.ISI.EDU. |
| NS VENERA.,ISI.EDU. |
e e T e ettt e P +
Additiconal | VAXA.ISI.EDU. 172800 A 10.2.0.27 |
J 172800 A 128.9.0.33 |
[ VENERA.ISI.EDU. 172800 A 10.1.0.52 |
! 172800 A 128.9.0.32 i
| A.ISI.EDU. 172800 A 26.3.0.103 |
B T T T +
Trhe resolver would notice that the informaticon in the response gave a
cioser delegation to ISI.EDU than its existing SLIST (since it matches
three labels). The resolver would then cache the information in this
response and use it to set up a new SLIST:

Match count =
A.ISI.EDU.

VAXA.ISI.EDU.
VENERA.ISI.ED

A.ISI.EDU appears on this list as well as the previous one,

purely coincident
walting for respo

Mockapetris

3
26.3.0.103
10.2.0.27
U. 10.1.0.52

128.9.0.33
128.9.0.32

but that 1is

al. The resoclver would again start transmitting and
nses. Eventually it would get an answer:
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e +
Header | OPCODE=SQUERY, RESPONSE, AA |
o - +
Question | QNAME=ISI.EDU., QCLASS=IN, QTYPE=MX |
o - +
Answer { ISI.EDU. MX 10 VENERA.ISI.EDU. i
| MX 20 VAXA.ISI.EDU. !
o e +
Authority | <empty>
A e o +
Additional | VAXA.ISI.EDU. 172800 A 10.2.0.27 |
| 172800 A 128.9.0.33 |
| VENERA.ISI.EDU. 172800 A 10.1.0.5Z |
| 172800 A 128.9.0.32 I
e Tt T T TN +

The resolver would add this information to its cache, and return the MX
RRs to its client.

6.3.2. Get the host name for address 26.6.0.65

The resoclver would translate this into a request for PTR RRs for
65.0.6.26.IN-ADDR.ARPA. This information is not in the cache, so the
resolver would look for foreign servers to ask. No servers would match,
so it would use SBELT again. (Note that the servers for the ISI.EDU
domain are in the cache, but ISI.EDU is not an ancestor of
©£5.0.6.26.IN-ADDR.ARPA, so the SBELT is used.)

Since this request is within the authoritative data of both servers in
SBELT, eventually one would return:
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e e e e e e e e e e e — ————m — — . — +
Header i OPCODE=SQUERY, RESPONSE, AA |
e +
Question | ONAME=65.0.6.26.IN-ADDR.ARPA., QCLASS=IN,QTYPE=PTR |
e T et +
Answer | 65.0.6.26.IN-ACDR.ARPA. PTR ACC.ARPA. i
o +
Auvtheority | <empty>
B e e e +
Additional | <empty>
o +

£.3.3. Get the host address of poneria.ISI.EDU

This request would translate into a type A request for poneria.ISI.EDU.
The resolver would not find any cached data fcr this name, but wculd
ind the NS RRs in the cache for ISI.EDU when it locks for foreign

vers to ask. Using this data, it would construct a SLIST of the

Y
4tIN

th 1t
QO O+
(AN

Match count = 3

A.TSI.EDU. 26.3.0.103

VAXA.ISI.EDU. 10.2.0.27 128.9.0.33
VENERA.ISI.EDU. 10.1.0.52

A.ISI.EDU 1is listed first on the assumption that the resolver orders its
choices by preference, and A.ISI.EDU is on the same network.

Crie 0of these servers would answer the query.
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1.3. Domain Names - Implementation and Specification [RFC 1035]

Network Working Group P. Mockapetris
Request for Comments: 1035 ISI

November 1987
Obsoletes: RFCs 882, 883, 973

DOMAIN NAMES - IMPLEMENTATION AND SPECIFICATION

1. STATUS OF THIS MEMO

This RFC describes the details of the domain system and protocol, and
assumes that the reader is familiar with the concepts discussed in a
companion RFC, "Domain Names - Concepts and Facilities"™ [RFC-1034).

The domain system is a mixture of functions and data types which are an
official protocol and functions and data types which are still
experimental. Since the domain system is intentionally extensible, new
data types and experimental behavior should always be expected in parts
of the system beycond the official protocol. The official protocol parts
include standard queries, responses and the Internet class RR data
formats (e.g., host addresses). Since the previous RFC set, several
definitions have changed, so some previocus definitions are obsolete.

Experimental or obsolete features are clearly marked in these RFCs, and
such information should be used with caution.

The reader is especially cautioned not to depend on the values which
appear in examples to he current o complete, since their purpose is
primarily pedagogical. Distribution of this memo is unlimited.
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2. INTRODUCTION
2.1. Overview

The goal of domain names is to provide a mechanism for naming resources
in such a way that the names are usable in different hosts, networks,
protccol families, internets, and administrative organizations.

From the user’s point of view, domain names are useful as arguments to a
local agent, called a resolver, which retrieves information associated
with the domain name. Thus a user might ask for the host address cr
mail information associated with a particular domain name. To enable
the user to request a particular type of information, an appropriate
query type 1s passed to the resolver with the domain name. To the user,
the domain tree is a single information space; the resolver is
responsible for hiding the distribution of data among name servers from
the user.

From the resolver’s point of view, the database that makes up the domain
space is distributed among various name servers. Different parts of the
domain space are stored in different name servers, although a particular
data item will be stored redundantly in two or more name servers. The
resolver starts with knowledge of at least one name server. When the
resolver processes a user gquery it a‘cks a known name server for the
information; in return, the resolver either receives the desired
information or a referral to another name server. Using these
referrals, resolvers learn the identities and contents of other name
servers. Resolvers are responsible for dealing with the distribution of
the domain space and dealing with the effects of name server failure by
consulting redundant databases in other servers.

Name servers manage two kinds of data. The first kind of data held in
sets called zones; each zone 1s the complete database for a particular
"pruned" subtree of the domain space. This data is called
authoritative. A name server periodically checks to make sure that its
zones are up to date, and ‘f not, obtains a new copy of updated zones

(78]
—
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from master files stored locally or in another name server. The second
kind of data is cached data which was acquired by a local resolver.
This data may be incomplete, but improves the performance of the
retrieval process when non-local data is repeatedly accessed. Cached
data is eventually discarded by a timeout mechanism.

This functional structure isolates the problems of user interface,
failure recovery, and distribution in the resolvers and isolates the
database update and refresh problems in the name servers.

2.2. Common configurations

A host can participate in the domain name system in a number of ways,
depending on whether the host runs programs that retrieve information
from the domain system, name servers that answer queries from other
hosts, or varilous combinations of both functions. The simplest, and
perhaps most typical, configuration is shown below:

Local Host | Foreign

|
e T + tommm - + I +
| | user queries | jqueries | | |
|  User fomm—mmmmm - > | |===—===-- |->|Foreign |
| Program | | Resolver | ! | Name |
! [<m=m—m—mmmm - | f{ommmm - |--1 Server |
[ i user responses| {responses| | |
o ————— + Ao + | fmm—————— +

| A |

cache additions | | references |

v ! I

tomm e + [

|  cache | !

Fommm e + |

User programs interact with the domain name space through resolvers; the
format of user queries and user responses is specific to the host and
its operating system. User gqueries will typically be operating system
calls, and the resolver and its cache will be part of the host operating
system. Less capable hosts may choose to implement the resolver as a
subroutine to be linked in with every proaram that needs its services.
Resolvers answer user queries with information they acquire via queries
to foreign name servers and the local cache.

Note that the resolver may have to make several gueries to several
different foreign name servers to answer a particular user query, and
hence the resolution of a user query may involve several network
ancesses and an arbitrary amount of time. The queries to foreign name

servers and the corresponding responses have a standard format described
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in this memo, and may be datagrams.

Depending on its capabilities, a name server could be a stand alone
program on a dedicated machine or a process or processes on a large
timeshared host. A simple configuration might be:

2

Local Host [ Foreign

|

- + |

/ /| |
R + fomem e — + | +———————- +
[ (. ! | responses| | !
| b | Name jmmmm |->|Foreign |
| Master |=-—-———emm—-e———en >| Server | I IResolver]
| fil P | f <= - [==1 !
i i/ | | queries | 4-------—- +

e m— + tm—m—_——————— + |

Here a primary name server acquires information about one or more zones
by reading master files from its local file system, and answers queries
about those 2zones that arrive from foreign resolvers.

The DNS requires that all zones be redundantly supported by more than
cne name server. Designated secondary servers can acquire zones and
check for updates from the primary server using the zone transfer
protocol of the DNS. This configuration is shown below:

Local Host | Foreign
!
R + |
/ /1 |
R + o —————— + | tmm—————— +
! b ! | responses | ! }
| . ! Name [===——==== |->|Foreiqn |
| Master |--——--——-—----- >| Server | | |Resolver|
| files | | i | <==m==m>mm b=~ |
; H/ | | queries | 4-----~-- +
e + e + {
A Imaintenance | +--—-—----- +
| Fomm - I => |
| queries | |Foreign |
| [ |  Name |
R it bty |--1 Server |
maintenance responses | 4-----~-- +

In this configuration,

the name server periodically establishes a

virtual circuit to a foreign name server to acquire a copy of a zone or

to check that an existing copy has not changed.

Mockapetris
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these maintenance activities follow the same form as queries and
responsas, but the message sequences are somewhat different.

The information flow in a host that supports all aspects of the domain
rname system is shown below:
Local Host | Foreign

f
o —_———— + o + ! R +
i | user queries | fqueries | f |
| User fmmmm e - > | jommmm - |->|Foreign |
i Program | | Resolver | | | Name |
! [<emmmmmom e [ fmmmm e~ |-~ Server |
i | user responses| | responses| | |
R + fmm e + | A== +

t A |

cache additions | | references |

v | J

Fomm e ———— - + I

| Shared | |

| database | !

e it + [

A | I

tmm—m - + refreshes | | references |

/ /| J v |
e it + o + o+ +
[ [ | | responses | ! !
! P | Name [=mmmm |->|Foreign |
i Master (-—---o~-~--——- >] Server | | {Resolver|
| files | | ! | <====—m=- [ == f
i L/ | | queries | 4-——=---=- +

bommm e o + e + |
A Imaintenance | +---—---- +
! Fomm e I =>1 |
| queries | |Foreign |
| [ { Name |
Fom s |--1 Server |
maintenance responses | +--———--—-- +

The shared datahase holds domain space data for the local name server
ard resolver. The contents of the shared database will typically be a
mizture of authoritative data maintained by the periodic refresh
sperations 2of the name server and cached data from previous resolver
requests. The structure of the domain data and the necessity for
syrn~hronization between name servers and resolvers imply the general
~haracteristics of this database, but the actual format is up to the
iccal implementor.
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Information flow can also be tailecred so that a group of hosts act
together to optimize activities. Sometimes this is done to offload less
capable hosts so that they do not have to implement a full resolver.
This can be appropriate for PCs or aosts which want to minimize the
amount of new network code which is required. This scheme can also
allow a group of hosts can share a small number ¢f caches rather than
maintaining a large number of separate caches, on the premise that the
centralized caches will have a higher hit ratio. In either case,
resolvers are replaced with stub resolvers which act as front ends teo
resolvers lccated in a recursive server in cne or more name servers
kncwn to perform that service:

Local Hosts | Foreign
i
Fommm = + |
| | responses i
| Stub R + |
{ Resolverf i I
} | ==~ mmm e + | |
tommm - + recursive | | |
queries | } |
v ! |
e ik + recursive Fommm—m o~ + ot +
i | queries | lqueries | | |
I Stub fmmmm e >| Recursive|-—-——===--— |->|Foreign |
| Resolver)| | Server | ! |  Name |
! |[<mmmmmmmmm e [ | <===m=m=- |--1 Server |
N + responses | lresponsesi | |
Rt ettt + [ +
I Central | |
| cache | |
Formm e + |

In any case, note that domain components are always replicated for
reliability whenever possible.

2.3. Conventions

The domain system has several conventions dealing with low-level, but
fundamental, issues. While the implementor 1s free to violate these
~onventions WITHIN HIS OWN SYSTEM, he must observe these conventions in
ALL behavior observed from other hosts.

2.3.1. Preferred name syntax

The DMNS specifications attempt to be as general as possible in the rules

for constructing domain names. The 1dea is that the name c¢f any
existing object can be expressed as a domain name with minimal changes.
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However, when assigning a dcmain name for an object, the prudent user
wil! select a name which satisfies both the rules of the domain system
ard any existing rules for the object, whether these rules are published
or implied by exlsting programs.

when naming a mail domain, the user should satisfy both the
memo and those in RFC~822. When creating a new host name,
for HOSTS.TXT should be followed. This avoids problems
ware 13 converted te 2:ze domain names.

Tre following syntax will result in fewer prokblems with many

mETNTT)

applicaticons that use domaln names (e.g., mail, TILNZET

<dtmain» = <subdomain> | " "

<subdcomain> 1= <label> | <sukdomain> ".'" <label>

<label> :1:= <letter> [ [ <ldh-str> ] <let-dig> ]

<ldin-str> ::= <let-dig-hyp> | <let-dig-hyp> <ldh-str>

<let-dig-nyp> ::= <let-dig> | "-"

<len-dug> 1:= <letter> | <digit>

<letter> ::= any one of the 52 alphabetic characters A through 2 in

upper case and a through z in lower case

«digit> ::= any one of the ten digits 0 through ¢

Nore that while upper and lower case letters are allowed in domain
names, no significance 1is attached to the case. That 1s, two names with
the same spelling but different case are to he treated as if identical.
I'he labels must follow the rules for ARPANET host names. They must
swart with a letrer, end with a letter or digit, and have as interior
characters only letters, digits, and hyphen. There are also some
restrictions on the length. Labels must be 63 characters or less.

i

>r example, the following strings icentify hosts in the Internet:

-
AN

!
m
-
[
>
>~
I

TS5 .MIT.EDU SRI-NIC.ARPA

2.3%.2. Data Transmission Order

The crder of transmission of » header and data described in this

dincumerny is resolved to the octet level. Whenever a diagram shows a

MoTeAapetria (Page 8]
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0012343 €75 5012345

Rt ol e e i e D SR St sl il bl S e
. 5 -
! ~ <

R e i Sl e Sl sl B A s sl SR Bt gl el ot o
3 4 o

R e e e e B e B e e s el e e

L
(o2}

Whernever an octer represents a nureric Juantity, the left most bit In
~he diagram is the high crder or most significant Lit. That Is, the it
laceled U is the most significant bii. For example, the fcllowing
diagram represents the value 170 (decimal)

101 ¢ 101 0
Rl i Sl S St sl ol SEe

imilarly, whenever a multi-octet field represents a nu.aeric guantity
the left most bit of the whole field is the most sinificant bit. When
a multi-octet guantity is transmitted the most significant octet is
rransmicted first.

W

v

Z2.3.3. Character Case

Fo- all parts of the LNS that are part of the cofficial protocol, alil
compariscns between character strings (e.g., iabelcs, domain nanes, etc.)
are ugsne in a case-insensitive manner. At oresent, this rule is ir
forze throughout the domain system without exception. However, future
additicns beyond current usage may need to use the full binary octet
capabilities in names, s attempts to store domain names in 7-bit ASCTIT
or use zf special bytes to terminate labels, etc., shcould be avoided.

When data en-ers the domain system, its original case shculd be

preserved whenever possible. In certain circumstances this cannot be
Anne . ror example, 1f two RRs are ctored in a databaze, one at x.y and
cne at X.Y, théy are actuaily stored at the same plcce in the database,

and hence only one casing would be preserved. Tne basic rule is that
~ase can be discarded cnly when data is used tc definre strusture in a
database, and two names are identical when cormpared in a case

snsensivtive manner.

)

rey
v

L
)
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ROATA a variable length string of octets that describes the
resource. The format of this information varies
according to the TYPE and CLASS of the resource record.

2.2.2. TYPE wvalues

TYPT fislilds are used in rescurce records. Note that these types are a

subser of CTYPES

TYPE value and meaning

- 1 a host address

N 2 an authcritative name server

MT 3 a mail destinaticn (Obsclete - use MX)

v 4 a mail forwarder (Obsolete - use MX)

TIAME S the canonical name for an alias

RS-\ € marxs the start of a zone of authority

M3 7 a mailbox domain name (EXPERIMENTAL)

MG 8 a mail group member (EXPERIMENTAL)

MR 3 a mall rename domain name (EXP

NULL 10 a null RR (EXPERIMENTAL)

WES 11 a well known service description

2TR 12 a domain name pointer

INED 13 host informatin-n

MINED 14 mailbox or mail list information

MU 15 mail exchange

TR 16 text strings

.2 3. 2TYPE vaiues

LTVPE flelds appsar in the guestion part of a query. QTYPES are a

caperset of TYPEs, hence all TYPEs are valid QTYPEs. In addition, the

-ullowing JTYPEs are defined:

Mocrapertris [Page 12]
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AXER 252 A reguest for a transfer of an entire zone

MATLE 253 A request for mailbox-related records (MB, MG or MR)

MATLA 254 A request for mail agent RRs (Cbsclete -~ see MX)

* 255 A reguest for all records

T.2.4. CLAZEZ walues

in resource reccrds The folleowing CLASS mremonics
1ned:
IN 1 the Internet
s 2 the CSNET class (Cbsclete - used cnly for examples in
scme crsol=te REFCs)
TH 3 the CHAZS class
=3 4 Hesiod [Dyer 27
3.2.5. LTLASS wvalues
LULAS3 filelds appear in the guestion secticn cof a guery. QCLASS wvalues
are a superses of CLASS values; every CLASS is a valiid QCLAS3. In
addi-icn ©o CLASS values, the following QCLASSes are defined:
> 255 any class

Trne following RR definitions are expected to occur, at least
pcrtentially, in all claszses. In particular, N5, SOA, CNAME, and PTR
Wi e used in all classes, and have the same format in all classes.
|2 e the R

ir RDATA format is kKnown, all domain names in the RDATA
hese RRs may be compressed.

O

[
)
of
[
[N}

[

<d-main-rame> 1s a decmain name represented as a series of lakbels, and
termicated by a iabel with zero length. <character-string>» is a single
length occtetn f£ollowed by that number of characters. <character-string>
is treated as binary information, and can be up to 256 characters in
lengtn (inciuding the length octet).

iockapetris [rage 13)
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F.x.1. CNAME RDATA format

e i e e i e T R i Sl St T SRR

/ CNAME /

' /

e e i e R e s A e e S A £
TNAME A <domain-name> which specifies the canonical or primary

name for the owner. The owner name 1is an alias.

RRe cause no additicnal section processing, Dul name Servers Mmay
to restart the guery at the canonical name in certain cases. See
scription of name server logic in {REC-1034] for details.
3. 2. HINFC RDATA format

e i i i S S i SRR

CPU /

R B e e T M st R R S

S /
R e e A R e S it it e

w2 re !

et A <character-string> which specifies the CPU type.

7S & <character-string> which specifies the ocperating
system type.

Zrarnderd values for CPU and OS can be found in [RFC-1010].

HINFZ reccrds are used to acquire general information about a host. The

main use is fcr protocols such as FTP that can use special procedures

when talking between machires or operating systems of the same type.

.2.3. MB RIZATA format (EXPERIMENTAL)

e e e it e e e T e e e e e
MADINAME /
/ /

R e R it e R e R e s T ik T s
v ;.‘- e r (-A N

MALNAME, A <domain-name> which specifies a host which has the
specified mailbox.

Muckapetris [Page 14]
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MR reccrds cause additional section processing which locoks up an A type
RRs corresponding to MADNAME.

3.32.4. MD RDATA format (Obsolete)

B e e e e e e A et e TP P

! MADINAME /
/ /
B T T S e e e 2
where
AATDNAME A <Jdcmain-name>» which speciflss a host which has a mzail
agent for tihe domain which should be able to deliver
mail for the domain.
MD records cause additional section processing which looks up an A tyce
record ccrresponding to MADNAME.
MD is obscolete. See the definition of MX and [RFC-974) for details of
the new scheme. The recommended policy for dealing with MD RRs found in
a master file 1s to reject them, or to convert them to MX RRs with a
preference of 0.
3.3.5. Mr RIDATA format (Cksclete)

B T R i s s T S B e s st SRR S &
/ MADNAME /
/ /
B et B e e R e R Akt e e R it s S

MADNAME A <domain-rame> which specifies a host which has a mail
agent for the domain which will accept mail for
forwarding to the domain.

F records naunse additional section processing which looks up an A type
record corresponding to MADNAME.

MF is obscolete See the defirition of MX and [RFC-974] for details ofw
the new schene The recommended policy for dealing with MD RRs found in
a master file is to reject them, or to convert them to MX RRs with a
preference of 10.

Mockapetris [Page 15]
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2.3.6. MG RDATA formdat (EXPERIMENTAL)
Bt e e e At S e S i S
/ MGMNAME /
, /
e i e e R e e bk b

MMM AME A <dcmain-name> which specifies a
member of th group Spec
M5 records -—ause no additic

e e et S e bk e

/ RMAILEX /
e e e e i e e e i st e e e e
EMAILBX /
R B et S e e e s b e B e =

RMI LB A <domain-name> which specifies a mai
responsible fdr the mailing list cr mailbox.
domain name names the root, the owner 0of the
responsible for itself. Note th
lists use a mallbox X-regquest for
mailing list X, e.g., Msgroup~-regu
field provides a more general mechanism.

EMATIRX A <domain-name> which specifies a

re heiva error messages related to
mailpox specified by the owner of
to the ERRORS-TC: field which has
this domain name names the root,

returned to the sender of the message.

MINFD recorids cause no additional section processing.
rzcords can be associated with a simple mailbox,
with a mailing list

moxapetris

est for Msgroup.
ant

November 1987

mailbox which is a
I by the domailn name.

i lbox which is

If this
MINFO RR 1is

at many existing mailing
the RMAILBX field of

This

railbex which is to
the mailing list or
the MINFO RR
lbeen proposed). If
errors should be

(similar

Although these
they are usually used

[Page 16]
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2.3.8. MR RDATA format (EXPERIMENTAL)

e e T e O L o T g TR SR SRS O S
/ NEWNAME /
; /

B e e S bk LT S o S SRS

where:

NEWNAME A <dcmain-name> which specifies a mailbox which is the
proper rename cof the specified mailbox.

MR records cause no additional section processing. The main use for MF

1s as a forwarding entry for a user whe hzs meoved to a different

maillibox

3.3.6., MX RCATA format

e S e e it Tl St SR SRR
i PREFERENCE |

e i s e ot S [N R G SRR S S

/ EXCHANGE /

/ /

bmmt o m b m b e e e e e b b m b m— b m—pm—h—— ¢
where

PREFERENCE A 16 bit integer which specifies the preference given to
this RR amcng others at the same owner. Lower valuds
are preferred.

SXCHANGE A <domain-name> which specifies a host willing te act as

a mail exchange for the owner name.

ause type A additional section processing for the host
EXCHANGE. The use of MX RRs 1s explained in derail in

ULL RDATA format (EXPERIMENTAL)

D Tk S S S SN pUIyS iSOy Y (Vv S N G
/ <anything> /
/ /

e e e e T i T

Anything at all may be in the RDATA field so lcng as it is 65535 octets

cr less.
Mockapetris [Page 17)]
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NULL records cause no additional section processing. NULL RRS are not
allowed in master files. NULLs are used as placeholders in some
experimental extensions of the DNS.

3.3.11. NS RIATA format

T Rt bl T E S S G S I G T

NSDNAME /
g /
R B i A s S s e T S e
Te=rel
(STNAME A <domailn-name> which specifies a host which should be
autheoritative for the specified class and deomain.

NI reccids cause both the usual additional section processing to locate
a -—ype A record, and, when used in a reFerral, a special search of the
zzrne in which they reside for glue information.

NS RR states that the named host should be expected to have a zone
:' at owner name of the specified class. Note that the class may
icate the protocol family which should be used to communicate
hgst, although it is typically a strong hint. For example,

' are name servers for either Internet (IN) or Hesiod (HS)
mation are normally queried using IN class protocols.

303,12, FTR RDATA fcrmat

e e d T e T et Tt T T F S AP S SRS
/ PTRDNAME /
R b e D e T S T T T e

where

PTFIONAME A <domain-name> which points *o sume location in the
domain name space.

?TR records cause no additional section processing. These RRs are used

in special domains to point to some other location in the domain space.

These reccrds are simple data, and don’t imply any special processing

similar to that performed by CNAME, which identifies aliases. See the

description of the IN-ADDR.ARPA domain for an example.

Mookapetris (Page 18]
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3.3.13. SCA RDATA format
e e e e T i et T e e R 5
J MNAME //
/ /
e e i e B it At e e i s e s sk
; RNAM /
e e it e e e ik etk (TR
! SERIAL |
! |
- R e e e e i e i e S e e il o
REFRESH !
I
B T R e R i S A e it i o
FETRY I
|
e e i e T e e i etk TS
ZXPIRE .
!
R et et e e e e e e e s S
MINIMUM f
| !
T T e e Tt e e e et s T T e
where
MAIAMET
SERIAL

H A 32 pit time interval that should elapse before a
failed refresh should be retried.
EXE A A 22 bit time wvalue that specifies the upper limit on
the time interval that can elapse before the zcne is no
longer authoritative.
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MINIMUM Tre unsigned 32 bit minimum TTL field that should be
ported with any RR from this zone.

- < dx . 3 o S P R
JlA recrcrds cause ne additlonral section processing.
L. Tirmes are Inounits of seconds

sarver maintenance
~perations tha

TTAT M S
LINIMUM s

vl
i
M
s

sranever a in a response to a

-ty the max TTL field from the RR
he appreopria s MINIMUM is a lower
all RRs in FASIYC] v that this use of
the RRs are copled into the response and not
om a master file or via a zone transfer. The
3 te allow future dynarmic update facilities to

R I T e e e st e s e i T Sl o

Husts that have multiple Internet addresses will have multiple A

Mo TR ARE
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A records cause no additioral section prcocessing. The RDATA section of
an A line in a master file 1s an Internet address expressed as four
decimal nurlbers separated by dots withcut any imbedded spaces (e.g.,
"10.2.0.52" ¢cr "182.0.5.6%).
3.4.2. WK3 ATA format

i T e T it s R e it e

i ADDRESS !

e e A R e B R e e e R

| PROTCCOL | f

Rt e o e e e e S i

| !

<BIT MAE> /

i /

e S e R s d e e e e kB t b SR A
where:
ADDRESS An 32 bit Internet address
PROTOCCL An 8 bit IP protccol number
<BIT MAF> A variable length bit map. The bit map must be a

multiple of 8 bits long.

ihe WKS record is used to descrikbe the well known services supported Ly
a particular protocol cn a particular internet address. The PROTCCCL
field specifies an IP protocol number, and the bic map has one bi* per
pcrt of the specified pretocol. The first bit corresponds to port U,
the seccnd to port 1, etc. If the bit map dces nct include a bit for a
prectoccl of interest, that bit 1s assumed zero. The apprupriate valucs
and mnemonics for ports and protocols are specified in [RFC-1010]).
For example, 1f PROTOCOL=TCP (6), the 26th bit corresponds to TCP port
2S5 (GMTp). If this bit is set, a SMTP server should ke listening on TCP
port 25:; 1if zero, SMTP service is not supported con the specified
address

The purpcse of WKS RRs is to preovide availability information for
servaere for TCP and UDP,.  Tf a server supports both TCP and UDP, or has
multiple Internet addresses, then multiple WKS RRs are used.

WKS RRs cause nc additional section processing.

In master files, both ports and protocols are expressed using mnemonics
or decimal numbers.

MormKapelols (Page 21]
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Lal
1

.. IN-ADDR.ARPA dcomain

The Internet uszs a special domain to support gareway location and
Trnternet address to host mapping. Other classes may employ a similar
svrategy in other domaias. The intent of this domain is to provide a
method to perform host address to host name mapping, and to
que:ies “o locate all gateways on & particular network in the

both these services are similar to functions that could be
oy in e queries; the difference 1s that this part of the

2 Spa is structured according to address, and hence can

that appropriate data can be located withcut an exhaustive
che d o ospace

e defired t©o have up to four
fix. Each label repreoents
d 1s expressed as a character stri
he range 0-255 (with leading zercs omitted
zero cctet which is represented by a single

s are represented by domain names thact have all four labels
hus data for Internet address 10.2.0.32 is located at
2.0.2.10.IN-ADDR.ARPA. The reversa‘, though awkward to
zones to be delegated which are exactly one network of

read, allows

address space. For evample, 10.IN-ADDR.ARPA can be a -one containing
data for the ARPANET, while 26.IN-ADDR.ARPA can be a separate zone for
MILNET. Address nodes are used to hold pointers to primary host names

in the normal domain space.

Network numbers corresyond to some ncn-terminal nodes at various depths
in the IN-ADDR.ARPA dcrain, since Internet network numbers are either 1,
2, or 3 octets Network nodes are used to hold pointers to the primary
he names of gateways attached to that network. Since a gateway is, by
4w finition, on more than one network, it will typically have two or more
retwork nodes which peint at it. Gateways will alsc have host level
orinters at thelr fully qualified addresses.

ateway pointers at network nodes and the normal host pointers
at full address nodes use the PTR RR to point back to the primarv domain
T the corresponding hosts.

For example, the IN-ALDR.ARPA domain will contain information about the
121 gateway between net 10 and 26, an MIT gateway from net 10 to MIT's
Murzkapehris [Page 22]
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nus o orogram which wanted
a guery of the form QTYPE=CTR,
woula receive two RRs in respc

1035 Nemain Impleme
18, and hests A.IST.EDU an
eway has addresses 10.2.0.2
I51.200, an’ the MIT gatewa
a name GW.LCS.MIT.zZDU, the
A

13

27 .

22 JDROARFPA.
163.0 v 46 Ih—ADDR.ARPA
57.0.9.10 . IN-ADDR.ARPA.
4.0.10.18,IN-ADDR.AKPA.
102.0.32.26.IN-ADDR.ARPA.
£.3.0.10,IN-ADDR.ARFA.

ntation and Specification Ncvember 198
4 MULTICS.MIT.EDU. Assuming that ISI

2 and 2¢.0.0.102, and a name MILNET-

vy has addresses 10.0.0.77 and 18.10.0.4
domain database wculd contain:

PTR MILNET-GW.ISI.EDU.

FTR GW.LCS.MIT.zZDU

PTR GW.LCS .MIT.EDU.

PTR MILNET-GW.ISI.EDU

PTR MILNET-GW.ISI.EDU

PTR MILNET-GW.ISTI.EDU.

PTR GW.LCS MIT.EDU

PTR GW.LCS.MIT.EDU.

PTR A.ISI.EDU.

TR MULTICS.MIT.EDU

locate gateways on net 10 would originat
CCLASS=IN, QNAMRE=10.IN-ADDR.ARPA. i

nse:

PTR MILNET-GW.ISI.EDU.
PTR GW.LCS.MIT.EDU.

The prcgram could then originate QTYPE=2A, QCLASS=IN queries for MILNET-

GW.ISI.EDU. and GW.LCS.MIT.EDU.

these gateways.

to discover the Internet addresses cf

A resolver which wanted teo find the host name corresponding to Internet
host address 10.0.0.6 would pu

QCLASS=1IN,

6.0.0.10.IN-ADDR.ARPA.

rsue a query of the form QTYPE=PTR,

QNAME=6.0.0.10,.IN-ADDR.,ARPA, and woulid receive:

PTR MULTICS.MIT.EDU.

Several rcautions apply to the use of these services:
- Since the IN-ADDR.AKPA special dcmain and the normal domain
for a particular host or gateway will be in different zones,

the possibility exists th

- Gateways will often have
one of which cen be prima

- Systems that use the doma
rcu. ing taples must start
guacantee that they can a

- The gateway data only ref
manner equivalent to the
replace the dynamic avail

Mockapetris

at that the data may be inconsistzant.

two names in separate domairs. only
ry.

in database to initialize their
with enough gateway informatiocon to
ccess the appropriate name server.

lects the existence of a gateway in a

current HOSTS.TXT file. It doesn’t
ability information from GGP or EGP.
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3.6. Defining new types, classes, and special namespaces

The previously defined types and classes are the cnes in use as of the
date of this memo. New definitions should be expected. This section
makes some recommendations to designers considering additions to the
axisting facilities. The mailing list NAMEDROPPERSESRI-NIC.ARPA is the
fzrum where general discussion of design issues takes place.

In general, a new type 1s appropriate when new information is to be
added to the database about an existing object, or we need new data
formats for some totally new object. Designers should attempt to define
~vpes and their RDATA formats that are generally applicable to all
2lasses, and which avoid duplication of information. New classes are
appropriate when the DNS is to be used for a new protocol, etc which
requires new class-specific data formats, or when a copy of the existing
nave space is desired, but a separate management domain 1is necessary.

New types and classes need mnemonics for master files; the format of the
master files requires that the mnemonics for type and class be disjoint.

TYPE and CLASS values must be a proper subset of QTYPEs and QCLASSes
respectively.

The present system uses multiple RRs to represent multiple values of a
type rather than storing multiple values in the RDATA section of a
sirgle RR. This is less efficient for most applications, but does keep
XRs shorter. The multiple RRs assumption is incorporated in some
axperimental work on dynamic update methods.

The present system attempts to minimize the duplication of data in the
database in order to insure consistency. Thus, in order to find the
address of the host for a mail exchange, you map the mail domain name to
a host name, then the host name to addresses, rather than a direct
mapping to host address. This approach is preferred because it avoids
the opportunity for inconsistency.

In defining a2 new type of data, multiple RR types should not be used to
create an ordering between entries or express different formats for
equivalent bindings, instead this information should be carried in the
body of the RR and a single type used. This policy avoids problems with
caching multiple types and defining QTY¥IEs to match multiple types.

For example, the original form of mail exchange binding used two RR
types one to represent a "closer" exchange (MD) and one to represent a
"less close" exchange (MF). The difficulty is that the presence of one
RR type in a cache doesn’t convey any information about the other
because the query which acquired the cached information might have used
a QTYPE of MF, MD, or MAILA (which matched both). The redesigned
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service used a single type (MX) with a "preference" value in the RDATA
secticn which can order different RRs. However, 1if any MX RRs are found
in the cache, then all should be there.

4. MESSAGES
4.1. Format

All communications inside of the domain protocol are carried in a single
£

format called a message. The top level format of message is divided
into 5 sections (some of which are empty in certain cases) shown below:

e el e +
i Header |
e +
i Question | the question for the name server
B s +
i Answer | RRs answering the question
e e +
i Authority i RRs pointing toward an authority
i ittt et +
! Add‘tional [ RRs holding additional information
e +

The header secticn is always present. The header includes fields th=t

specify which of the remaining sections are present, and also specify
whether the message 1s a query or a response, a standard query or some
otrer opcode; etc.

The names of the sections after the header are derived from their use in
standard queries. The question section contains fields that describe a
question to a name server. These fields are a query type (QTYPE), a
query class (QCLASS), and a query domain name (QNAME). The last three
sections have the same format: a possibly empty list of concatenated
resource records (RRs). The answer section contains RRs that answer the
question; the authority section contains RRs that point toward an
authoritative name server; the additional records section contains RRs
which relate to the query, but are not strictly answers for the
question.
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4.1.1. Header section format
The header contains the following fields:
1 1 1 1 1 1

0 1 2 3 4 5 6 7 8B 9 0 1 2 3 4 5
e e bt et e e e e e T et st S S A g

i 1D !
e e e e S b T e S el Tk T
1OR Cpcode J]AA|TCIRD|RA| 4 | RCODE |
e T R S R e it T S e S e e an &
i QDCOUNT 1
et T e B R et ek L N PR R
! ANCOUNT |
e T e e T e T S e e St S
| NSCOUNT |
R b e e e e ST e S e e et 1
( ARCOUNT |

e e e e e e A s e R S e e

where:

D A 16 bit identifier assigned by the program that
generates any kind of query. This identifier is copied
the corresponding reply and can be used by the requester

~o match up replies to outstanding queries.

OR ! cne bit field that specifies whether this message is a
query (0), or a response (1l).

CBCODE A four bit field that specifies kind of query in this
message. This value is set by the originator of a query
and copied into the response. The values are:

0 a standard query (QUERY)

1 an inverse query (IQUERY)

2 a server status request (STATUS)
3-15 reserved for future use

AA Authoritative Answer - this bit .s valid in responses,
and specifies that the responding name server is an

authority for the domain name in question section.

Note that the contents of the answer section may have
multiple owner names because of aliases. The AA bit
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corresponds to the name which matches the query name, or
the first owner name in the answer section.

TC TrunCation - specifies that this message was truncated
due to length greater than that permitted on the
transmission channel.

RD Recursion Desired - this bit may be set in a gquery and
is copied into the response. If RD is set, it directs
the name server to pursue the query recursively.
Recursive query support 1s optional.

RA Recursion Available - this be is set or cleared in a
response, and denotes whether recursive query support is
available in the name server,

Z Reserved for future use. Must be zero in all queries
and responses.

RCODE Response code ~ this 4 bit field is set as part o»f
responses. The values have the followina
interpretation:

0 Nc error condition

1 Format error - The name server was
unable to interpret the query.

2 Server failure - The name server wac
unable to prccess this query due to a
problem with the name server.

3 Name Error =~ Meaningful only for
responses from an authoritative name
server, this code signifies that the
domain name referenced in the query does
not exist.

4 Not Implemented - The name server does
not support the requested kind of query.

5 Refuse . - "'he name server refuses Lo
perforr. . specified operation for
policy reasons. For example, a name
server may not wish to provide the
information to the particular requester,
Oor a name server may not wish to perform
a particular operation (e.g., zone
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transfer) for particular data.
6-15 Reserved for future use.

QDCOUNT an unsigned 16 bit integ2r specifying the number of
entries in the guestion section.

ANCOQUNT an unsigned 16 bit integer specifying the number of
resource records in the answer section.

NSCOUNT an unsigned 16 bit integer specifying the number of name
server rescurce records in the authority records
section.

ARCOUNT an unsigned 16 bit integer specifying the number of

resource records in the additional records section.
4.1.2. Question section format

The question section is used to carry the "question™ in nost queries,
i.e., the paramctz.o. that define what 1is being asked. The section
contains QDCOUNT (usually 1) entries, each of the following format:

11 1 1 1 1

6 1 2 3 4 5 6 7 8 9 0 1 <« 3 4 5
i e e s B e kSt (LTl e A SR
| I

/ QNAME /
/ /
e e e T D st s e R R i s R S
| QTYPE |
R e e i S s sttt e e et R
[ QCLASS !
R e e i i e s e S e it &

where:

QMAUME a domain name represented as a sequence of labels, where
each label consists of a length octet followed by that
number of octets. The domain name terminates with the
zero length octet for the null label of the root. Note
that this field may be an odd number of octets; no
padding is used.

QOTYPE a two octet code which specifies the type of the query.
The values for this field include all codes valid for a
TYPE field, together with some more general codes which
can match more than one type of RR.
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QCLASS a two octet code that speci:fies the class of the query.

For example, the QCLASS field is IN for the Internet.
4.1.3. Rec~arce record format

The answer, authority, and additional sections all share the same
format: a variable number of resccurce records, where the number of
records 1is specified in the corresponding count field in the header.
Each resource record has the following format:

1 1 1 1 11
o 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
R e e R et et Tt bt kR SR R SR

'r

| |
/ /
/ NAME /
| {
R e ik e e e e e S S e s ks 2
| TYPE |
R e e i el e e e st s R R el
} CLASS |
R N bt e e e b e e e e e e
| TTL |

! J
e e T e e ST e e S T s o mr Tt

! RDLENGTH |
i e e ki B e B e et et s Sl e
/ RDATA /
/ /
R e e i e e e e T s et e e e =

where:

NAME a domain name to which this resource record pertains.

TYPE two octets containing one of the RR type codes. This
field specifies the meaning of the data in the RDATA
field.

CLASS two octets which specify the class of the data in the
RDATA field.

TTL a 32 bit unsigned intecer that specifies the time
interval (in seconds) that the resource record may be
cached before it should be discarded. 2ero values are
interpreted to mean that the RR can only be used for the
transaction in progress, and should not be cached.
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RDLENGTH an unsigned 16 bit intcger that specifics the length in
octets of the RDATA field.

RDATA a variable length string of octets that describes the
resource. The format c¢f Lhis informatica varies
according to the TYPE and CLASS of the resource record.
For example, the if the TYPE is A and the CLASS is IN,
the RDATA field is a 4 octet ARPA Internet address.

1.1.4. Message compression

In order to reduce the size of messages, the domain system utilizes a
compression scheme which eliminates the repetition of domain names in a
message. In this scheme, an entire domain name or a list of labels at
the end of a domain name i1s replaced with a pointer to a prior occurance
of the same name.

The pointer takes the form of a two octet sequence:

B Tt e s T e T e e et L P
1 1! OFFSET f
T et Rt ek e S B e e P

The first two bits are ones. This allows a pointer to be distinguished
from a label, since the label must begin with two zero bits because
labels are restricted to 63 octets or less. (The 10 and 01 ccmbinations
are reserved for future use.) The OFFSET field specifies an offset from
the start of the message (i.e., the first octet of the ID field in the
domain header). A zero offset specifies the first byte of the ID field,
etc.

The compressicn scheme allows a aomain name in a message to be
represented as either:

- a sequence of labels ending in a zero octet

- a pointer

- a sequence of labels ending with a pointer
Pointers can only be used for occurances of a domain name where the
format is not class specific. If this were not the case, a name server
or resolver would be required to know the format of all RRs it handled.
As yet, thcre are no such cases, but they may occur in future RDATA

formats.

If a domain name is contained in a part of the message subject to a
length field (such as the RDATA section of an RR), and compressicn is
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used, the length of the compressed name is used in the length
calculation, rather than the length of the expanded name.

Programs are free to avoid using pointers in messages they generate,
although this will reduce datagram capacity, and may cause truncation.
However all programs are required to understand arriving messages that
contain pointers.

For example, a datagram might need to use the domain names F.ISI.ARPA,
FOO.F.ISI.ARPA, ARPA, and the root. Ignoring the other fields of the
message, these dcmiin names might be represented as:

i et e e et e e R bt TP SR S

20 | 1 | F ]
i e R R R it et T e R S et s
22 | 3 f I I
i T R i e S e e SR AR &
24 | S | I |
s it T T T e e e S A
26 | 4 | A |
s e T e e &k T
28 | R | P |
R e R e i e T B B e et et ek s
30 | A ! 0 ]

R T e Tt T e e T B e S bl T Y

e e et e s T S e e S S S Sty

40 | 3 | E |
R i et e e e e e e el it et St s Ll ot
42 | 0 f 0 |
B e e e T e e e e e Tl e
44 | 1 1| 20 |

e T e e S e e T N e et ST TR S

s e T T e e S S R b LTt TR PR S
64 | 1 1] 26 |
e e LR e S S e T Tt Tl e RS S

B e Rt et e S B B e e it SRR R
92 | 0 | i
e e i e T e T S

The domain name for F.ISI.ARPA is shown at offset 20. The domain name
FOO.F.ISI.ARPA is shown at offset 40; this definition uses a pointer to
concatenate a label for FOO to the previocusly defined F.ISI.ARPA. The
domain name ARPA is defined at offset 64 using a pointer to the ARPA
componen* of the name F.ISI.ARPA at 20; note that this pointer relies on
ARPA being the last label in the string at 20. The root domain name is
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defined by a single octet of zeros at 92; the root domain name has no
labels.

4.2. Transport

The DNS assumes that messages will be transmitted as datagrams or in a
byte stream carried by a virtual circuit. While virtual circuits can be
used for any DNS activity, datagrams are preferred for queries due to
their lower overhead and better performance. Zone refresh activities
must use virtual circuits because of the need for reliable transfer.

The Internet supports name server access using TCP [RFC-793] on server
port 53 (decimal) as well as datagram access using UDP [RFC-768] on UDP
port 53 (decimal).

4.2.1. UDP usage
Messages sent using UDP user server port 53 (decimal).

Messages carried by UDP are restricted to 512 bytes (not counting the IP
or UDP headers). Longer messages are truncated and the TC bit is set in
the neader.

UDP is not acceptable for zone transfers, but is the recommended method
for standard queries in the Intcrnet. Queries sent using UDP may be
lost, and hence a retransmission strategy is required. Queries or their
responses may be reordered by the network, or by processing in name
servers, so resolvers should not depend on them being returned in order.

The optimal UDP retransmission policy will vary with performance of the
Internet and the needs of the client, but the f£ollowing are recommended:

- The client should try other servers and server addresses
pefore repeating a query to a specific address of a server.

- The retransmission interval should be based on prior
statistics if possible. Too aggressive retransmission can
€dSliy Lauw redpuindes Lo the o mouaity av lz-yse Depending
on how well connected the client is to its expected servers,
the minimum retransmission interval should be 2-5 seconds.

More suggestions on server selection and retransmission policy can be
found in the resolver section of this memo.

4.2.2. TCP usage

Messages sent over TCP connections use server port 53 (decimal). The

message is prefixed with a two byte length field which gives the message
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s

th field allows

lengt1 excludizq the two by*e ‘e”g hofi le ngt
ete message before keginrning
] g :

the low-level processing to assemble a Com
©c parse it.

Several connection management policies are recrmmended:

re server should nce block ¢ther aztivities waiting for TOPp
-

- The server should assu €
cowrection closing, £ the
connection until all reen
satisfied.

- If the server needs ©o close a dormant connectiaon to reclalm
rescurces, it should wait until the connecticon has been 1dle
for a pericd on the order of tw> minutes In particular, the
server should allow the SCA and AXFR request segquence (wnizh
begins a refresh operaticn) te be made on a single cornnection
Since the server wculd ke unable >r guerilcs anyway, &
unilateral clcse or reset may be used instead cf a gracefu!
cicse.,

5. MASTER FIILCS

Master files are text files that contain RKs in tewxt

contents ¢f a zone can ke expressed in the form cf a

master file is most often used to define a zone, tho :
to list a cache’s contents. Hence, this secticn firs

format of RRs in a master file, and a1 the al Wi
a master file is used t©o oreate a zone in =30 & Server

5.1. Format

The format of these files is a sequence of erntries Erntries are

predominantly line-oriented, though parentheses can be uscl _o cont

a ilist of items across a line bounda:y, ard text literals can conta

CRLF within the text. Any combinatic f tabs and spaces act as a
delimiiter Zztween the separate items that make up an entry. The end «f
any line in the master file can end with a comment. The comment ~“ar.s

with a ";" (semicolon).
The followiig entries are defined:

<blank> [<comment>]
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<chara.cer-string> 1s expressed
of characters without inter

ard ending with a
soecur, except for a v

n oone or two ways: as a contigucus set
r as a string beginning with a

string any character <an
e queoted using \ (back slash).

3 A free sranding @ is wvwsed to dencte the current origin

< where X 1s any character other than a digit (0-9), is
used t£2 gucte that characrer sco that its special meaning
does not apply For example, "\." can ke used te place
a dot character in a label

. where each T 15 a diyglt is the cctet corresponding t
the decimal numbsr described by DID The resuiting
octet 1s assumed to be text aend 1s not checked for
special rmeaning

[ Parenthesg us
poundary. In effe
recognized within

(D
[&)]
3
"
D

to group data that crosses a lirne
lire terminations are nct

oy
b

Semicolon 1s used to start a comment; the remainder cf
the line is ignored.

S.Z2. Uze of master files to define zornes

ot

[©]

when a master file is used to locad a zone, the operation should ke

suppressed 1f any errors are encountered in the master file. The
ratinrale for tnis 1s that a single error can have widespread
consequences. For example, suppose that the RRs defining a delegaticn

nave syntax errors; then the server will return authoritative name
errcrs for a'll names in the subzone (except in the case where the
subzone is also present on the server).

Several other wvalidity checks that should be performed in additicn to
insuring that the file is syntactically correct:

1. A1l RRs 1in the file should have the same class.

3]

Exactly one SCA RR shculd pbe present at the top of the zone.

3. 1If delegations are present and glue information is required,
it should be present.
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4. Information present ouiside of the authoritative nodes in the
zone should be glue information, rather than the result of an
origin or simila. error.

5.3. Master file example

The following is an example file wh®~i might be used to define the
ISI.CZDU zone.and is loaded with an c¢-.igin or ISI.EDU:

@ IN SCA VENERA Action\.domains (
20 ; SERIAL
7200 ; REFRESH
600 ; RETRY
360000C; EXPIRE
60) ; MINIM'™
NS A.I1ISI.EDU.
NS VENERA
NS VAXA
MX 10 VENERA
MX <0 VAXA
A A 26.3.0.103
VENERA A 10.1.0.52
A 128.9.06.22
VAXA A 10.2.0.27
A 128.9.0.33

SINCLUDE <SUBSYS>ISI-MAILBOXES.TXT

Where the file <SUBSYS>ISI-MAILBOXES.TXT is:

MOE MB A.ISI.EDU.
LARRY MB A.ISI.EDU.
CURLEY MB A.ISI.ELU.
STOOGES MG MOE

MG LARRY

MG CURLEY

Note the use of the \ character in the SOA RR to specify the recponsible
person maiibox "Action.domains@E.ISI.EDUL".
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6. NAME SERVER IMPLEMENTATION
6.1. Architecture

The optimal structure for the name server will depend on the host
operating system and whether the name server is integrated with resolver
operations, either by supporting recursive service, or by sharing its
database with a resolver. This section discusses implementation
considerations for a name server which shares a database with a
resolver, but most of these concerns are present in any name server.

6.1.1. Control

A name server must employ multiple concurrent activities, whether they
are implemented as separate tasks in the host’s 0SS or multiplexing

inside a single name server program. It is simply not acceptable for a
name server to block the service of UDP requests while it waits for TCP
data for refreshing or query activities. Similarly, a name server

should not attempt to provide recursive service withcut processing such
requests in parallel, though it may choose to serialize requests from a
single client, or to regard identical requests from the same client as
duplicates. A name server should not substantially delay requests while
it relcads a zone from master files or while it incorporates a newly
refreshed zone into its database.

6.1.2. Database

While name server implementations are free to use any internal data
structures they choose, the suggested structure consists of three major
parts:

- A "catalog"™ data structure which lists the zones available to
~his server, and a "pointer"” to the zone data structure. The
main purpose of this structure is to find the nearest ancestor
zone, if any, for arriving standard queries.

- Separate data structures for each of the zones held by the
name server.

- A data structure for cached data. (or perhaps separate caches
for different classes)

All of these data structures can be implemented an identical tree
structure format, with different data chained off the nodes in different
parts: in the catalog the data is pointers to zones, while in the zone
and cache data structures, the data will be RRs. In designing the tree
framewnrk the designer should recognize that query processing will need
to traverse the tree using case-insensitive label comparisons; and that
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in real data, a few nodes have a very high branching factor (100-1000 or
more), but the vast majority have a very low branching factor (0-1).

One way to solve the case problem is to store the labels for each node
in two pieces: a standardized-case representation of the label where all
ASCII characters are in a single case, together with a bit mask that
denotes which characters are actually of a different case. The
branching factor diversity can be handled using a simple linked list for
a node until the branching factor exceeds some threshold, and
rransitioning to a hash structure after the threshold is exceeded. In
any case, hash structures used to store tree sections must insure that
nash functions and procedures preserve the casing conventions of the
DNS.

The use of separate structures for the different parts of the database
is motivated by several factors:

~ The catalog structure can be an almost static structure that
need change only when the system administrator changes the
zones supported by the server. This structure can also be
used to store parameters used to control refreshing
activities.

- The individual data structures for zones allow a zone to be
replaced simply by changing a pointer in the catalog. Zone
refresh operations can build a new structure and, when
complete, splice it into the database via a simple pointer
replacement. It 1s very important that when a zone is
refreshed, queries should not use old and new data
simultaneously.

- With the proper search procedures, authoritative data in zones
will always "hide", and hence take precedence over, cached
data.

- Errors in zone definitions that cause overlapping zones, etc.,
may cause erroneous responses to queries, but problem
determination is simplified, and the contents of one "bad"
zone can’t corrupt another.

- Since the cache is most frequently updated, it is most
vulnerable to corruption during system restarts. It can also
become full of expired RR data. In either case, it can easily
be discarded without disturbing zone data.

A major aspect of database design is selecting a structure which allows

the name server o deal with crashes of the name server’s host. State
information which a name server should save across system crashes
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includes the catalog structure (including the state of refreshing for
each zone) and the zone data itself.

6.1.3. Time

Both the TTL data for RRs and the timing data for refreshirg activities
depends on 32 bit timers in units of seconds. Inside the database,
refresh timers and TTLs £for cached darta conceptually "count down”™, while
data in the zone stays with constant TTLs.

A recommended implementation strategy is to store time in two ways: as
a relative increment and as an absolute time. One way to do this is to
use positive 32 bit numbers for one type and negative numbers for the
other. The RRs in zones use relative times; the refresh timers and
cach.e data use absolute times. Absolute numbers are taken with respect
to some known origin and converted to relative values when placed in the
response to a query. When an absolute TTL is negative after conversicn
to relative, then the data is expired and should be ignored.

6.2. Standard query processing

The major algorithm for standard query processing 1s presented in
[REFC-1034].

When processing queries with QCLASS=*, or some other QCLASS which
matches multiple classes, the response should never be authoritative
unless the server can guarantee that the response covers all classes.

When compesing a response, RRs which are to be inserted in the
additional section, but duplicate RRs in the answer or authority
sections, may be omitted from the additional section.

When a response is so long that truncation is required, the truncation
should start at the end of the response and work forward in the
datagram. Thus if there is any data for the authority section, the
answer section 1s guaranteed to be unique.

The MINIMUM value in the SCA should be used to set a floor on the TTL of
data distributed from a zone. This flioor function should be done when
the data is copied into a response. This will allow future dynamic
update protocols to change the SOA MINIMUM field without ambiguous
semantics.

6.3. Zone refresh and reload processing
In spite of a server’s best efforts, it may be unable to load zone data

from a master file due to syntax errors, etc., or be unable to refresh a
zone within the its expiration parameter. 1In this case, the name server
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should answer queries as 1f it were not supposed to possess the zone.

If a master 1is sending « zone out via AXFR, and a new version is created
luring the transfer, the master should continue to send the old version

~
(o]

ssible. In any case, it should never send part of one version and
0f another. If completion is not possible, tne master should reset
snnection on which the zone transfer is taking place.
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opticnal part of the DNS. Name servers are not
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WHICH THE NAME SERVER KNOWS. Since no name server Knows
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here possible, name servers should provide case-insensitive comparisons
r inverse queries. Thus an inverse query asking for an MX RR of
"Verera.isi.edu" should get the same response as a query for
"VENERA.ISI.EDU"; an inverse query for HINFO RR "IBM-PC UNIX" should
produce the same result as an inverse query for "IBM-pc unix". However,
this cannot be guaranteed because name servers may possess RRs that
contain character strings but the name server does not know that the
data 1s character.

When a name server processes an inverse query, it either returns:

1. zero, one, or multiple domain names for the specified
resource as QNAMEs in the question section
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2. an error code indicating that the name server doesn’t support
inverse mapping c¢f the specified resource type.

When the response to an inverse query contains one or more QNAMEs, the
owner name and TTL of the RR in the answer section which defines the
inverse query is modified to exactly match an RR found at the first
ONAME |

RRs returned in the inverse queries cannot be cached using the same
mechanism as is used for the replies to standard gueries. One reason
for this is that a name might have multiple RRs of the same type, and
only one would appear. For example, an inverse query for a single
address of a multiply homed host might create the impression that only
one address existed.

6.4.2. Inverse query and response example The overall structure
of an inverse query for retrieving the domain name that corresponds to
Internet address 10.1.0.52 is shown below:

o e e +
Header | OPCODE=IQUERY, ID=997 |
B ittt +

Question i <empty> !
T T e L L e +

Answer | <anyname> A IN 10.1.0.52 |
e T et TR +

Authority | <empty> |
T +

Additional | <empty> |
B e et T L Lot +

This query asks for a question whose answer is the Internet style
address 10.1.0.52. Since the owner name 13z not known, any domain name
can be used as a placeholder (and is ignored). A single octet of zero,
signifying the root, is usually used because it minimizes the length of
the message. The TTL of the RR is not significant. The response to
this query might be:
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B e e e i g +
Header | OPCODE=RESPONSE, ID=997 |
it ittt ettt +
Question |QTYPE=A, QCLASS=IN, QNAME=VENERA.ISI.EDU |
e e e +
Answer | VENERA.ISI.EDU A IN 10.1.0.52 !
e it +
Authority | <empty> i
A e +
Additiocnal | <empty> |
R e i i ittt ke +

Note that the QTYPE in a response to an inverse query is the same as the
TYPE field in the answer section of the inverse query. Responses to
inverse queries may contain multiple questions when the inverse is not
unique. If the question section in the response is not empty, then the
RR in the answer section is modified to correspond to be an exact cupy
2f an RR at the first QNAME.

6.4.3. Inverse query processing

Name servers that support inverse queries can support these operations

.hrough exhaustive searches c¢f their databases, but this bhecomes
~ractical as the size of the database increases. An alternative

4 roach is to invert the database according to the search key.

ov name servers that support multiple zones and a large amount of data,

Y et om

ne recommended approach is separate inversions for each zone. When a
varticular zone is changed during a refresh, only its inversions need to
be redone.

Support for transfer of this type of inversion may be included in future
versions of the domain system, but is not supported in this version.

6.5. Completion queries and responses

The optional completion services described in RFC-882 and RFC-883 have
been deleted. Redesigned services may become available in the future.
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7. RESOLVER IMPLEMENTATION

top levels of the reccmmended resolver algorithm are discussed in
-1034]. This secticn discusses implementation details assuming the
base strvnture suggested in the name Zerver implenentation secticn
his memo.

[N

7.1. Transfcrming a user requlct into a query

xes is to transform tue client’s reqguest,
to the local 0S8, intc a search specification
which match a specific QTYPE and QCLASS.
nd QCLASS should ccrrespond to a single type
his makes the use of cached data much

is that the presence of data of one type

> 1 ne existence or non-existence of data of
Lypes, hence the only way to be sure is to consult an
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Sirce a resolver must be able to multiplex multiple requests if it 1is to
perform its function efficiently, each pending reguest is usually
represented in some block of state information. This state block will
typlcally contain:

- A timestamp indicating the time the request began.
The timestamp is used to decide whether RRs in the database

can be used or are out of “date. This timestamp uses the
absclute time format previously discussed for RR storage in
zones and caches. Note that when an RRs TTL indicates a
relative time, the RR must be timely, since it is part of a
zone. When the RR has an absolute time, it is part of a

cache, and the TTL of the RR is compared against the timestamp
for the start of the request.

Note that using the timestamp is superior to using a current
time, since it allows RRs with TTLs of zero to be entered in
the cache in the usual manner, but still used by the current
request, even after intervals of many seconds due to system
load, query retransmission timeouts, etc.

- Some sort of parameters to limit the amount of work which will
be performed for this request.

The amount of work which a resolver will do in response to a
client request must be limited to guard against errors in the
database, such as circular CNAME references, and operational
problems, such as network partition which prevents the
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resolver from accessing the name servers it needs. While
local limits o¢n the number of times a resolver will retransmit
a particular query to a particular name server address are
essential, the resolver should have a global per-request
counter to limit work on a single request. The counter should
be set to some initial value and decremented whenever the
resolver performs any action (retransmission timeout,
retransmission, etc.) If the counter passes zero, the reqguest
is terminated with a temporary error.

Note that if the resolver structure allows one request to
start others in parallel, such as when the need to access a
name server for one request causes & parallel resolve for the
name server’s addresses, the spawned request should be started
with a lower counter. This prevents circular references in
the database from starting a chain reaction of resclver
activity.

- The SLIST data structure discussed in [RFC-1034].

This structure keeps track cf the state of a request if it
must wait for answers from foreign name servers.

Sending the queries

; .:3cribed in [RFC-1034], the basic task of the resolver is to
:wrmulate a query which will answer the client’s request and direct that
gquery to name servers which can provide the information. The resolver
will usually only have very strong hinls about which servers to ask, in
the form of NS RRs, and may have to revise the query, in response to
CNAMEs, or revise the set of name servers the resolver is asking, in
response to delegation responses which point the resolver to name
servers closer to the desired information. In addition to the
information requested by the client, the resolver may have to call upon
its own services to determine the address of name servers it wishes to
contact.

In any case, the model used in this memo assumes that the resolver is
multiplexing attention between multiple requests, some from the client,
and some internally generated. Each request is represented by some
state information, and the desired behavior is that the resolver
transmit aueries to name servers in a way that maximizes the probability
that the request is answered, minimizes the time that the request takes,
and avoids excessive transmissions. The key algorithm uses the state
information of the request to select the next name server address to
query, and also computes a timeout which will cause the next action
should a response not arrive., The next action will usually be a
transmission to some other server, but may be a temporary error to the
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client.

The resclver always starts with a list of server names to query (SLIST).
This list will be all N3 RRs which correspond to the nearest ancestor
zocne that the resolver knows about. To avoid startup problems, the
resolver should have a set of default servers which it will ask should
have no current NS RRs which are appropriate. The resolver then adds
L'S* all of the known addresses for the name servers, and may start
requests to acquire the addresses of the servers when the
iver has the name, but no addresses, for the name servers.

T oot b
(b QO Ot

[
OD:(/

To cemplete initialization of SLIST, the resolver attaches whatever
nisteory information it has to the each address in SLIST. This will
usually consist of some sort of weighted averages for the response time
>f _-he address, and the batting average of the address (i.e., how often
tnhe address responded at all to the request). Note that this
infcocrmation should be kept cn a per address basis, rather than on a per
name server basis, because thc respcnse time and batting average of a
particular server may vary considerably from address to address. Note
also tiiat this information is actually specific to a resolver address /
zervoyr address pair, so0 a resolver with multiple addresses may wish to
keep ceparate histories for each of its addresses. Part of this step
must deal with addresses which have no such history; in this case an
expected round trip time of 5-10 seconds should be the worst case, with
lower estimates for the same local network, etc.

Note that whenever a delegation is followed, the resolver algorithm
reinitializes SLIST.

The infcrmation establishes a partial ranking of the available name
server addresses. Each time an address is chosen and the state should
be altered to prevent its selecticon again until all other addresses have
been tried. The timeout for each transmission should be 50-100% greater
than the average predicted value to allow for variance in response.

Some fine points:

- The resolver may encounter a situation where no addresses are
available for any of the name servers named in SLIST, and
where th=2 servers in the list are precisely those which would
normally be used to look up their own addresses. This
situation typically occurs when the glue address RRs have a
smaller TTL than the NS RRs marking delegation, or when the
resolver caches the result of a NS search. The resolver
should detect this condition and restart the search at the
next ancestocr zone, or alternatively at the root.
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7.3.

The first step in processing arriving response datagrams 1is to parse the

If a resolver gets a server error or other bizarre response
from a name server, it should remove it from 5LIST, and may
wish to schedule an immediate transmission to the next
candidate server address.

Processing responses

response. This procedure should include:

The next step is to match the response to a current resolver request.
The recommended strategy is to do a preliminary matching using the ID
and then to verify that the question section
This requires that

field in the domain header,
corresponds to the information currently desired.
the transmission algorithm devote several bits of the domain ID field to
a request identifier of some sort.

Mockapetris

Check the header for reasonableness. Discard datagrams which
are queries when responses are expected.

Parse the sections of the message, and insure that all RRs are
correctly formatted.

As an optional step, check the TTLs of arriving data looking
for RRs with excessively long TTLs. If a RR has an
excessively long TTL, say greater than 1 week, eicher discard
the whole response, or limit all TTLs in the response to 1
week.

Some name servers send their responses from different
addresses than the one used to receive the query. That is, a
resolver cannot rely that a response will come from the same
address which it sent the corresponding query to. This name
server bug is typically encountered in UNIX systems.

If the resolver retransmits a particular request to a name
server it should be able to use a respcnse from any of the
transmissions. However, if it is using the response to sample
the round trip time to access the name server, it must be able
to determine which transmission matches the response {and keep
transmission times for each outgoing message), or only
calculate round trip times based on initial transmissions.

A name server will occasionally not have a current copy of a
zone which it should have according to some NS RRs. The
resolver should simply remove the name server from the current
SLIST, and continue.

This step has several fine points:
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7.4. Using the cache

In general, we expect a re¢solver to cache 211 data which it receives in
responses since it may be useful in answering future client requests.
However, there are several types of data which should not be cached:

- When several RRs of the same type are available for a
particular owner name, the resclver shculd either cache them
all or none at all. When a respconse 1is truncated, and a
resclver doesn’t know whether it has a complete set, it should
not cache a possibly partial set cf RRs.

- Cached data should rever ke used in preference to
authoritative data, so if caching wculd cause this to happen
vre data should non te cached

- The results of an inverse guery shculd not be cached.

- The results of standard gqueries where the QWANE contains "*"
tacels 1f the data might be used to construct wildcards. The
reas~n is that the cache dces not n :essar'lv contain existing

S

a
@
RRs zr zone bound
es

y information which 1
rict the app..ca be

necessary to
» of the wildcard s

- RR da-a 1In responses of dubious reliability. When a resolver
recelves unsolicited responses or RR data cther than that
raquestei, it should discard it without Ca:hing it. The kasic
irplicaticsn is that all sanity checks ¢on a packet should ke
pericrred bLefore any 2f 1t is cached

In a similar vein, when a resolver has a set <of RRs fcr some name in a
response, and wants to cache the RRs, it should check its cache for
already existing RRs. U[epending on the cilrcumstances, either the data
in the respcnse or the cache 1is preferred, but the two should never re
comkined If the data ir the response is from authoritative data in the
answer section, it is always preferred

H. MAIL SUPPORT

Trhe domain system defines a standard for mapping mailboxes into domain
riames, and two methods for using the mailbox information to derive mail
routing information. The first meth.d is called mail exchange binding
arnd the other method is mailbox binding. The mailbox encoding standard
and mail exchange binding are part of the DNS official protocol, and are
the recommended method for mail routing in the Internet. Mailbox
binding 15 an experimental feature which is still under develcopment and
subiect to change.
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The mailbox encoding standard assumes & mailbox name of the form
ccal-pa @<mail-domain>". While the syntax allowed in each c¢f these
tions varies substantially between the various mail internets, the
ferred synt

ax for the ARPA Internet is given in [RFC-822].

the <local-part> as a single lakel, and encodes the
3 a domain name. The single label from the <local-part>
the domain name from <mail~domain> to form tho domain

:ding to the mailbox. Thus the mailbox HOSTMASTERGSRI-
into the domain name HOSTMASTER.SRI-NIC.ARPA. If the
tains dots or "‘”or spe:1a* characters, its
er 2 of backslash
enccded rer
2 representaed as

> part of a mailbox

d ke sen-. The <local-part>
this method in detail, and

e mail exchange support.

s o f nhe advantages of this method i1s that it decouples mail
*iratizn naming from the hosts used to support mail service, at the

:f arncrther layer of indirection in the lookup function. However,
~r= aidiition layer should eliminate the need for complicated "%", ™!'",
=T enztdings in <local-part>.

the method 1s that the <mail-domain> 1s used as a domain

type MX RRc which list hosts willing to accept mail for
in>», together with preference values which rank the hosts

accurding o an order specified by the administrators for <mail-domain>.

oy

the <mail-domain> ISI.EDU is used in exauples, together
5 VENERA.ISI.EDU and VAXA.ISI.EDU as mail exchanges for
a mailer had a message for Mockapetris@ISI.EDU, it would
osoking up MX RRs for ISI.EDU. The MX RRs at ISI.EDU name
and VAXA.ISI.EDU, and type A queries can find the host

2.2, Mallipox binding (Experimental)

In mailbox binding, the mailer uses the entire mail destination
specification to construct a domain name. The encoded domain name for
the mailbox is used as the QNAME field in a QTYPE=MAILB query.

evaral outcomes are possible for this query:

Wy

Mzckapetris [Page 48]

1989

4-114




Domain Names - Implementation and Specification RFC 1035
REC 1035 Domain Implementation and Specification November 1587
1 Th

2 query can return a name error indicating that the mailbox
dces not exist as a domain name.

o would indicate that the specified
ds <t However, until the use of mailbox
is universal, this error condition should ke
eted to mean that the crganization identified by the
part does not support mailbox binding. The
iate procedure is to revert to exchange bkinding at
3

MR RR carries new mailbox specificatizn in its RDATA
4. The mailer should replace the cld mailbox with the
r.ew ne and retry the operaticn.

. Toe miery can return a MB RR.

RR carrles a domain name for a host in its RDATA
The mailer should deliver the message to that host
matever protccol is applicable, e.g., b, SMTP.

4. The guery can return one or more Mail Group {(MG) RRs.

n means that the mailbox was actually a mailing
group, rather than a single mailbox. Each MG RR
ield that identifies a mailkbox that 1s a menber

The mailer shculd deliver a copy of the
ach merkter.

wn
3

192

4

query can return a MB RR as well a3 cne or more MG RRs.

zondition means the the mailbox was actually a mawlArg
The mailer can either deliver the message to the hos

y the MB RR, which will in turn do the delivery
cr the mailer can use the MG RRs to do the

rhese cases, the response may include a Mail Information

This RR 1s usually associated with a mail group, o2ut is
a MB. The MINFO RR identifies two mailboxes. One c¢f these
a responsible person for the original mailbox name. This
should be used for requests to be added to a mail group, etc.
mailbox name in the MINFO RR identifies a mailbox that should
ror messages for mail failures. This is particularly
2 for mailing lisis when errors in member names should be
~ a person other than the one who sends a message to the List
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New fields may be added to this RR in the future.
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host table.
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RFC-974, CSNET CIC BBN Labs, January 1986.

Describes the transition from HOSTS.TXT based mail
addressing to the more powerful MX system used with the
domain system.

NetBIOS Working Group, "Protocol standard for a NetBIOS
service on a TCP/UDP transport: Concepts and Methods",
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service on a TCP/UDP transport: Detailed
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J. Reynolds, and J. Postel, "Assigned Numbers", RFC-1010,
USC/Information Sciences Institute, May 1987.

Contains socket numbers and mnemonics for host names,
operating systems, etc.
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M. Stahl, "Establishing a Domain - Guidelines for
Administrators", RFC-1032, November 1987.
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administer the top level domains and delegate subzones.

[RFC-1033] M. Lottor, "Domain Administrators Operations Guide",
RFC-1033, November 1987.

A cookbook for domain administrators.

{Sclomon 82)] M. Solomon, L. Landweber, and D. Neuhengen, "The CSNET
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Describes a name service for CSNET which is independent
from the DNS and DNS use in the CSNET.
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1.4. DNS Encoding of Network Names and Other Types [RFC 1101]

Network Working Group P. Mockapetris
Request for Comments: 1101 ISI
Updates: RFCs 1034, 1035 April 1989

DNS Encoding of Network Names and Other Types

1. STATUS OF THIS MEMO
This RFC prcposes two extensions to the Domain Name System:

- A specific method for entering and retrieving RRs which map
between network names and numbers.

- Ideas for a general method for describing mappings between
arbitrary identifiers and numbers.

The method for mapping between network names and addresses is a
propcsed standard, the ideas for a general method are experimental.

This RFC assumes that the reader is familiar with the DNS [RFC 1034,
RFC 1035%] and its use. The data shown is for pedagogical use and
does not necessarily reflect the real Internet.

Distribution of this memo is unlimited.
2. INTRODUCTION

The DNS is extensible and can be used for a virtually unlimited
number of data types, name spaces, etc. New type definitions are
occasicnally necessary as are revisions or deletions of old types
(e.g., MX replacement of MD and MF [RFC 974]), and changes described
in [RFC 973]. This RFC describes changes due to the general need to
map between identifiers and values, and a specific need for network
name support.

Users wish to be able to use the DNS to map between network names and
numbers. This need is the only capability found in HOSTS.TXT which
is not available from the DNS. In designing a method to do this,
there were two major areas of concern:

-~ Several tradeoffs involving control of network names, the
syntax of network names, backward compatibility, etc.

- A desire to create a method which would be sufficiently

general to set a good precedent for future mappings,
for example, between TCP-port names and numbers,
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autonomous system names and numbers, X.500 Relative
Distinguished Names (RDNs) and their serveis, or whatever.

It was impossible to reconcile these two areas of concern for network
names because of the desire to unify network number support within
existing IP address to host name support. The existing support is
the IN-ADDR.ARPA section of the DNS name space. As a result this RFC
describes one structure for network names which builds on the
existing support for host names, and another family of structures for
future yellow pages (YP) functions such as conversions between TCP-
port numbers and mnemonics.

Both structures are described in following sections. Each structure
has a discussion ot design issues and specific structure
recommendations.

We wish to avoid defining structures and methods which can work but
do not because of indifference or errors on the part of system
administrators when maintaining the database. The WKS RR is an
example. Thus, while we favor distribution as a general method, we
also recognize that centrally maintained tables (such as HOSTS.TXT)
are usually more consistent though less maintainable and timely.
Hence we recommend both specific methods for mapping network names,
addresses, and subnets, as well as an instance of the general method
for mapping between allocated network numbers and network names.
(Allocation 1is centrally performed by the SRI Network Information
Center, aka the NIC).

3. NETWORK NAME ISSUES AND DISCUSSION

The issues involved in the design were the definition of network name
syntax, the mappings tc be provided, and possible support for similar
functions at the subnet level.

3.1. Network name syntax

The current syntax for network names, as defined by [RFC 952} is an
alphanumeric string of up to 24 characters, which begins with an
alpha, and may include "." and "-" except as first and last
characters. This is the format which was also used for host names
before the DNS. Upward compatibility with existing names might be a
anal ~f any new scheme.

However, the present syntax has been used to define a flat name
space, and hence would prohibit the same distributed name allocation
method used for host names. There is some sentiment for allowing the
NIC to continue to allocate and regulate network names, much as it
allocates numbers, but the majority opinion favors local control of
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network names. Althougn it would be possible to provide a flat space
or a name space in which, for example, the last label of a domain
name captured the old-style network name, any such approach would add
complexity to the method and create different rules for network names
and host names.

For these reasons, we assume that the syntax of network names will be
the same as the expanded syntax for host names permitted in [HR].

The new syntax expands the set of names to allow leading digits, so
long as the resulting representations do not conflict with IP
addresses in decimal octet form. For example, 3Com.COM and 3M.COM
are now legal, although 26.0.0.73.COM is not. See [HR] for details.

The price is that network names will get as complicated as host

rames. An administrator will be able to create network names in any
domain under his control, and also create network number to name
entries in IN-ADDR.ARPA domains under his control. Thus, the name

for the ARPANET might become NET.ARPA, ARPANET.ARPA or Arpa-
network .MIL., depending cn the preferences of the owner.

(98]
[\8)

Mappings

The desired mappings, ranked by priority with most important first,
are:

- Mapping a IP address or network number to a network name.
This mapping is for use in debugging tools and status displays
of various sorts. The conversion from IP address to network
number is well known for class A, B, and C IP addresses, and
involves a simple mask operation. The needs of other classes
ate nut yel defined and are ignored for the rest of this RFC.

- Mapping a network name to a network address.

This facility is of less obvious application, but a
symmetrical mapping seems desirable.

- Mapping an organization to its network names and numbers.
This facility is useful because it may not always be possibie
to guess the local choice for network names, but the
organization name is often well known.

- Similar mappings for subnets, even when nested.

The primary application is to be able to identify all of the
subnets involved in a particular IP address. A secondary
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requirement is to retrieve address mask infcrmaticn.
3.3. Network address section of the name space
The network name syntax discussed above can provide domain names
which will contain mappings from network names to various quantities,
but we also need a sectiou of the name space, organized by netwcrk

and subnet number to hold the inverse mappings.

The choices include:

- The same network number slots already assigned and delegated
in the IN-ADDR.ARPA section of the name space.

For example, 10.IN-ADDR.ARPA for class A net 10,
2.128.IN-ADDR.ARPA for class B net 128.2, etc.

- Host-zero addresses in the IN-ADDR.ARPA tree. (A host field
of all zero in an IP address is prohibited because of
confusion related to broadcast addresses, et al.)

For example, 0.0.0.10.IN~-ADDR.ARPA for class A net 10,
0.6.2.128.IN-ADUR.crpa for class B net 128.2, etc. Like the
first scheme, it uses in-place name space delegations to
distribute control.

The main advantage of this scheme over the first is that it
allows convenient names for subnets as well as networks. A
secondary advantage 1s that it uses names which are not in use
already, and hence it is possible to test whether an
organization has entered this information in its domain
database.

- Some new section of the name space.

While this option provides the most opportunities, it creates
a need to delegate a whole new name space. Since the IP
address space is so closely related to the network number
space, most believe that tnhe overhead nf creating such a new
space is overwhelming and would lead to the WKS syndrome. fAs
of February, 1989, approximately 400 sections cf the
IN-ADDR.ARPA tree are already delegated, usually at network
boundaries.)
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4. SPECIFICS FOR NETWORK NAME MAPPINGS
The proposed solution uses information stored at:

- Names in the IN-ADDR.ARPA tree that correspond to host-zero IP
addresses. The same method is used for subnets in a nested
fashion. For example, 0.0.0.10.IN-ADDR.ARPA. for net 10.

Two types of information are stored here: PTR RRs which point
to the network name in their data sections, and A RRs, which
are present if the network (or subnet, is subnetted further.
If a type A RR is present, then it has the address mask as its
data. The general form is:

<reversed-host~zero-number>.IN~-ADDR.ARPA. PTR <network-name>
<reversed-host~zero-number>.IN-ADDR.ARPA. A <subnet-mask>

Fcor example:

0.0.0.10.IN-ADDR.ARPA. PTR ARPANET.ARPA.

or

0.0.2.128.IN-ADDR.ARPA. PTR cmu-net .cmu.edu.
A 255.255.255.0

In general, this information will be added to an existing
master file for some IN-ADDR.’”™PA domain for each network
involved. Similar RRs can be used at host-zero subnet
entries.

~ Names which are network names.

The data stored here is PTR RRs pointing at the host-~zero
entries. The general form is:

<network-name> ptr <reversed-host~zero-number>.IN-ADDR.ARPA

For example:

ARPANET .ARPA. PTR 0.0 0,10 TN-ADDR  ARPA.
or
isi-net.isi.edu. PTR 0.0.9.128.IN-ADDR.ARPA.

In general, this information will be inserted in the master
file for the domain name of the organization; this is a

Mockapetris [Page 5]

4-127




INTERNET PROTOCOL HANDBOOK - Yolume Four 1989

Fo
’

<
P

DNS Encoding of Network Names and Other Types April 1989

o tha
ar

r
lmlla

ch hnlds the information below
can be used at subnet names

Names corresponding to crganizations.

The data here is on FPTR RRs pointing at the
IN-ADDR.ARPA names ing to host-zerc entries for
networks
For exarmple
IZI.EDU. PTR $.0.5.128. -RT CARPA.
MCZ.COM. PTR 0.167.5.1%2.IN-AUDR.ARPA.

PTR 0.168.5.192.IN-ADDR.ARPA

PTR 0..69.5.192.IN-ADDR.ARPA.

PTR 0.0.62.128.IN-ADDR.ARPA,

4... A simple example

Tbe ARPANET 1s a Class A network without subnets. The RRs which
vouid be added, assuming the ARPANET.ARPA was selected as 3 network
, would be:

PTR 0.0.0.10.IN-ADDR.ARPA.
ARDANET . ARPA. PTR 0.0 0.10 IN-ADDR.ARPA.
2.0.0.10.IN-ADDR.ARPA. PTR ARPANET .ARPA.
T flrst RR states that the crganization named ARPA ocwns n~ot 10 (It
might also own more network numbers, and these would be represented
wicn an additional RR per net.) The second states that the network
name ARPANET.ARPA. maps to net 10. The last states that net 10 is

ramed ARPANET.ARPA.

e T ll of the usual host and corresponding IN-ADDR.ARPA
entries would still be required.

Y.2. A complicated, subnetted exanple

Tre IS5I retwork is 128.9, a class B number. Suppose the ISI network
was organized into two levels of subnet, with the first level using

ar additiconal 8 bits of address, aud the second level using 4 bits,

for address masks of x/FFFFFF00" and X' FEFFFEFQ’ .

Tren the following ERs would be entered in ISI’s master file for the
IGI.EDU zone:

1
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; Zerin LWIIK entry
lsi-rnet.isl.eduy PTR 0.0.9.128.IN-ADDR.ARPA.
ubnets
PTR 0.1.9.128.IN-ADDR.ARPA.
PTR 0.2.9.128.IN-ADDR.ARPA,
subnets

PTR 16.2.9.128.IN-ADDR.ARPA.
in the 9,128 .IN-ADDR.ARPA zone:
; Define netwoHrk number and address mask
2.2.9.128.IN-ADDR.ARPA. PTR isi-net.isi.edu.

A 255.255.255.0 ;aka X'FFFFFFO0’
; Define one of the first level subnet numbers and masks
0.1.9.128.IN-ADDR.ARFA. PTR divl-subnet.isi.edu.

A 255.255.255.240 ;aka X'FFEFFFFL’
; Defire another first level subnet number and mask
$.2.9.128.IN-ACDR.ARPA. PTR div2-subnet.isi.edu.

A 255.255.255.240 ;aka X'FFFFFEFFO’
; Define second level subnet number
16.2.9.128.IN-ADCR.ARFA PTR inc-subsubnet.isi.edu.

This assumes that the ISI network is named isi-net.isi.edu., firstc
level subnets are named divl-subnet.isi.edu. and div2-
subnet . isi.edu., and a second level subnet is called inc-
subsubret .isi.edu In a real system as complicated as this there
would be more first and second level subnets defined, but we have
shown encugh tc illlustrate the ideas.)

4.2, Prorcedure for using an IP address to get network name
Lepending on whether the IP address is class A, B, or C, mask cff the
nigh one, two, or three bytes, respectively. Reverse the octets,
suffix IN-ADDR.ARPA, and do a PTR query.
For e ple, suppose the IP address is 10.0.0.51.
1. 3ince this 15 a class A address, use a mask x'FFC00000" and
get 153.0.0.0.
Z Tonstruct the name O 0.10.IN-ACCR.ARPA.
3. s oa PTR query et hback
Mo ckapetris [Page 7]
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0.0.0.10.IN-ADDR.ARPA. PTR ARPANET.ARPA.
4. Conclude that the network name 1s "ARPANET.ARPA."™
Suppose that the IP address is 128.9.2.17.

1. Since this is a class B address, use a mask of x/FFFF0000’
and get 128.9.0.0.

Construct the name 0.0.9.128.IN-ADDR.ARPA.

N

3. Do a PTR query. Get back
0.0.9.128.IN-ADDR.ARPA. PTR isi-net.isi.edu
4. Conclude that the network name is "isi-net.isi.edu."
4.4. Procedure for finding all subnets involved with an IP address

This is a simple extension of the IP address to network name method.
When the network entry is located, do a lookup for a possible A RR.
If the A RR is found, look up the next level of subnet using the
original IP address and the mask in the A RR. Repeat this procedure
until no A RR is fcund.

For example, repeating the use of 128.9.2.17.

1. As before construct a query for 0.0.9.128.IN-ADDR.ARPA.
Retrieve:

0.0.9.128.IN-ADDR.ARPA. PTR isi-net.isi.edu.
A 255.255.255.0

2. Since an A RR was found, repeat using mask from RR
(255.255.255.0), constructing a query for
0.2.9.128.IN-ADDR.ARPA. Retrieve:

0.2.9.128.IN-ADDR.ARPA. PTR divZ2-subnet .isi.edu.
A 255.255.255.240

3. Since an»ther A RR was found, repeat using mask
255.255.255.240 (x'FFFFFFF0’). constructing a query for
16.2.9.128.IN-ADDR.ARPA. Retrieve:
16.2.9.128.IN--ADDR.ARPA. PTR inc-subsubnet.isi.edu.

4., Since no A RR is present at 16.2.9.128 IN-ADDR.ARPA., there
are no more subnet levels.
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YP ISSUES AND DISCUSSION

o

The term "Yellcw Pages'"™ 1s used in almost as many ways as the term
"domain", so it is useful to define what 1is meant herein by YP. The
gereral problem to be sclved is to create a method for creatinc
mappings from one kind of identifier to another, often with an
inverse capability. The traditional methods are to search or use a
precomputed index of some kind.

Searching is impractical when the search is too large, and
precomputed indexes are possible only when it is possible to specify
search criteria in advance, and pay for the resources necessary to
build the index. For example, it 1is impractical to search the entire
demain tree to find a particular address RR, so we build the IN-
ADDR.ARPA YP. Similarly, we could never build an Internet-wide index
of "hosts with a load average of less than 2" in less time than it
would take for the data to change, so indexes are a useless approach
for that proklem.

Such a precomputed index is what we mean by YP, and we regard the
IN-ADDR.ARPA domain as the first instance of a YP in the DNS.
Although a single, centrally-managed YP for well-known values such as
TCP-port 1is desirable, we regard organization-specific YPs for, say,
locally defined TCP ports as a natural extensicn, as are combinations
of YPs using search lists to merge the two.

in examining Internet Numbers {RFC 997] and Assigned Numbers [RFC
1010], it 1is clear that there are several mappings which might be of
value. For example:

<assigned-network-name> <==> <IP-address>

<autonomous-system-id> <==> <number>

<protocol-id> <==> <number>

<port-id> <==> <number>

==> <number>
==> <IP-address>

<ethernet-type>
<public-data-net>

owing the IN-ADDR example, the YP takes the form of a domain tree
o

ized tc optimize retrieval by search key and distribution via
mal DNS rules. The name used as a key must include:

1. A well known corigin. For example, IN-ADDR.ARPA is the
current IP-address to host name YP.

(3]

A "from" data type. This identifies the input type of the
mapping. This is necessary because we may be mapping
scmething as anonymous as a number to any number of
mnemonics, etc.
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3. A "to" data type. Since we assume several symmetrical

mnemonic <==> numker mappings, this is also necessary.
This ordering reflects the natural sccping of control, and hence “he
order of the components in a domain name. Thus domain names would be
cf the form:

<from-value>.<to-data-type>.<from-data-type>.<YP-origin>

To make this work, we need to define well-know strings for eaczh cof
these metavariables, as well as encoding rules for converting a

<from-value> into a domain name. We might define:

<YP-origin> :=YP

<from-data-type>:=TCP-port | IN-ADDR | Number |
Assigned-network-number | Name

<to-data-type> :=<from-data-type>

Note that "YP" is NOT a valid country code under [ISO 3166] (although
we may want to worry about the future), and the existence of a
syntactically valid <to-data-type>.<from-data-type> pair does not
irply that a meaningful mapping exists, or is even possible.

The encoeding rules might be:

TCP-port Six character alphanumeric
IN-ADCR Reversed 4-octet decimal string
lumber decimal integer

Assigned-network-number
Reversed 4-octet decimal string

Name Domain name
6. SPECIFICS FOR YP MAPPINGS
6.1. TCP-PCORT

Sorigin Number.TCP-port.YP.

23 PTR TELNET.TCP-port .Number.YP.
25 PTR SMTP .TCP-port .Number.YP.

Sorigin TCP-port .Number.YP.

TELNET PTR 23 .Nunmber.TCP-port .YP.
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SMTP PTR 25.Number . TCP-port.YP.

Thus the mapping between 23 and TELNET is represented by a pair of
PTR RRs, one for each direction of the mapping.

6.2. Assigned networks

Network numbers are assigned by the NIC and reported in "Internet
Numbers" RFCs. To create a YP, the NIC would set up two domains:

Name .Assigned-network-number.YP and Assigned-~network-number.YP
The first would contain entries of the form:
Sorigin Name.Assigned-network-number.YP.

PTR SATNET.Assigned-network-number.Name.YP.
0 PTR ARPANET .Assigned-network-number .Name.YP.

P

.G.
.0.

OO

0.
C.¢
The second would contain entries of the form:
Scrigin Assigned-network-numper.Name.YP.

SATNET. PTR 0.0.C.4.Name.Assigned-network—number.YP.
ARPANZT. PTR 0.0.0.10.Name.Assigned-network-number.YP.

These YPs are not in conflict with the network name support described
in the first half of this RFC since they map between ASSIGNED network
names and numbers, not these allocated by the organizations
themselves. That is, they document the NIC’s decisions about
allocating network numbers but do not automatically track any
renaming performed by the new cwners.

Bs a practical matter, we might want to create both of these domains
to enable users on the Internet to experiment with centrally :
maintained support as well as the distributed version, or might want
¢ ixplement only the allocated number to name mapping and request
rganizations to ccnvert their allocated network names to the network
ames described in the distributed model.

O ot

-1

§.3. Cperational improvements
We could imagine that all conversion routines using these YPs might
be instructed to use "YP.<local-domain>" followed by "YP." as a
search list. Thus, if the organization ISI.EDU wished to define
locally meaningful TCP-PORT, it would define the domains:

<TCP-port.Number.YP.I5I.EDU> and <Number.TCP-port.YP.ISI.EDU>.
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=

We could add another level 2f indirecticn in the YP lookup, defining
the <to-data-type>.<from-data-type>.<YP-crigin> nocdes to point to the
YP tree, rather than being the YP tree directly. This would enab:ile
entries cf the form:

IN-ADDR.Netrname.YP TR IN-ADDRVARPA

5
and fcrth by de

ring rather than a domain name.
Thus, we might replace

Sorigin Assigned-network-number.Name.YP.

SATNET. PTR 0.0.0.4.Name.Assigned-network-number.YP.
ARPANET. PTR 0.0.0.10.Name.Assigned-network-number.YP.
with

Sorigin Assigned-network-number.Name.YP.

SATNET. PTR 0.0.0.4.
ARPANET. PTR 0.0.0.10.

$origin Assigned-network-number.Name.YP.

SATNET. PTT "0.0.0.4"
ARPANET. PTT "0.0.0.10"

where PTT is a new type whose RDATA section is a text string.
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1.5. Domain Requirements [RFC920]

Network Working Group J. Postel
Request for Comments: 920 J. Reynolds
ISI

October 1984

Domain Requirements

Status of this Memo

This memo is a policy statement on the requirements of establishing a
new domain in the ARPA-Internet and the DARPA research community.
This is an official policy statement of the IAB and the DARPA.
Distribution of this memo is unlimited.

Thls memo restates and refines the requirements on establishing a

Demain first described in RFC-881 [1)]. It adds considerable detail
to that discussion, and introduces the limited set of top level
domains.

The Purpose of Domains

Domains are administrative entities. The purpose and expected use of
domains is to divide the name management required of a central
administration and assign it to sub~administrations. There are no

geographical, topological, or technological constraints on a domain.
The hosts in a domain need not have common hardware or software, nor
even common protocols. Most of the requirements and limitations on
domains are designed to ensure responsible administration.

The domain system is a tree-structured global name space that has a
few top level domains. The top level domains are subdivided into
second level domains. The second level domains may be subdivided
into third level domains, and so on.

The administration of a domain requires controlling the assignment of
names within that domain and providing access to the names and name
related information (such as addresses) to users both inside and
outside the domain.

Postel & Reynolds [Page 1]
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General Purpose Domains

ree of undesirable semantics.

while the initial demain name "ARPA" arises from the history or :re
development ¢of this system and environment, in the future most of the
~cp level names will ke very general categories like "government™,
"education", or “commercial" The motivation 1s to provide an
crganization name that is ¢

After a short period of initial experimentation, all current
ARPA-Internet hosts will select some domain other than ARPA for their
fature use. The use of ARPA as a top level domain will eventually
cease.
Initial Set of Top Level Domains
The initial top level domain names are:
Temporary
ARPA = The current ARPA-Internet hosts.

Caregories

GOV = Government, any government related deomains meeting the
second level requirements.

ZDU = Education, any education related domains meeting the
second level requirements.

COM = Commercial, any commercial related domains meeting the
second level requirements.

MIL = Military, any military related domains meeting the
second level requirements.

ORG = Organization, any other domains meeting the second
lesel requirements.

Countries
The English two letter code (alpha-2) identifying a country

according the the IS0 Standard for "Codes for the
Representation of Names of Countries™ [5].

Postel & Reynolds [Page 2]
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Multiorganizations

A multiorganization may be a top level domain if it is large,
and is composed of other organizations; particularly if the
multiorganization can not be easily classified into one of the
categories and is international in scope.

Phaaihiae Fvamnleae Af DAmainc
M -

The fcllowing examples are fictions of the authors’ creation, any
silimi’arity to the real world is coincidental.

The UC Dcmain

It might be that a large state wide university with, say, nine
campuses and several laboratories may want *o form a domain. Each
campus or major off-campus laboratory might then be a subdomain,
and within each subdomain, each department could be Luctner
distinguished. This university might be a second levcl domain in
the education category.

One might see domain style names for hosts in this domain like
these:

LOCUS.CS.LA.UC .7
CCN.OAC.LA.UC.EDU
ERNIE.CS.CAL.UC.EDU
A.S1.LLNL.UC.EDU
A.LAND.LANL.UC.EDU
NMM.LBL.CAL.UC.EDU

The MIT Domain

Another large university may have many hosts using a variety of -
machine types, some even using several families of protocols.
However, the administrators at this university may see no need for
the outside world to be aware of these internal differences. This
university might be a second level domain in the education
category.

Cne might see domain style names for hosts in this domain like
these:

APIARY-1.MIT.EDU
BABY-BLUE.MIT.EDU
CEZANNE .MIT.EDU
DASH.MIT.EBU

Postel & Reynolds (Page 3]
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MULTICS.MIT.EDU
TAC.MIT.EDU
XX .MIT.EDU

The CSNET Domain

There may be a conscortium of universities and industry research

laboratcries called, say, "“CSNET". This CSNET 1is not a network
o~ re, but r-ther a computer mail cxchongo vsing a variety of
protocols and network systems. Therefore, CSNET 1s nct a network

in the o=nse of the ARPANET, or an Ethernet, or even the
ARPA-Internet, but rather a community. Yet it does, in fact, have
the key property needed to form a domain; it has a responsible
administration. This consortium might be large enough and might
have membership that cuts across the categories in such a way that
it qualifies under tne "multiorganization rule™ to be a top level

domain.

One might see domain style names for hosts in this domain like
these:

CIC.CSNET
EMORY.CSNET
GATECH.CSNET
HP-LABS.CSNET
SJ.IBM.CSNET
UDEL.CSNET
UWISC.CSNET

-meral Requirements »n a Dowain

There are several requirements that .nust be met to establish a
cdomain. In general, it must be responsibly mancJed. There must be a
responsible person to serve as an authoritative coordinatcr *ocz
domain related questions. There must be a robust doma.n name lookup
service, it must be of at least a minimum size, and the domai must
be registered with the central domain administrator (the Network
Information Center (NIC) Domain Registrar).

Responsible Person:

An individual must be identified who has authority for the
administration of the names within the domain, and who seriously
takes on the responsibility for the behavior of the hosts in the
domain, plus their interactions with hosts outside the domain.
This person must have some technical expertise and the authority
within the domain to see that problems are fixed.
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If a host in a given dcmain somehow misbehaves in its interactions
h hosts outside the domain (e.g. , consistently violates
tocols), the responsible perscn for the domain must be

petent and avalilable to receive reports of problems, take

tion ¢on the repcrted proklems, and follow through to eliminate

e problems.

%

£
it
pro
com
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th

Domain Servers:

A robust and reliable domain server must be provided. OUne way of
meeting this requirement is to provide at least two independent
domain servers for the domain. The database can, of course, be
the same. The database can be prepared and copied to each domain
server. But, the servers should be in separate machines on
independent power supplies, et cetera; basically as physically
independent as can be. They should have no common point of
failure.

Some domains may find that providing a robust domain service can
most easily be done by cooperating with another domain where each
domain provides an additional server for the other.

In other situations, it may be desirable for a domain to arrange
for dcomain service to be provided by a third party, perhaps on
hosts located outside the domain.

One of the difficult problems in operating a domain server is the
acquisition and maintenance of the data. 1In this case, the data
are the host names and addresses. In some environments this
information changes fairly rapidly and keeping up-to-~date data may
be difficult. This is one motivaticn for sub-domains. One may
wish to create sub-domains until the rate of change of the data in
a sub-domain domain server database is easily managed.

In the technical language of the domain server implementation the
sara is Jdivided into zones. Domains and zones are not necessarily
cne-to-one. It may be reasonable for two or more domains to
ccrbine their data in a single zone.

The responsible perscn or an identified technical assistant must
understand in detail the procedures for operating a domain server,
including the management of master files and zones.

Th2 operation of a domain server should not be taken on lightly.
There care some difficult problems in providing an adequate
service, primarily the problems in keeping the database up to
date, and keep.na the service operating.

Fostel & Peynolds [Page 5]
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The concepts and implementation details of the domain server are
given in RFC-882 [2] ancd RFC-883 [3].

inimum Size:

The domain must be of at least a minimum size. There is no
regquirement to form a domain because some set of hosts is above
the minimum size.

Top level domains must be specially authorized. In general, they
11 only be authorized for demains expected to have over 500
v

S.

The general guideline for a second level domain is that it have

over 50 hosts. This 1is a very soft "reqguirement". It makes sense
that any major organization, such as a university or corporation,
be allowed as a second level domain -- even 1f it has Jjust a few
0OSES.

istration:

Top level domains must be specially authorized and registered with
the NIC domain registrar.

>i

r2 administrator of a leval N domain must register with the
eyistrar (or recponsible person) of the level N-1 domain. This
upper level authority must be satisfied that the requirements are
met before authorization for the domain is granted.

f<

The registration procedure involves answering specific gquestions
abont the prospective domain. A prototype of what the NIC Domain
Registrar may ask for the registration of a second level domain is
shown below. These guestions may change from time to time. It is
the responsibility of domain administrators to keep this
information current.

The administrator of a domain is required to make sure that host
and sub-domain names within that jurisdiction conform to the
standard name conventions and are unigue within that domain.

sub-domains are set up, the administratcr may wish to pass
Sng some of his authority and responsibility to a sub-domain
ministrator. Even if sub-domains are established, the
:sponsible person for the top-level domain is ultimately
sponsible for the whole tree of sub-domains and hosts.

This does not mean that a domain administrator has to know the

& Reynolds [Page 6]
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Administrator:

Agent :
Mailbox:

GoV = Government
Administ . w_lo:

Agent:
Mailbox:

EDU Education

Commercial

Administrator:
Agent:
Mailbox:
MIL = Military
Administrator:
Agent:
Mailbox:

“.stel & Reynolds

ub~-demains and hosts to the Nth degree, but
it fixed by calling on

m 2ccurs he can get

identified.

rternet *** TEMPORARY ***

DARPA
The Network Information
HOSTMASTER@SRI-NIC.ARPA

DIRDA
The Network Information
HOSTMASTERQ@SRI-NIC.ARPA

DARPA
The Network Information
HOSTMASTER@SRI-NIC.ARPA

DARPA
The Network Information
HOSTMASTER(ESRI-NIC.ARPA

ODN-PMO
The Network Information
HOSTMASTERQ@SRI-NIC.ARPA

Center

Center

Center

Center

Center

e
he sub-dorain containing the problem.

each of these may have many

Each 0f these
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ORG = Organizatiocn
Adminisrrator: DTARPAH
Agent: The Network Information Center
Mailbox: HOSTMASTERGSRI-NIC.ARPA

Countries

The Engiish two letter code (alpha-2) identifying a country
according the the IS0 Standard for "Codes for the
Representation of Names of Ccuntries™ [5].

As yet no country domains have been established. As they are

established information about the administrators and agents

w_11 be made public,

of this memo.

Multiorganizations

currently allowed top level domains.
that would be more appropriate agents
all of these domains then it would be

and will be listed in subsequent edit.ons

A multiorganization may be a top level domain if it is large,
ard is composed of other organizations; particularly 1f the
multiorganization can not be easily classified into one of the
categories and is international in scope.

As yet no multicrganization domains have bheen established. As
tiiey are established information about the administrators and

agents will be made public,

editions of this memo.

¢te: The NIC is listed as the agent and registrar for

responsibility.

Szzond Level Domain Requirements

E
5

specified above,

ach
eco

tcp level domain may have many second level domains.
nd level domain must meet the general requirements on a domain

administrat~r.

& Reynolds

and be registered with a top level domain

and will be listed in subsequent

all the

If there are other entities
and registrars for some or
desirable to reassign the

Every

{Page B8]
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Third through Nth Level Domain Requirements

Each second level domain may have many third level domains, etc.
Every third level domain (through Nth level domain) must meet the
requirements set by the administrator of the immediately higher level
demain. Note that these may be more or less strict than the general
requirements. One would expect the minimum size requirements to
decrease at each level.

The ARPA Domain

At the time the implementation of the domain concept was begun it was
thought that the set of hosts under the administrative authority of
DARPA would make up a domain. Thus the initial domain selected was
called ARPA. Now it is seen that there is no strong motivation for
there to be a top level ARPA domain. The plan is for the current
ARPA domain to go out of business as soon as possible. Hosts that
are currently memters of the LRPA domain should make arrangements to
join another domain. It is likely that for experimental purposes
there will be a second level domain called ARPA in the ORG domain
(i.e., there will prokably be an ARPA.ORG domain).

The DDN Hosts

DDN hosts that do not desire to participate in this domain naming
system will continue to use the HOSTS.TXT data file maintained by the
NIC for name to address translations. This file will be kept up to
date for the DDN hosts. However, all DDN hosts will change their
names from "host.ARPA"™ to (for example) "host.DDN.MIL"™ some time in
the future. The schedule for changes required in DDN hosts will be
established by the DDN-PMO.

Impact on Hosts
What 1s a host administrator to do about all this?

For existing hosts already operating in the ARPA-Internet, the
best advice is to sit tight for now. Take a few months to
consider the options, then select a domain to join. Plan
carefully for the impact that changing your host name will have on
both your local users and on their remcte correspondents.
For a new host, careful thought should be given (as discussed
below) . Some guidance can be obtained by comparing notes on what

cther hosts with similar administrative properties have done.

The cwner of a host may decide which domain to join, and the

Pcstel & Reynolds [Page 9]
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administrator of a domain may decide which hosts to accept into his
demain.  Thus the owner of a host and a domain administrator must
come to an understanding abcut the host being in the dcocmain. This is
~ne fcoundation of responsible administration.
Tor exampie, a host "XYZ" at MIT might possible be considerzd as a
candidate for beccoming any of XYZ.ARFA.CRG, XYZ.CSNET, or
CYZ . MIT.EDU
nave
Tre domain is part of the host name. Thus if USC-ISIA.ARPA changes
dcmain affiliation to IDDN.MIL to beccme USC-ISIA.DDN.MIL, it has
ng=2d 1ts name This means that any previous references to
~-ISIA.ARPA are nnow ocut of date. Such ¢ld references rmay include
vate host name to address tables, and any r2corded information
ut maillboxes such as mailing lists, the headers of old messages,
vrinted directories, and peoples’ memories.

It 1s recommended that careful
wugnt be given to choosing a new name for a host - which includes
s=.acting its place in the domain hierarchy.

Trne =wzles of the Network Information Center

ne NIC plays two types of roles in the administration of domains.

"st., the NIC is the registrar of all top level domains. Second
= NIZ 1is the administrator of several top level domains (and the
registrar for second level domains in these).

cp Level Domain Registrar

A5 the registrar for top level domains, the NIC is the contact
: yr investigating the possibility of establishing a new top

e top level domains designated so far, the NIC is the
strator of each of these domains. This means the NIC is
ible for the managemant of these domains and the
ation of the second level domains cor hosts (1f at the
ievel) in these domains

Flstel & Beynzlds [Page 10]
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It may be reasonable for the administration of some of these
demains to be taken on by other authorities in the future. It is
certainly not desired that the NIC be the administrator of all top
level domains forever.

Protctypical Questions

To establish a domain, the following information must be provided to
the NIC Domaln Registrar (HOSTMASTERGSRI-NIC.ARPA):

Ncte: The key pecple must have computer mail mailboxes and
NIC-Idents. If they do not at present, please remedy the
situaticn at once. A NIC-Ident may be estawlished by contacting
NICQ@SRI-NIC.ARPA,

1) The name of the top level domain to Jjoin.
For example: EDU

2) The name, title, mailing address, phone number, and organization
cf the administrative head of the organization. This is the contact
point for administrative and policy questions about the domain. 1In
the case of a research project, this should be the Principal
Investigator. The online mailbox and NIC-Ident of this person should
also be included.

For example:
Administrator

Organization USC/Information Sciences Institute
Name Keith Uncapher
Title Executive Director
Mail Address USC/ISI
4676 Admiralty Way, Suite 1001
Marina del Rey, CA. 90292-669%
Phone Numker 213-822-1511
Net Mailbox Uncapher@USC-ISIB.ARPA
NIC-Tdent KU

3) The name, title, mailing address, phione number, and organization
of the domain technical contact. The online mailbox and NIC-Ident of
the domain technical contact should also be included. This is the
contact point for problems with the domain and for updating
information about the domain. Also, the domain technical contact may
e responsible for hosts in this domain.

Postel & Reynolds [Page 11]
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For example:
Technical Contact

Organization USC/Information Sciences Institute
Name Craig Milo Rogers
Title Researcher
Mail Address USC/T1SI
4676 Admiralty Way, Suite 1001
Marina del Rey, CA. 90292-6695
Phone Number 213-822-1511
Net Mailbox Rogers@USC-ISIB.ARPA
NIC-Ident CMR

) The name, title, mailing address, phone number, and organization
f the zone technical contact. The online nailbox and NIC-Ic~nt of
he zone technical contact should also be included. This is the
cntact point for problems with the zone and for updating information
bout the zone. 1In many cases the zone technical contact and the
cmain technical contact will be the same person.

LW OO

e

For example:
Technical Contact

Organization USC/Information Sciences Institute
Name Craig Milo Rogers
Title Researcher
Mail Address USC/ISI
4676 Admiralty Way, Suite 1001
Marina del Rey, CA. 90292-6695
Phone Number 213-822-1511
Net Mailbox Rogers@USC-ISIB.ARPA

NIC-Ident CMR
5) The name of the domain (up to 12 characters). This is the name
that will be used in tables and lists associating the domain and the
domain server addres._..:s. (While technically domain names can be

quite long (programmers .eware), shorter names are easier for people
to cope with.]

For example: ALPHA-BETA
6) A description of the servers that provides the domain service for

translating name to address for hosts in this domain, and the date
they will be operational.

Postel & Reynolds [Page 12]
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A good way to answer this question 1s to say "Our server is
supplied by person or company X and does whatever their standard
issue server does™.
For example: Our server is a copy of the server operated by
the NIC, and will be installed and made operational on
l1-November-84.
7) A description of the server machines, including:

(a) hardware and software (using keywords from the Assigned
Numbers)

({b) addresses (what host on what net for each connected net)
For example:

(a) hardware and software

VAX-11/750 and UNIX, or
IBM-PC and MS-DOS, or
DEC-1090 and TOPS-20

(b) address

10.9.0.193 on ARPANET

@
o]
o

estimate of the number of hosts that will be in the domain.

(a) initially,

(b) within one year
(c) two years, and
(d) five years.

-

For example:

(a) initially = 50
(b) one year = 100
(c) two years = 200
(d) five years = 500
Posrtel & Reynclds [Page 13)
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Network Working Group M. Stahl
Request for Comments: 1032 SRI International
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DOMAIN ADMINISTRATORS GUIDE

STATUS OF THIS MEMO

This memo describes procedures for registering a domain with the
Network Tnformation Center (NIC) of Defense Data Network (DDN), and
offers guidelines on the establishment and administration of a domain
in accordance with the requirements specified in RFC-920. It 1is
intended for use by domain administrators. This memo should be used
in conjunction with RFC-920, which is an official policy statement of
the Internet Activities Board (IAB) and the Defense Advanced Research

Projects Agency (CARPA). Distribution of this memo is unlimited.
BACKGROUND

Domains are administrative entities that provide decentralized
management of host naming and addressing. The domain-naming system
io distributed and hierarchical.

The NIC is designated by the Defense Communications Agency (DCA) to

provide registry oervices f£or the domain-naming system on the DDN and
DARPA portions of the Internet.

As registrar of top-level and second-level domains, as well as
administrator of the root domain name servers on behalf of DARPA and
DDN, the NIC is responsible for maintaining the root server zone
files and their binary equivalents. 1In addition, the NIC is
resnonsible fcr administering the top-level domains of "ARPA,"™ "COM,"
"LDU,™ "ORG," "GOV," and "MIL"™ on behalf of DCA and DARPA until it
becomes feasible for other appropriate organizations to assume those
responsibilities.

It 1s recommended that the guidelines described in this document be
used by domain administrators in the establishment and control of
second-level domains.

THE DOMAIN ADMINISTRATOR
The role of the domain administrator (DA) is that of coordinator,
manager, and technician. If his domain is established at the second

level or lower in the tree, the DA must register by interacting with
the management of the domain directly above his, making certain that

Stahl {Page 1]
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his domain satisfie: all the requirements of the administration under
which his domain would be situated. To find out who has authority
over the name space he wishes to join, the DA can ask the NIC
Hostmaster. Information on contacts for the top-level and second-
level domains can also be found on line in the file NETINFO:DOMAIN-
CONTACTS .TXT, which is available from the NIC via anonymous FTP.

The DA should be technically competent; he should understand the
concepts and procedures for operating a domain server, as described
in RFC-1034, and make sure that the service provided is reliable and
uninterrupted. It is his responsibility or that of his delegate Lo
ensure that the data will be current at all times. As a manager, the
DA must be able to handle complaints about service provided by his
domain name server. He must be aware of the behavior of the hosts in
his domain, and take prompt action on reports of problems, such as
protocol violations or other serious misbehavior. The administrator
of a domain must be a responsible person who has the authority to
either enforce these actions himself or delegate them to someone
else.

Name assignments within a domain are controlled by the DA, who should
verify that names are unique within his domain and that they conform
to standard naming conventions. He furnishes access to names and
name-related information to users both inside and outside his domain.
e should work closely with the personnel he has designated as the
echnical and zone” contacts for his domain, for many administrative
izcisions will be made on the basis of input from these people.

todl

7HEZ DCOMAIN TECHNICAL AND ZONE CONTACT

A zone consists of those contiguous parts of the domain tree for
which a domain server has complete information and over which it has
authority. A domain server may be authoritative for more than one
zone. The ..r-in *echnical/zcone contact is the person who tends to
the technical aspects of maintaining the domain’s name server and
resolver software, and database files. He keeps the name server
running, and interacts with technical people in other domains and
zones to solve problems that affect his zone.

ry

CSLICIES

Domain or host name choices and the allocation of domain name space
are considered to be local matters. In the event of conflicts, it is
the policy of the NIC not to get involved in local disputes or in the
local decision-making process. The NIC will not act as referee in
disputes cver such matters as who has the "right" to register a
particular top-level or second-level domain for an organization. The
NIC considers this a private local matter that must be settled among
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the parties involved prior to their commencing the registration
srocess with the NIC. Therefore, it is assumed that the responsible
person for a domain will have resolved any local conflicts among the
members of his domain before registering that domain with the NIC.
The NIC will give guidance, if requested, by answering specific
technical questicns, but will not provide arbitration in disputes at
the local level. This policy is also in keeping with the distributed
hierarchical nature of the dcmain-naming system in that it helps to
distribute the tasks of solving problems and handling guestions.

Naming conventions for hosts should follow the rules specified in
RFC-952. From a technical standpoint, domain names can be very long.
Each segment of a domain name may contain up to 64 characters, but
the NIC strongly advises DAs to choose names that are 12 characters
cr fewer, because behind every domain system there is a human being
wno must keep track of the names, addresses, contacts, and other data
in a database. The longer the name, the more likely the data
maintainer is to make a mistake. Users also will appreciate shorter
names. Most people agree that short names are easier to remember and
type; most domain names registered so far are 12 characters or fewer.

Domain name assignments are made on a first-come-first-served basis.
The NIC has chosen not to register individual hosts directly under
thie top-level domains it administers. One advantage of the domain
naming system is that administration and data maintenance can be
delegated down a hierarchical tree. Registration of hosts at the
same level in the tree as a second-level domain would dilute the
usefulness of this feature. In addition, the administrator of a
domain is respcnsible for the actions of hosts within his domain. We
would not want to find ourselves in the awkward position of policing
the actions of individual hosts. Rather, the <subdoriins registered
unger Li..ese top-level domains retain the responsibility for this
function.

Countries that wish to be registered as top-level domains are

required to name themselves after the two-letter country code listed

in the international standard IS0-3166. In some cases, however, the
-le

al Service. Reqguests made by countries to use the three-
roo of country code specified in the IS0-3166 standard will
dered in such cases so as to prevent possiblc conflicts and

v
t
g
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HOW TO REGISTER

Cbtain a domain gquestionnaire from the NIC hostmaster, or FTP the
file NETINFO:DOMAIN-TEMPLATE.TXT lrom host SRI-NIC.ARPA.

Fill out the questiconnaire completely. Return it via electronic mail
o HOSTMASTERG@SRI-NIC.ARPA.

The APPENDIX to this memo contains the application form for
registering a top-level or second-level domain with the NIC. It
supersedes the version of the questionnaire found in RFC-920. The
application should be submitted by the person administratively
responsible for the domain, and must be filled out completely before
the NIC will authorize establishment of a top-level or second-level
domain. The DA is responsible for keeping his domain’s data current
with the NIC or with the registration agent with which his domain is
registered. For example, the CSNET and UUCP managements act as
domain filters, processing domain applications for their own
organizations. They pass pertinent information alcng periodically to
the NIC for incorporation into the domain database and root server
files. The online file NETINFO-ALTERNATE-DOMAIN-PROCEDURE.TXT
outlines this procedure. It is highly recommended that the DA review
this information periodically and provide any corrections or
additions. Corrections should be submitted via electronic mail.

DIH DDMAIN NAME?

Trhe designers of the domain-naming system initiated several general
categories of names as “op-level domain names, so that each could
azcommodate a variety cof organizations. The current top-level
Qdoaaclls Leytoiwlfew with the DDN Netwoerk Informatisn Center are ARPA,
CZM, EDU, GOV, MIL, NET, and ORG, plus a number of top-level country
domains. To join one of these, a DA needs to be aware of the purpose
for which it was intended.

"ARPA" 1s a temporary domain. It is by default appended to the
names of hosts that have not yet joined a domain. When the system
was begun in 1984, the names of all hosts in the Official DoD
Internet Host Table maintained by the NIC were changed by adding
of the label ".ARPA"™ in order to accelerate a transition to the
domain-naming system. Another reason for the blanket name changes
was to force hosts to become accustomed to using the new style
names and to modify their network software, 1if necessary. This
was done on a network-wide basis and was directed by DCA in DDN
Management Bulletin No. 22. Hosts that fall into this domain will
eventually move to other branches of the domain tree.
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"COM" 1is meant to incorporate subdomains of companies and
businesses.

"EDU" was initiated to accommodate subdomains set up by
universities and other educational institutions.

"GOV" exists to act as parent domain for subdomains set up by
government agencies.

"MIL" was initiated to act as parent to subdomains that are
developed by military organizations.

"NET" was introduced as a parent domain for various network-type
organizations. Organizations that belong within this top-level
domain are generic or network-specific, such as network service
centers and consortia. "NET" also encompasses network
management-related organizations, such as information centers and
operations centers.,

"ORG" exists as a parent to subdomains that do not clearly fall
within the other top-level domains. This may include technicali-
support groups, professional societies, or similar organizations.

Onre of the guidelines in effect in the domain-naming system is that a
nost should have only one name regardless of what networks it is
~onnected to. This implies, that, in general, domain names should
not include routing information or addresses. For example, a host
that has one network connection to the Internet and another to BITNET
should use the same name when talkinc to either network. For a
description of the syntax of domain names, please refer to Section 3
of REC-1054.

VERIFICATION OF DATA

The verification process can be accomplished in several ways. One of
these 1is through the NIC WHOIS server. If he has access to WHOIS,
the DA can type the comrmand "whois domain <domain name><return>".

The reply from WHOIS will supply the following: the name and address
of the organization "owning" the domain; the name of the domain; its
administrative, technical, and zone contacts; the host names ana
network addresses of sites providing name service for the domain.
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Example:

Awhois domain rice. <Return>
Rice University (RICE-DOM)
Advanced Studies and Research

Houston, TX 77001

Domain Name: RICE.EDU

L

MY

inistrative
nnedy, Ken (K
hnical Conta:
fle, Vicky R. (VRR) rif@RICE.EDU
3) S27-8101 ext 3844

pa

[0}
e
53]
g
o]

Ken1e13 LL-CR (713) 527-4834

e
Te Zone CoAtact.
i
-

A'/U'-infl’

c
f
1
Domain servers:

RICE.EDU 128.42.5.1
PENDRAGON.CS .PURDUE .EDU 128.10.2.5

Alternatively, the DA can send an electronic mail message to
JFRVICERSRI~NIC.ARPA. In the subject line of the message header, the

A should type "whois domain <domain name>". The requested
nfsrmation will be returned via electronic mail. This method is

.rnvenient for sites that do not have access to the NIC WHOIS
service.

Tre initial application for domain authorization should be submitted
via electronic mail, 1if possible, to HOSTMASTEREGSRI-NIC.ARPA. The
q“e°*l0ﬂ”=lre 4?scr1b°d in the appendix mey be used or a separate
application can be FTPed frcom host SRI-NIC.ARPA. The information
revided by the administrator will be reviewed by hostmaster
.ne‘ for completeness. There will most likely be a few

3es of correspondence via electronic mail, the preferred meth-d
mJﬁlcat on, prior to authorl:iation of the domain.

O (‘ e

v
S
}»
I

)LL()}

QO DT o
th o D

C
HOW TO GET MORE INFCORMATION

An informational table of the top-level domains and their root

servers 15 contained in the file NETINFO:DOMAINS.TXT online at SRI-
NIC.ARPA. This table can be obtained by FTPing the file.
Alternatively, the information can be acquired by opening a TCP or
UDP connection to the NIC Host Name Server, port 101 on SRI-NIC.ARPA,
and invoking the command "ALL~DOM”.
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The following online files, all available by FTP from SRI-NIC.ARPA,

contain pertinent domain information:

NEZTINFO:DOMAINS.TXT, a table of all top-level domains and the
network addresses of the machines providing domain name
service for them. It 1s updated each time a new top-level
domain is approved.

NETINFO:DOMAIN-INFO.TXT contains a concise list of all
top-level and second-level domain names registered with the
NIC and is updated monthly.

- NETINFO:DOMAIN-CONTACTS.TXT also contains a list of all the
top level and second-level domains, but includes the
administrative, technical and zone contacts for each as well.

- NETINFO:DOMAIN-TEMPLATE.TXT contains the guestionnaire to be
completed before registering a top-level or second-level
domain.

For either general or specific information on the domain system, do
ore cr more of the following:

1. Send electronic mail to HOSTMASTER@SRI-NIC.ARPA
2. Call the toll-free NIC hotline at (800) 235-3155
3. Use FTP to get background RFCs and other files maintained

online at the NIC. Some pertinent RFCs are listed below i-
the REFERENCES section of this memo.
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Tre followling gquestionna
NETINFS:DOMAIN-TEMPLATE

I
LS c
sure the infcrmation
zrarges (if any) tha-
nave access to YWHCIZ',
i1

The namre of the

For example: COM

NIZ handle of the

is current.
need tc be made

ADMIN

ISTRATCOKRS

you have c
if you are registered and if so,

in your entry.

top-level domain to join.

November

1987

OO

maké

Include only your handle and any
If you do not
please provide all the information indicated
C handle will be assigned.

administrative head of the organization.

ly, the person’s name, title, mailing address, phone number,
on, and network mailbox. This is the contact pcint for
tive and policy guestions about the domain. In the case of
project, this should be the principal investigator.
or example
Administrator
Crganization The NetWorthy Corporatiocn
Name Penelcpe Q. Sassafrass
Title President
Mzil Address The NetWorthy Corporation
4676 Andrews Way, Suite 100
Santa Clara, CA 94202-~1212
Phone Number (415) 123-4567
Net Mailbox Sassafrass@ECHO.TIiC.COM
NIC Handle PQS
{(3) The NIC handle of the technical contact for the dcmain.
Aloer naro'y, the perscon’s name, title, mailing address, phone number,
crgyanization, and network mail bcx. This 1is the contact point for
vroplems concerning the demain or zone, as well as for updating
:nfrmatlion about the domain or zone.
. L [Page 10]
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For example:
Technical and Zone Contact

Organization The NetWorthy Corporation

Name Ansel A. Aardvark

Title Executive Director

Mail Address The NetWorthy Corpocration
4676 Andrews Way, Suite 100
Santa Clara, CA. 94302-1212

Phone Number (415) 123-6789

Net Mailbox Aardvark@ECHO.TNC.COM

NIC Handle AAR2
{4) The name of the domain (up to 12 characters). This is the name
r.at will be used in tables and lists associating the domain with the
n server addresses. [While, from a technical standpoint, domain
an be quite long (programmers beware), shorter names are
fzr people to cope with.)
For example NC
(Z) A description of the servers that provide the domain service for
“ranslating names to addresses for hosts in this domain, and the date
trey will be operational.

A good way to answer this guestion is to say "Our server is
supplied by person or company X and does whatever their standard
issue server does."”

For example: Cur server is a copy of the one operated by
the NIC; it will be installed and made operational on
i November 1987.

(¢) Zomains must provide at least two independent servers for the
dcmain. Establishing the servers in physically separate locations
ard on different PSNs 1ls strongly recommended. A description of the
server machine and its backup, including

Skl [Page 11)
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{a) Hardware and scftware (using keywords frocm the Assigned
Numbers RFC) .

(b) Host domain name and network addresses (which host on which
network for each connected network).

(c) Any domain-style nicknames (please limit your uomaiu-style
nickname request to cne)

For example:

- Hardware and software

VAX-11/750 and UNIX, or
IBM-BC and MS-DOS, or
DEC-105%0 and TOPS-20

- Host domain names and network addresses
BAR.FOO.CCOM 10.9.0.193 on ARPANET
- Domain-style nickname
BR.FOO.COM (same as BAR.FCO.COM 10.9.0.13 on ARPANET)

anned mapping cf names of any other network hosts, other than
ver machines, into the new domain’s naming space.

) Pl

For example:

BAR-FOOZ2.ARPA (10.8.0.193) -> FOO2.BAR.CCM
BAR-FOO3.ARPA (10.7.0.193) -> FOO3.BAR.ZOM
BAR-FOO4.ARPA (10.6.0.193) ~-> FOO4.BAR.COM

(3) An estimate of the number of hosts that will be in the domain.
) Initially

) Within cnc year

) Two years

)

Five years.

For example:

(a) Initially = 50
) One year = 100
() Two years = 200

Five years = 500
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(9) The date you expect the fully qualified domain name to become
the official host name in HOSTS.TXT.

Please note: If changing to a fully qualified domain name (e.g.,
FOO.BAR.CCM) causes a change in the official host name of an
ARPANET or MILNET host, DCA approval must be obtained beforehand.
Allow 10 working days for your requested changes to be processed.

ARPANET sites should contact ARPANETMGREDDNL.ARPA. MILNET sites
sheould contact HOSTMASTERQ@SRI-NIC.ARPA, 800-235-3155, for
further instructions.

(10) Please describe your organization briefly.

For example: The NetWorthy Corporation is a consulting
organization of people working with UNIX and the C language in an
electronic networking environment. It sponsors two technical
conferences annually and distributes a bimonthly newsletter.

This example of a completed application corresponds to the examples
found in the companion document RFC-1033, "Domain Administrators
Cperations Guide."

(1) The name of the top-level domain to join.
COM
(2) The NIT hardle of the administrative contact person.

NIC Handle JAKE

(3) The NIC handle of the domain’s technical and zone
contact person.

NIC Handle DLEE
(4) The name of the domain.
SRI
{S) & description of the servers.

Jur server 1is the TOPS2(Q server JEEVES supplied by ISI; it
will e installed and made operational on 1 July 1987.
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(8) A description of the server machine and its backup:

(a) Hardware and software

DEC-1090T and TOPS20
DEC-2065 and TOPS20

(b) Host domain name and network address

KL.SRI.CCM 10.1.0.2 on ARPANET, 128.18.10.6 on SRINET
STRIPE.SRI.CCM 10.4.0.2 on ARPANET, 128.18.10.4 on SRINET

(c) Domain-style nickname
None

)  Planned mapping of names of any other network hosts, other than
the server machines, into the new domain’s naming space.

SRI-Blackjack.ARPA (128.18.2.1) -> Blackjack.SRI.COM
SRI-CSL.ARPA (192.12.33.2) -> CSL.SRI.COM

(8} An estimate of the number of hosts that will be directly within
~his domain.

(a) Initially = 50
(b) One year = 100
(c) Two years = 200
(d) Five years = 500

A

) A date when you expect the fully qualified demain name to beccome
e official host name in HOSTS.TXT.

{
.

)

31 September 1987
(1%) Brief description of organization.
SRI International 1is an independent, nonprofit, scientific

research organization. It performs basic and applied research
for government and commercial clients, and contributes to

worldwide economic, scientific, industrial, and social progress

through research and related services.

Ll [Page 14]

4-164




Domain Administrators Operations Guide R¥rC 1033

1.7. Domain Administrators Operations Guide [RFC 1033]

Network Working Group M. Lottor
Regquest For Comments: 1033 SRI International
November 1987

DOMAIN ADMINISTRATORS OPERATIONS GUIDE

STATUS OF THIS MEMO

This RFC provides guidelines for domain administrators in operating a
domain server and maintaining their portion of the hierarchical
database. Familiarity with the domain system is assumed.
Distribution of this memo is unlimited.

ACKNOWLEDGMENTS
This memo is a formatted collection of notes and excerpts from the
references listed at the end of this document. Of particular mention
are Paul Mockapetris and Kevin Dunlap.

INTRCDUCTICN

A domain server requires a few files to get started. It will
normally have some number of boot/startup files (also known as the

"safety belt" files). One section will contain a list of possible
root servers that the server will use to find the up-to-date list of
root servers. Another section will list the zune files to be loaded

into the server for your local domain information. A zone file
typically contains all the data for a particular domain. This guide
describes the data formats that can be used in zone files and
suggested parameters to use for certain fields. 1If you are
attempting to do anything advanced or tricky, consult the appropriate
domain RFC’s for more details.

Note: Ea~h implementation of domain software may require different
files. Zone files are standardized but some servers may require
other startup files. See the appropriate documentation that comes
with your software. See the appendix for some specific examples.

ZOMNES
A zone defines the contents of a contiguous section of the domain
space, usually bounded by administrative boundaries. There will

typically be a separate data file for each zone. The data contained
in a zone file is compcsed of entries called Resource Records (RRs).
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You may only put data in your domain server that you are

authoritative for.
your own (except

You must not add entries for domains other than
for the special case of "glue records").

A dcmain server will probably read a file on start-~up that lists the

zones it should load into its database.

not standardized and is different for most
irplementations.
name of the zone and the file name that contains the data to
the zone.
ROCT SERVERS

A resolver will need to find the root servers when
it will typically read a list of possible

When the resolver boots,
root servers from a file.

The format of this file 1is
domain server

For each zone it will normally contain the domain

lcad for

it first starts.

The resolver will cycle through the list trying to contact each one.

When it finds a root server,
root servers.
from the data file and replace it with

ROOL servers wi
o0t se

vers from the NIC.

NICESRI-NIC.ARPA.
As of this date (June 1987) they are:
SRI-NIC.ARPA 10.0.0.51
C.ISI.EDU 10.0.0.%2
BRL-AQS.ARPA 192.5.25.82
A.IST.EDU 26.3.0.103
RZSOURCE RECZCRDS
racords 1n the zone data files are called resource records
Trhey are specified in RFC-883 and RFC-973.
format az shown:

<name> [<ttl>] [<class>]

11 not change very often.
r

it will ask it for the current list of
It will then discard the list of root servers it read

the current list it received.

You can get the names of

NETINFO:ROOT-SERVERS.TXT or send a mail request to

26.0.0.73

192.5.22.82 128.20.1.2

(RRs) .

An RR has a standard

<type> <data>

The record is divided into fields which are separated by white space.

<name>

The name field defines what domain name applies to the given

wottor
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RR. In sor cases the name field can be left blank and it will
default to the name field of the previous RR.

<ttl>
TTL stands for Time To Live. It specifies how long a domain
resolver should cache the RR before it throws it ocut and asks a
domain server again. See the section on TTL’s. If you leave
the TTL field blank it will default to the minimum time
specified in the S0A record (described later).

<class>

The class field specifies the protocol group. If left blank it
will default to the last class specified.

<type>

The type field specifies what type of data i= in the RR. See
the section on types.

<data>
The data field is defined differently for each type and class
cf dotz Popular RR data formats are described later.
The dcmain system does not guarantee to preserve the order of
resource records. Listing RRs (such as multiple address records) in
a ccrtain corder deces nct gunrantse they will ke used in that crder.

Case 1s preserved in names and data fields when loaded into the name
server. All comparisons and lookups in the name server are case
insensitive.

Parenthesis (" (",")") are used to group data that crosses a line
boundary.

A semicolon (";") starts a comment; the remainder of the line is
ignored.
The asterisk ("*") 1is used for wildcarding.
The at-sign ("Q@") denotes the current default domain name.
Lottor [Page 3]
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NAMES
A domain name is a sequence of labels separated by dots.

Domain names in the zone files can be one of two types, either
absolute or relative. An absolute name is the fully qualified domain
name and is terminated with a period. A relative name does not
terminate with a period, and the current default domain is appended
to it The default domain 1s usually the name of the domain that was
specified in the bcot file that loads each zone.

The domain system allows a label to contain any 8-bit character.

lthough the domailn system has no restrictions, other protocols such
as SMTP do have name restrictions. Because of cther protocol
restricticns, only the following characters are recommended for use
in a host name (besides the dot separator):

"A-ZY, "a-z", "0-9", dash and underscore
TTL's Time To Live)

It is important that TTLs are set to appropriate values. The TTL is
the time (in seconds) that a resclver will use the data it got from
y2ul server before it asks your server again. LIf you set the valiue

- low, your server will get loaded down with lots of repeat

ests. If you set it too high, then information you change will
cet distributed in a reasonable amcunt of time. If you leave the
field blank, it will default to what is specified in the SOA

rd for the zone.

“.st host information does not change much over long time periods. A
zod way to set up your TTLs would be to set them at a high value,
and then lower the value if you know a change will be coming soon.
You nght set most TTLs to anywhere between a day (86400) and a week
{ X Then, if you kxnow some data will be changing in the near
future, set the TTL for that RR down to a lower value (an b~ar to a
day) until the change takes place, and then put it back up to its
previous wvalue.

Also, ail RRs with the same name, class, and type should have the
same TTL wvalue.

CLAS

(&2}

ES

The domain system was designed to be protocol independent. The class
field is used to identify the protocol group that each RR is in.

The class of interest to people using TCP/IP software is the class

wal

ir
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"Internet". Its standard designation is ™IN".
A zore file should only centain RRs of the same class.
TYPES
There are many defined RR types. For a complete list, see the domain
specification RFCs. Here is a list of current commonly used types.
The data for each type is described in the data section.
Desigration Description
SOA Start Of Authority
NS Name Server
a Internet Address
CNAME Canonical Name (nickname pcinter)
HINFO Host Information
WKS Well Known Services
MX Mail Exchanger
PTR Pointer
SCA (Start Cf Authority)
<name> [<ttl>] [<class>] SOA <origin> <person> (
<serial>
<refresh>
<retry>
<expire>
<minimum> )
The Start Cf Authority record designates the start of a zone. The
zcne ends at the next SOA record.
<name> is the name of the zone.
<crigin> i1s the name of the host on which the master zuue file
resides.
<person> is a mailbox for the person responsible for the zone. It is
formatted like a mailing address but the at-sign that normally
separates the user from the host name is replaced with a dot.
<serial> is the version number of the zone file. It should be
increrented anytime a change is made to data in the zone,.
Lettor [Page 5]
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rame server 1s to
wpdate is needed. A

<reTryr» 1S

aiter a Za

1) minutes

<expire> 13 the upper limit, in seconds, that a secondary name server
i3 to use the data befcre it expires for lack of getting a refresh.
¥ru want this to be rather large, and a nice value is 3600C00, abcut
42 days

imum> 1s the minimum rumber of seconds to be used for TTL values
A minimum of at least a day is a good value here (86400 .

Trhere should only ke cne SOA record per zone. A sample SOA record
would look scomething like:
¢ IN SCA SRI-NIC.ARPA. HOSTMASTER.SRI-NIC.ERPA. (
45 ;serial
3630 ;refresh
600 ;retry
3600000 ;expire
8€4C0 ) ;minimum

’

o {(Nare Server)
<domain> [<ttl>] [<class>] NS <server>

Tne NS record lists the name of a machine that provides domain

ce for a particular domain. The name associated with the RR is
rair name and the data portion is the name of a host that
: « the service. If machines SRI-NIC.ARPA and C.ISI.EDU provide
name 10o0kup service for the domain COM then the following entries
would be used:

COM. NS SRI-NIC.ARPA.
NS C.ISI.EDU.
tizte that the machines providing name service do not have to live in
the named domain. There should be one NS record for each server for

a domain. Aiso note that the name "COM" defaults for the second NS

domain exist in both the zone that delegates the
he domain itself.

o
[oR
[
[a g
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If the name server host for a particular domain 1is itself inside the
dcmain, then a ‘glue’ record will be needed. A glue record is an A
(address) RR that specifies the address or the server. Glue records
e only needed in the server delegating the domain, not in the

domain itself. 1If for example the name server ror domain SRI.COM was
KL.35RI.C3OM, then the NS record would look like this, but you will
alsc need to have the following A record.

SRI.CCM. NS KL.SRI.COM.

KL.SRI.CCM. A& 10.1.0.2
(Address)

<host> f<ttl>! (<class>] A <address>
The data for an A record is an internet address in dotted decimal
form A sample A reccrd might look like:

SRI-NIC.ARPA. A 10.0.0.51

Thera should be one A record for each address of a host.

AME O Canonlcal Name)
<nickrname> <ttl>] [(<class>] NAME <host>
Tre CNAME record is used for nicknames. The name associlated with the
RR is the nickname. The da“a portion is the official name. For
exampie, a machine named SRI-NIC.ARPA may want to have the nickname
NIZ.ARPA. In that case, the following RR would be used:
NIC.ARPA. CHNAMD SRI-NIC.ARPA.

rnot ke any cther RRs assouniated with a nickname ¢f the

useful when a host changes it’s name. In that
y a2 good idea to have a CNAME pointer so that
the -ld name will get to the right place.

[Page 7]
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L. the

O
W
ct

A0S to pe delivered to cne of three
1itre oraer
BAZ . FCT . CoM MX 1 EQL.FOC.COM.
MX Z PC2.FCC.COM.
MX 30 PC3.FCO.COM.
Ao entire deomain of hosts not connected to the Internet may want
olle r mail te go through a mail gateway that knows how to deliver
fogi TCooLnem If they wculd like mail addressed to any host in the
Taln FOSC.CCM o go through the mail gateway they mighu use:

16 RELAY.CS.NET.
X 20 RELAY.CS.NET.

th
a

2 MY record to match on
tch a plain FOO.COM.

a wildcard in
that it won’t m

in the domain system is set up in a
+

tnat the address of a name can be found by
ain tree contacting a server for each label of
£ this 'indexing’ based ¢n name, there 1s no easy
cgn address back into its host name.
b e reverse translation easily, a domain was created
addresses as part of a name that then points to the
r In this way, there is ncw an ’'index’ to hosts’
o tr oaddress This aadress mapping domain is called
z Lz chir tnat domain are subdomains for each network,
seod nuTDer Also, for consistency aud naiural
oA ccte2ts of a host number are reversed.
cwars .2, the ARPANET is net 10. That means there is a domain
ied L0LUIN-ADURLVARPA.  Wlithin this domain there is a PTR RR at
' 8 'R tha ints to the RRs for the host SRI-IIIC.ARPA
4 51) Since the WIC is also on the MILNET
3}, there 1is alsc a PTR RR at 73.0.0.26.IN-
rhe same RR’s for SRI-NIC.ARPA. The format

is defined below along with the examples
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INSTRUCTIONS

To add a new subdeomain to yrcur domain:
Setup the other demain server and/cr the new zone file.

Add an NS record for each server ¢f the new dcmain to the zone
£ile of the parent domain.

Add any necessary glue RRs.
Adding a host.
To add a new host to your zune files:
Edit the appropriate zone file for the dom2in the host is in.
Add an entry for each address of the hest.
Optionally add CNAME, HINFO, WKS, and MX records.

2dd the reverse IN-ADDR entry fcr each host address in the
appropriate zone files for each network the host in on.

Deleting a host.
To delete a host from the zone files:

Remove all the hosts’ resource records from the zone file of
the domain the host is in.

Remove all the hosts’ PTR records from the IN-ADDR zone files
for each network the host was on.

rdding gateways.

Fcllcw instructions for adding a host.

Add tie gateway lccation PTR records for each netwcrk the
gatewey 1s on.
Delet lng gateways
Follow instructiacns for deleting a nost.
hRlz> delete tre gateway lccation PTR records for each network
.y [Page 11)
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EXAMEFLE DOMAIN SERVER DATABASE FILES

T

wing exanples show how zone files are set up for a typical
ion. SRI will be used as the example organization. SRI has
o divided their demain SRI.COM into a few subdomains, one
group that wants cne. The subdlaains are CSL and ISTC.

FEREEE|

"0
O (Lo

QO
u
o

2
o]
e
@
ct
3
D

following interesting items:

There are both hosts and dcmains under SRI.COM.

CSL.SRI.COM is both a domain name and a host name.

All the domains are serviced by the same pair of domain servers.
11 hests at SRI are on net 128.18 except hosts in the CSL domain
which are on net 192.12.33. Note that a domain does not have to
crrespend to a physical network.

The examples do not necessarily correspond to actual data in use
by the SRI domain.

SRI Domain Organizaticn

o ——— +
| COM I
e —— +
|
oo +
|  SRI |
tomm +
|
o T +
f i i
e + - + e +
| CSL | I ISTC | | Hosts |
b + o ———— + tom e +
f |
tomm———— + tmmm———— +
| Hosts | | Hcsts |
pmm e + o ——— +
Lattaor (Page 13)
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the format of this file is not

26.0.0.73

192.5.22.

an
(o

[Page 15]
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oy W
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.CCM hosts

[

oo
s

NS
NS

HINFO
WKS
MX

DOMAIN

CPERATIONS

GUIDE

.COM DLE.STRIPE.SKI.COM. (
;serial
;refresh every 30 minutes
;retry every 10 minutes
;expire after a week
;default of an hour

.COM.

.COM.

>CA KL.SRI
870407
1800
600
604800
£5400
)
KL.SRI.COM.
STRIFE.SRI.COM.
10 XL.SRI
10.1.0.2
128.18.10.46
10 KL.SRI
10.4.0.2
128.18.10.4
10 STRIPE

SRI-NIC.ARPA.

128.18.2.1
VAX-11/783
128.18.2.1

182.12.33.2
FOONLY-F4

192.12.33.2
10

n
0
[
D)
@)
&4

UNIX
TCpP TELNET FTP

TOPS20

TCP TELNET FTP SMTP FINGER
CSL.SRI.COM.

{(Page

9

-

November 1987

6]
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[File "CSL.ZONE")
CSL.SRI.CCM IN SOA KL.SRI.COM. DLE.STRIPE.SRI.COM. (
870330 :serial
1800 ;refresh every 30 minutes
600 ;retry every 10 minutes
6048C0 ;expire after a week
86400 ;default of a day
)
CSL . ERT.CTM NS KL.SRI.COM.
NS STRIPE.SRI.CCM.
A 192.12.33.2
CSL.SRI.COM hosts
A CNANME CSL.SRI.COM.
B A 192.12.33.3
HINEY FOONLY~-F4 TCESZ20
WkKYE 192.12.33.3 TCP TELNET PTP SMT
W A 10.2.0.2
A 192.12.33.1
A 128.78.1.1
HINFO PDP~11/23 MOS
SMELLY A 192.12.33.4
HINEFO IMAGEN IMAGEN
SCUTHREL A 192.12.33.5
HINEC XEROX~-1100 INTERLISP
VENUS A 192.12.33.7
HINEFO SYMBOLICS-3600 LISPM
HELIUM A 192.12.33.30
HINFO SUN-3/160 UNIX
ARGCN A 192.12.33.31
HINFO SUN-3/75 UNIX
RADCN A 192.12.33.32
HINFO SUN-3/75 UNIX
Lottor [Page 17]
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[File "ISTC.ZONE"]
ISTC.SRI.COM. IN SOA KL.SRI.COM. roemers.JOYCE.ISTC.SRI.COM. (
870406 ;serial
18C0 ;refresh every 30 minutes
600 ;retry every 10 minutes
654800 ;expire after a week
86400 ;default of a day
)
ISTC.SRI.COM. NS XKL ,SRI.COM
N3 STRIPE.SRI.CCM.
MK 10 SPAM.ISTC.ZRILCOM.
; ISTC heosts
icyce A 128.18.4.2
HINEFO VAX~11/750 UNIX
Luzo A 28.18.0.6
HINFO SUN UNIX
sundae A 128.18.0.11
HINFO SUN UNIX
v3ca A 128.18.0.2¢81
A 10.3.0.2
HINFO VAX-11/750 UNIX
MX 10 TSTA.ISIC.SRI.ICM.
che: CNAME tsca
LI A 123.18.0.2202
a 10.2.0.51
HINTZ FoP-11744 UNIX
. A 128.15.4.32
2 15.2.2.107
HINED VAN~11/7780 UNIXK
MK 15 SEAMUISTC . EFI.COM.
Luttor [Page 18]
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Flle MIRINZT.OIONEM]
12 I25  IN-ADDR VAREA IN  5CA KL.SRI.CCM LE.STRIPE.SRI.COM. (

87040¢ ;serial

1800 ;refresh every 30 minutres

600 ;retry every 10 minutes

604800 explire after o weck

86400 ;default of a day

)
18 LB IN-ADIR.VARFA NS KL.SRI.CCM

N3 STRIPE.SRI.CCM
PTR GW.CSL.SRI.CTM
; SRINET [128 18.0.0] Address Translations
; SRI.CCM Hosts
1.2.18.123 IN-ADDR.ARPA. PTR Black lack.SRI.COM.
; ISTC.SRI.CCM Hosts
2.4.18.128.IN-ADDR.ARPA . PTR joyce.ISTC.SRI.COM.
5.5.18.128.IN-ADDR.ARPA, PTR pbozo.ISTC.SRI.COM.
11.0.18.128 . IN~-ADDR.ARPA. PTR sundae.ISTC.SRI.COM.
Z01.C.18.128 . IN-ADDR.ARPA. PTR tsca.ISTC.SRI.COM.
202.0.18.128 IN-ADDR.ARPA. PTR prmh.ISTC.SRI.COM.
3.4.18.128 . IN-ADDR.ARPA, PTR spam.ISTC.SRI.COM.
; CTSL.SRI.CCM Hosts
1.1.18.128 . IN-ADDR.ARPA. PTR GW.CSL.SRI.COM.
T (Fage 193]
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1.8. Mail Routing and the Domain System [RFC 974]

Network Working Group Craig Partridge
Request for Comments: 974 CSNET CIC BBN Laboratories Inc
January 1986

MAIL ROUTING AND THE DOMAIN SYSTEM

Status of this Memo

This RFC presents a description of how mail systems on the Internet
are expected to route messages based on information from the domain
system described in RFCs 882, 883 and 973. Distribution of this memo
is unlimited.

Intrcduction

The purpose of this memo is to explain how mailers are to decide how
to route a message addressed to a given Internet domain name. This
involves a discussion of hrw maiters interpzot MM GRS, witich are woed
fur message routing. Note that this memo makes no statement about
how mailers are to deal with MB and MG RRs, which are used for
interpreting mailbox names.

Under RFC-882 and RFC-883 certain assumptions about mail addresses
have been changed. Up to now, one could usually assume that if a
message was addressed to a mailbox, for example, at LOKI.BBN.COM,
that one could just open an SMTP connection to LOKI.BBN.COM and pass
the message along. This system broke down in certain situations,
such as for certain UUCP and CSNET hosts which were not directly
attached to the Internet, but these hosts could be handled as special
cases 1in configuration files (for example, most mailers were set up
to automatically forward mail addressed to a CSNET host to
CSNET-RELAY.ARPA) .

Under domains, one cannot simply open a connection to LOKI.BBN.COM,
but must instead ask the domain system where messages to LOKI.BBN.COM
are to be delivered. And the domain system may direct a mailer to
deliver messages to an entirely different host, such as SH.CS.NET.
Or, 1n a more complicated case, the mailer may learn that it has a
choice of routes to LOKI.BBN.COM. This memo is essentially a set of
guidelines on how mailers should behave in this more complex world.

Readers are expected to be familiar with RFCs 882, 883, and the
updates to them (e.g., RFC-973).

Partridge [Page 1]
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What the Domain Servers Know

The domain servers store information as a series of resource records
(RRs), each of which contains a particullar piece of information about
a given domain name (which is usually, but not always, a host). The
simplest way to think of a RR is as a typed pair of datum, a domain
name matched with relevant data, and stored with some additional type
information to help svstems determine when the RR is relevant. For
the purposes of messajye routing, the system stores RRs known as MX
RRs. Each MX matches a domain name with two pieces of data, a
preference value (an unsigned 1l6-bit integer), and the name of a
host. The preference number is used to indicate in what order the
maller should attempt deliver to the MX hosts, with the lowest
rnurbered MX being the one to try first. Multiple MXs with the same
preference are permitted and have thc same priority.

In addition to mail information, the servers store certain other
types of RR’s which mailers may encounter or choose to use. These
are: the canonical name {(CNAME) RR, which simply states that the
Aznin nams Tuoricd £-7 is actually an alias for another domain name,
which i3 the proper, or canonical, name; and the Well Known Service
(WK3) RR, which stores information about network services (such as

3MTP) a given domain name supports.
..7al Routing Guidelines

Before delving into a detailed discussion of how mailers are expected
to do mail routing, it would seem to make sense to give a brief
overview of how this memo is approaching the problems that routing
cs:s.

The tirst major principle is derived from the definition of the
preference field in Ma records, and is intcnded tc prevent mail
looping. If the mailer is on a host which is listed as an MX for the
destination host, the mailer may only deliver to an MX which has a
lower preference count than its own host.

It is also possible to cause mail looping because routing information
is out of date or incomplete. Out of date information is only a
problem when domain tables are changed. The changes will not be
known to all affected hosts until their resolver caches time out.
There is no way to ensure that this will not happen short of
requiring mailers and their resolvers to always send their queries to
an authoritative server, and never use data stored in a cache. This
is an impractical solution, since eliminating resolver caching would
make mailing inordinately expensive. What is more, the out-of-date
RR problem should not happen if, when a domain table is changed,

Partridge [Page 2]
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affected hosts (those in the list of MXs) have their resclver caches
flushcd. In other words, given proper precautions, mail looping as a
result cf domain information should be avoidable, without requiring
mailers to gquery authoritative servers. (The appropriate precaution
is to check with a host’s administrator before adding that host to a
list of MKXs).
Tre inccmplere data problem alse requires scme care wnen handling
domain queries. T1f the answer section of a query is incomplete
critical MX RRs may be left out This may result in mail looping, or
in a message keing mistakenly labelled undeliverable. As a result,
mailers may only accept responses from the domain system which have
Torolete answer sections Note that this entire problem can be
avolaed by only using virtual circuits for queries, but since this
situaticon 1s likely to be ve ery rare and datagrams are the preferred
way to intcract with the domain system, implemsntors should probably
just ensure that their mailer will repeat a1 query with virtual
circuits should the truncation bit ever ke set.

Cetermining Where to Send a Message

The explanation of how mailers should dccide how to route a messaqge

' dis~ussed in terms of the problem of a mailer on a host with

me LOCAL trying to de.iver a message addressed to the domain
Both LOCAL and REMOTE are assumed to be syntactically

:2alin names. Furthermore, LOCAL 1s assumed to be the

me for the host on which the mailer resides (i.e., it
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Issuing a Query

The first step for the mailer at LCCAL is to issue a query for MX RRs
for REMOTE. It is strongly urged that this step be taken every time
a maller attempts to send the message. The hope 1is that changes in

.

he domain database will rapidly be used by mailers, and thus domain
administratcors will be able to re-route in-transit messages for
defective hosts by simply changing their demain databases.

Certaln responses to the query are considered errcors:

Getting no response to the query. Th- - .ain server the mailer
gqueried never sends anything back. (- is distinct from an
answer which contains no answers to the query, which 1s not an
errcr) .

Getting a response in which the truncation field of the header is

Partridye [page 3]
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set. (Recall discussion of incomplete queries above). Mailers
may not u3e responses of this type, and should repeat the query
using virtual circuits instead of datagrams.

Getting a response in which the response code is non-zero.

Mailers are expected to do something reasonable in the face of an
errcr. The behaviour for each type of error is not specified here,
but implementors should note that different types of errors should
probably be treated differently. For example, a response code cf
"non-existent domain’ should probably cause the message to be
returned to the sender as invalid, while a respcnse code of "serw2r
failure" should probably cause the message to be retried later.

There 1s one other special case. If the response contalns ai answer
which 1s a CNAME RR, it indicates that REMOTE 1is actually an alias
for scome other dorain rmame. The cuery sheould be repeated with the
cancnical domain name.

If the response does not ccntain an error response, and deces nct
contain aliases, its answer section should be a (possibly zero
length) list of MX RRs for domain name REMOTE (or REMOTE’s true

domain name 1if REMOTE was a alias). The next section describes how
tnis list is interpreted.

Interpreting the List of MX RPsg

NOTE: This section only discusses how mailers choose which names to
try to deliver a message to, working from a list ¢f RR’s. It does
n~7 discuss how the mailers actually make delivery. Where ever
delivering a message is mentioned, all that is meant is that the
mailer should do whatever it needs to ao to transfer a message to a
re=mcte site, given a domain name for that site. (For example, an
SMTP mailer will try to get an address for the domain name, which
invclves another query to the domain system, and then, if it gets an
address, connect to the SMTP TCP port). The mechanics of actually
transferring the message over the network to the address associated
with a given domain name is not within the scope c¢f this memo.

It is possible that the 1list of MXs in the response to the query will
be empty. This is a special case. If the list is empty, mailers
should treat it as 1f it contained one RR, an MX RR with a preference
value of 0, and a host name of REMOTE. (I.e., REMOTE is its only
MX). In addition, the mailer should do no further processing on the
list, but should attempt to deliver the message to REMOTE. The idea

Partridge (Page 4]
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here is that if a domain fails to advertise any information about a
particular name we will give it the benefit of the doubt and attempt
delivery.

If the list is not empty, the mailer should remove irrelevant DPR’s
from the list according to the following steps. Note that the order
is significant.

For each MX, a WKS query should be issued to see if the domain
name listed actually supports the mail service desired. MX RRs
which list domain names which do not support the service should be
discarded. This step is optional, but strongly encouraged.

If the domain name LOCAL is listed as an MX RR, all MX RRs with a
preference value greater than or equal to that of LOCAL’s must be
discarded.

After remcoving irrelevant RRs, the list can agaln be empty. This is
now an error conditicn and can occur in several ways. The simplest
case 1s that the WKS queries have discovered that none of the hosts
listed supports the mail service desired. The message is thus deemed
undeliverable, though extremely persistent mail systems might want to
try a delivery to REMOTE’s address (if it exists) before returning
the message. Another, more dangerous, possibility is that the domain
system believes that LOCAL is handling message for REMOTE, but the
mailer on LOCAL is not set up to handle mail for REMOTE. For
example, if the domain system lists LOCAL as the only MX for REMOTE,
LOCAL will delete all the entries in the list. But LOCAL is
presumably querying the domain system because it didn’t know what to
do with a message addressed to REMOTE. Clearly something is wrong.
How a mailer chooses to handle these situations is to some extent
implementation dependent, and is thus left to the implementor’s
discretion.

If the list of MX RRs is not empty, the mailer should try to deliver
the message to the MXs in order (lowest preference value tried
first). The mailer is required to attempt delivery to the lowest
valued MX. Implementors are encouraged to write mailers so that they
try the MZs in order until one of the MXs accepts the message, or all
the MXs have been tried. A somewhat less demanding system, in which
a fixed number of MXs is tried, is also reasonable. Note that
multiple MXs may have the same preference value. In this czce, all
MXs at with a given value must be tried before any of a higher value
are tried. In addition, in the special case in which there are
several MXs with the lowest preference value, all of them should be
tried before a message is deemed undeliverable.

Partridge [Page 5]
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Minor Special Issues

There are a couple of special issucs left out of the preceding
section because they comnplicated the discussion. They are treated
here in no particular order.

Wildcard names, those containing the character '*’ in them, may ke
used for mail routing. There are likely to be servers on the network
which simply state that any mail to a domain is to be routed through
a relay. For example, at the time that this RFC is being written, all
mail to hosts in the domain IL is routed through RELAY.CS.NET. This
le deone hv creating a wildcard RR, which states that *.IL has an MX
of RELAY.CS.NET. This should be transparent to the mailer since the
domain servers will hide this wildcard match. (If it matches =*.IL
withr HUJI.IL for example, a domain server will return an RR
containing HUJI.IL, not *.IL). If by some accident a mailer receives
an RR with a wildcard domain name in 1ts name or data section it
should discard the RR.

Note that the algorithm to delete irrelevant RRs breaks if LOCAL has
a alias and the alias is listed in the MX records for REMOTE. (E.qg.
REMCOTE has an MX of ALIAS, where ALIAS has a CNAME of LOCAL). This
can be avoided 1f aliases are never used in the data section of MX

2ES

mentors should understand that the query and interpretation of
ry 1is only performed for REMOTE. It is not repeated for the
‘Rs listed for REMOTE. You cannot try to support more extravagant

routing by building a chain of MXs. (E.g. UNIX.BBN.COM 1s an px
RELAY .CS.NET and RELAY.CS.NET is an MX for all the hosts in .IL,
this does not mean that UNIX.BBN.COM accepts any responsibility
mail for .IL).

Finally, it should be noted that this is a standard for routing on
the Internet. Mailers serving hosts which lie on multiple networks
will presumably have to make some decisions about which network to
route through. This decision making is outside the scope of this
memo, although mailers may well use the domain system to help them
decide. However, once a mailer decides to deliver a message via the

Internet it must apply these rules to route the message.

pPartridge [Page 6]
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Examples

To illustrate the discussion above, here are three examples c¢f how
mailers should route messages. All examples work with the following

uatabase:

A.EXAMPLE.ORG IN MX 10 A.EXAMPLE.ORG

A.EXAMPLE.ORG IN MX 15 B.EXAMPLE .ORG

A.EXAMPLE.ORG IN MX 20 C.EXAMPLE.ORG

A.EXAMPLE.ORG IN WKS 10.0.0.1 TCP SMTP

B.EXAMPLE.OQORG IN MX 0 B.EXAMPLE.ORG

B.EXAMPLE.ORG IN MX 10 C.EXAMPLE.ORG

B.EXAMPLE.ORG IN WKS 10.0.0.2 TCP SMT¥

C.EXAMPLE.ORG IN MX 0 C.EXAMPLE .ORG

C.EXAMPLE.ORG IN WKS 10.0.0.3 TCP SMTP

D.EXAMPLE.CRG IN MX 0 D.EXAMPLE.ORG

D.EXAMPLE.ORG IN MX 0 C.EXAMPLE.ORG

D.EXAMPLE .CRG IN WKS 10.0.0.4 TCP SMTP
In the first example, an SMTP mailer on D.EXAMPLE.ORG is trying to
deliver a message addressed to A.EXAMPLE.ORG. From the answer to its
guery, it learns that A.EXAMPLE.ORG has three MX RRs. D.EXAMPLE.ORG
i1s nct one of the MX RRs and all three MXs support SMTP mail
(determin

is obliged to try to deliver to A.EXAMPLE.ORG as the
lued MX. If it cannot reach A.EXAMPLE.ORG it can (but is
ed to) trv B.EXAMPLE.ORG. and if B.EXAMPLE.ORG is not

it can try C.EXAMPLE.ORG.

e
ined from the WKS entries), so none of the MXs are eliminated.

~he second example, the mailer is on B.EXAMPLE.ORG, and is again
rying to deliver a message addressed to A.EXAMPLE.ORG. There are
.22 again three MX Rks for A.EXAMPLE.ORG, but in this case the
waller must discard the RRs for itself and C.EXAMPLE.ORG (because the
MX FR for C.EXAMPLE.ORG has a higher preference value than the RR for
B3.EXAMPLE.ORG). It is left only with the RR for A.EXAMPLE.ORG, and
can only try delivery to A.EXAMPLE.ORG.

In the tnird example, consider a mailer on A.EXAMPLE.ORG trying to
deliver a message to D.EXAMPLE.ORG. 1In this case there are only two
MX RRs, both with the same preference value. Either MX will accept
messages for D.EXAMPLE.ORG. The mailer should try one MX first (which
one is up to the mailer, though D.EXAMPLE.ORG seems most reasonable),
and if that delivery fails should try the other MX (e.g.

C.EXAMPLE .ORG) .
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1.9. Sources of Information on the DNS

For moere wtormation about the DNSicle ding wilormation regarding exasting emplementations of the DNS, the
reader van participate inenhne discussion groups, partcpate in Internet working groups, and contact the the DDN
Nevaork Information Cener JDDN NIC) at SRT International in Menlo Park, California, in g number of ways. In the

tollosw g we provide more detuls on cach of these three possibilitios.,
& ]

1.9.1. Online Discussion Groups
L9.1.1. NAMEDROPPERS muiling list

The NAMEDROPPERS online matling list was established in 1983 1o foster technical discussion about the
concepts, design, and implementation of the domain naming system. Originally conceived as a convenient means
for the DNS developers to review the many draft documents describing the system, the Listis now the main avenue
ot vorrespondence amony both developers and implementors who are actively involved in the ongoing development
ot the DNS.

Mombers ol the isture expected to participate in discussions from tme to time; 101s not meant for observers.

All previeus NAMEDROPPERS discussions can be found in files on host NIC.DDN.MIL (formerly named SRI
NICARPA at Internet host address 26.0.0.73 or 10.0.0.51, Filenumes follow the format:

NAMEDROPPERS:NAMEDROPPERS. yymmdd
NAMEDROPPERS:NAMEDROPPERS vy

Archives exast for the years 1983 through 19880 For miost vears, the whole archive may it in a single file; thase
archives will have only the "y exiension. The file NAMEDROPPERS:NAMEDROPPERS. MAIL contains the
mosteurrent NAMEDROPPER S iulog. All files can be accessed vin anonymous FTP, new members may wish o

copy and read these archives betore joininy the discussion,

To purtcipate m discusstons, users should send ¢-mail 0 NAMEDROPPERS@ NIC.DDN.MIL. To be added 1o the
mating Lstousers should send e-mail 0 NANMEDROPPERS-REQUEST@ NIC.DDN.MIL. Reguests to be deleted
from the matling List, or problem report, should be sent 1o NAMEDROPPERS-REQUEST@ NIC.DDN.MIL. List
maintenance is perfornied by NIC systems personnel at SRI International; the list is coordinated by the DDN NIC
Hostmaster, HOSTMASTERG NIC.DDN MIL.

1.9.1.2. BIND mailing list

The Berkeley Internet Name-Domuain (BIND) resolver and server for UNIX 4BSD is one of the most prominent
implementations of the DNS. The University of California maintains the BIND mailing list for questions, answers,
and comments about the BIND nameserver. It includes BIND maintainers and site administrators using BIND.
Discussions include current bugs and fixes, questions and answers ahout domain configuration and server, and
announczments of new software releases. Archives for the mailing list can be obuained via anonymous FTP from

host ucharpa. Berkeley EDU from the directory pub/bind.mail.
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To bz added to the mailing list, users should send an online e-mail message to bind-
requesi@ucbharpa Berkeley EDUL To participate in discussions on the maling list, users sheuld send e-mail
moessages o bind@ ucbarpa.Berkeley EDU.

1.9.2. Internet Working Groups

The Internet Engineering Task Foree (IETF) has an ad-hoc working group to address domain issues. The group
meets at regalarly scheduled TETF meetings as needed o discuss current DNS problems and solutions. To learn
more about the work of this group, users should contact the TETF chairperson, currently Phill Gross,

2@ SCCGATE.SCC.COM.

1.9.3. The DDN NIC

1.9.3.1. DDN NIC dom:in name services

[he DDN NIC currently serves as the registration author'ty for all top-level domains in the DDN Domain Naming
System TDNS) under contract 1o the Defense Communications Agency (DCA). The DDN NIC 1s responsible for
admnimistrauve and technical matters concerning the top-level domains GOV, ORG, NET, EDU, COM, MIL, and
ARPA, and registers second-level domains and their domain servers under these domains. In additon w providing
Juta tles for use by the root servers, the DDN NIC also maintains and provides a machine-readable host name-to-
~iress ransbution wble for emergency backup pr . poses, and lists of administrative and technical points of contact

sbregistered domains.
1.9.3.2. Domain registration

O canavations that wish to register a domain with the DDN NIC should complete the domain application form,
which can be obtamed trom Internet host NIC.DDN MIL at Internet addresses 26.0.0.73 and 10.0.0.51. The
pathname for retneving the file via online file transfor is NETINFO:DOMAIN-TEMPLATE.TXT. A copy of the
apphication may also be obtained by sending an e-mail request to HOSTMASTER@NIC.DDN.MIL or 1o the
mailbox SERVICE@NIC.DDN.MIL.

1.9.3.3. Online informational files

Several informational files that domain implementors will find uscful are available online from host NIC.DDN.MIL.

Top-Level Domains: The file NETINFO:DOMAINS. TXT contains a machine-readable table in RFC 952 format of
top-level domains and the network addresses of their domam name servers. The file NETINFO:DOMAIN-
INFO.TXT hists all registered top-ievel domains and their second-levet subdomains in alphabetical order.

Domain Points of Contact: Onhine file NETINFO:DOMAIN-CONTACTS . TXT lists the points of contact for cach
domain registered with the DDN NIC, and the file NETINFO:DOMAIN-TEMPLATE. TXT contuns the registration
torm to be used in registering a top-level or second-level domain with the DDN NIC.

Root Servers; The file NETINFO:ROOT-SERVERS. TXT lists the hostnames and network addresses of the

machines that provide root-level domain name service for the DNS.

Revistered [P Networks: The file NETINFONETWORKS. TXT provides a list of all registered 1P networks tnat are
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permitied to pass traftic on the DDN/DARPA Internet.

DNS Implementations: The file NAMEDROPPERS:DNS-SOFTWARE.TXT contains the domain software catalog,
started by Paut Mockapetris. For cach DNS implementation, this catalog lists the name of the systen, version,
applicable OS/CPU, avarlability, name server and resolver types, whether zone transfers are supported, the transport
protocol used, other software reguired for use, limitations, source of information, ¢-mail and postal-mail address of
contact, and phone number of contact. Some entnies of the catalox include, in addition, the programming language
used, filenames o FTP (documentation, code, or others), and special features.

1.9.3.4. Online WWHOI1S service

The DDN NIC provides an electronic white-pages service for Internct users. This service, callad WHOIS (or
NICNAME at some sites), delivers d ' to network users by means of o fast query/re sponse transaction over the 1
network. Domain, host, TAC, and network information ma;, be obtained from WHOIS in addition to information
about individaal reg stered users and puints of contact for various registered entities.

Remote asers can use ¢ WHOIS program on their local hosts, if available, or telnet to NIC.DDN.MIL and invoke the
WHOIS program there, For help using the program, users type "whais help” (or "nicname help™) at the "@" system

prompt. VVHOIS user programs for several operating systems are ‘wvailuble; users should contact the DDN NIC for

COPILS.

To bt information about a specitic domain, a user invokes WHOIS from a loval host or telnets 10 host
NIC.DDNAIL. then issues the command at "@ " prompt:

whois drrmaln <domain-name> <Return>

In response, the WHOIS server will display the name of the organization that registered the domain, NIC "handle”
{a unique database rdentifier) of the domain, and the address of orgunization; the name of domain; the administrative
and technical contacts tor the domain; a list of regis.ered domain name servers for domain; and any registered
subdomains or hosts.

forexample:

smain gov <Return>
e“:rn@nb Domain (GOV-DCM)
Cormaen Name: GOV

“EC4)  ohle@fOSI.ICST.NBS.GC

ntact:
R) HCSTMASTERGENIC.DDN.MIL
59-3695

[}
N
1
{7
7.
A
£
<
-

26.0.0.73, 10.0.0.51

26.3.0.103

192.33.4.12

10.1.0.17, 128.8.10.90
FOMIL 26.1.0.13

128.102.16.10

128.20.1.2, 192.5.25.82
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would you like to see the kncwn domains under this top-level dcomain? y

There are 3C known sub-domains:

Argonne National Laboratory

3OV National Institute of Standards and Technolooy
Brockhaven National Laboratory

Continuous Electronic Beam Accelerator Faci
Center for Seilsmic Studies

more matches., ‘how them? no

[

ity

)

S

o

[.9.3.5. Further Information

For further mnformation, contact the DDNONIC directly by US. postal mail:

SRI Internanional

DDN Network Intormauon Center

A3 Ravenswoud Avenue, Room EJ291
Mento Park, CA 93023

2y e-mall

NIC@E NIC DDNOMIL for general information
HOSTMASTER@ NIC. DDNAIL for domain-specific information

Ctekephone:
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2. THE INTERNET HOST TABLE

Section 2 contains RFCs that describe the Internet Host Table, which was used to map host names o Intemet
addresses in the past, before the DNS was developed.

REC 952 specifies the format for the official Internet Host Table and is used by the DoD Hostname Server. The
Internet Host Table 1s a machine-readable file that contains data about networks, gateways, and hosts connected to
the DDN Intemet. This RFC shows examples of the format of the entries and syntax uged in the Internet Host Table,
and explains the methads used to obtain copies of the table via FTP or by using the Hostname Server Protocol
described in RFC 953, This REC obsoletes RFC 810.

REC 953 describes the Hostname Server Protocol that delivers, by way ol a TCP connection, machine-readable
name and address data on networks, gateways, hosts, and domains in the Internet that are registered with the DDN
NIC. This RFC describes the query/response format and command/response keywords that are recognized by the
server, and gives examples of common types of possible transactions, including how to get the full Internet Host
Table. This RFC obsolctes RFC 811,
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2.1. DOD Internet Host Table Specification [RIFC 952]

Network Working Group K. Harrenstien (SRI)
Request for Comments: 952 M. Stahl (SRT)

E. Feinler (SRI)
Qbscletes: RFC 810, 608 October 1985

DOD INTERNET HOST TABLE SPECIFICATION

STATUS OF THIS MEMO

This RFC is the official specification of the format of the Internet
Hcst Table. This edition of the specification includes minor
revisions to RFC-810 which brings it up to date. Distribution of this
memo is unlimited.

INTRODUCTION

The DoD Host Table is utilized by the DoD Hostname Server maintained
by the DDN Network Information Center (NIC) on behalf of the Defense
Communications Agency (DCA) ([See RFC-9531].

LOCATION OF THE STANDARD DOD ONLINE HOST TABLE

A machine-translatable ASCII text version of the DoD Host Table is
online in the file NETINFO:HOSTS.TXT on the SRI-NIC host. It can be
obtained via FTP from your local host by connecting to host
SRI-NIC.ARPA (26.0.0.73 or 10.0.0.51), logging 1n as user =
ANONYMOUS, password = GUEST, and retrieving the file
“NETINFO:HOSTS.TXT". The same table may also be obtained via the NIC
Hostname Server, as described in RFC-953. The latter method is
faster and easier, but requires a user program to make the necessary
connection to the Name Server.

ASSUMPTIONS

1. A "name" (Net, Host, Gateway, or Domain name) is a text string up
to 24 characters drawn from the alphabet (A-2), digits (0-9), minus
sign (-), and period (.). Note that periods are only allowed when
they serve tc delimit components of "domain style names". (See
RFC-921, "Domain Name System Implementation Schedule", for
background). No blank or space characters are permitted as part of a
name. No distinction is made between upper and lower case. The first
character must be an alpha character. The last character must not be
a minus sign or period. A host which serves as a GATEWAY should have
"~GATLWAY" or "-GW" as part of its name. Hosts which do not serve as
Internet gateways should not use "-GATEWAY" and "-GW" as part of
their names. A host which is a TAC should have "-TAC" as the last
part of its host name, if it is a DoD host. Single character names
or nicknames are not allowed.

2. Internet Addresses are 32-bit addresses [See RFC-796]. 1In the

Harrenstien & Stahl & Feinler [Page 1)
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cst table described herein each address is represented by four
ecimal numbers separated by a period. Each uecimal number
represents 1 octet.

[ohney

3. If the first kit of the first octet of the address is 0 (zero),
then the next 7 bits of the first octet indicate the network number
(Class A Address). If the first two bits are 1,0 (one,zero), then
the next 14 bits define the net number (Class B Address). If the
first 3 bits are 1,1,0 (one,one,zero), then the next 21 bits define
the net number (Class C Address) [See RFC-943].

This is depicted in the following diagram:

totmmm o - fommmmmmm e e - fomm e +
[0 NET <=7-> | LOCAL ADDRESS <-24-> |
e fmmm e fmmmm e - Fmmm e +
it T e b e oo m e +
1 0} NET <-14-> i LOCAL ADDRESS <-16-> {
s e fommm e Fmmmmmmm—— e frm e +
R Fmmmm———— e R fommm e Fmmmm e +
i1 1 0| NET <-21-> | LOCAL ADDRESS|
to——— Fommm B fmmmmmmm e e fom e +
4. The LOCAL ADDRESS porticn of the internet address identifies a
host within the network specified by the NET portion of the address.

5. The ARPANET and MILNET are both Class A networks. The NET portion
is .0 decimal for ARPANET, 26 decimal for MILNET, and the LOCAL
ADDRESS maps as follows: the second octet identifies the physical
host, the third octet identifies the logical host, and the fourth
identifies the Packet Switching Node (PSN), formerly known as an
Interface Message Processor (IMP).

104 10 cr 26 | HOST | LOGICAL HOST | PSN (IMFP) J
(NOTE: RFC-796 also describes the local address mappings for

several outher networks.)

6. It is the responsibility of the users of this host table to
translate it into whatever format is needed for their purposes.

7. Names and addresses for DoD hosts and gateways will be negotiated
and registered with the DDN PMO, and subsequently with the NIC,

Harrenstien & Stahl & Feinler [Page 2]
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pefore being used and before traffic is passed by a DoD host. Names
and addresses for domains and networks are to be registered with the
DDN Network Information Center (HOSTMASTERGSRI-NIC.ARPA) or
800-235-3155.

The NIC will attempt to keep similar information for non-DoD networks
and hosts, if this information is provided, and as long as it is
needed, i.e., until intercommunicating network name servers are in
place.

EXAMPLE OF HOST TABLE FORMAT

NET - 10.0.0.0 : ARPANET
NET : 128.10.0.0 : PURDUE-CS-NET
GATEWAY : 10.0.0.77, 18.10.0.4 : MIT-GW.ARPA,MIT-GATEWAY : PDP-11
MOS : IP/GW,EGP
HOST : 26.0.0.73, 10.0.0.51 : SRI-NIC.ARPA,SRI-NIC,NIC : DEC-2060
TOPS20 :TCP/TELNET,TCP/SMTP, TCP/TIME, TCP/FTP, TCP/ECHO, ICMP
HOST : 10.2.0.11 : SU-TAC.ARPA,SU-TAC : C/30 : TAC : TICP

SYNTAX AND CONVENTIONS
; (semicolon) is used to denote the beginning of a comment.

Any text on a given line following a ’;’ is a
comment, and not part of the host table.

NET keyword introdu~<ing a network entry

GATEWAY keyword introducing a gateway entry

HOST keyword introducing a host entry

DOMAIN keyword introducing & domain entry

: (colon) is used as a field delimiter

:: (2 colons) indicates a null field

, (comma) is used as a data element delimiter

XXX/YYY indicates protocol information of the type
TRANSPORT/SERVICE.

where TRANSPORT/SERVICE options are specified as

"FOO/BAR" both transport and service known

Harrenstien & Stahl & Feinler [Page 3]
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"FOO" transport known; services not known
"BAR" service 1is known, transport not known
NOTE: See "Assigned Numbers" for specific options and acronyms

for machine types, operating systems, and protccecl/services.

Each host tabl=2 entry is an ASCII text string comprised of 6 fields,

where
Field 1 KEYWORD indicating whether this entry pertains to
a NET, GATEWAY, HOST, or DOMAIN. NET entries are
assigned and cannot have alternate addresses or
nicknames. DOMAIN entries do not use fields 4, 5,
or 6.
Field 2 Internet Address of Network, Gateway, or Host
followed by alternate addresses. Addresses for a
Domain are those where a Domain Name Server exists
for that domain.
Field Official Name of Network, Gateway, Host, or Domain
(with optional nicknames, where permitted).
Fieid 4 Machine Type
Fieid 5 Operating System
Field 6 Protocol List
rields 4, 5 and 6 are optional. For a Domain they are not used.

Fields 3-6, if included, pertain to the first address in Field 2.

"Blanks’ (spaces and tabs) are ignored between data elements or
fields, but are disallowed within a data element.

Each entry ends with a colon.
The entries in the table are grouped by types in the order Domain,
Net, Gateway, and Host. Within each type the ordering is

unspecified.

Note that although optional nicknames are allowed for hosts, they are
discouraged, except in the case where host names have been changed

Harrenstien & Stahl & Feinler [Page 4]
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and both the new and the old names are maintained for a suitable

pericd of time to effect a smooth transition.
permitted for NET names.

GRAMMATICAL HOST TABLE SPECIFICATION

A. Parsing grammar

Nicknames are not

<entry> ::= <keyword> ":” <addresses> ":" <names> (":" [<cputype>]
[(":" [<opsys>] [":" [<protocol list>] 1]] ":"

<addresses> ::= <address> *["," <address>]

<address> ::= <octet> "." <octet> “." <octet> "." <octet>

<octet> ::= <0 to 255 decimal>

<names> ::= <netname> | <gatename> | <domainname> *[", 6"
<nicknames>])
i <official hostname> *["," <nicknames>]

<netname> = <name>

<gatename> ::= <hname>

<domainname> ::= <hname>

<cfficial hostname> ::= <hname>

<nickname> ::= <hname>

<protocol list>
<protoccl spec> ::=
| <raw protocol name>

::= <protocol spec> *[",

B. Lexical grammar

<entry-field> ::=

<entry-text> ::= <print-char> *<text>

" <nrotocol spec>])
<transport name> "/" <service name>

<entry-text> [<cr><lf> <blank> <entry-field>]

<blank> ::= <space-or-tab> [<blank>]

<keyword> ::= NET | GATEWAY | HOST | DCMAIN

<hname> ::= <name>*[".["<name>]

<name> = <let>[*[<let-or-digit-or~-hyphen>]<let-or-digit>]}
<cputype> ::= PDP-11/70 | DEC-1080 | C/30 | CDC-6400...etc.
<opsys> ::= ITS | MULTICS | TOPS20 | UNIX...etc.
<transport name> ::= TCP | NCP | UDP | IP...etc.

<service name> ::= TELNET | FTP | SMTP | MTP...etc.

<raw protocol name> ::= <name>

<comment> ::= ";" <text><cr><1lf>

<text> ::= *[<print-char> | <blank>]

<print-char> ::=
Notes:

1. Zero or more ‘blanks’ between separators
"Blanks’ are spaces and tabs.

Harr._..stien & Stahl & Feinler

<any printing char (not space or tab)>

" - ”n

, - are allowed.
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2. Continuation lines are lines that begin with at least one
blank. They may be used anywhere ‘blanks’ are legal to split an
entry across lines.
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HOSTNAME SERVER

143}

TATUS CF THIS MEMO

Tnis RFC is the official specification of the Hostname Server
protocol. This edition of the specification includes minor revisions
to RFC 811 which brings it up to date. Distribution of this memo is
unlimited.

INTRODUCTION

The NIC Internet Hostname Server is a TCP-based host information
program and protocol running on the SRI-NIC machine. It is one of a
series of internet name services maintained by the DDN Network
Information Center (NIC) at SRI International on behalf of the
Defense Communications Agency (DCA). The function of this particular
server 1is to deliver machine-readable name/address information
describing networks, gateways, hosts, and eventually domains, within
the internet environment. As currently implemented, the server
provides the information outlined in the DoD Internet Host Table
Specification [See RFC-952]. For a discussion of future developments
see also RFC-921 concerning the Domain Name System.

PROTOCOL
To access this server from a program, establish a TCP connection to
port 101 (decimal) at the service host, SRI-NIC.ARPA (26.0.0.73 or
10.0.0.51). Send the information request (a single line), and read
the resulting response. The connection is closed by the server upon
completion of the response, so only one request can be made for each
connection.

QUERY/RESPONSE FORMAT
The name server accepts simple text query requests of the form

J <command key> <argument (s)> [<options>]

where square brackets ("[]") indicate an optional field. The command

key is a keyword indicating the nature of the request. The defined

keys are explained below.

The response, on the other hand, is of the form

<response key> : <rest of response>

Harrenstien & Stahl & Feinler (Page 1]
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se key> is a keyword indicating the nature of the
the rest of the response is interpreted in the context

d aren to interpret the nature of the reply

r: rmultiple record), so that no confusion about
r results An "ALL" reguest will likely return
r records of all types, whereas "HNAME" or

1 erurn cne HOST record.

SIS A1

(SRR RIS WD

The currently defined command keywords are listed belcw. NOTE:
Bacause the server and the features available will evolve with time,
the HELP command should be used to obtain the most recent summary of
irpilemented features, changes, or new commands.

Keyword Response

HELP This information.

"VERSION: <string>" where <string> will be different for
each version of the host table.

ne or more matching host table entries.

r>
or more ratching host table entries.

ALL The entire host table.
ALL-2LD The entire host table without domain style names.
DTMAINS The entire top-level domain table (domains only).

ALL-DOM Both the entire domain tabkle and the host table.

ALL-INGWAY
All known gateways in TENEX/TOPS-20 INTERNET.GATEWAYS
format.

Remember that the server accepts only a single command line and
returns only a single response before closing the connection. HNAME
and HADDR are useful for looking up a specific host by name or
address; VERSION can be used by automated processes to see whether a
"new" version of the host table exists without having to transfer the

Harrenstien & Stahl & Feinler (Page 2]
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whole table. Note, however, that the returned version string is only
guaranteed to be unigque to each version, and nothing should currently
be assumed about its format.

13

‘esponse Keys:

TRR entry not found, nature of errcr follows

NZT entry found, rest of entry follcws

GATEWAY entry found, rest of entry fcllows

HZS7T entry found, rest of entry fcllows

DCOMALIN entry found, rest of entry fclliws

BEGIN follcwed by multiple entries

NG, done with BEGIN block of entries
More keywoards will be added as new needs are r2cognized. A more
detazled description of the allowed regquests-responses follows.

CUBRY/RESDIONSE EXAMPLES
a name, find the entry or entries that match
HNAME SRI-NIC.ARRPA <CRLF>
where <CRLY> is a carriage return/ linefced, and "SRI-NIC.AFPA’
is a host name
Tie llxely response 1s
HIST 26.0.0.72, .0.0.0.51 SRI-NIC.REFA,SRI-NIC,NIC
LEC-2060 : TCpP320 TCP/TELNET, TCP/SMTP, TCP/TIME, TCP/FTP,
TCP/ECHO, ICMP
A response may stretch acrcss more than one line. Continuation
lines always begin with at least one space.
2. HADDR Query - Given an internet address (as specified in RFC 796)
find the entry or entries that match that address. For example:
HALCDR 26.0.0.73 <CRLF>
where <CRLF> 1s a carriage return/ linefeed, and "26.0.0.73" 1is
a host address.
The llkely response 1is the same as for the previous HNAME request.
Harrenstien & Stahl & Feinler [Page 3]
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Fcr example:

Deliver
form.

rLost
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rable in a

<CRLE> ;where

likelv response

<CRLF> 1s a carriage return/linefeed

is the keyword "BEGIN'

followed by a colon

, folicwed by the entire

specified in RFC-952, follaowed by

HANDLING

internet host

fEND

table irn the format

te
€
)
[N/

- —~ ~ .
Illegal command;
[ Xie e . -
N T rary Q‘v'\*t.‘fﬁ

address not
command key n
faillure, try a

Inotatle

t recsanized
L re-ognize
Jalrn later

[

T.ofsnel, J., “Address Mapplings," RFC-75¢, Information Sciences
lnativute, University of Zouthern Talifcrnia, Marina del Rey,
Seprarnher 1581

4. Poustel, J., "Dcmain Name System Irplementaticn Schedule", RFC-921,
Inf.rmatisn Sciences Institute, University of Scuthern California,
Marina <del Rey, October 19384
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Domain Name Acronyms

DOMAIN NAME ACRONYMS

A Internet Address

AA Authoritative Answer

ARPA Advanced Rescarch Projects Agency

ASN Automomous System Number

AXFR Special zone transfer QTYPE

BIND Berkeley Intemet Name Domain server

CH The Chaos system

CNAME Canonical Name (nickname pointer)

COM Commercial

CpU Central Processing Unit

CS CSNET class (obsolete--scen in obsolete RFCs)
CSNET Computer Science Network

DA Domain Administrator

DARPA Defense Advanced Research Projects Agency
DDN NIC Defense Data Network - Networl: Information Center
DDXN PMO Defense Data Network Program Management Office
DNS Domain Name System

EDU Education

EGP Exterior Gateway Protocol

FTP File Transfer Protocol

GGP Gateway-to-Gateway Protocol

GOV Government

HINFO Host Information

HS Hesiod class

IETF Internet Engincering Task Force

IMP Interface Message Processor (see PSN)

IN Internet

P Internet Protocol

MAILA Mail Agent RRs (obsolete-see MX)

MAILB Mailbox (request for records-MB, MG, or MR)
MB Mailbox Domain name

MD Mail Destination (obsolete-use MX)

MF Mail Forwarder (obsolete-use MX)

MG Mait Group

MIL Military

MINFO Mailbox or mail list information

MR Mail Rename

MX Mail Exchanger

NE Name Error

NIC Network Information Center

NS Name Server

NULL Null RR

ORG Organization

(O] Operating System
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PSN
PTR
QCLASS
QNAME
QR
QTYPE
RA
RCODE
RD
RDATA
RDLENGTH
RFC
RR
SBELT
SCLASS
SLIST
SNAME
SOA
STYPE
e

TTL
TXT
LDP
WKS

v4

Packet Switched Node (formerly IMP)
Pointer

Query Class

Query Domain Name

Query or Response

Query Type

Recursion Available

Response Code

Reenrsion Desired

Resource Data

RDATA Length

Request for Comments
Resouree Record

Safcty Belt

the Class of the Search request

Structure describing name servers and the zone which the resolver is trying to query

Domain name search

Start Of Authority

the QTYPE of the scarch request
TrunCation

Transmission Control Protocol
Time To Live

Text

Uscer Datagram Protocol

Well Known Services

Zero all queries and responses
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