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/ FINAL REPORT

LThis report summarizes the research results obtained in the past three years, and sup-
ported by 4h;?¢beve grant from the U.S. Army Research Office. Only the main results are
summarized and for the details the reader is referred to the appropriate publications. All refer-
ences here refer to our publications, a list of which is included at the end of this report. Also

included at the end of the report are the abstracts of the publications.

The main focus of this project was the evaluation of high resolution spectrum estimation
methods with particular emphasis on state space based methods. Of particular interest are
tinite precision etrects (numerical issues), and the statistical efficiency of high resolution
methods. We believe our results have in a significant manner he!ped in the understanding of
these methods. The results are divided into and discussed under three categories: Spectrum
Estimation, Array processing and Floating Point arithmetic. *". ., | o
! - ’ ; . -
Spectrum Estimation:
In this area, the problem of frequency estimation of sinusoids from time series is considered.
Of particular interest is the estimation of frequencies from short and noisy data records.
Fourier based methods have many deficiencies and are not appropriate in this context. On the
other hand, model based methods have proven to have high resolution capabilty and have
attracted a great deal of interest. Numei s :odel based methods have been developed and
applied to the problem of frequency estimation. Of particular interest are Singular Value
Decomposition (SVD) based methods which show great promise. Such methods are analyzed
in our work with particular attention being paid to state space based methods, i.e. methods
developed using a state space representation for the models. The main results in this context
are as follows:

1. Evaluation of model based methods is fairly involved, and in a great deal of the existing
work, computer simulations have been used to support the methods. In this research, an

insighttul approach to evaluate the methods has been developed. It was recognized that most
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model based methods can be divided into two distinct steps. Step 1 consists of estimating the
parameters of the model from the given data, and Step II consists of extracting the required
information, frequency estimates in this case, from the estimated parameters. Both steps are
importan. to the overall quality of the estimate. Step I requires reliable estimation of the
parameter set, and Step II requires that the parameter set have low parameter sensitivity. An
evaluation of both steps are conducted to obtain insight into SVD based methods. A more
extensive discussion of the pros and cons of such an evaluation can be found in [7,13,2.,4,1].
2. The two step analysis was first applied to the SVD based method of Tufts and Kumaresan.
In this method, the linear predictability of sinusoids is exploited to obtain the frequency esti-
mates. The procedure consists of first estimating the linear prediction parameters using a SVD
based approach, and then estimating the frequencies from the roots of the linear prediction
polynomial. [t was shown that for step II, the parameter sensitivity, a large polynomial along
with the minimum norm solution are the key. This zllows the redundant roots of the polvno-
mial to play an important role in reducing the sensitivity of the desired roots to perturbations
in the coefficients [7,2,4]. In Step I, for reliable estimation, it is shown that the continuity of
the generalized inverse and the concept of angle between subspaces play an important role.
The continuity concept helps explain the need for a low rank approximation in the estimation
process, and the quality of the approximation 1s appraised using the concept of angle between
subspaces |7,2,4].

3. Step I, reliable estimation is further explored in [1] and [3,6]. In [1], it is shown that the
least squares problem solved in the Kumaresan-Proity approach can be ill-conditioned leading
to degradation in the quality of the estimates. In particular, this provided a theoretical explana-
tion to a strange behavior that was observed by others when the method was used for direc-
tion finding, namely that for a particular two source scenario the performance degraded as the
separation increased as opposed to improving as is usually the case. In [6,3], the concept of
angle between subspaces is further explored. This concept provides a procedure to decide

when SVD based methods fail, i.e. gives an indication of the theoretical limits of SVD based
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methods. Also it was found that existing SVD based model based methods did not expioit the
information in the singular vectors maximally. In [6], a non-linear method starting from the
singular vectors was developed. The method consisted of fitting a structured subspace to the
space spanr=d by rhe principal singular vectors, The subspace fitting method turmns out to be
better than the existing SVD methods but is computationally more intense. However, the ideas
developed provide important insight namely that the existing methods do not necessarily make
the best use of the principal singular vectors. _

4. The state space methods are studied in [2,13,4]. The approach differs from the Tufts and
Kumaresan approach in the fact that it is based on a state space parameterization of the model
instead of the polynomial parameterization. The state space methods use a SV *kased
approach to estimate a state transitioin matrix, and the frequency estimates are obtained from
the eigenvalues ot the matrix. The i1ssues related to estimation, step I, turn out to be the same
as betors and so only parometer sensitivity, Step II. is examined in detail. It is shown in the
context of sinusoid frequency estimation that from o parameter sensitivity point of view the
best state transition matrix to estimate IS an unitary matrix. Procedures to estimate such uni-
tary matrices are then explored. It is shown that the Toepiitz Approximation Method (TAM)
and the Direct Data Approximation (DDA), two existing methods do estimate such robust
matrices in a reliable manner [2,13.4].

5. In [3], attempts to further improve the estimation procedure are made. The fact that the
matrix obtained using TAM 1s ideally unitary is incorporated. This leads to a constrained least
squares problem with a fairly simple solution [5].

6. Interesting connections between state space methods and the Matrix Pencil approach are
shown in {18]. It is shown that the state space approach and the Matrix Pencil approach are
very closely related {18] in that if the state space method can be viewed as estimating a
matrix F=4A8, then the matrix pencil method amounts to estimating F=84. Note that the

nonzero eigenvalues of AB and BA are the same leading to the same frequency estimates. This

implies that the pertormance of the two methods are nearly identical. The superiority of State




Space methods over the polynomial approach, e.g. Tufts and Kumaresan method, follow from
the results of Hua and Sarkar who show that Matrix Pencil methods are usually superior or
comparable in performance statistically to polynomial methods. In additon to the statistical
performance, state space methods are often computationally more desirable. One particularly
advantageous feature of state space methods is that extracting the frequency estimate from the
model parameters is much simpler.

7. In addition to the sinusoid problem, the state space formulation has wider applicability and
these are highlighted in [2,20]. The applications of state space ideas to variety of problems.
e.g. estimating parameters of damped exponentials, ARMA power spectrum etc. are discussed.
A key outcome of this research is evidence to indicate that the state space formulism offers
numerous advantages. For instance, it provides a convenient framework for exposing struc-
ture inherent in signal processing problems. Also the flexibity it provides in the parameter
domain can be exploited to lgwer parameter sensitivity. Furthermore reliable methods exist to
estimate these robust parameter sets. All these attributes are very beneficial to signal process-

ing algorithms.

Snbspace Based Array Processing:

Similar to methods in spectrum estimation, methods based on SVD or Eigen decomposition
are popular for the problem of direction finding or the direction of armval (DOA) estimation
problem using a sensor array. In this problem the data consists of the array output at ditferent
time instants. The output of the array at any time instant is referred to as a snapshot. Using
the snapshots, an estimate of the covariance matrix of the data is obtained. Then an estimate
of the DOA is obtained by using an eigendecomposition of the covariance matrix. Such
methods are often reterred to as Subspace based methods. There are numerous subspace based
methods and the purpose of this research was to evaluate their pros and cons. Our research
analyzed some of the popular methods, namely MUSIC, ESPRIT, TAM and the Minimum-

Norm method, under the assumption that the snapshots were independent and that the data
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was circularly Gaussian. Also the estimate of the covariance matrix considered in the analysis
1s that obtained by taking the average of the outer product of the snapshot vectors. The main
results of the analysis are as follows:

1. It is shown that for the linear equispaced sensor array case, ESPRIT can be treated via a
state space formulation. The matrix obtained using ESPRIT is shown to be related to the
matrix obtained using TAM, by a diagonal transformation. TAM and (Least Squares)
ESPRIT are shown to have identical statistical properties. Aiso Total Least Square ESPRIT
and Least Squares ESPRIT are shown to have the same asymptotic mean squared error.
Closed form expressions are derived for the mean squared error. Simple closed form expres-
sions are derived for the one and two source case leading to interestung insights [8,14].

2. For the linear equispaced array case, Closed form expressions for the asvmptotic mean
squared error in the estimate ot the direction of arrival for the Minimum-Norm method and
Root-Music are also obtained [12,17.9,15]. Root-Music is a variant of MUSIC in that the
DOA estimates are obtained from the roots of a polynomial obrained by performing a spectral
factorization of the null spectrum (9,15]. It is shown that the DOA estimates obtained using
Root-Music has a smaller mean squared error compared to the Minimum-Normm method.
Also the estimates obtained using Root-MUSIC become significantly better as the array length
increases. Simple closed form expressions are derived for the one and two source case. Simi-
lar conclusion also apply when Root-MUSIC and ESPRIT are compared. Root-MUSIC
appears to be the best of the three under the assumed conditions.

3. It was shown that in the case of Root-MUSIC, though the errors in the DOA estimates
were small, the error in the roots was large. This implies that for Root-Music the errors in
the roots were mainly radial. This observation is fairly important in that it implies trouble
when using a spectral approach. The radial errors result ir less well defined peaks. If the roots
are close together, due to the large radial error there may not even be two peaks in the spec-
trum. This in turn results in a apparent loss in resolution and a higher threshold SNR for

(spectral) MUSIC (compared to the spectral Minimum-Norm method). Also it is shown that
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asvmptotica.ly there is no difference between using a spectral approach versus using a rooting
procedure. However, for the reasons explained above, rooting is desirable for MUSIC wher-

ever possible.

In summary, the above results provide valuable insight into the above methods in the
context of a linear equispaced sensor array and when the sources are uncorrelated or partially
correlated. To overcome the problems that arise when the sources are tully correlated, spatial
smoothing is emploved. In this approach the array is divided into smaller (overlapping) subar-
rays and the overall covanance estumate obtained by averaging over the covariance estimate
obtained trom each subarray {19]. The main results in the context of spatial smoothing are as
follows.

4. The statistics of the eigenvectors of a spatially smoothed forward-backward covariance
matrix are presented [19]. This result is of general interest, and is used to evaluate subspace
based array processing methods. The procedure used to obtain these statistics consists of using
a first order expansiou of the signal space eigenvectors. The approach is fairly general and can
be easily generalized to dcal with other scenarios, t.e. etfect of sensor perturbations. deter-
ministic data model etc [19].

5. The statistics are used to study the effect of spatial smoothing on Root-MUSIC and the
Miniawn-Nonn Lachod Exprescions for the mean squared error in the DOA estimates are
derived [19]. The methods are compared and it is found that spatial smoothing is more
peneficial to the Minimum-Norm method compared to MUSIC. In our earlier work it was
shown that when no smoothing was used, MUSIC was cuperior to the Minimum-Norm
method ([2.17]. Here it is tound that by properly choosing the number of subarrays, the per-
formance ot the Minimum-Norm method can be made comparable to MUSIC [19]. In the
case of MUSIC, though the DOA estimates usually tend to deteriorate as the number of subar-
ravs increase, the mean square error in the roots improve. Hence, if spectral MUSIC is used.
the peaks will be sharper as the number of subarrays is increased giving the false impression

of better resolution.
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6. The etfect of spatial smoothing on ESPRIT is also studied. Similar to the Minimum Norm
method, spatial smoothing is beneficial to ESPRIT and significantly improves the estimates.

7. Some implementation (computer architecture) issues are also considered in [10]. It 1s shown
that since State Space based DOA methods, and ESPRIT essentially require only matrix

operations, they are very suitable for systolic/wavefront imiplementation {10.20].

Finite Precision Floating Point Arithmetic:

The etfect of finite precision floating point arithmetic in digital signal processing is not
well understood. However with the growing availability of tioating point chips, understanding
the eftect of tinite precision floating point arithmetic is an increasingly important problem.
Our work in this area is very fundamental. and has the potential of providing insight into
many applications, e.g. etfect of finite precision floating point arithmetic on digital filters
[11.16], effect of finite precision tloating point arithmetic on adaptive algorithms etc. The
main results are as follows:

I. As a starting point tor the study, the problem of digital filters is addressed with particular
emphuasis on robust state space digital filters. In this context, fixed point arithmetic has been
extensively studied. The limited success with analvzing the effect of floating point arithmetic
on digital filters has been due to the fact that the roundoff errors are correlated with the sig-
nals making the analysis tractable. In our work to overcome this difficulty, a very unique
interpretation of tloating point arithmetic is provided. It is shown that the inner product a‘x.
an operation basic to linear time invariant systems, when computed using finite precision
floating point arithmetic 1s equivalent to (a+a)'x, 1.e. the exact inner product of a perturbed a
and x. This interpretation in the context of digitai filters implies that the roundoff noise can be
determined by perturbing the filter parameters. [t provides a strong link between coefficient
sensitivity and roundotf noise and also makes the mathematics muchk more tractable.

2. An expression for the variance of the output roundotf noise is derived and shown to depend

on the filter parameters, in particular the Observabilty and Controllabilty Grammians. Unlike
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in the fixed point case, the variance also depends on the input signal statistics. For the case
where double prec’. on accumulanion is used. it is shown that the opumal filters are similar to

those obtain - when using fixed point arithmetic.
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AN ANALYSIS OF THE KUMARESAN-PRONY METHOD*

D.V Bhaskar Rao

AMES Department - Syscem Science
Univ. of Caiifornia. San Diego
La Jolla, California 92093

ABSTRAC

[n :his paper. we perform a numerical analvsis of the
Rumaresan-Pronv method. 1 method for estimacing the frequencies of
stnusords 1n white nowse. Like most model based methods, in this
woproach the re‘tabiiity of the Estimauion procedure ind Parameter
senswiviey we ~eatral o determining s performance. We first exam-
ine the paprameter senstuvicy issue and e2xpiatn how the sxcess filter
length helps combat numerical sensiivity. Wa examine the sstimation
pracedure and inaicats how he conceot of angle becween subspaces
zan ne u3ed to determine the quality of estimation. An intsresting
nutcome of rhe wnaives 1s the explanation provided to the limication
of the Kumaresan-Prony algorithm when 1ppiied to the direction

inding problem.

L INTRODUCTION

In this paper we periorm 31 numerical anaivsis of the
Kumaresan.Prony (KP) method. The KP method is a special case of
the general Tuits and Kumaresan appraoch, a VD based linear pred.
iction method for »stimating the frequencies of sinusowds in noise il
To begtn the wnaiysis we note that the model based methods can in
generai be divided into two distinct sceps as i fig (1) [2]. Step | con-
ststs of ~stimacing 3 parametsr set that describes the model and step
I consists of determining the relevant information from the parame-
ter sscimates. Both steps are important to the averall success of the
metnod. lll-conditioning 1t either step can adversely effect the overail
periormance of the method and needs (o be avoided 2,3}

For the sinusoid problem let us denote the parameter set by
8.8, - .9, and the quanuity of interest are the frequencies

8 -
<, 5. An #rror A8 in che Astimate of 8 resuits in a error Aw; in the
frequency, where

3 L, . .

Su, = L a5 = auf AG .
A ;

st 1
where

W .
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aé, 394 af. i
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“Tins resexrcn was support=d :n part v the National Science
Foundation snder rant o, ECS-3401782 wnd the \RMY
Researcn Othice tnaer tirant No. DAAL-02-36-K.9107

“Uniess mentionsa stherwise the norm referred Lo in this paper 1y
the 2.nnrm

167
TH2461-287 2CCO.0467301 00 = 1987 IEES

§ represents the sensitivity of the parameter set and 7, the sstima-
tion error covariance. In step [, one attempta to minimize 4 Re T
However for the overall success of the method, ifl-conditioming in step
I has to be avoided, i.e. S has to be smail. Reduced sensitivity also
reduces the demands on the »sumation process. Though an optimal-
ity in both steps is deswrable. in practice, this may be hard to achieve.
However it is clear that an analysis of the two steps separately can be
sefui in understanding and reacning the best compromise. In this

" paper we conduct such 1 two step anaiysis of the KP method.

II. BACKGROUND
The observations y (k| consists of the <inusorinl <ignai =i} eae-
rupted by white noise n(k}, 1e.

yik) = z(k) +~ n(k), E=1.2 .. N {1a)
The signai

2 reck
z{k) = Sc,e B {15

e
where ¢, "¢ sre the complex amplitudes snd w, *he frrquencies.

A popular procedure to estimate the frequencies s to use an
Linear Prediction (LP} approsch 4. In the sbsence of noise the
sinusoidal signal is exactly predictable. i.c.

vk - Do ylk=i] 0. 2)

The zeros of the polynomial formed from the coefficients,

14
H(z) =1 - 39,27, gives an estumate of the frequencies. Using the

re |
LP approach the problem of frequency sstimation is reduced o that
of estimating the coerficients g,. For the estimation of the coetficients
a least square approach can be used. In the presence of noise the pro~
cedure 13 lesy efficient and improvements can be achieved by nsing a
forward backward prediction approach i5,6l. It can be snown thac the
same coetficients appear in the backward prediction equation, i.e.

yik) = T gtk +) 20,
'y

Using the forward backward spproach. the problem reduces 1o solving
the following set of linear equauions.

[v(ﬂ) yip—1) y{1) ] yip~1)
vip-t) yip-2) y{2l ylp+2}
2]
) ) R 91 )
yiN=1) y(V=1) y(V-2) vV
v'i2) v 1) y gt tyn
v {3 v (4) vip-2 v 1)
Ge
v Av_pwy) ylvopar)  peiy) Ly ty=-n)

E——— e ——




SENSITIVITY ANALYSIS OF STATE SPACE METHODS IN SPECTRUM ESTIMATION®

Bhaskar [} Rao

AMES Department - Svstem Science

Haww of Calhifornia, San Diego
La Jolla. Califormia 92093

ABSTRACT

In this paper. we examine the issue of parameter sensitivity in spec-
feum estunation. 'n particular. state space models are considered and
robust coordinate <vstems for spectrym estimatton are identified. For
the <inusmd probiem 1t 1s shown that the ideal parameter set involves
rstymaling 1 umtary matrix and sunple procedures to estimate such a
matrix are idenufied. Tor the damped sinusord and the general
ARMA tpectrum sstunation problem v is shown that the baianced
conrdinates are robust and rehable

LINTRODUCTION

In reeent vears there has heen a great deal of interest 1n model
hased c<pectram estirnation methods 11}, They provide a tool to extend
the data bevand the ohservation interval and are capable of providing
high resolution spectral estimates. In this paper we conduct a numer:-
cal study of .ome <pectral estimation methods with particular
samphasis on state space modeling. To begin the analysis we note that
the model hased mathods can in general be divided into two distinct
steps as 1n fig (1) .21 Step [ consists of estimating a parameter set
that describes (he model and step Il consists of Jetermining the
reievant information from the parameter sstimates. Both steps are
important to the overall success nf the method. [ll-conditioning at
mither step ran adversely =tfect the averall performance of the method
wnd needs ta be qvorded 12,31

Far ~xampie 1n the sinusotd problem, let ns denote the parame-
9.1, and the quantity of interest are the
frequencies w, 5. An error A in the estimate of & results in a error

ter set by d = 4,y

Jw, in the frequency, where

. :‘\4_‘}'
s, = ¥ 7 Fom vt ae
pet T
and
A, A, X, !
Aw = | —  — .
“ 3, R, 8.

with AO lietng isfined sirmlarly {lere we il use 7 ¢t " to denate
-

transpose, 1o depole comnpisx conjugate, and ' H " to denote

SoMpIeY canpugate 'ranspose

S represents the sensitivity of the parameter <ot and /i, 'he rstirna-
tion error covariance. In step I, vne attempts to mimimize - T, |7
However for the averall success of the method. iil-conditioning 'n <tep
1T has to be avotded. 1 6. § has to he smail. Reduced sensitivity also
reduces the demands »n the estimation process. Though an optimal.

ity in both steps is desirable. in practice. this may be hard 0 achieve

[n this paper we consider the prooiern { sinusoids, damped
sinusoids and then the general rational modeling {ARMA) problem.
In all these cases, we concentrate an step Il the parameterization
isste and attempt to determine robust parameter sets. For this pur-
pose we focus nur altention un stale space parameterization and pay
particular 1ttention to balanced coordinate systems .:4.5.6!.

I1. SINUSOID PROBLEM

For rhe sinusord problem. the data is the sum of complex
exponentials. i.e.

Jw, k
c, e

Iag N

yik}

1

Such a signal can be modeied by a state space model

Ga = F X, (1a)
y(k) - A X, (1b})

. . I
where the eigenvalues of F are of unit amplitude and equal to ¢ * |7}.
One mnteresting reaiization is when

F = dwq(cw‘), (2)

and z(0)' = (c,,cq, .. ,c,) and h = {L.1,..,1). The tripie (£.z{0},h)
characterize the model and are not unique. If (F . z{M A} is one
representaticn then {T7'FT T7':(0) AT) is also « representstion for
any nonsingular matrix . Here since the eigenvalues of F are of
interest. a matrix whose ~igenvajues are insensitive to perturdation is
desirable for robustness in step II. This issue is examined in detail
later. Now we present some factorizations that can be nsed to esti-
mate the state space parameters.

From the state space »quations, for the sinusnidal siqnal it can
be shown rhat

y(k) = AF'2(0) {3)

. . s M . The data tHankel matrix can be factorized into
Foae T AL a0 an” a5 Rey .
i
Ty y{0} y(1} »(2) h
S y(1) vi2) »(3) hE
T - A.v-,{_x@ _\t-)"‘i MEIPTEIRPIEY. hE?
= ) - £10), Fz(0), £1z(0), . | = 9 R(4)
*This research was supported in pare by the ARMY Research
Office under irant Noo DAAL-03-38.K-0107 and rhe the
Nacional Serrnce Foundation under Grant No. ECS-8402782.
fi qieex mentionet ~therwise the norm used is the onorm.
35.11.1
TICHOA ) T T Ry Ty 1987 JESE 1517
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QUALITY OF LOW RANK APPROXIMANTS OBTAINED®
USING SVD AND SOME APPLICATIONS

Bhaskar D. Rao

AMES Department - System Science
Univ. of California, San Diego
La Joila, California 92093

ABSTRACT

In this paper. we examine the problem of evaluating the
auality of low rank approximants obtained using the Singular
Value Decomposition (SVD), a commonly used procedure in
the recently popular Subspace Based methods. The concept of
angle between subspaces is used to quantify the nature of the
approximant. This measure allows one to determine when a
SVD based procedures fails., and also suggests procedure to
maximize the pertormance of these methods. The potental use
of this result is demonstrated by appiving it to the problem of
estimatng the frequencies of mulaple sinusoids in noise.

L INTRODUCTION

Singular Value Decomposition (SVD) has become a very
popular tool in signal processing problems. For instance it is
used widelv in Least Squares problems which arise nawrally
in many signal processing problems. In such problems one
seeks a vector g which best solves

Ag=h,

where A is a mxa matmx. 2 is a nx! vector and 4 is a mx1 vec-
tor. Of particular interest is the case when the rank of matrix A
i1s p where p <mintm.n). The best minimum norm soludon to
this least squares problem is given by

g =A"h,

where A° denotes the pseudoinverse of 4 and is often com-
puted using a SVD (Singular Value Decomposition) [1,2].
Normally A and h are inexact due to the presence of noise. Let
the perturbed matrix and vector be denoted by 8 and 4 respec-
tively. i.e.

B=A+E, and b=h+e

Usually matrix 8 will be full rank, i.e. rank of 8 is equal 10 r
where » = mintm ). Under these conditions an often used pro-
cedure is to replace 8 by a p rank approximant 8 before taking
the pseudo inverse. An effective tool for such an approxima-
tion is provided hv the Singular Value Decomposition (SVD)
(1,2). If the SVD of 8 is given by

r F:I 01 r l’fm

y PHo_ I3 | — ] — —_—
B=UTL ‘L""U’][o Ex { MJ-
where U and V' are the left and night singular vectors, and Tis a
diagonal matrix contatmng the singular values in descending

order, 1.e. @,.0,...0,. The approximant is obtained by retain-

ing the first p pnincipal singular vectors ( U.andV, ) and pning;.
pal singular values (%)), i.c.

B=U, L, V¥,
and
B*=Vv, I uY.

The least square solution. denoted by x. is then determined as
x=8b.

There are a number of cxamples in signal processing
which can be treated in the above framework. e.g. estimating
the frequencies of multiple sinusoids {3.4]. esumaung the
direction of arrival [5.6] etc. SVD is also used extensivelv in
approximating a given mawmix by a low rank mamix and in
some application the subspaces associated with the singular
vectors are used for parameter estimation [12.9]. Such an
application will be pursued in sec I1I.

Inspite of the success of SVD based procedures, the ques-
tion of evaluating the estimation procedure still remains. Some
important questons that still needs to be addressed are the fol-
lowing:

a) How good is the approximant obtained by using the SVD for
estimation problems?

b) When do such SVD based approximation procedures fail 1o
be advantageous or useful.

These are the issues that we attempt to address in this paper.
Some results were first presented in [7.8.9).

II. MAIN RESULT

For evaluating the quality of the approximant. and hence
the reliability of the estimation procedure, the concept of angle
between subspaces is considered in detail here. The angle
between two subspaces L and M is defined as

NSin@(L M) b= 11 = Py) Py 1= nr e, I

where P, and P_ are the projection operators onto the sub-
spaces M and L respectively, and is a natural generalizauon of
the angle between vectors [2.10,11]. If the dimension of the
subspaces are equal. then

NPy P U =1FE P =npkry 11,

Consequently, the concept of angle between subspaces pro-
vides us a useful tool to charactenize the difference berween
two subspaces. It is desirable to have 1P, ~ P 1l < 1, since this
ensures that no vector in the subspace M is orthogonal to a vec-
tor in the subspace L {2,10,11}.

This Research was supported by the ARMY Research

O0ffice under Grant No. DAAL-03-86-K-0107
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NUMERICAL CONSIDERATIONS IN SPECTRUM ESTIMATION +

- Bhaskar D. Rao

AMES Department - System Science
Univ. of Califommia. San Diego
La Jolla, California 92093

ABSTRACT

[n this paper, we consider the problem of determining reliable model based procedures
for esimating the frequencies of sinusoids from noisy measurements. This is done by analyz-
ing the two steps involved in such a model based approach. One of the steps involves analyz-
ing the parameter sensidvity of the model parameter set, and the other involves examining the
rcliability of the estmation procedure used to determine the parameter set. For this study, we:
examine the use of state space models for estimating the frequencies of ultiple sinusoids in
noise. In particular, robust parameter sets are identified, and procedures to estimate the set are
presented. [t is shown that the ideal parameter set involves estimating an unjtary matrix, and
then computing its eigenvalues !0 obtain an estimate of the frequencies. Reliable Singular
Value Decomposition (SVD) based procedures to estimate unitary or near uniiary matrices -

from covariance and time series data are presented.

I. INTRODUCTION

The ability of model based spectral estimation procedures to produce high resolution est-
mates {rom linite data records has attracted a great deal of attention [1-3]. A multitude of tech-
niques have been suggested and for finite data records comparisons based on simulaticns have
oeen dene. In Uus paper, a twG step procegure is u.cd 10 study the numerical iSsucs wivoived
in such mode! based methods. The main motivation for such an approach is the fact that modcl
based methods can in general be divided into two distinct steps as in fig.(1). Step 1 consists of

estimating a parameter set that describes the model, and step [I consists of determining the

relevant information from the parameter estimates. Both steps are important to the overall suc-
cess of the method. Hl-conditioning at either step can adversely etfect the overall performance
of the method and needs to be avoided. Reliable estimation (Step D) is clearlv an imponant
issuc and has been given a fair amount of attention. For example, in the determinisuc least

squares problem reliable cstimation procedures. ¢.g. QR approach, SVD approach. have been

* This ~ork was supportcd hv the ARMY rescaren office under Grant Mo, DAAL-03-86-K.0107
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AN IMPROVED TOEPLITZ APPROXIMIATION METHOD!

K.S. Arun
Electrical and Computer Enginesring
Cocrdinated Science Laboratory

Univ. of [llincis at Urtana-Champaign

Urbana, [L-618Q1

ABSTRACT

In this paper. we suggest a1 modification of the Toe-
olitz aporoximauon methoa for estimating frequencies of
multiple sinusords from covariance measurements. The
method constructs a state-feedback matnix followng a
low-rank apornximation of the Toeplitz covariance matrix
via singular vaiue decomposition. Ideally, the eigenvalues
of this state-feedback matrix will be on the unit circle in
the complex plane. and the angles that they make with the
real axis will be equal to the unknown sinusoid frequen-
ctes. The modification proposed here exptoits this prior
knowledge ol the modulus of the eigenvalues. and guaran-
tees that evex 'n the presence of noise. the eigenvajues of
the estimated state-feedback matrix will lie on the unit
circle.

i. INTRODUCTION

The proolem of retrieving multiple sinusods (with
frequencies close to each other) {rom perturbed time-series
or covariance :ntormation is of special interest in 3 vast
range of signai-processing applications. Very often the
covariance sequence mav have 'o be estimated [rom time-
sertes data. as in Doopier processing in radar. [t is not
uncommon. however, 1o encounter applications in which
the ! time-series) data are not measurable while the covari-
ance :nformation s directly available. Such situations
arise n astronouncal star bearing esumation. interserence
speclrosconyv. and some sensor arrav applications.

In recent vears. there has been a great deal of interest
in model-based sinusoid retrieval., Models convert the
non-linear zronlem ot estimaung the sinusoid frequencies
:nto a simpier nroblem of esumating the parameters of a
nunear moaet (1l The second step i ail model-based
methodas s ihe extraction of the desired information (the
frequencies) ‘rom “he 2sumated model parameters [2].
Both stens 1re 'mrporant ior ‘he overail success of a
model-rasez methot. [ll-condaitioning at erther step can
adversely sgect the overatl perrormance of the method
and snow;d ze avmdeu. The reliabtlity ot the frst steo
ierenas »n Thc esumation procedure. and 'hat ot the
<oeona step on the sensitivity ol the desired intormation to
the moadei oarameters [3]l. A pooular modei for the
sinusotd retcieval nroblem s the linear prediction model
arst used Hv Pronv in (B&I.

'Thiy anrg 138 ~artaliv <gansoren ~v SDI) IST ana Mmanagen By
Nrmv Retearen (] 2ze craer~2areae DAAVLOY v K 0107
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Bhaskar D. Rac
Applied Mechanics and Enginesring Science
Svstem Scisnce Greour
Uiniv. of California at San Diege
La Jella, CA-320%3

2
yi)= T ay(t=k%)

=1
whose parameters may bYe reliably estimated by the
method of Turts and Kumaresan (4. The roots of the
poiynom:al formed from these parameters are ideally
expected to be on the unit circle 1n the compiex plane. and
the angles that they make with the real axis should equal
the sinusoid {requencies.

2: STATE-SPACE REPRESENTATION

[t turns out that the sinusordali model is a verv spe-
cial case of the geac.wi linear rational model. and that just
as there are alternate parametenzations of linear systems,
there also are alternate parameter sets {or the sinusoidal
mode! as well. Just as there :s a state-space representation
for every realizauon of 2 linear. rauonal sysiem, there s
also a state-space representation {or every realization of
the sinusoidal model. The state-space representation of the
special model for sinusordal sigrais (frequencies: ;.
i=1.2.....n) is:

Xtk + 1) =Fx(k)
y{k)} = hxi{k)"
where the order of the model p 1s twice the aumber of
sinusoids. and the eigenvaiues of F are of nnit magnitude
and equal e *'™, i=1.2.....a. The sinusoidal signal y(t) is the
model's zero-input response to some non-zero utial condi-
tion x(U). In tact, we nave
yi=hFxQ), 129,
and the covariance r{m}of the sinusoidal signai satisies

tmi=hfF™Ph' m 210 (1)

where Pis the state-covariance matrix. ana the superscrint
t denotes the Hermitian transoose.

The linear prediction model s a canonical fealization

ol the above, with
\

Xt = [ yri=1, yu=I o vit-py
a, a, . .oal)
10 .0l
01 ..0l [
F= p h= ia, s a,
n o . i)




LOWERING THE THRESHOLD SNR OF SINGULAR VALUE DECOMPOSITION'
BASED METHODS

Bhaskar D. Rao

AMES Department - Svstem Science
Univ. of California, San Diego
La Jolla, Cuiifornia 92093

ABSTRACT

In this paper. we examine the performance of Singular
Vade Decomposition (SVD) based methods for esumaring the
frequencies of muluple sinusoids. The concept of angle
between subspaces is used to derive a criteria for determimng
when SVD based procedures fail. The signal to noise ratio
(SNR) at which 3 methed breaks down is termed the threshold
SNR of the method. 1t is then shown that existing SVD based
methods have a higher threshold SNR than predicted by this
cnteria. A methed that utilizes the singular vectors. and directly
minimuzes the angle between subspaces is developed. The
method is shown to have betier performance at low signat to
noise rauos. The procedure lowers the threshold SNR thereby
extending the range of SNR for which SVD can be used.

T INTRODUCTION

Singular Value Decompositon {(SVD) has become a very
popular tool in signal processing problems. In this paper we
examine its use for the problem of estimating the trequencies of
muitple sinusoids in white noise. SVD has been found to be a
verv useful tool in obuining reliable estimates of the frequen-
ctes. However, very little 1s known about centain fundamental
issues relaung to 1ts use. The issues considered in this paper are:
1Y When do SVD based methods fail?

2 Do the SVD based methods that exist for the sinusoid prob-
lem make the best use of the decompositon?

3 If not. are there procedures that can make the most out of
using SVD?

[n ths paper, a criteria based on the angle between subspaces is
considered to determine when the SYD based methods fail.
The signal to noise ratio (SNR) at which a method breaks down
is termed the threshold SNR of the method. A low threshold
SNR is a desirable feature for a1 method. A SVD based State
Space approach is considered [9.12]. and is shown to have a
higher threshold SNR *han predicted by this criteria. The same
is true for the SVD based Linear Prediction method [3.7]. A
method that utilizes the singular vectors, and directlv mintmizes
the angle between subspaces is then developed. The method is
shown to have better parformance at low signal to noise ratios,
and has a lower threshold SNR. The results aiso indicate that
existing SVD based methods do not make the best use of the
subspaces.

U. BACKGROUND

Here we brieflv descnibe a SVD based state space
approach for the sinusoid frequencv estimaton probiem [9,]12].
For this discussion we assume that the data is notse free and
address the issue of noise later. For the sinusoid problem, the
data is the sum of complex exponentals. i.e.

whcre w, are the frequencies and ¢, are the complex amplitude
with ¢, = 1¢, 1 ¢’*, o, being the phase. Such a signal can be
modeled by the following state space model

Xen=F X,
xiky=h X, ,

e/® [12,9]. This can be verified by considenng the fouowmwg
useful realization.

where the eigenvalues of F are of unit amplitide anA squal i

F = diag (e’™), (la)

Xo=lerea ... c,) and A =(L1..1. (1b)

The triple (F X,.4) characterize the model and are not unique. If
(F Xot) is one representation then (T™'FT.T7'X,AT) is also a
representaton  for any nonsinguiar matmix 7. This

nonuniqueness of the parameter set enables one to choose a
coordinate sysiem that is less sensitive to perturbatons
[13.9.12]. The state space parameters can be estimated by using
the factorization of matrix D given below. ’

(x(1) x(2) CX(N-L+1) 2 (N) NS T
x(2) x(3) Cx(N=L42) 2TN-1) C(N=2) L 2T -D)
D={. . o i

LX) x(L+1) . x(N) NI N-Ly LT
[&
hF -~

=1 [xhrxh~~.F”*xhz.fzvr~.r”¢zt
i

=0 . (2

where 8 is shown below.
[#
| hF

hFZ
8=

’;‘FL-I

The matrix D arises natutally in a forward and backward
approach [3). The matrix £ can be esumated from R in the fol-
lowing manner:

fh= T et 8,7 =8, (3
— where
This work was supported by the ARMY Research
Othce Under Grant No. DAAL-03-86-K-0107.
2472
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Perturbation Analysis of an SVD-Based Linear
Prediction Method for Estimating the
Frequencies of Multiple Sinusoids

BHASKAR D. RAO. MEMBER. I[EEE

thseract—Model-hased ~pectral estimagon technigues consist of es-
sentiaily two steps. The tirst step 1y the estimation of 4 parameter set
from the data. and the second step consists of extracting the relevant
information trom the parameter set. A numerical analvsis of the uver-
afl peocedure can be pectormed by conducting a perturbation analvsis
of the two steps separately. We demonstrate this by studying the linear
prediction approach toe estimatiog the frequencies of sinusmds in white
noise. {Cis sttown that in the Aest step. the continuity of the generalized
inverse and the concept of angle between subspuces piay an important
rode. The continuety concept helps explain the need for 2 low rank ap-
provimation. and the quality of the approximant is appraised by using
the novon of anvle between subspaces. For the second step, the sensi-
tivity ot the zerns of the predictor polvnomial becomes an imporetant
Sotisidar ation and is examaned. {tis showa that increasing the order ot
the predivtor pobyaonnal and computing the minimum norm solutton
provides a mechatiivn to reduce parameter sensitivity.

L. INTRODUCTION

IN’ recent vears. there hus been a Hurey of actviey i che

<pphicutons ot inodels to spectrafl estimation, und they
show great promise (1], There is a mulutude of tech-
atgues with asvmprotically similur behavior. and so thetr
pertarmaace tor tine data records becomes an unportant
consideratton. Cumpansons based on simulations have
been used to @valuate the methods. In addition to the sta-
tistical behavior, 2 numercal examination is usetul o un-
derstand their reliabilitys pertormance in a finite-precision
environment. t.e.. when fxed-point or toating-point
arithmenic s used. In this paper we consider this issue.

To hegmn rhe analvsis. we note that the nodel-based
methods can, in general. be divided into two distinct steps
as in Fie 1. Step [ consists of esumating a4 parameter set
that describes the model. and Step 11 consists ot deter-
mmmng the retevant atormaton from the parameter esti-
mates. Both steps are important to the overail success of
the method. [l-condinomng at either step can adversely
etfect the overail perrormance of the method and needs
e avonded. Redmble esumation (Step D s cleardy an an-
portant issie and hos begn sven a tair amount of atten-
tion. For cxample. in the deterministce least squares prob-
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Fig. | The two steps in a mouel-hased ~pectrum estimaton method

lem. rehable esumation procedures. 2.2.. the' QR and
SVD approaches. have been developed (2], [3]. How-
ever. tor the spectral estimation procedure. in addition to
the first step. the second step 1s also an imponant factor.
If the mnapping rom the parameter space to ihe spectral
domain 1s ill-conditioned. then improving Step [ 15 less
etfective. On the other hand. 1 reliuble parameter set may
not always be 2usv to esumate. So u compromise is nec-
essary and a proper comoimaton of the two steps ts 1m-
portant tor success. An evaluation of the two steps sepa-
ratelv provides a procedure tor evaluatng and comparing
methods. and results in interesting insignts.

Here we consider the problem of estrmating trequencies
ol stnusoids in white noise. For the sirusotd problem. let
us denote the parameter secbv @ = [8, 4. - - - 8.] and
the guantity of nerest are the frequencies w.’s. An error
A¢ in the estimate of # resuits in a error Jw. in the tre-
quency where

L dw, .
du = S A9 = Tw'ad
’ =1 a8.
where .
D U
L g6, a8, af.
and

A = (A8, A0, - - L Ad

The error A& (s 1 resuit of the additive notse n the data,
and 1y also due 1o npue precision anthmetic
M |

N - < 1
Eidw: =T E[AA | Tw s S0 iRy
where
: o dwai
S, = T, = L
=1 {4y “
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PERFORMANCE ANALYSIS OF SUBSPACE BRSED METHODS'
Bhaska:r D. Rao and K.VV.S. Han
AMES Deoartment - System Science
Univ. ot Califorma. San Diego
La Joila, Culifornia 92093
ABSTRACT

the pertormance of two subspace based
se Toccmz Approximauon Method (TAM),
‘or :sum“nn;' !-c direcuen ot armval -DOA)Y of plane waves in
WRLE notse. ia e case of 2 linear esquispaced sensor array, it is
shown 1at ESPRIT. like TAM. can be weated via a state space for-
mulaton .eaaing ‘o nterssung insights, The state wansinon magix
ssumated bv ESPRIT is shown 1o be related ‘o that ootaned by

e naivze
and

n ‘qrs maper.

TAM by 1 diagonal sumiianty mansformanon. The performance ot

:hese methods is 4iso anaivzed. [n particuiar, aysmotouc resuits tor
the mean squared error in the esumates of the direction ot armval are
Jernvey for 2acn ot the above menncned methods. Simole closed
form expresstons tor the one source case are denved, and compared
win the corresgonaing exeressians for the Mimmum-Nomm mewod
and MUSIC. Comeuter simuiations are provided to substannate the
MNALVSILS.

INTRODUCTION

Subseace hased mewrods have been develoved and swdied by
a numoer ot researcners. [n this paoer “ve analvze the pertormance
Ot the supstace cased metnods used in esumaung e Direcnon of
,\mval 1DOAY ot piane waves in notse. Due to length considera-
1ons. N yus cacer. we jresent only a detaled examunagon of
ESPRIT i1}, ana ne Toesiitz \pproximauon Method (TAM) {3].
The aoproaca can e extended to analvze the Minimum-Nomm
metod | 2.09) ana MUSIC [4.3).

MUSIC wvas e trst method that showed the benetits of using

2 sudspace sased scoreach 41 Some theoreucal resuits comoanng
MUSIC. and :he Minmmum-Norm method can be found in (6.7]
wnersin a chamcismizauon of the methods was done by sxamining
ke nud speczum. Some compansons of MUSIC with ESPRIT can
me found :n {9V, ZSPRIT is. iike MUSIC. a general approach, and
was deveiored 10 overcome some of the comoutanon and prior
‘nrommanon requirements of MUSIC [1.8.9]). [t is conceomaily dif-
ferentin that it cads for 2n armav ot idenacal douolets. 1.e. requires
he urrav o rossess a1 displacement nvanance. [n return. it does not
nesa detadea inrcrmanon apout the aray geomewy ind ~lement
charactentsitics, Here we nniv consider its pertormance in the con-

text of 1 ltnear =cutspaced sensor urrav. The use of the Toeptitz
Aroroximanen Memmod i TAM) for DOA esomauon was first sug-

zestea {3 TALL s a mewoa. ‘ike the Mintmum-Normm methoa.
1nae tvas firse deve:crea for the sinusord frequency esamagon prob-
‘e {3, 11]0 A ke T=ature of the method is that 1t 1s based on a staie
scace moael. Suct modeling has benerits that were discussed in
ULl ¥4 hbecome clearer as the «discussion progresses. [n

L2003 ana
‘act it wiil e snown that ESPRIT can also be descnbed under this
fcrmuiation leading 10 (Ns1gnts 1o 1S pertormance.

The oreanizaton ot the naper is as tollows. A\ State Soace for-
mutaton 1s usea o descrine ESPRIT. and estaolisn the relationsmp
~etween TAM ina ESPRIT. Asvmotoucai resuits for the mean
sauarsd =rror :n ne 2sumates ot the DOA 1n eacn of the rwo cases
s enved ind compared. (ae results are specialized tor the one
“OUrcs Case, ind -omoared ‘Vith the Corresponaing exoressions (or
‘ne immum-SJora metoa and MUSIC. Simutauon resuuts are
srecented 4ng iet Support tne analysis.

uzoorted v othe ARMY Researcn Office anaer
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PROBLEM FORMULATION

The problets of estimanng he lirecnon of amval of M
incoherent plane waves incident on 1 linear equispaced armmay of L
sensors is considered in this paper. For tne «rir opservanon penod
(snapshot), the spaual sampies m the signai plus noise are given by

WO ]

oM oo
=[S, T, TR Y ], (N
=t EN i=y

td

ri={y®

sin;. d being the separanon between sensors. A

where a; =
the wavelength ot the incident sighal. and 8; the direction of amval.
The subspace based methoas esamate the signal  zeros
n=e’™ . i=,..M. from which tne signai frequencies w: s and then
the DOA's §; are determuned. As in {6.7], it is assumed that Ve is a
sequence of mdcncnacm. mean zero Gaussiad random vectors, i.¢
E[N¢NT Y= 0., ! dy. The noise ts assumed indeoendent of the com-
plex signal ampiirudes p}"’ whica are also modeled as oeing jowntly
Gaussian. The covanance matru P of the ampiitudes whose ele-
ments are 2;;, where £;; = Elpp t’] is assumed (0 be of rank M
and has disunct eigenvaiues.

Now we make some comments regarding the notanon and con-
ventions used throughout the e naper. 7' is used to denote ran-
spose. “ to denote compiex contugxe. H' 0 denote comolex conju-
gate manspose and + to denote e Moore-Pearose pseudo-inverse.
Also E£{.} and the superscnipt "=~ wiil be used mtcrcn:mgc:xblv 0
denote the expectauon operator. [n this paper. is used ‘o denote
esumates. and subscniot § to dezote parameters associated with the
signal alone. Also 1if y 15 a vector of lengwn L. then v ana v denote
vectors of length L -1 formed rom the first and last L—' slements
of ¥, ie. if IR TR SN S .,L‘ . then
}"=[}’1-Y:-----."L-ut ana v=lya, oo yea L For
compactness of representauon, we define wo (L -1).xL mmccs W
ana W™

1 r
W= [IlL-lu(L..|) .OJ' W= ")-/'L—l\x(L—l)]- ()]
Note that v = W vand v" = ¥ - For mamces we have tae tollow-
ing conventon. If 8 is a Lxdf mamx. then 3y and B+ are L ~ DI
mamces contuning the tirst and [ast L -1 rows of 8. 1. c.
o
b“
A Ran
= { = = (3)
LTy
L J
1oL~
o
Also Ax is used (o denote the e7or in quanuey t, where T mav ¢ 2
5Calar, Yector of matnx.
The covanance mamx of ne observauon wector ¢ 1as an
e1gendecomposInon and can be wTiIEN 38
L .
R =Fei 'J=gLs,—sf’:el\s":r:,.\.s:'-o;/. o

t3
¢
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PERFORMANCE ANALYSIS OF ROOT-MUSIC "

Bhaskar D. Rao and K.V.S. Hani

AMES Department - System Science
Univ. of California. San Diego
La Jolla, California 92093

ABSTRACT

In this paper, we analyze the performance of Root-Music. a
vartanon of the popular MUSIC algorithm, for esumating the
direction of amrival (DOA) of plane waves in white noise in
the case of a linear equispaced sensor amray. The performance
of the method is anaivzed by examining the perurbation in
the roots of the polvnomial formed in the intermediate step of
Root-Music. In partcular, aysmptotic results for the mean
squared ertor in the estimates of the direction of arrival are
derived. Simple closed form expressions are derived for the
one and two source case to get further msight. Computer
stmulations are provided to substanviate the analvsis. An im-
portant outcome of this analysis is an explanation as to why
Root-Music 15 superior 1o the popular MUSIC algonithm
where one examine the peaks of the spaual spectoum.

L INTRODUCTION

Eigen-Decomposition based methods have recently been
extensively used in esumaung the Direction of Amval (DOA)
of plane waves in noise {1,6]. These methods, often referred
to as subspace based methods, have been shown to perform
very well and are capable of resolving closely spaced sources.
MUSIC was the first method that showed the benefits of using
a subspace based approach [1]. The MUSIC algorithm com-
putes a spanal specoum from the noise subspace, and deter-
muines the DOA’'s from the domunant peaks in the spectoum.
Another popular varianon of MUSIC is Root-Music [2].
Root-Music, as descnbed in more detail later, 1s similar to
AMUSIC in many respects except that the DOA’s are deter-
mined from the roots of a polynomial formed from the noise
subspace.  Though MUSIC 1s applicable to general known
arrav configurations. Root-Music is mainly suitable in the
context of a linear equispaced sensor arrav {2). Some theoret-
ical results companng MUSIC, and the Mimimum-Nom
method can be found in {2.4] wherein a charactenzation of
the methods was done by examining the null spectrum. Our
work exanunes Root-Music, and charactenizes the mean
squared error in the esumates of the DOA’'s directly. The
analysis provides insight into why Root-Music is supenor to
the popular MUSIC algonithm where one examines the peaks
in the spatial specorum.

[1. PROBLEM FORMULATION

The problem of esuwmzrine the direction of amval of M
incoherent plane waves incident on a lincis cquispaced amay
of [ sensors is considered n this paper. For the kth observa-
non pentod (snapshot), the spatial samples of the signal plus
noise are given hy

~
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where ; = sind;, d being the separation between sen-

sors, A the wavelength of the incident signal, and 8, the direc-
tion of arrival. Root-Music estimates z, = e’ | 1=1,. Al the
signal zeros, from which w;’s, the signal frequencies. and
then the DOA’s 8; are determined. As in [2.4], the noise
vector N, is assumed to be_a_zero mean, complex white
Gaussian random vector, i.c. N, N,” =0: 1 &y. The noise is
assumed independent of the complex signal amplitudes p ‘¥’
which are also modeled as being jointdy Gaussian. The
covaniance mamix P of the amplitudes whose clements are
P, where P, = E[pi‘“pl )] is assumed 10 be of rank M
and has disgact eigenvalues.

In this paper. "T" 1s used to denote manspose, * to denote
complex conjugate, and H to dencte complex conjugate tran-
spose. Also E{.] and the superscript "--" will be used inter-
changeably to denote the expectation operator. In this paper,
* is used to denote estimates, and subscript 5 and n to denote
parameters associated with the signal and noise respecuvely.

The covanance matnix of the observation vector Y, has
an eigendecomposition and can be written as

R=Y, ¥l =S NS SH=EAE" = A EI' 06X, 1)
i=1

where
E=[5,.5,. CS) E =08, .05 005y 3a)
A =diag (A Ay, - LA, and
Ay =diag (M) AL - R, 13hy
Also
AM=Af+06i>h = Ai+ 02> >k =L} + ol
>hyo = - = AL =07
%, are the eigenvalues of R, and §; the corresponding ortho-

normas eigenvectors. The subspace based methods esumate
the DOA’s from cither the subspace E,, t.e. the space spanned
by the cigenvectors corresponding to the 3 dormunant eigen-
values. termed the signal subspace, or its orthogonal comple-
ment Ey where Ex =[Sy, . - . 5. . termed the noise
subspace. P; and Py are used to denote the orthogonal pro-
jection operators onto the signal and noise subspace respec-
uvely.

This paper considers the effect of using an estimated
covariance mamx. Usually an estimate of the covanance

matrix is obtained by (time) averaging N independent
snapshots, i.e.
N ..
R=L Sy vli=¢Acg"
k=l
where
E =[S, S, CSule A= diagh)

‘ ‘KJ
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STATE SPACE METHODS FOR DOA ESTTMATION®

Bhaskzr D. Rao

AMES Degarument - Svstem Science
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ABSTRACT

In this paper., we axamine swle sgace methods {or esimadng the directon of amival of plane waves frem a
linear equispaced seasor amay. From a computational point of view, the appreach only invoives mamix operagons and
is suitable fcr systciic/waveZont impiemenaucn.

I. INTRODUCTION

Develepment of signal processing algorithms for impiementaticn on Systolic;Wavefront architectures have been
of interest in the past few vears [125]. In this paper, we :xamine methods for esumating the direczon of amval
(DOA) of piane waves using 1 lnear eguispaced senscr array with a view 0 implement them on systolic, wavetront
arrays. [n the context of DOA esumaticn, subspace tased methods have recendy received a zreat deal of amention.
Examples of such methods are MUSIC (41, ESPRIT 5], the Teepliz Approximauon Method (TAM) {6] 2. In par-
teular MUSIC has received a great deal of attenuon. The various steps of a MUSIC algenidm are summanzed in
Fig. 1. Note that there are efficient syswolic architeczires 1o pertorm the first two steps, namely covariance computa-
tion and zigendecomposigen. However the procass of computing the null specrum D (W) and locaung the peaks in
its inverse is computationally cxpensive and not very amenable to syswolic processing. In this paper. we examine
stite space based methods. Sute space methods for hese problems were first suggested in {6.7]. The computuional
steps in the method are based soiely cn matrix operzoons making it an aaracive candidate for systolic implementa-
tions. Nete thar ESPRIT for a linear eguispaced armay can be treated via this formalism. Beczuse of its applicability
to more general armay contigurauons, the ideas presented here have wider appiicability.

0. STATE SPACE APPROACH
The creblem of 2sumating the direction of arnval of M inccherent plane waves incident on a linear squispacad
armay of L sensers using siite space methicds is considersd in chis paver. For the <04 observaton pericd isnacsnct),
the spaual zamvpies of fie signal plus ac1se are given Sv
T _ .7k 6 <-{
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ROUNDOFF NOISE IN FLOATING POINT STATE SPACE DIGITAL FILTERS
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AMES Dent.,
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ABSTRACT

In this paper, the roundot! notse oroperuies ol foaung
soinr state-space digiai dlters is examined. [t is shown that
the roundoff notse behavior of these ilters is related to their
coetficient senstuvity. Expression for the vanance ot the out-
sut roundorf noise is denved when the input (0 the diter is a
zero mean wide sense Stationary random orocess. These
sxpressions, as sxpected, depend on the :nput signai staus-
tcs along wuh :he diters parameters, in parucular the con-
woiiaotiity and observadiiity grammuans.

L INTRODUCTION

Floaung point anthmeuc is widely used in sigrai pro-
cessing computanons. More recentiy, with the increasing
avatiapuity ot doaung pout capability in signal processing
calos. asignt nto aigenthms empioving Jdoaung point anth-
meuc s of interest. This paper considers the prodiem of
digral ilter :moiementation, and =:xamunes the ztfect of
doanng pownt anthmeunc on them. In parucular doaung soint
state-space dignai diters are anaivzed. The problem of using
nxed toint aninmerc and design of mummal roundorf flters
s wedl xpnown (L2 In congast. litdz s rnown aoout
rounc 5t noise in iliers emploving doanng point anthmetc.
Effect of doaung point anthmenc on digual Hditers has besn
studied 1n the context of direct. cascade and parailei forms
73.4], and parually for srate space digual dliers (5], Here a
aetied Tzaument of ne srfects of using Joaung point anth-
meuc (0 sate-space diqwl dlters is presented.

[L. FLOATING POINT ARITHMETIC
Throughout this paper it will be assumed that doauing

point aumpers are stored in the form (sign » w. 1Y, whers u
ang v have a Axed numoer of Huis. Also it wiil be assumed
that rounding used :n all operanons. Truncaton can be
d=ait with :n a2 similar manner. The notation ;‘l(; will be
used 0 denote 'h: machine aumber rasuiung rrom Joanng
ooint operzuon. in "omno DOINt 0peraons there e $rrors
1 doth addiuons and muiuplicauons (3,35, 1e.

PR SRR S SRR

and =27 2¢e,3<I7, ¢ being tne number of dits used

Tegresent ne manussa.  The =iror vanaoles € and 5 ars
assumed 10 de mncom  vanabies untformly  disebuted
oseween ~177 and I7Y. The error vanapies hnave zero mean

’Tms work w1s supporied bv e ARMY Researca Office
ander Grant No. DAAL-03-86-1-0107. and 9v he Nauonai
)umc: Foundanon under Grant No. M{P-37-1:084.

-l

and vanancz g = < The =2mror in the case of addiuen s

€x ~v) and in the case of multipiicatdon s 3rv. A
significant difference derwesn fixea point and :loaung soint
anihmenc s thar the error caused Dy rounding in loanng
pownt anthmeuc is dependent on the signal. This deoen-
dence of the 'oundmg 21701 0N th2 signal makes iz anaivsis
less uuctabie. To caniy out the anaivsis some carefui mani-
pulauons are necessary. We now consider in dezail the Joat-
INg point compuiation of :he inner product, 3 computanon
often used in 2 stte-space diter. The inner sroduct of the
VECIOr @ = 1ay.dy.dy)' and 1 = 1, X1, 04} 1S 'vm ov

¥ =UTXTaA; X, -GiXy~ayxy

As will be cleur from the discussion below, the 2rror due <o
fnue precision fdoatng point anthimedc will depend cn ine
order of the operations.

ye= ey - S fT@axs) = Fllaaxy ) O

1

=@ (1 =8y = [Gaxa ) = duy = daxyl = 301 =€) (1 - 2o

IR V5 21 o ER U OYS SIS T8 SEER YR %

W= Adyxy e = AduXs = idy - Ay X
=.g - Ag) x. 1o

where Aag, = A, g, and Ay =5, ~ 2. and 33 =~ g - g, anc
3y = 3y + g =€, Such a frst order approximaton s reason-
ably accurate since the 2rrors wiil Se assumed o be 1i.Z.
random vanables. Such approximauons wiil he mace
throuzh  this paper.  Note _that ‘
(Ac,." =3a: 0’ and Am; =las o
Au._‘.a-=d,a:cf, 3d,3d, = 3.3,67
3g:23a, = la,ay0” Note that ine Tesuiting =ToOrs are Soms
aated. If the operations of the inner procuc: were ione :n 2
different omc- me’x the fesyilant emors have .
charactenstcs.

_v::,"[(f[(,"."a-xt, = aaxas = Fllday,
=dy = Ad0x - ids = A aaXs - ag - .3'47.11

The cors Mg, are correiated and have giffersnt smusucs,
An .mpornant opservancn :n this Sonlex: s nal e o
orocuct odfained using F0aung SOt IMAMEnNS 15 e exal:
‘ANeT 2roauct of 2 oerTurded VeSIor 1. L2 1 - L. ina t o n
his paper we wil show that consicerabie :nsignt :an ~e
obrained oY usIng die 1pove simpie (nterprelanon af ne
Joaung point inner "roduc: compulanon arocess. Note nat
the Siausucs of g Jepend on the orcer :n Wmih che inner
produc: is computed. We now appiv :his modei o :ne 2ro0-
iem of swte space diguai dlers.

P
<7

The overoar Jenotes the expeciauon aperator
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STATISTICAL PERFORMANCE ANALYSIS OF THE MINIMUM-NORM METHOD'

Bhaskar D. Rao and K.V.S. Han
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ABSTRACT

In this paper, we analyze the performance of the
Minimum-Norm method for esdmadng the direcaon of umival
(DOA) of piane waves in white noise in the case of a iinear
equispaced sensor array. The performance of the method is
anajvzed bv examuning the perturbation in the roots of the
poivnomial formed in the intermediate step of the Minimum-
Norm method. In particular, aysmptotic results for the mean
squared error in the ssumates of e direcuon of amval are
derived. Simpie closed fomm expressions are denved jor the
one and two source case 0 get further insight. Computer
simulanons are provided (0 subswianuate the anaivsis. The
resuits obwined are compared to those oomined for Root-
Music and it is shown that the relatve performance of the two
methods is directly dependent on tne ratio of their parameter
sensiavites.

L INTRODUCTION

Eigen-Decompositdon based methods have recendy been
extensiveiy used in esumadng the Direction of Amval (DOA)
of piane waves in notse. These methods, orten referred to as
subspace based methods, have besn shown to perform very
well, and are capabie of resolving closely spaced sources. In
recent vears a staastical evaluaton of these methods has been
conducted by a number of researchers {2-49]. Our work
examines the Minimum-Norm method [1], and characierizes
the mean squared error in the esumates of the DOA's.
Monvaied by our observauons regarding Root-MUSIC [4], we
exarmune the error in the roots of the polynomual formed in the
intermediate step of the Minimum-Nomm method. The results
obtained are compared with those for Root-Music leading to
interesung insights.

. PROBLEM FORMULATION

The problem of esumaung the direcuion of amval of M
inconerent plane waves incident on a linear equispaced array
of L sensors is considered in this paper. For the «a observa-
uon period (snapshot), the spaual sampies of the signal pius
noise are given dy

-

r
=] =] (=i

. 2nd
where @; = )
sors. A the waveiength of the incident signal. and 3, :he direc-
uon of amval. As n [2.5], the nowse vector V. is assumed 00
Q; i Iero mean, compiex white Gaussian random vecor. i.e.

N =g;/ 6y. The noise xs assumed independent of the

comﬂlcx smml ampiitudes p;’ k) which are aiso modeied as
bcmv joindy Gaussian. Thc covariance mau-ix____gf_,n;
ampiitudes whose clements are P”, where P =1p* ‘D, e
1s assumed to be of rank M and nas disanct cwc'wmucs In

his paper, the overbdar ("--") wiil be used to denote the 2xpec-
tauon operator:

Subspace based methods esdmate z, = e’ | i=l..M,
the signal zeros, from which @, 5, the signal ‘requencies, and
then the DOA’'s 8, are determined. They utilize the =igen-
decomposition of the covanance matmx of the observauon
vector ¥y, i.e.

i
|

sing;, d being the separation between sen-

" TN13 w0rx ~as sup00rted dy the ARMY Qesearch J€€ice
Jnger Srant do. CAAL-03-35-4-3137.

CHATLI/NO /2760 ST« 19X [EEE

- A H _ H N . -
=EAEM =E N EF -5, ()

IRy
1=
where
E={5,5., WSl Eg =08y, 54 Sy (3a)
A =diag A M, JAz), and
Ay = diag (A] A, Agp) (3b)
Also
MEA+I>M=r+0l> > hy = 1) - 0]
>Aya = 0 =A =0y

A; are the eigenvalues of R, and §; the corresponding ortho-
normal eigenvectors. This paper considers the effect of using
an esamated covanance mamx. Usuaily an esumate of the
covanance mamix is obtained by (ume) averaging N indepen-
dent snapshots, Le.

. N JOEPE
R=L Sy, vr#=£F4icH

k=] -
where
E:[Sl.Sz‘... W Sc A=dx'ag(7rkk).
Let S, =S + 1, and &, = A, + B,. The anaivsis makes use
of the asymptotic propertes of the errors 7, and 3,. Asvmp-
wucally the errors are jointly Gaussian random vanables with
the crrors in the eigenvectors being independent of the errors
in the eigenvalues {53]. It has been shown in [5] that for the
errors corresponding to the M signal eigenveciors,

H_ﬁ_ < .__):___ Ha oo -1
e Ny N r};_.1 PN S, S8y +o(NTYY, (#)
rek
and
- A
Nenf = = 5 ST (1 =8 =o(NTY), (%)

N A - k,
where 8y, is the kronecker delta. In [2.3], it was shown that
_ A, L Ay

M=~ 2 =7 Sk =3 Sg 0N, (6)
W [=1 (Ay = Ap)~
{2k

OI MINIMUM-NORM METHOD

In the Minimum-Norm method 1], the DOA’s are found
by locanng the peaks of S (w), where

S{w) =

1
Diw’
and D (w), termed the null specoum |
D = [1gf) Vi 3,

2.3), is danned as

with vum_—lz—u cel@ e Jerbhend o pTHT g g

= - aenotes the pseudoinverse, T denotes transpose,
denotes complex conjugate, H denotes compiex conjugate
Tanspose. Also * is used 0 denote esumaces and SUbS\...Dl s
and n denote parameters associated with signal and norse
respectively.
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SENSITIVITY CONSIDERATIONS IN STATE SPACE MODEL 1
BASED HARMONIC RETRIEVAL METHODS

Bhaskar D. Rao

AMES Department - System Science
Univ. of California, San Diego
La Jolla, California 92093

ABSTRACT
In this paper, state space models are considered for estimating the frequencies of multipie sin-
susoids, and robust coordinate systems for frequency estimation are identfied. It is shown that
the ideal parameter set invoives estimating an unitary state transition matrix, and then comput-
ing its eigenvalues to obtain an esdmate of the frequencies. Procedurss to estimate such ma-
trices from covariance and time series data are examined. It is shown that two state space
methods. the Toeplitz Approximation Method (TAM) and the Direct Data Approximation

(DDA), estimate robust state transition matrices.

+
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PERFORMANCE ANALYSIS OF ESPRIT AND TAM IN DETERMINING
THE DIRECTION OF ARRIVAL OF PLANE WAVES IN NOISE

Bhaskar D. Rao and K.V.S. Han

AMES Departument - System Science
Univ. of California. San Diego
La Jolla. California 92093

ABSTRACT

In this puaper. two subspace based methods. ESPRIT and the Toeplitz Approximation
Method (TAM), for estimating the direction of arrival (DOA) of plane waves in white noise
in the case of a linear equispaced sensor array are evaluated. [t is shown that the least squares
version of ESPRIT and TAM result in the same estimate, and are statsucally equivalent. It is
shown that asymptotically, the estmates obtained using Least Squares ESPRIT and Total
Least Squares ESPRIT have the same mean squared error. Expressions for the asymptotic
mean squared error in the estimates of the direction of arrival are derived for the methods.
Simple closed form expressions are derived for the one and two source case to get further

insight. Computer simulations are provided to substantiate the analysis.

This work was supported by the ARMY Research Olfice under Grant No. DAAL-03-86-K-
0107,
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PERFORMANCE ANALYSIS OF ROOT-MUSIC *

Bhaskar D. Rao and K.V.S. Hari

AMES Department - Svstem Science
Univ. of California, San Diego
La Jotila. California 92093
(619) 534-6186

ABSTRACT
In this paper, we analyze the performance of Root-Music, a varadon of the popular
MUSIC algorithm, for estimaung the direction of arrival (DOA) of plane waves in
white noise in the case of a linear equispaced sensor array. The performance of the
method 1s analvzed by examining the perturbation in the roots of the polvnomial
formed in the intermediate step of Root-Music. In pardcular, avsmptotic results for the
mean squared eror in the estimates of the directon of arrival are derived. Simpie
closed form expressions are derived for the one and two source case to get further in-
sight. Computer simulations are provided to substantiate the analysis. An important
outcome of this analysis is an explanation as to why Root-Music is superior to the po-

puiar MUSIC algenthm where one examines the peaks of the spatial spectum.

EDICS CATEGORY :5.2.2
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ROUNDOFF NOISE IN FLOATING POINT STATE SPACE DIGITAL FILTERS®

Bhaskar D. Rao

AMES Dept., R-011
Univ. of California, San Diego
La Jolla, CA 92093

ABSTRACT

In this paper, the roundoff noise properties of tfloating point state-space digital filters is
examined. It is shown that the roundoff noise behavior of these filters is related to their
coetficient sensidvity. An exact expression for the variance of the output roundoff noise is
a::;ived when the input to the filter is a zero mean wide sense statonary random process.
Surprisingly, these expressions are tractable and depend on the imput signal stadsdcs along
with the filter parameters, in partcular the controilability and observability grammians. For the
case where double precision accumulation is used, it is shown that the optimal filters are simi-
lar to those obtained when using fixed point arithmedc. Also the roundoff noise of (single pre-

cision) second order filter structures is studied in detail.

“This work was supported by the ARMY Research Office under Grant No. DAAL-03-36-K-
0107, and by the National Science Foundation under Grant No. MIP-87-11984.
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Statistical periformance analysis of the

‘minimum-norm method
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Indexing terms: Signal processing, Radionavigation, Antenna arrays, Errors and error analysis

Abstract: The performance of the minimum-norm
method, both root and spectral forms. for estimat-
ing the direction of arrival (DOA) of plane waves
in white noise is analysed for the case of a linear
equispaced sensor array. In particular, asymptotic
results for the mean squared error in the estimates
of the direction of arrival are derived. Simple
closed-form expressions are derived for the one
and two source case to get further insight. Com-
puter simulations are provided to substantiate the
analysis. The results obtained are compared to
those obtained for root-MUSIC and it is shown
that the relative performance of the two methods
is directly dependent on the ratio of their param-
eter sensitivities. .

1 Introduction

In this paper. we analyse the statistical performance of an
eigendecomposition based method, the minimum-norm
method [1]. Eigendecomposition-based methods have
recently been extensively used in estimating the direction
of arrival (DOA) of plane waves in noise. These methods,
often referred to as subspace-based methods, have been
shown to perform very well, and are capable of resolving
closely spaced sources. In recent vears a statistical evalu-
ation. of these methods has been conducted by a number
of researchers [2-6]. For instance, some theoretical
results comparing MUSIC, and the minimum-norm
method can be found in References 2 and 3, wherein a
characterisation of the methods was done by examining
the null spectrum. More recent work on the analysis of
MUSIC can be found in References 4, 5 and 6. Some
comparnisons of MUSIC with ESPRIT, as well as root-
MUSIC with ESPRIT, based on computer simulations,
can be found in References 7 and 8. Our work examines
the minimum-norm method. and characterises the mean
squared error in the estimates of the DOAs. Motivated
by our observations regarding MUSIC [6], we examine
the error in the roots of the polynomial formed in the
intermediate step of the minimum-norm method. The
results obtained are compared with those for root-
MUSIC, leading to interesting insights. It is shown that
the relative performance of the two methods is directly
dependent on the ratio of the parameter sensitivities. It is
shown that this error is also related to the original
minimum-norm method, in which one determines the
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direction of arrival from the peaks of a spectrum [1]. In
addition, the analysis gives an insight into the difference
between procedures that employ a root-finding approach
and those that examine peaks in the spectrum.

2 Problem formulation

The problem of estimating the direction of arrival of M
incoherent piane waves incident on a linear equispaced
array of L sensors is considered in this paper. For the kth
observation period {snapshot), the spatial samples of the
signal plus noise are given by

T (kY ,(kF k)
Ye =D 0% 0E]

M M v M o
= [ z P, pt-"’e"'“", s : p;k)em.-pm‘l - _NI (1)

i=1 i=1 . (=]

~

nd .
= ——sin 6,
A

w;
d being the separation between sensors, 4 the wavelength
of the incident signal, and 8, the direction of arrival
Subspace-based methods estimate the signal zeros z; =
e i=1,..., M, from which the signal frequencies w;
and then the DOAs 9, are determined. As in References 2
to 6, the noise vector N, is assumed to be a zero _mean,
complex white Gaussian random vector, te. N NI =
o2 15,,. The noise is assumed to be independent of the
complex signal amplitudes p{*' which are also modelled as
being jointly Gaussian. The covariance matrix P of the
amplitudes whose elements are P;, where P =
(p*'pr'¥7], is assumed to be of rank M and has distinct
eigenvalues. :

The overbar ‘— will be used to denote the expectation
operator in this paper. Also, T i1s used to denote trans-
pose, * to denote complex conjugate, H to denote
complex conjugate transpose, and <+ to denote the
Moore-Penrose pseudo-inverse. Further, * is used to
denote estimates and subscripts s and n to denote param-
eters associated with the signal and noise respectively. Ax
1s used to denote the error in parameter x, which may be
a scalar, vector or matrix.

The covariance matrix of the observation vector Y is
given by

R=Y,Yi=vpyHigll 2a)
where
[ 1 to
V, = ej.m el.m ' e”.w (2b)

1

ej(L-le ele-l)wz e}(l.-l\mu
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RELATIONSHIP BETWEEN MATRIX PENCIL AND STATE SPACE™
BASED HARMONIC RETRIEVAL METHODS

Bhaskar D. Rao

AMES Dept. - System Science, R-011
Univ. of California, San Diego
La Jolla, California 92093

ABSTRACT

In this paper, we study the relationship between a state space approach and the mamrix
pencil method for the problem of estimating the parameters of damped and undamped
sinusoids. It is shown that the methods are very similar in the exact data case, and have minor
difference in implementation in the noisy data case.

EDICS : 5.1.2
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EFFECT OF SPATIAL SMOOTHING ON THE PERFORMANCE OF
MUSIC AND THE MINIMUM-NORM METHOD

Bhaskar D. Rao and K.V.S. Hari

AMES Department - System Science
Univ. of California, San Diego, R-011
La Jolla, California 92093

ABSTRACT

In this paper, we analyze the effect of using a spadally smoothed forward-backward
covariance matrix on the performance of Root-Music and the root Minimum-Norm method for
esumating the direction of arrival of plane waves in white noise in the case of a linear
equispaced sensor array. In partcular, aysmptotic results for the mean squared error in the
estimates of the signal zeros and the direction of arrival are derived. Simple approximations
are made to obtain insight into the performance of the methods. It is shown that the use of a
forward-backward covariance esumate and spatal smoothing is far more beneficial to the
Minimum-Norm method than to MUSIC. Proper spadal smoothing enables the performance of
the Minimum-Norm method to be made comparable to MUSIC. Also, in the case of MUSIC
nough spatial smoothing improves the spectral efficiency factor, minimal smoothing is desir-
able for Root-Music. Computer simulations are provided io substantiate the analysis.

EDICS: 5.2, 5.2.2, 5.2.3
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STATE SPACE MODEL-BASED PARAMETER ESTIMATION *
METHODS AND SOME APPLICATONS

Bhaskar D. Rao

AMES Dept- System Science, R-011
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ABSTRACT

This paper reviews state space model-based methods for signal processing applicaticns. A state space frame-
work is shown to provide a convenient tool for exposing and exploiting structure inherent in many mode! based
methods. It is also shown that there exist state space methods which are robust to noise in data, and to numerncal
errors.  From a computational point of view, the methods are often less complex than existung competing methods.
Futhermore they only involve matrix operations which are suitable for systolic/wavefront implementation.

I. INTRODUCTION

In this paper, state space model based methods for model based signal processing are reviewed (1-6]. Ratonal
modeling of signais followed by estimation of the parameters of the model has been extensively discussed in the sig-
nal processing literature. Most often in this context, a direct form or transfer function parametenzaton of the models
has been used. In this paper, state space representation of these models along with methods based on these respresen-
tations are discussed. The key features of a state space based approach are summarized below.

-1. The state space framework provides a convenient mechanism for exposing the structure that is present in model
based methods.
2. Robust methods to estimate the state space parameters of these models are available. They result in model based
_signal processing methods that are numerically robust, and highly accurate even when noisy finite data records are
used.
3. The computational complexity of these methods is usually less or comparable to existing competiive methods.
—~Morover, the operations involved are matrix oriented making them suitable for systolic/wavetront implementation.

II. STATE SPACE MODELING

In signal processing, digital filters or linear time invariant (LTI) systems with ratonal tansfer functions have
played a central role. Most often they are described using constant coefficient difference equations, i.e.

2 g
ym) =S aytn-i)+ Y bu(n-i) (1)
i=1 i=0

where w(n) is the input and y(n) the output. In the transform domain the system is described by its transfer func-
ton A (2 ) where

- AD)
H(z) = —,
) B()

(a)

*This work was supported by the ARMY Research Office under Grant No. DAAL-03-86-K-
0107.




